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#### Abstract

We examine the moments of the number of lattice points in a fixed ball of volume $V$ for lattices in Euclidean space which are modules over the ring of integers of a number field $K$. In particular, denoting by $\omega_{K}$ the number of roots of unity in $K$, we show that for lattices of large enough dimension the moments of the number of $\omega_{K}$-tuples of lattice points converge to those of a Poisson distribution of mean $V / \omega_{K}$. This extends work of Rogers for $\mathbb{Z}$-lattices. What is more, we show that this convergence can also be achieved by increasing the degree of the number field $K$ as long as $K$ varies within a set of number fields with uniform lower bounds on the absolute Weil height of non-torsion elements.
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## 1 Introduction

A classical result in the geometry of numbers due to C.L. Siegel [1] establishes a mean value theorem for lattice sum functions $F_{f}(\Lambda)=\sum_{\lambda \in \Lambda \backslash\{0\}} f(\lambda)$, where $f: \mathbb{R}^{t} \rightarrow \mathbb{C}$ is integrable and decays sufficiently fast.

More precisely, the space $\mathrm{SL}_{t}(\mathbb{R}) / \mathrm{SL}_{t}(\mathbb{Z})$ of unimodular lattices in $\mathbb{R}^{t}$ carries a canonical Haar measure of total mass one. Viewing $F_{f}(\Lambda)$ as a random variable on that space, Siegel [1] proved the mean value theorem

$$
\mathbb{E}\left[F_{f}(\Lambda)\right]=\int_{\mathbb{R}^{t}} f(x) d x
$$

In particular, when $f$ is the indicator function of a bounded convex body $F_{f}(\Lambda)$ counts non-trivial lattice points and the famous Minkowski-Hlawka theorem [2] can be deduced in this way. Various refinements of this approach imposing extra structure have since appeared, in particular for lattices coming from maximal orders in number fields or $\mathbb{Q}$-division rings $[3,4,5]$. The additional structure can often be leveraged for suitable applications; for instance A. Venkatesh in [4] deduces the currently best asymptotic lower bounds on the sphere packing density in high dimensions by working with cyclotomic integers.

In a series of papers [6, 7, 8], C.A. Rogers established roughly a decade after Siegel formulas for the higher moments of $\mathbb{Z}$-lattices and explicitly evaluated those formulas when the lattice sum function is counting nontrivial lattice points in a bounded convex set. More precisely, Rogers obtains in [8, Theorem 3]:
Theorem. (Rogers, 1956) Let $\Lambda \subseteq \mathbb{R}^{t}$ be a random unit covolume lattice and let $S$ be a centrally symmetric Borel set of volume V. Consider the random variable

$$
\rho(\Lambda):=F_{\mathbf{1}_{S}}(\Lambda)=\#(S \cap(\Lambda \backslash\{0\})) .
$$

Then, provided the $\mathbb{Z}$-rank $t$ of the lattices satisfies $t \geq\left\lceil\frac{1}{4} n^{2}+3\right\rceil$, it follows that the $n$-th moment of the number of non-zero lattice points in $S$ satisfies

$$
2^{n} \cdot m_{n}\left(\frac{V}{2}\right) \leq \mathbb{E}\left[\rho(\Lambda)^{n}\right] \leq 2^{n} \cdot m_{n}\left(\frac{V}{2}\right)+E_{n, t} \cdot(V+1)^{n-1}
$$

where

$$
\begin{equation*}
m_{n}(\lambda)=e^{-\lambda} \sum_{r=0}^{\infty} \frac{\lambda^{r}}{r!} r^{n}=\mathbb{E}_{X \sim \mathcal{P}(\lambda)}\left(X^{n}\right) \tag{1}
\end{equation*}
$$

is the nth moment of a Poisson distribution with parameter $\lambda$ and where $E_{n, t}$ is an error term decaying exponentially as $t$ increases:

$$
E_{n, t} \leq 2 \cdot 3^{\left\lceil\frac{n^{2}}{4}\right\rceil} \cdot\left(\frac{\sqrt{3}}{2}\right)^{t}+21 \cdot 5^{\left\lceil\frac{n^{2}}{4}\right\rceil} \cdot\left(\frac{1}{2}\right)^{t} .
$$

In other words, Rogers showed that the number of pairs of non-trivial lattice points in $S$ has a distribution which approaches a Poisson distribution with mean $\frac{1}{2} V$ for large values of $t$. In particular, we obtain for large rank $t$ essentially $2 \sqrt{t}$ point count estimates

$$
\begin{aligned}
\mathbb{E}\left(\frac{1}{2} \rho(\Lambda)\right) & =\frac{1}{2} \operatorname{vol}(S) \\
\mathbb{E}\left(\left(\frac{1}{2} \rho(\Lambda)\right)^{2}\right) & =\left(\frac{1}{2} \operatorname{vol}(S)\right)^{2}+\left(\frac{1}{2} \operatorname{vol}(S)\right)+o(1), \\
\mathbb{E}\left(\left(\frac{1}{2} \rho(\Lambda)\right)^{3}\right) & =\left(\frac{1}{2} \operatorname{vol}(S)\right)^{3}+3\left(\frac{1}{2} \operatorname{vol}(S)\right)^{2}+\left(\frac{1}{2} \operatorname{vol}(S)\right)+o(1),
\end{aligned}
$$

which are valid independently of $\operatorname{vol}(S)$. Note that the polynomials appearing on the right hand side are Touchard polynomials ${ }^{1}$ in $\frac{1}{2} \operatorname{vol}(S)$ and that the appearance of the fraction $\frac{1}{2}$ on either side of the estimates results from the symmetries of $\pm 1$ acting on all lattice vectors.

It seems natural to ask whether similar higher moment results hold for lattices with additional structure, or whether the behaviour is qualitatively different. For a number field $K$ the ring of integers $\mathcal{O}_{K}$ can be seen via the Minkowski embedding as a lattice in $K \otimes \mathbb{Q} \mathbb{R} \cong \mathbb{R}^{[K: \mathbb{Q}]}$. Thus, any $\mathcal{O}_{K}$-module of finite rank $t$ produces (after possible scaling) a unimodular lattice in the space $\mathrm{SL}_{t}\left(K \otimes_{\mathbb{Q}} \mathbb{R}\right) / \mathrm{SL}_{t}\left(\mathcal{O}_{K}\right)$, which also comes equipped with a canonical probability measure. We study higher moments of the number of points in a bounded convex set for such $\mathcal{O}_{K}$-lattices.

A first observation is that, assuming that $S$ is symmetric about the origin, the finite order units in $\mathcal{O}_{K}$ act freely on the lattice points in $S$ and thus lattice points should come in $\omega_{K}$-tuples instead of pairs, where $\omega_{K}$ denotes the root number of $K$. As a consequence of our main theorems, we are indeed able to show that for balls $S$ the number of $\omega_{K}$-tuples of $\mathcal{O}_{K}$-lattice points in $S$ have a distribution asymptotic to a Poisson distribution with mean $\frac{1}{\omega_{K}} V$ :

[^0]Theorem 1. Let $K$ be any number field and let $n$ be fixed. Then there is an explicit constant $t_{0}(K, n)=$ $O_{K}\left(n^{3} \log \log n\right)$ such that the n-th moment $\mathbb{E}\left[\rho(\Lambda)^{n}\right]$ of the number of nonzero lattice points lying in an origin-centered ball of volume $V$ and a random unit covolume $\mathcal{O}_{K}$-lattice of rank $t$ satisfies

$$
\omega_{K}^{n} \cdot m_{n}\left(\frac{V}{\omega_{K}}\right) \leq \mathbb{E}\left[\rho(\Lambda)^{n}\right] \leq \omega_{K}^{n} \cdot m_{n}\left(\frac{V}{\omega_{K}}\right)+E_{n, t, K} \cdot(V+1)^{n-1}
$$

with the error term

$$
E_{n, t, K} \leq C_{K} \cdot t^{(n-2) / 2} \cdot e^{-\varepsilon_{K} \cdot\left(t-t_{0}\right)}
$$

provided that $t>t_{0}(K, n)$. Here $m_{n}$ is as defined in Equation (1) and the ball of volume $V$ is with respect to the Euclidean norm given in Equation (3). The constants $C_{K}, \varepsilon_{K}>0$ are uniform in the rank $t$ of the $\mathcal{O}_{K}$-lattices and can also be explicitly described.

An expression for the explicit constants $t_{0}(K, n)$ and $\varepsilon_{K}$ in terms of $n$ and the geometry of the unit lattice of $K$ can be found in Corollary 58.

Rogers' results rely on his integral formula for the $n$-th moments. Such a result is also available in the context of $\mathcal{O}_{K}$-lattices and implicit in the literature. For instance, S. Kim [9] establishes an integral formula in the adelic language and deduces convergence of the second moment. See also, e.g., [10] and [11, Theorem 1]. However, one of the main challenges arising for general number fields is dealing with infinite unit groups in $\mathcal{O}_{K}$ and bounding their contributions (see $\underline{4}$ for the integral formula). We remedy this by employing lower bounds on the Weil height of units $\mathcal{O}_{K}^{\times}$. In fact, height considerations allow us to prove stronger asymptotic results by increasing not just the $\mathcal{O}_{K}$-rank of the lattices, but also the degree of the number field.

More precisely, we show:
Theorem 2. Let $\mathcal{S}$ denote any set of number fields $K$ such that the absolute Weil height of elements in $K^{\times} \backslash \mu_{K}$ has a strictly positive uniform lower bound on $\mathcal{S}$. There are then for a given $n$ explicit constants $t_{0}(n, \mathcal{S})=O_{\mathcal{S}}\left(n^{3} \log \log n\right)$ as well as explicit constants $C, \varepsilon>0$, all uniform in $\mathcal{S}$, such that for any $t>t_{0}$ and for any $K \in \mathcal{S}$ of degree $d$ the $n$-th moment $\mathbb{E}\left[\rho(\Lambda)^{n}\right]$ of the number of nonzero $\mathcal{O}_{K}$-lattice points in an origin-centered ball of volume $V$ and $\Lambda$ in the space of unit covolume $\mathcal{O}_{K}$-lattices of rank $t$ satisfies:

$$
\omega_{K}^{n} \cdot m_{n}\left(\frac{V}{\omega_{K}}\right) \leq \mathbb{E}\left[\rho(\Lambda)^{n}\right] \leq \omega_{K}^{n} \cdot m_{n}\left(\frac{V}{\omega_{K}}\right)+E_{n, t, K} \cdot(V+1)^{n-1}
$$

where the error term satisfies

$$
E_{n, t, K} \leq C \cdot(t d)^{(n-2) / 2} \cdot \omega_{K}^{n^{2} / 4} \cdot Z(K, t, n) \cdot e^{-\varepsilon \cdot d\left(t-t_{0}\right)}
$$

Here $\omega_{K}$ are the number of roots of unity in $K, Z(K, t, n)$ denotes a finite product of Dedekind zeta values $\zeta_{K}$ at certain real values $>1$ and $m_{n}$ is as in Equation (1).

See the more detailed Theorem 57 for explicit values of the constant $t_{0}(n, \mathcal{S})$, of the zeta factor $Z(K, t, n)$ and of the constants $C, \varepsilon$. Note that the terms $(t d)^{(n-2) / 2} \cdot \omega_{K}^{n^{2} / 4}$ grow polynomially in $t, d$ since $\omega_{K}=$ $O(d \log \log d)$ and the error term indeed decays exponentially in the dimension of the lattices.

The height bound assumption on $\bigcup_{K \in \mathcal{S}} K$ in Theorem $\underline{2}$ is in the literature referred to as the Bogomolov property. A prototypical example of an infinite tower satisfying the Bogomolov property are the cyclotomic numbers $\mathbb{Q}^{c y c}=\bigcup_{i>2} \mathbb{Q}\left(\zeta_{i}\right)$, so that the limiting results of Theorem $\underline{2}$ in particular apply to lattices over cyclotomic integers of increasing degree for fixed large enough rank. In this case we can also bound the zeta factor uniformly-see Corollary 60. For the reader's convenience and as an illustration, we record here an entirely explicit ensuing second moment result over cyclotomic fields:

Corollary 3. Consider a sequence of cyclotomic number fields given by $K_{i}=\mathbb{Q}\left(\zeta_{k_{i}}\right)$ of degree $d_{i}=\varphi\left(k_{i}\right)$ and let $t_{0}=\frac{267}{10}$. There then exist uniformly bounded constants $C, \varepsilon>0$ such that for any $t \geq 27$ and for any degree $d_{i}$ the second moment $\mathbb{E}\left[\rho(\Lambda)^{2}\right]$ of the number of nonzero $\mathcal{O}_{K}$-lattice points in an origin-centered ball of volume $V$ over the space of $\mathcal{O}_{K}$-lattices of rank $t$ and unit covolume satisfies:

$$
V^{2}+V \cdot \omega_{K_{i}} \leq \mathbb{E}\left[\rho(\Lambda)^{2}\right] \leq V^{2}+V \cdot \omega_{K_{i}} \cdot\left(1+C \cdot e^{-\varepsilon \cdot d_{i}\left(t-t_{0}\right)}\right)
$$

Moreover, the inequality holds for $\varepsilon=\frac{1}{400}$ and $C=\left(3+\frac{3}{1-e^{-d_{i}\left(t-t_{0}\right) / 1124}}\right) \cdot \zeta_{K_{i}}\left(\frac{37 t}{52}\right) \cdot \zeta_{K_{i}}\left(\frac{t}{25}\right)$ for any given $t \geq 27$ and $d_{i} \geq 2$. In particular, $C \leq 5625 \cdot \max _{i}\left(\zeta_{K_{i}}\left(\frac{37 t}{52}\right) \cdot \zeta_{K_{i}}\left(\frac{t}{25}\right)\right)$ holds for all such $t, d_{i}$.

We refer the reader unfamiliar with heights and the Bogomolov property to the discussion in Section $\underline{5}$ for details and other examples of infinite extensions with this property. We also partially prove in Proposition 62 the necessity of the height bound assumption in Theorem 2 , showing that for any fixed rank $t$ there exist number fields $K_{i}$ of arbitrarily large degree with moments strictly larger than Poisson of mean $V / \omega_{K_{i}}$. Finally, we remark that similar results apply to more general convex sets $S$ beyond balls (see 64), however in pinning down the asymptotic distribution one needs to take into account the symmetry properties of the body $S$.

In conclusion, we observe not just a limiting Poisson behaviour for the finer moduli space of $\mathcal{O}_{K}$-lattices of fixed covolume, but also uncover additional flexibility in choosing the parameters of the Poisson distribution by varying the number of roots of unity in $K$. We therefore expect applications to the geometry of numbers and in particular hope to address the lattice packing and covering problems in the vein of [4],[6],[12],[13]. Beyond that, integral formulas and higher moments have been employed among others in dynamics in the context of logarithm laws for flows on homogeneous spaces and Diophantine approximation (see e.g., [14, 15], [16, Section 5] and [17]).

Furthermore, $\mathcal{O}_{K}$-lattices have emerged as interesting candidates for lattice-based cryptography (see e.g., [18, 19, 20]). The setup in these works often resembles our line of investigation, even considering lattices of fixed $\mathcal{O}_{K}$-rank and varying cyclotomic number field $K$. In analysing the hardness of problems such as the shortest vector problem (SVP) on these restricted lattices, our results indicate a Poisson-like behaviour similar to the full probability space of random lattices, albeit with a different Poisson parameter.

### 1.1 Outline of paper and proof

The paper is organized as follows: Section $\underline{2}$ establishes an effective version of the Rogers integral formula for $\mathcal{O}_{K}$-lattices, showing in particular that the expected moments can be attained up to arbitrarily high precision from lattices lifted from suitable finite sets of linear codes. This is of independent interest, expanding on the literature showing lattices attaining the expected mean values can be achieved in this way (see, e.g., $[21,22,23,24,25,26])$. We also cover some preliminaries in this section.

Section $\underline{3}$ then establishes convergence of the higher moments and includes some preparatory lemmas. Convergence can be deduced by relating moments to values of height zeta functions on suitable Grassmannians. These converge by work of W. Schmidt [27] on asymptotic counts for points of bounded height in such varieties. Section $\underline{4}$ then deals with the main Poisson terms and some first estimates.

Section 5 tackles the general term and contains the main results. In order to go beyond just convergence of the moments, asymptotic estimates for points of bounded height are not sufficient, and one needs to have good control of the error terms for small heights as well. In order to illustrate how the results were achieved, we sketch our proof for the simple case of the second moment. In this case, via the integral formula the second moment computation for a fixed ball $S$ in $t$ copies of Euclidean space $K \otimes \mathbb{Q} \mathbb{R}$ amounts to:

$$
\operatorname{vol}(S)^{2}+\sum_{\alpha \in K^{\times}}\left[\mathcal{O}_{K}:(\alpha)^{-1} \cap \mathcal{O}_{K}\right]^{-t} \cdot \operatorname{vol}(S \cap \alpha S)
$$

To arrive at a result as in Corollary $\underline{3}$ it suffices to prove exponential decay of the sum

$$
\begin{equation*}
\sum_{\alpha \in\left(K \times \backslash \mu_{K}\right) / \mu_{K}}\left[\mathcal{O}_{K}:(\alpha)^{-1} \cap \mathcal{O}_{K}\right]^{-t} \cdot \frac{\operatorname{vol}(S \cap \alpha S)}{\operatorname{vol}(S)} \tag{2}
\end{equation*}
$$

where $\mu_{K}$ denotes the roots of unity in $K$. In order to do so, we first bound for a fixed $\beta \in K^{\times}$the shifted sum over units: $S_{\beta}=\sum_{\alpha \in\left(\mathcal{O}_{K}^{\times} \backslash \mu_{K}\right) / \mu_{K}} \frac{\operatorname{vol}(S \cap \alpha \beta S)}{\operatorname{vol}(S)}$. The full result for (2) is then deduced by summing over principal ideals $(\beta)$ the quantity $\left[\mathcal{O}_{K}:(\beta)^{-1} \cap \mathcal{O}_{K}\right]^{-t} \cdot S_{\beta}$ and relating its decay to the decay of $S_{\beta}$ up to some Dedekind zeta values of $K$ (see e.g., Proposition 47). In order to bound $S_{\beta}$, we use a geometric convex combination Lemma to show that the volume ratio $\frac{\operatorname{vol}(S \cap \alpha \beta S)}{\operatorname{vol}(S)}$ decays exponentially with the Weil height of $\alpha \beta$, see Lemma 39 as well as Lemmas 53,54 , and 55 for the more general case. The final ingredient is then a count of the number of units $\alpha \in \mathcal{O}_{K}^{\times}$such that $\alpha \beta$ has bounded Weil height. This is achieved in Lemma 41 using properties of heights and the unit lattice. Note that here it is really the points of small height which have the weightiest contributions to $S_{\beta}$ and therefore we need genuine upper bounds on such counts as opposed to the classical asymptotic formulae for increasing height. We hope this also illustrates for the reader why height lower bounds for algebraic integers play an important role in our work.

For the $n$-th moment when $n>2$, there are additional complications. We must evaluate the sum

$$
\sum_{m=1}^{n-1} \sum_{\substack{D \in M_{m \times n}(K) \\ \text { rank }(D)=m \\ D \text { is row reduced echelon }}} \mathfrak{D}(D)^{-t} \int_{x \in K \otimes \mathbb{R}^{t \times m}} \mathbf{1}_{S^{m}}(x D) d x
$$

where $\mathfrak{D}(D)$ is a measure of the denominators in $D$ extending $\left[\mathcal{O}_{K}:(\alpha)^{-1} \cap \mathcal{O}_{K}\right]$ for $(n, m)=(2,1)$. The main Poisson terms come from matrices $D$ with a single non-zero entry in $\mu_{K}$ per column (we denote this set by $A_{m}$ ). While our overarching approach in estimating the error terms generalizing (2) is similar to the second moment, we now needed to distinguish several cases depending on the shape of $D$ - see Section 5.4 for details. The trickiest case are matrices $D$ close to $A_{m}$, in that $D$ having entries of Weil height larger than some threshold $h_{0} \approx \frac{1}{2} \log n$ or having many non-vanishing $m \times m$ minors makes estimates easier. However, the remaining cases then constitute a finite set of matrices $D$ with entries of height bounded by $h_{0}$ and having at least one column which differs from columns in the main terms $A_{m}$. This is just enough to push through our results (see Proposition 56) and obtain suitable exponential decay of each error term.

Finally, Section 6.2 adds some concluding remarks on height assumptions and more general bodies.
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## 2 Lattices from number fields and integral formula for lifts

Let $K$ be a number field and let $\mathcal{O}_{K}$ denote its ring of integers. Let $K_{\mathbb{R}}=K \otimes_{\mathbb{Q}} \mathbb{R}$ denote the [ $\left.K: \mathbb{Q}\right]$ dimensional Euclidean space associated to $K$ and let $\overline{()}: K_{\mathbb{R}} \rightarrow K_{\mathbb{R}}$ be a positive-definite involution ${ }_{-}^{2}$ on $K_{\mathbb{R}}$ such that the following is a positive-definite real quadratic form on $K_{\mathbb{R}}$ :

$$
\begin{equation*}
\langle x, y\rangle=\Delta_{K}^{-\frac{2}{[K: Q]}} \operatorname{tr}(x \bar{y}) \tag{3}
\end{equation*}
$$

Here $\Delta_{K}$ is the absolute value of the discriminant of the number field $K$. Note that the quadratic form makes $\mathcal{O}_{K}$ into a lattice in $K_{\mathbb{R}}$ and the normalization in Equation (3) ensures it has unit covolume. When multiple copies $K_{\mathbb{R}}$ are considered, we will assume that the quadratic form is the sum of the quadratic forms from Equation (3) on each copy. This quadratic form therefore defines a Lebesgue measure on any number of copies of $K_{\mathbb{R}}$.

As pointed out in the introduction, integral formulas for higher moments over number fields can be found in the literature. A. Weil vastly generalized Siegel's mean value theorem [10]. One may recover a $n$th moment formula from Weil's work by considering the algebraic group $G=\mathrm{SL}_{t}(K)$ acting on the left on the affine variety $M_{t \times n}(K)$ in Weil's setup as described in $\S 5-12$ of [10]. We record the higher moment formulas which form the starting point for our work here:
Theorem 4. [9, 10, 11]
For any number $t$ of copies of $K_{\mathbb{R}}$ let $g: K_{\mathbb{R}}^{t \times n} \rightarrow \mathbb{R}$ be a compactly supported Riemann-integrable function and equip $K_{\mathbb{R}}^{t}$ with the measure as discussed around Equation (3). Then, putting the Haar probability measure on $\mathrm{SL}_{t}\left(K_{\mathbb{R}}\right) / \mathrm{SL}_{t}\left(\mathcal{O}_{K}\right)$, we have that

$$
\int_{\mathrm{SL}_{t}\left(K_{\mathbb{R}}\right) / \mathrm{SL}_{t}\left(\mathcal{O}_{K}\right)}\left(\sum_{v \in \gamma \mathcal{O}_{K}^{t \times n}} g(v)\right) d \gamma=\sum_{m=0}^{n} \sum_{\substack{D \in M_{m \times n}(K) \\ \operatorname{rank}(D)=m \\ \text { is row reduced echelon }}} \mathfrak{D}(D)^{-t} \int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x
$$

[^1]where $\mathfrak{D}(D)$ is the index of the sublattice $\left\{C \in M_{1 \times m}\left(\mathcal{O}_{K}\right) \mid C \cdot D \in M_{1 \times n}\left(\mathcal{O}_{K}\right)\right\}$ in $M_{1 \times m}\left(\mathcal{O}_{K}\right)$. Here the right hand side could diverge (however, see Corollary 21), and the term at $m=0$ is understood to be $g(0)$.

Remark 5. In the same setting as Theorem 4, we have

$$
\int_{\mathrm{SL}_{t}\left(K_{\mathbb{R}}\right) / \mathrm{SL}_{t}\left(\mathcal{O}_{K}\right)}\left(\sum_{\substack{v \in \gamma \mathcal{O}_{K}^{t \times n} \backslash\{0\}}} g(v)\right) d \gamma=\sum_{m=1}^{n} \sum_{\begin{array}{c}
D \in M_{m \times n}(K) \\
\text { rank }(D)=m \\
\text { D is row reduce echelon } \\
D \text { has no zero columns }
\end{array}} \mathfrak{D}(D)^{-t} \int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x .
$$

### 2.1 Effective higher moment results from lifts of codes

The existential results for the continuous and non-compact space of lattices $\mathrm{SL}_{t}\left(K_{\mathbb{R}}\right) / \mathrm{SL}_{t}\left(\mathcal{O}_{K}\right)$ discussed in the introduction do not yield a way to arrive at explicit constructions for applications to coding theory, cryptography or the geometry of numbers. To that end, in this section we will produce a growing family of explicit lattices that equidistribute with respect to Siegel transforms. That is, we find a collection of unit covolume lattices $\left\{\Lambda_{i, j}\right\}_{i}$ such that as $j \rightarrow \infty$, we get $\#\left\{\Lambda_{i, j}\right\}_{i} \rightarrow \infty$ and

$$
\frac{1}{\#\left\{\Lambda_{i, j}\right\}_{i}} \sum_{i}\left(\sum_{v \in \Lambda_{i, j}} f(v)\right)^{n} \rightarrow \int_{\mathrm{SL}_{t}\left(K_{\mathbb{R}}\right) / \mathrm{SL}_{t}\left(\mathcal{O}_{K}\right)}\left(\sum_{v \in \gamma \mathcal{O}_{K}^{t}} f(v)\right)^{n} d \gamma
$$

This can be thought of as an analogue of the following result, which could be attributed to Rogers [28], seemingly the first to consider an effective version of Siegel's mean value theorem.

Theorem 6. (Rogers, 1947)
Let $p$ be an arbitrary prime, $\mathbb{F}_{p}$ be the field with $p$ elements and let $\pi_{p}: \mathbb{Z}^{d} \rightarrow \mathbb{F}_{p}^{d}$ be the natural coordinatewise projection map. Let $\mathcal{L}_{p}$ be the set of sub-lattices of $\mathbb{Z}^{d}$ that are pre-images of one-dimensional subspaces in this projection map scaled to become unit covolume, i.e.

$$
\mathcal{L}_{p}=\left\{C_{p} \pi_{p}^{-1}\left(\mathbb{F}_{p} v\right) \mid v \in \mathbb{F}_{p}^{d} \backslash\{0\}\right\}, C_{p}=p^{-\left(1-\frac{1}{d}\right)}
$$

Consider a compactly supported continuous function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Then the following holds:

$$
\lim _{p \rightarrow \infty}\left[\frac{1}{\# \mathcal{L}_{p}} \sum_{\Lambda \in \mathcal{L}_{p}} \sum_{v \in \Lambda \backslash\{0\}} f(v)\right]=\int_{\mathbb{R}^{d}} f(x) d x
$$

Theorem $\underline{6}$ can for instance be used to effectively generate lattices that attain the Minkowski lower bound on the sphere packing density. Results along the line of Theorem $\underline{6}$ have appeared $[25,26]$ for mean values of lattices with additional structure and with applications in mind.

Remark 7. The set of lattices in Theorem $\underline{6}$ are Hecke points for the homogeneous space $\mathrm{SL}_{t}(\mathbb{R}) / \mathrm{SL}_{t}(\mathbb{Z})$. These Hecke points are a growing collection of points parametrized by a primes p as $p \rightarrow \infty$. Rogers' Theorem $\underline{6}$ can be thought of as saying that these Hecke points equidistribute with respect to Siegel transforms. But more is true, in fact they equidistribute with respect to all test functions $\mathcal{C}_{c}\left(\mathrm{SL}_{t}(\mathbb{R}) / \mathrm{SL}_{t}(\mathbb{Z})\right)$.

Equidistribution of Hecke points is a very well-studied topic [29, 30]. Using the general methods of [29], it should follow that the set of lattices $\mathcal{L}(\mathcal{P}, s)$ defined in (4) equidistribute as $\mathrm{N}(\mathcal{P}) \rightarrow \infty$. In this paper we only focus on showing equidistribution with respect to Siegel transforms for the Hecke points considered below. Using that $\mathcal{L}(\mathcal{P}, s)$ equidistribute on the moduli space of $\mathcal{O}_{K}$-modules, one can arrive at another proof of Theorem 4. We skip these details.

### 2.2 Lattices from reductions

Let $f: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ be a compactly supported Riemann-integrable function on the real Euclidean space formed by taking $t$ copies of $K_{\mathbb{R}}$. This space contains $\mathcal{O}_{K}^{t}$ as a unit-covolume lattice. We consider unramified prime ideals $\mathcal{P} \subseteq \mathcal{O}_{K}$ and fix a number $s \in\{1, \ldots, d-1\}$. If $\pi_{\mathcal{P}}: \mathcal{O}_{K} \rightarrow k_{\mathcal{P}}$ is the projection map to the residue field $k_{\mathcal{P}}$, we want to consider the following set of unit covolume lattices:

$$
\begin{equation*}
\mathcal{L}(\mathcal{P}, s)=\left\{\beta \pi_{\mathcal{P}}^{-1}(S) \mid S \subseteq k_{\mathcal{P}}^{t} \text { is a } s \text {-dimensional } k_{\mathcal{P}} \text {-subspace }\right\} \tag{4}
\end{equation*}
$$

where ${ }_{-}^{3}$

$$
\beta=\beta(\mathcal{P}, s)=\mathrm{N}(\mathcal{P})^{-\left(1-\frac{s}{t}\right) \frac{1}{[K:(\mathbb{~}]}} .
$$

Indeed, this scaling factor $\beta$ ensures that the lattice $\beta \pi_{\mathcal{P}}^{-1}(S)$ has the same covolume as $\mathcal{O}_{K}^{t} \subseteq K_{\mathbb{R}}^{t}$.
What we are interested in is the following average:

$$
\begin{equation*}
\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\Lambda \in \mathcal{L}(\mathcal{P}, s)}\left(\sum_{v \in \Lambda} f(v)\right)^{n} \tag{5}
\end{equation*}
$$

We will in fact consider the slightly more general setup: let $g: K_{\mathbb{R}}^{t \times n} \rightarrow \mathbb{R}$ be a compactly supported Riemann-integrable function on $[K: \mathbb{Q}] \cdot t \cdot n$ real variables. We evaluate the average

$$
\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\Lambda \in \mathcal{L}(\mathcal{P}, s)}\left(\sum_{v \in \Lambda^{n}} g(v)\right)
$$

This sum reduces to Equation (5) under the substitution of $g\left(v_{1}, \ldots, v_{n}\right)=f\left(v_{1}\right) f\left(v_{2}\right) \ldots f\left(v_{n}\right)$. We perform some manipulations on this sum. Leting $\mathbf{1}(P)$ denote the indicator function of a proposition $P$, we have that

$$
\begin{gathered}
\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\Lambda \in \mathcal{L}(\mathcal{P}, s)}\left(\sum_{v \in \Lambda^{n}} g(v)\right) \\
=\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\substack{S \subseteq k_{\mathcal{P}}^{t} \\
S \simeq k_{\mathcal{P}}}}\left(\sum_{x \in\left(\pi_{\mathcal{P}}^{-1}(S)\right)^{n}} g(\beta x)\right) \\
=\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\substack{S \subseteq k_{\mathcal{P}}^{t} \\
S \simeq k_{\mathcal{P}}}}\left(\sum_{x \in \mathcal{O}_{K}^{t \times n}} g(\beta x) \mathbf{1}\left(\pi_{\mathcal{P}}(x) \in S^{n}\right)\right) \\
=\sum_{x \in \mathcal{O}_{K}^{t \times n}} g(\beta x)\left(\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\substack{S \subseteq k_{\mathcal{P}}^{t} \\
S \simeq k_{\mathcal{P}}}} \mathbf{1}\left(\pi_{\mathcal{P}}(x) \in S^{n}\right)\right) \\
=\sum_{x \in \mathcal{O}_{K}^{t \times n}} g(\beta x)\left(\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\substack{S \subseteq k_{\mathcal{P}}^{t} \\
S \simeq k_{\mathcal{P}}^{*}}} \mathbf{1}\left(\operatorname{span}\left(\pi_{\mathcal{P}}\left(x_{1}\right), \ldots, \pi_{\mathcal{P}}\left(x_{n}\right)\right) \subseteq S\right)\right) .
\end{gathered}
$$

The inner sum is just the probability of a random subspace $S \subseteq k_{\mathcal{P}}^{t}$ of fixed dimension $s$ containing some given set of points $x_{1}, x_{2}, \ldots, x_{n} \in k_{\mathcal{P}}^{t}$. This probability, other than depending on $\mathcal{P}, s$, depends only on the $k_{\mathcal{P}}$-dimension of the subspace generated by $\pi_{\mathcal{P}}\left(x_{1}\right), \ldots, \pi_{\mathcal{P}}\left(x_{n}\right)$. This dimension equals the rank of $\pi_{\mathcal{P}}(x) \in M_{t \times n}\left(k_{\mathcal{P}}\right)$ which is certainly less than the rank of $x \in M_{t \times n}\left(\mathcal{O}_{K}\right) \subseteq M_{t \times n}(K)$. So we can split our sum into

$$
\begin{equation*}
=\sum_{m=0}^{\min (n, t)} \sum_{\substack{x \in M_{t \times n}\left(\mathcal{O}_{K}\right) \\ \operatorname{rank}(x)=m}} \frac{g(\beta x)}{\# \mathcal{L}(\mathcal{P}, s)}\left(\sum_{\substack{S \subseteq k_{\mathcal{P}}^{t} \\ S \simeq k_{\mathcal{P}}^{s}}} 1\left(\operatorname{span}\left(\pi_{\mathcal{P}}\left(x_{1}\right), \ldots, \pi_{\mathcal{P}}\left(x_{n}\right)\right) \subseteq S\right)\right) \tag{6}
\end{equation*}
$$

[^2]Given $x \in M_{t \times n}\left(\mathcal{O}_{K}\right)$, we might for some $\mathcal{P}$ encounter a "rank-drop" phenomenon, that is $\operatorname{rank}\left(\pi_{\mathcal{P}}(x)\right)<$ $\operatorname{rank}(x)$. However, the good news is that the matrices $x$ where this rank-drop happens can be "pushed away" from the support of $g$ by taking $\mathrm{N}(\mathcal{P})$ to be large enough. The following lemma captures this idea.
Lemma 8. Suppose that $x \in M_{t \times n}\left(\mathcal{O}_{K}\right)$ is a matrix with $\operatorname{rank}(x)=m>0$ and $\mathcal{P}$ is a prime ideal in $\mathcal{O}_{K}$ such that $\operatorname{rank}\left(\pi_{\mathcal{P}}(x)\right)<m$. Then, for any Euclidean norm $\|\bullet\|: M_{t \times n}\left(K_{\mathbb{R}}\right) \rightarrow \mathbb{R}_{\geq 0}$, we can find a constant $C>0$ depending on $K,\|\bullet\|, t, n$ and independent of $m, \mathcal{P}$ such that

$$
\|x\| \geq C \mathrm{~N}(\mathcal{P})^{\frac{1}{m!K: ब]}}
$$

Proof. By choosing a $\mathbb{Z}$-basis of $\mathcal{O}_{K}$, we can embed $\iota: \mathcal{O}_{K} \hookrightarrow M_{[K: \mathbb{Q}]}(\mathbb{Z})$ as a subring of the square integer matrices of size $[K: \mathbb{Q}]$. Without loss of generality, we assume that the norm $\|\bullet\|$ is the Euclidean norm via the embedding

$$
\iota: M_{t \times n}\left(\mathcal{O}_{K}\right) \hookrightarrow M_{t[K: \mathbb{Q}] \times n[K: \mathbb{Q}]}(\mathbb{Z}) \subseteq \mathbb{R}^{t n[K: \mathbb{Q}]^{2}}
$$

Since $\operatorname{rank}(x)=m$, we know that there exists a non-singular $m \times m$ minor $a \in M_{m}\left(\mathcal{O}_{K}\right)$ appearing as a submatrix in $x$. It is clear that $0 \neq \operatorname{det} a \in \mathcal{P}$ otherwise there is no rank-drop modulo $\mathcal{P}$. Therefore, we get that

$$
\mathrm{N}(\mathcal{P}) \mid \mathrm{N}(\operatorname{det} a)
$$

Observe also that via the map $\iota: M_{m}\left(\mathcal{O}_{K}\right) \rightarrow M_{m[K: \mathbb{Q}]}(\mathbb{Z})$ we have the determinant relation $\operatorname{det}(\iota(a))=$ $\mathrm{N}(\operatorname{det}(a))$. Since we know that $0 \neq|\operatorname{det}(\iota(a))| \geq \mathrm{N}(\mathcal{P})$, at least one non-zero integer appearing in the matrix entries of $\iota(a)$ would have absolute value bigger than $\frac{1}{m[K: Q]} N(\mathcal{P})^{\frac{1}{m!K: Q U}}$. This produces the same lower bound on the Euclidean norm of $\iota(a)$ up to a constant, and similarly also for $\iota(x)$.

This finishes our proof.
Lemma 9. Suppose $y_{1}, y_{2}, \ldots, y_{m} \in k_{\mathcal{P}}^{t}$ are linearly independent vectors (over $k_{\mathcal{P}}$ ). Then the following holds:

$$
\frac{1}{\# \mathcal{L}(\mathcal{P}, s)}\left(\sum_{\substack{S \subseteq k_{p}^{t} \\ S \simeq k_{\mathcal{P}}^{*}}} \mathbf{1}\left(\operatorname{span}\left(y_{1}, y_{2}, \ldots, y_{m}\right) \subseteq S\right)\right)= \begin{cases}0 & \text { if } s<m \\ \mathrm{~N}(\mathcal{P})^{-s(t-s)} & \text { if } s=m \\ \mathrm{~N}(\mathcal{P})^{-m(t-s)} \cdot(1+o(1)) & \text { if } s>m\end{cases}
$$

Here the error term $o(1)$ is with respect to growing norm $\mathrm{N}(\mathcal{P})$.
Proof. The case with $s<m$ is clear. In general for a finite field of size $q$, the number of $s$-dimensional subspaces in a $t$-dimensional vector space is the cardinality of the Grassmannian $\mathbf{G r}\left(s, \mathbb{F}_{q}^{t}\right)$ given by

$$
\frac{\left(q^{t}-1\right)\left(q^{t}-q\right) \cdots\left(q^{t}-q^{s-1}\right)}{\left(q^{s}-1\right)\left(q^{s}-q\right) \cdots\left(q^{s}-q^{s-1}\right)}=q^{s(t-s)} \cdot(1+o(1))
$$

In our case, $\# k_{\mathcal{P}}=\mathrm{N}(\mathcal{P})$. Up to some change of variables, the numerator is actually counting the number of $(s-m)$-dimensional subspaces in a $(t-m)$-dimensional space and therefore has cardinality $\# \mathbf{G r}\left(s-m, \mathbb{F}_{q}^{t-m}\right)$. This is sufficient to get our result.

Theorem 10. Take $t \geq 2, n \in\{1, \ldots, t-1\}$ and choose $s$ as either $t-1$, or any number in $\{n, n+1, \ldots, t-1\}$ that satisfies

$$
1-\frac{s}{t}<\frac{1}{n} .
$$

Let $g: K_{\mathbb{R}}^{t \times n} \rightarrow \mathbb{R}$ be a compactly supported Riemann integrable function. With $\mathcal{L}(\mathcal{P}, s)$ defined as in Equation (4), we have that as $\mathrm{N}(\mathcal{P}) \rightarrow \infty$

$$
\begin{equation*}
\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\Lambda \in \mathcal{L}(\mathcal{P}, s)}\left(\sum_{v \in \Lambda^{n}} g(v)\right) \rightarrow \sum_{m=0}^{n} \sum_{\substack{D \in M_{m \times n}(K) \\ \text { rank }(D)=m \\ D \text { is row reduced echelon }}} \mathfrak{D}(D)^{-t} \int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x \tag{7}
\end{equation*}
$$

where $\mathfrak{D}(D)$ is the index of the sublattice $\left\{C \in M_{1 \times m}\left(\mathcal{O}_{K}\right) \mid C \cdot D \in M_{1 \times n}\left(\mathcal{O}_{K}\right)\right\}$ in $M_{1 \times m}\left(\mathcal{O}_{K}\right)$. Here the right hand side could diverge (however, see Corollary 21), and the term at $m=0$ is understood to be $g(0)$.

Proof. From the discussion above, we arrive at Equation (6), and it remains to consider

$$
\sum_{m=0}^{n} \sum_{\substack{x \in M_{t \times n}\left(\mathcal{O}_{K}\right) \\ \operatorname{rank}(x)=m}} \frac{g(\beta x)}{\# \mathcal{L}(\mathcal{P}, s)}\left(\sum_{\substack{S \subseteq k_{\mathcal{P}}^{t} \\ S \simeq k_{\mathcal{P}}}} \mathbf{1}\left(\operatorname{span}\left(\pi_{\mathcal{P}}\left(x_{1}\right), \ldots, \pi_{\mathcal{P}}\left(x_{n}\right)\right) \subseteq S\right)\right)
$$

Note that here $\beta=\beta(\mathcal{P}, s)=\mathrm{N}(\mathcal{P})^{-\left(1-\frac{s}{t}\right) \frac{1}{[K: O T}}$. The rank $m$ ranges within $\{0,1, \ldots, n\}$ since $\min (n, t)=n$. Also, since $s \geq n$, we expect the quantity in parentheses to be nonzero.

We recall that $M_{t \times n}\left(K_{\mathbb{R}}\right)$ has the Euclidean measure given by $t \cdot n$ copies of the quadratic form coming from Equation (3). When $m>1$, we know from Lemma $\underline{8}$ that we will encounter a rank-drop mod $\mathcal{P}$ only if for some predetermined constant $C>0$

$$
\begin{gathered}
\|x\| \geq C \mathrm{~N}(\mathcal{P})^{\frac{1}{m[K: Q \mathbb{Q}}} \\
\Rightarrow\|\beta x\| \geq C \mathrm{~N}(\mathcal{P})^{\frac{1}{[K: Q]} \cdot\left(\frac{1}{m}-\left(1-\frac{s}{t}\right)\right)} .
\end{gathered}
$$

Since

$$
\frac{1}{m}-\left(1-\frac{s}{t}\right) \geq \frac{1}{n}-\left(1-\frac{s}{t}\right)>0
$$

for a large enough value of $\mathrm{N}(\mathcal{P})$ we have that all the matrices of $x \in M_{t \times n}\left(\mathcal{O}_{K}\right)$ where rank-drop could happen are outside the support of $g$. Let us assume that $\mathrm{N}(\mathcal{P})$ is large enough for this to hold. Hence whenever $g(\beta x)$ is non-zero, the span of $\pi_{\mathcal{P}}\left(x_{1}\right), \pi_{\mathcal{P}}\left(x_{2}\right), \ldots, \pi_{\mathcal{P}}\left(x_{n}\right)$ is of the same $k_{\mathcal{P}}$-dimension as the rank of $x$. Using Lemma $\underline{9}$, we can rewrite our sum as

$$
\sum_{m=0}^{n} \sum_{\substack{x \in M_{t \times n}\left(\mathcal{O}_{K}\right) \\ \operatorname{rank}(x)=m}} \frac{g(\beta x)}{\mathrm{N}(\mathcal{P})^{m(t-s)}} \cdot(1+o(1))=\sum_{m=0}^{n} \sum_{\substack{x \in M_{t \times n}\left(\mathcal{O}_{K}\right) \\ \operatorname{rank}(x)=m}} g(\beta x) \beta^{m t[K: \mathbb{Q}]} \cdot(1+o(1)) .
$$

In order to arrive at the row reduced echelon matrix formulation, observe that the following $K$-subspaces of $K^{t}$

$$
\begin{aligned}
& V_{0}=0 \\
& V_{1}=K x_{1} \\
& V_{2}=K x_{1}+K x_{2} \\
& V_{3}=K x_{1}+K x_{2}+K x_{3}
\end{aligned}
$$

satisfy that

$$
\operatorname{dim}_{K} V_{i}-\operatorname{dim}_{K} V_{i-1} \in\{0,1\} \text { for } i \in\{1,2, \ldots, n\}
$$

Define $I \subseteq\{1, \ldots, n\}$ as those indices such that $\operatorname{dim}_{K} V_{i}-\operatorname{dim}_{K} V_{i-1}=1$. Then the vectors $\left\{x_{i}\right\}_{i \in I}$ are a basis of the $K$-span of $\left\{x_{i}\right\}_{i=1}^{n}$ and we conclude that $\# I=m$. Furthermore for $i \notin I$ we can uniquely find coefficients $\left\{a_{i j}\right\}_{j=1}^{n} \subseteq K$ such that

$$
x_{i}=\sum_{j \in I \cap\{1,2, \ldots, j-1\}} a_{i j} x_{j}, a_{i j}=0 \text { for } j \notin I \cap\{1,2, \ldots, j-1\} .
$$

For $i \in I$, we may simply define $a_{i j}=\delta_{i j}$ using the Kronecker-delta symbol.
This setup leads us to the rank factorization of $x \in M_{t \times n}(K)$ : the columns $\left\{x_{i}\right\}_{i \in I}$ form a matrix $C \in M_{t \times m}(K)$ and the coefficients $\left\{a_{i j}\right\}_{i \in\{1, \ldots, n\}, j \in I}$ form the transpose of $D \in M_{m \times n}(K)$ such that

$$
x=C D
$$

Observe that $D$ is in row reduced echelon form. The matrices $C$ and $D$ are uniquely determined among all such decompositions. So we really obtain a bijection

$$
\left\{\begin{array}{c}
x \in M_{t \times n}\left(\mathcal{O}_{K}\right), \\
\operatorname{rank}(x)=m
\end{array}\right\} \leftrightarrow\left\{\begin{array}{c}
D \in M_{m \times n}(K), \\
D \text { is row reduced echelon, } \\
\operatorname{rank}(\mathrm{D})=\mathrm{m}
\end{array}\right\} \times\left\{\begin{array}{c}
C \in M_{t \times m}\left(\mathcal{O}_{K}\right), \\
C \cdot D \in M_{t \times n}\left(\mathcal{O}_{K}\right)
\end{array}\right\}
$$

With this in hand, we can rewrite our sum as

$$
\sum_{m=0}^{n} \sum_{\substack{D \in M_{m \times n}(K) \\ \operatorname{rank}(D)=m \\ D \text { is row reduced echelon }}}\left(\sum_{\substack{C \in M_{t \times m}\left(\mathcal{O}_{K}\right) \\ C \cdot D \in M_{t \times n}\left(\mathcal{O}_{K}\right)}} g(\beta \cdot C D) \cdot \beta^{m t[K: \mathbb{Q}]} \cdot(1+o(1))\right)
$$

We now observe that the condition $C \cdot D \in M_{t \times n}\left(\mathcal{O}_{K}\right)$ defines a sublattice of $M_{t \times m}\left(\mathcal{O}_{K}\right)$ of index $\mathfrak{D}(D)^{t}$. Therefore, as $\mathrm{N}(\mathcal{P})$ increases, the inner sum converges to the Riemann integral of $x \mapsto g(x D)$ scaled by a factor of $\mathfrak{D}(D)^{-t}$ and we arrive at our result.

The following reformulation of Theorem $\underline{10}$ will also be quite useful for us.
Corollary 11. In the same setting as Theorem 10, we have that as $\mathrm{N}(\mathcal{P}) \rightarrow \infty$,

$$
\frac{1}{\# \mathcal{L}(\mathcal{P}, s)} \sum_{\Lambda \in \mathcal{L}(\mathcal{P}, s)}\left(\sum_{\substack{v \in(\Lambda \backslash\{0\})^{n}}} g(v)\right) \rightarrow \sum_{m=1}^{n} \sum_{\begin{array}{c}
D \in M_{m \times n}(K) \\
\text { rank }(D)=m \\
\text { Dis } \\
\text { D hao reduced echelon } \\
\text { Das no zero columns }
\end{array}} \mathfrak{D}(D)^{-t} \int_{x \in K_{\mathrm{R}}^{t \times m}} g(x D) d x .
$$

## 3 Convergence of the higher moment formula

In this section, we explain how to establish convergence of the expression in the integral formula of Theorem $\underline{4}$ and thus convergence of the moments.

For this purpose, it is sufficient to consider the case when $g$ is the indicator function of a unit ball in $K_{\mathbb{R}}^{t \times n}$, since if the integral is bounded in this case then it should be bounded for all $g \in \mathcal{C}_{c}\left(K_{\mathbb{R}}^{t}\right)$. The formula can then be related to height zeta functions of Grassmannians and convergence follows from estimates of W. Schmidt on points of bounded height in Grassmannians [27]. Of course, the more crucial case for us is when $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mathbf{1}_{B}\left(x_{1}\right) \mathbf{1}_{B}\left(x_{2}\right) \ldots$, where each $\mathbf{1}_{B}$ is the indicator function of some ball $B \subseteq K_{\mathbb{R}}^{t}$, however we postpone this discussion for now.

Lemma 12. Let $g$ be the indicator function as described in the preceding paragraph and let $V(d)$ denote the volume of a d-dimensional unit ball. If $D \in M_{m \times n}(K)$ is a full-rank matrix, then we have that

$$
\int_{K_{\mathbb{R}}^{t \times m}} g(x D) d x=\operatorname{det}\left(D ; M_{t \times m}\left(\mathcal{O}_{K}\right)\right)^{-1} V(m t[K: \mathbb{Q}]) .
$$

Here, we define $\operatorname{det}\left(D ; M_{t \times m}\left(\mathcal{O}_{K}\right)\right)$ as the volume of the fundamental domain of the $m t[K: \mathbb{Q}]$-dimensional $\mathbb{Z}$-lattice $M_{t \times n}\left(\mathcal{O}_{K}\right) \cdot D$.

Remark 13. Equivalently, $\operatorname{det}\left(D ; M_{t \times m}\left(\mathcal{O}_{K}\right)\right)$ is the $(m t[K: \mathbb{Q}])$-dimensional volume of the image of a unit cube in $K_{\mathbb{R}}^{t \times m}$ via $x \mapsto x D$. This image is a parellelepiped in $K_{\mathbb{R}}^{t \times n} \simeq \mathbb{R}^{\operatorname{tn}[K: \mathbb{Q}]}$.

## Proof. (of Lemma 12)

Observe that by the definition of the Riemann integral

$$
\int_{K_{\mathbb{R}}^{t \times m}} g(x D) d x=\lim _{\varepsilon \rightarrow 0} \varepsilon^{m t[K: \mathbb{Q}]}\left(\sum_{x \in M_{t \times m}\left(\mathcal{O}_{K}\right)} g(\varepsilon \cdot x D)\right)
$$

The sum is now counting the number of lattice points of $\varepsilon M_{t \times m}\left(\mathcal{O}_{K}\right)$ in the ball.
Lemma 14. Suppose $D \in M_{m \times n}(K)$. Then

$$
\operatorname{det}\left(D ; M_{t \times m}\left(\mathcal{O}_{K}\right)\right)=\operatorname{det}\left(D ; M_{1 \times m}\left(\mathcal{O}_{K}\right)\right)^{t}
$$

Here the left-hand side is the quantity described above and the right hand side is the analogous quantity computing the volume of the fundamental domain of $M_{1 \times m}\left(\mathcal{O}_{K}\right) \cdot D \subseteq M_{1 \times n}\left(K_{\mathbb{R}}\right) \simeq K_{\mathbb{R}}^{n}$.

### 3.1 Heights of subspaces

Let us recreate the height functions on $K$-subspaces of $K^{t}$ as given in [27]. Consider the standard Plücker embedding

$$
\begin{aligned}
\iota: \mathbf{G r}\left(m, K^{n}\right) & \rightarrow \mathbf{P}\left(\wedge^{m} K^{n}\right) \\
\operatorname{span}_{K}\left(w_{1}, w_{2}, \ldots, w_{m}\right) & \mapsto\left[w_{1} \wedge w_{2} \wedge \cdots \wedge w_{m}\right]
\end{aligned}
$$

Here $\mathbf{P}\left(\wedge^{m} K^{n}\right)=\mathbf{G r}\left(1, \wedge^{m} K^{n}\right)$ is the $m$ th exterior product (over $K$ ) of the vector space $K^{n}$ and $w_{1}, \ldots, w_{m}$ are some $K$-linearly independent vectors inside $K^{n}$. A constructive way to see this map is that if $S \in$ $\mathbf{G r}\left(m, K^{n}\right)$ is generated by $w_{1}, \ldots, w_{m}$ then $\iota(S)$ is the one-dimensional subspace generated by the $m \times m$ minors of the $n \times m$ matrix whose columns are $w_{1}, \ldots, w_{m}$. We shall denote the norm of the fractional $\mathcal{O}_{K}$-ideal generated by $x_{1}, \ldots, x_{N} \in K$ by:

$$
\begin{equation*}
\mathrm{N}\left(\left\langle x_{1}, x_{2}, \ldots, x_{N}\right\rangle\right):=\mathrm{N}\left(\mathcal{O}_{K} x_{1}+\cdots+\mathcal{O}_{K} x_{N}\right) \tag{8}
\end{equation*}
$$

Let $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{[K: \mathbb{Q}]}: K \rightarrow \mathbb{C}$ be all the complex embeddings of $K$. We can apply them coordinate-wise and lift them as $\sigma_{1}, \ldots, \sigma_{N}: K^{N} \rightarrow \mathbb{C}^{N}$ for any $N \geq 1$. Now, for any projective space $\mathbf{P}\left(K^{N}\right)$, we can define the $l^{2}$-height function as

$$
\begin{align*}
& H: \mathbf{P}\left(K^{N}\right) \rightarrow \mathbb{R}_{\geq 0} \\
& {\left[x_{1}, \ldots, x_{N}\right] \mapsto \frac{1}{\mathrm{~N}\left(\left\langle x_{1}, x_{2}, \ldots, x_{N}\right\rangle\right)} \prod_{i=1}^{[K: \mathbb{Q}]} \sqrt{\sum_{j=1}^{N}\left|\sigma_{i}\left(x_{j}\right)\right|^{2} .}} \tag{9}
\end{align*}
$$

We similarly define the $l^{\infty}$-height function:

$$
\begin{align*}
H_{W}: \mathbf{P}\left(K^{N}\right) & \rightarrow \mathbb{R}_{\geq 0} \\
{\left[x_{1}, \ldots, x_{N}\right] } & \mapsto \frac{1}{\mathrm{~N}\left(\left\langle x_{1}, x_{2}, \ldots, x_{N}\right\rangle\right)} \prod_{i=1}^{[K: \mathbb{Q}]} \max _{j=1 \ldots N}\left|\sigma_{i}\left(x_{j}\right)\right| \tag{10}
\end{align*}
$$

Observe that both the heights defined above are well-defined functions on $\mathbf{P}\left(K^{N}\right)$.
Enumerating the size- $m$ subsets of $\{1,2, \ldots, n\}$, we get an obvious identification $\mathbf{P}\left(\wedge^{m} K^{n}\right) \leftrightarrow \mathbf{P}\left(K^{\binom{n}{m}}\right)$. Using this, we can define the height of a subspace in $\mathbf{G r}\left(m, K^{n}\right)$ to be

$$
\begin{align*}
H: \mathbf{G r}\left(m, K^{n}\right) & \rightarrow \mathbb{R}_{\geq 0} \\
S & \mapsto H(\iota(S)) \tag{11}
\end{align*}
$$

and similarly,

$$
\begin{aligned}
H_{W}: \mathbf{G r}\left(m, K^{n}\right) & \rightarrow \mathbb{R}_{\geq 0} \\
S & \mapsto H_{W}(\iota(S))
\end{aligned}
$$

Now, we are ready to state an important lemma, which is essentially Theorem 1 from [27].
Lemma 15. Suppose $m \leq n$. Let $D \in M_{m \times n}(K)$ be a full-rank row reduced matrix and let $S=D^{T} K^{m} \in$ $\mathbf{G r}\left(m, K^{n}\right)$ be the $m$-dimensional subspace spanned by its rows. The height function $H$ from Equation (11) satisfies

$$
H(S)=\operatorname{det}\left(D ; M_{1 \times m}\left(\mathcal{O}_{K}\right)\right) \cdot \mathfrak{D}(D)
$$

Here $\operatorname{det}\left(D ; M_{1 \times m}\left(\mathcal{O}_{K}\right)\right)$ is as defined in Lemma 14 and $\mathfrak{D}(D)$ is as defined in Theorem 10.
Proof. A proof is given for the reader's convenience in Appendix A.

### 3.2 Relating the two types of heights

The following gives a relationship between the two types of heights defined in this section. This will be useful for proving Poisson estimates later on in the paper.
Lemma 16. Let $x=\left[x_{1}, x_{2}, \ldots, x_{N}\right] \in \mathbf{P}\left(K^{N}\right)$. Then the following relation exists between heights defined in Equation (9) and (10):

$$
H(x)^{2} \geq\left(H_{W}(x)^{\frac{2}{[K: \mathbb{Q}]}}+(N-1) \frac{M(x)^{\frac{2}{[K: \mathbb{Q}(N-1)}}}{H_{W}(x)^{\frac{2}{K: \mathbb{Q}(N-1)}}}\right)^{[K: \mathbb{Q}]}
$$

where

$$
\begin{equation*}
M(x)=\frac{\mathrm{N}\left(x_{1}\right) \mathrm{N}\left(x_{2}\right) \ldots \mathrm{N}\left(x_{N}\right)}{\mathrm{N}\left(\left\langle x_{1}, x_{2}, \ldots, x_{N}\right\rangle\right)^{N}} \tag{12}
\end{equation*}
$$

Here $\mathrm{N}\left(x_{i}\right)$ denotes the norm of the ideal generated by $x_{i}$ and $N$ is any strictly positive integer.
Proof. Observe that the following is a convex function on $\mathbb{R}^{N}$ :

$$
\left(x_{1}, \ldots, x_{N}\right) \rightarrow \log \left(e^{x_{1}}+e^{x_{2}}+\cdots+e^{x_{N}}\right)
$$

and hence we get that for $x_{i j} \geq 0$

$$
\prod_{j=1}^{r}\left(\sum_{i=1}^{N} x_{i j}\right) \geq\left(\sum_{i=1}^{N}\left(\prod_{j=1}^{r} x_{i j}\right)^{\frac{1}{r}}\right)^{r}
$$

For maximum efficacy, before applying the above inequality, one should rearrange the inner sums in the decreasing order. So we add the assumption that for each $j, x_{1} j \geq x_{2 j} \geq \cdots \geq x_{r j}$. Now, using the arithmetic-mean-geometric-mean inequality on the last $N-1$ terms on each of the $r$ multiplicands, we get:

$$
\begin{aligned}
\prod_{j=1}^{r}\left(\sum_{i=1}^{N} x_{i j}\right) \geq\left(\sum_{i=1}^{N}\left(\prod_{j=1}^{r} x_{i j}\right)^{\frac{1}{r}}\right)^{r} & \geq\left(\left(\prod_{j=1}^{r} x_{1 j}\right)^{\frac{1}{r}}+(N-1)\left(\prod_{i=2}^{N} \prod_{j=1}^{r} x_{i j}\right)^{\frac{1}{r(N-1)}}\right)^{r} \\
& =\left(\left(\prod_{j=1}^{r} x_{1 j}\right)^{\frac{1}{r}}+(N-1) \frac{\left(\prod_{i=1}^{N} \prod_{j=1}^{r} x_{i j}\right)^{\frac{1}{r(N-1)}}}{\left(\prod_{j=1}^{r} x_{1 j}\right)^{\frac{1}{r(N-1)}}}\right)^{r}
\end{aligned}
$$

Now set $r=[K: \mathbb{Q}]$ and for each $r$ let $\left\{x_{i 1}, x_{i 2}, \ldots\right\}$ be the numbers $\left\{\left|\sigma\left(x_{1}\right)\right|^{2},\left|\sigma\left(x_{2}\right)\right|^{2}, \ldots\right\}$ written down in the decreasing order, with $\sigma: K \rightarrow \mathbb{C}$ being the $i$ th embedding with respect to some enumeration. This way, we have that

$$
\prod_{j=1}^{r} x_{1 j}=\prod_{\sigma: K \rightarrow \mathbb{C}} \max _{i=1 \ldots N}\left|\sigma\left(x_{i}\right)\right|^{2}=H_{W}(x)^{2} N\left(\left\langle x_{1}, x_{2}, \ldots, x_{N}\right\rangle\right)^{2}
$$

So we reach the conclusion that

$$
H(x)^{2} \geq\left(H_{W}(x)^{\frac{2}{K: \mathbb{Q}}}+(N-1) \frac{M(x)^{\frac{2}{[K: \mathbb{Q}(N-1)}}}{H_{W}(x)^{[K: \mathbb{Q}](N-1)}}\right)^{[K: \mathbb{Q}]}
$$

Concerning the quantity $M(x)$ we have:

Lemma 17. Let $x=\left[x_{1}, \ldots, x_{N}\right] \in \mathbf{P}\left(K^{N}\right)$. The quantity $M(x)$ defined in Equation (12) is an integer at least 1 if and only if $x_{1} \cdots x_{N} \neq 0$ and zero otherwise. Moreover, $M(x)=1$ implies that $x_{i} \in \mathcal{O}_{K}^{\times}$for all $i$ (up to scaling, i.e. as an element of $\mathbf{P}\left(K^{N}\right)$ ) and if $M(x)>1$ it equals the norm of a non-trivial ideal in $\mathcal{O}_{K}$.

Proof. For a prime ideal $\mathcal{P} \subseteq \mathcal{O}_{K}$, let $\nu_{\mathcal{P}}(x) \in \mathbb{Z}$ be the $\mathcal{P}$-adic valuation of $x \in K$. Then, we observe that

$$
\mathrm{N}\left(\left\langle x_{1}, \ldots, x_{N}\right\rangle\right)=\prod_{\substack{\mathcal{P} \subseteq \mathcal{O}_{K} \\ \mathcal{P} \text { is prime }}} \mathrm{N}(\mathcal{P})^{\min _{i=1 \ldots N} \nu_{\mathcal{P}}\left(x_{i}\right)}
$$

Note that the product is supported on finitely many primes. On the other hand

$$
\mathrm{N}\left(x_{1} \ldots x_{N}\right)=\prod_{\substack{\mathcal{P} \subseteq \mathcal{O}_{K} \\ \mathcal{P} \text { is prime }}} \mathrm{N}(\mathcal{P})^{\sum_{i=1 \ldots N} \nu_{\mathcal{P}}\left(x_{i}\right)}
$$

So we get that

$$
M(x)=\prod_{\substack{\mathcal{P} \subseteq \mathcal{O}_{K} \\ \mathcal{P} \text { is prime }}} \mathrm{N}(\mathcal{P})^{\sum_{i=1 \ldots N} \nu_{\mathcal{P}}\left(x_{i}\right)-N \min _{i=1 \ldots N} \nu_{p}\left(x_{i}\right)} .
$$

All the exponents are positive integers. They are zero only when all the $\nu_{\mathcal{P}}\left(x_{i}\right)$ are equal to each other and this is only possible if they differ at most by units.

### 3.3 Rational points of bounded height in Grassmannian varieties over number fields

Lemma 12, Lemma 14, Lemma 15 and Theorem 10 yield the following.
Lemma 18. Let $g$ be the indicator function $\mathbf{1}_{B_{R}}$, where $B_{R}$ is a ball in $K_{\mathbb{R}}^{t \times n}$ of radius $R$. Then, we have that

$$
\begin{aligned}
& \sum_{m=1}^{n} \sum_{\substack{D \in M_{m \times n}(K) \\
\text { rank }(D)=m \\
\text { Dow } \\
\text { D haced echelon } \\
\text { has no zero columns }}} \mathfrak{D}(D)^{-t} \int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x \\
& =1+\sum_{m=1}^{n} Z\left(t ; \mathbf{G r}\left(m, K^{n}\right), H\right) \cdot V(m t[K: \mathbb{Q}]) R^{m t} .
\end{aligned}
$$

Here $Z\left(t ; \mathbf{G r}\left(m, K^{n}\right), H\right)$ is the height zeta function defined as

$$
Z\left(t ; \mathbf{G r}\left(m, K^{n}\right), H\right)=\sum_{S \in \mathbf{G r}\left(m, K^{n}\right)} \frac{1}{H(S)^{t}}
$$

To show the convergence of the right hand side in Theorem 10, it is sufficient to show that all the height zeta functions in Lemma 18 converge. The asymptotic growth of points of bounded height on these varieties has been established by Schmidt and we have from [27, Theorem 3]:

Theorem 19. (Schmidt, 1967) There exist constants $C_{1}, C_{2}>0$ depending only on $n, m, K$ such that

$$
C_{1} T^{n} \leq \#\left\{S \in \mathbf{G r}\left(m, K^{n}\right) \mid H(S) \leq T\right\} \leq C_{2} T^{n}
$$

Corollary 20. The height zeta functions $Z\left(t ; \mathbf{G r}\left(m, K^{n}\right), H\right)$ converge when $t \geq n+1$.
Proof. Define for $n \geq 1$

$$
a_{l}=\#\left\{S \in \mathbf{G r}\left(m, K^{n}\right) \mid H(S) \in[l-1, l)\right\}
$$

Then Theorem 19 and Abel's summation formula gives us that

$$
\begin{aligned}
\sum_{l=1}^{T} \frac{a_{l}}{l^{t}} & =\left(\sum_{l=1}^{T} a_{l}\right) T^{-t}+\int_{1}^{T}\left(\sum_{l=1}^{\lfloor x\rfloor} a_{l}\right) \frac{t}{x^{t+1}} d x \\
& \leq C_{2} T^{n-t}+t C_{2} \int_{1}^{T} x^{n-t-1} d x
\end{aligned}
$$

Here, the first term converges as $T \rightarrow \infty$ since $n-t \leq-1$ and the second term also converges since $n-t-1 \leq-2$

Corollary 21. The higher moment formula as given in Theorem 4 converges for $t \geq n+1$. In particular, as $\mathrm{N}(\mathcal{P}) \rightarrow \infty$ in Theorem 10, the right side of (7) is a finite quantity.

## 4 Towards Poisson distribution

Going beyond convergence, we now turn towards establishing the limiting Poisson distribution. Let $V(n)$ henceforth denote the volume of the unit ball in dimension $n \geq 1$. The following identifies the main Poisson term and is an adaptation of [8, Lemma 4]:

Lemma 22. Let $\mu_{K}$ denote the cyclic group of roots of unity in $\mathcal{O}_{K}$. Let $\omega_{K}=\# \mu_{K}$. Consider the set $A_{m}$ for $m \in\{1, \ldots, n\}$ given by

$$
A_{m}=\left\{\begin{array}{l|l}
D \in M_{m \times n}(K) \left\lvert\, \begin{array}{l}
D \text { is in row-reduced echelon form of } \operatorname{rank}(D)=m \\
D \text { has exactly one non-zero entry in each column }
\end{array}\right.
\end{array}\right\} .
$$

Let $B \subseteq K_{\mathbb{R}}^{t}$ denote a ball with respect to the norm given in Equation 3. Let $g=\mathbf{1}_{B} \otimes \cdots \otimes \mathbf{1}_{B}: K_{\mathbb{R}}^{t \times n} \rightarrow \mathbb{R}$ be the $n$-fold indicator function of the ball in each coordinate. Restricting the higher moment formula as in Theorems 4 or 10 to matrices in $A_{m}$, we obtain that

$$
\sum_{m=1}^{n} \sum_{D \in A_{m}} \mathfrak{D}(D)^{-t} \int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x=\omega_{K}^{n} \exp \left(-\frac{1}{\omega_{K}} \cdot V(t[K: \mathbb{Q}])\right) \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(\frac{1}{\omega_{K}} \cdot V(t[K: \mathbb{Q}])\right)^{r}
$$

Proof. Observe that for $D \in A_{m}$, we have $\mathfrak{D}(D)=1$. Next, observe that $B$ is invariant under the diagonal action of $\mu_{K}$ on $K_{\mathbb{R}}^{t}$ due to the choice of the quadratic form defining the ball. Therefore, for any units $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in \mu_{K}$ we have that

$$
g\left(\alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots, \alpha_{n} x_{n}\right)=g\left(x_{1}, x_{2}, \ldots, x_{n}\right),
$$

where $\mu_{K}$ acts diagonally on $K_{\mathbb{R}}^{t}$ viewed as $t$ copies of $K_{\mathbb{R}}$. This implies that for any $D \in A_{m}$, we must have

$$
\int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x=\operatorname{vol}(B)^{m} .
$$

The combinatorial problem of counting \# $A_{m}$ is, up to multiplication by a power of $\omega_{K}$, the same as that of partitioning $n$ columns into $m$ sets. Therefore, we have that

$$
\# A_{m}=\omega_{K}^{n-m}\left\{\begin{array}{c}
n \\
m
\end{array}\right\}
$$

where $\left\{\begin{array}{l}n \\ m\end{array}\right\}$ is the Stirling number of the second kind. Hence, setting $V=V(t[K: \mathbb{Q}])$ gives

$$
\sum_{m=1}^{n} \sum_{D \in A_{m}} \int_{x \in K_{\mathbb{R}}^{t \times m}} g(x D) d x=\sum_{m=1}^{n} V^{m} \omega_{K}^{n-m}\left\{\begin{array}{c}
n \\
m
\end{array}\right\}=\omega_{K}^{n} \sum_{m=1}^{n}\left\{\begin{array}{c}
n \\
m
\end{array}\right\} \frac{V^{m}}{\omega_{K}^{m}} .
$$

Now we invoke the following identity about Touchard polynomials and we are done:

$$
\sum_{m=1}^{n}\left\{\begin{array}{c}
n \\
m
\end{array}\right\} x^{m}=e^{-x} \sum_{r=0}^{\infty} \frac{r^{n}}{r!} x^{r}
$$

We now turn to studying and bounding the contributions of the rest of the terms. To that end, we introduce the following notations for the remainder of the paper:

$$
\begin{aligned}
& A_{m}^{1}=\left\{D \in M_{m \times n}(K) \left\lvert\, \begin{array}{c}
D_{i j} \in K, \\
D \text { is in row-reduced echelon form with } \operatorname{rank}(D)=m \\
\text { All the matrix entries are in } \mu_{K} \cup\{0\}
\end{array}\right.\right\} \backslash A_{m} . \\
& A_{m}^{2}=\left\{\left.D \in M_{m \times n}(K)\right|_{D \text { is in row-reduced echelon form of } \operatorname{rank}(D)=m}\right\} \backslash\left(A_{m}^{1} \sqcup A_{m}\right) .
\end{aligned}
$$

Note that for $m=1$ we have that $A_{m}=A_{m}^{1}$. For $m \geq 2$ we record here a standard estimate on volume ratios:

Lemma 23. We have the estimates on volume ratios:

$$
\frac{V(m t[K: \mathbb{Q}])}{V(t[K: \mathbb{Q}])^{m}}=\frac{\Gamma\left(\frac{t[K: \mathbb{Q}]}{2}+1\right)^{m}}{\Gamma\left(\frac{m t[K: \mathbb{Q}]}{2}+1\right)}<\frac{(t[K: \mathbb{Q}] \pi)^{\frac{m-1}{2}}}{m^{\frac{1}{2} m t[K: \mathbb{Q}]+\frac{1}{2}}} \cdot e^{\frac{m}{6 t[K: \mathbb{Q}]}}
$$

Proof. Straightforward by using honest upper and lower bounds in Stirling approximation.

### 4.1 Matrices of type $A_{m}^{1}$

In this subsection we obtain the following bound on the contribution of $A_{m}^{1}$-type terms. These are the terms for which the geometrical methods utilized by Rogers [8] generalize without much difficulty. The more delicate terms, involving contributions from unit entries of infinite order, will be dealt with in Section 5 .

Theorem 24. Consider the setup of Lemma 22. Let $K$ be a number field and let $n<t$. We then have that

$$
V(t[K: \mathbb{Q}])^{-m} \sum_{m=1}^{n} \sum_{D \in A_{m}^{1}} \mathfrak{D}(D)^{-t} \int_{K_{\mathbb{R}}^{t \times m}} g(x D) d x \leq C\left(\frac{\sqrt{3}}{2}\right)^{t[K: \mathbb{Q}]}
$$

where the constant does not depend on $n, m, K$. If the number field $K$ is also changing with $n, m$ fixed, the constant $C$ grows at most polynomially in $[K: \mathbb{Q}]$.

We record a trivial count which reduces the proof to bounding the contribution of each individual matrix:
Lemma 25. We have that

$$
\sum_{m=1}^{n} \# A_{m}^{1} \leq \sum_{m=1}^{n}\left\{\begin{array}{l}
n \\
m
\end{array}\right\}\left(1+\omega_{K}\right)^{(n-m) m}
$$

The following result, an adaptation of [8, Lemma 5], suffices for our purposes:
Lemma 26. Let $f: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ be the indicator function of a ball $B$ of radius $R>0$. Then, for any $\alpha_{1}, \alpha_{2} \in \mu_{K}$ and $a \in K_{\mathbb{R}}^{t}$, we have that

$$
\frac{1}{V(t[K: \mathbb{Q}])^{2} R^{2 t[K: \mathbb{Q}]}} \int_{K_{\mathbb{R}}^{2 \times t}} f(x) f(y) f\left(\alpha_{1} x+\alpha_{2} y\right) d x d y \leq 2\left(\frac{\sqrt{3}}{2}\right)^{t[K: \mathbb{Q}]}
$$

Proof. Since $f$ is invariant under $\mu_{K}$, we can assume that the integral is

$$
\int_{K_{\mathrm{R}}^{t \times 2}} f(x) f(y) f(\alpha y-x) d x d y, \text { for some } \alpha \in \mu_{K}
$$

We can rewrite the above as

$$
\int_{K_{\mathbb{R}}^{t}} f(y)\left(\int_{K_{\mathbb{R}}^{t}} f(x) f(\alpha y-x) d x\right) d y
$$

The inner term is the intersectional volume of two translates of $B$, one centered at the origin and the other at $\alpha y$. By doing some elementary geometry (see Figure 1), one can see that

$$
\int_{K_{\mathbb{R}}^{t}} f(x) f(\alpha y-x) d x=2 V(N-1) R^{N} \int_{\frac{1}{2} \frac{\|\alpha y\|}{R}}^{1}\left(1-\rho^{2}\right)^{\frac{N-1}{2}} d \rho,
$$

where $N=t[K: \mathbb{Q}]$ and $\rho$ is an integration parameter (see Figure 1). We understand the right hand side to be 0 if $\|\alpha y\|>2 R$.

Substituting this in our expression gives

$$
\begin{aligned}
& \left(2 V(N-1) R^{t[K: \mathbb{Q}]}\right) \int_{K_{\mathbb{R}}^{t}} f(y)\left(\int_{\frac{1}{2} \frac{\|y\|}{R}}\left(1-\rho^{2}\right)^{\frac{N-1}{2}}\right) d y \\
& =2 V(N-1) V(N) R^{2 N} N \int_{0}^{1} \xi^{N-1}\left(\int_{\frac{1}{2} \xi}^{1}\left(1-\rho^{2}\right)^{\frac{N-1}{2}} d \rho\right) d \xi
\end{aligned}
$$

Performing explicit computations as in [8, Lemma 5], we find that this expression is bounded by

$$
\leq 2 V(N)^{2} R^{2 N}\left(\frac{\sqrt{3}}{2}\right)^{N}
$$



Figure 1: Intersection of two balls. The base of the dotted line is at a distance of $R \rho$ from the origin. Cutting the intersection along the dotted line gives a ball in one dimension less and has radius $R \sqrt{1-\rho^{2}}$. We integrate on the parameter $\rho$.

Lemma 27. For any $z \in K_{\mathbb{R}}^{t}$ and with the same setting as Lemma 26, we have

$$
\int_{K_{\mathbb{R}}^{t \times 2}} f(x) f(y) f\left(\alpha_{1} x+\alpha_{2} y+z\right) d x d y \leq \int_{K_{\mathbb{R}}^{t \times 2}} f(x) f(y) f\left(\alpha_{1} x+\alpha_{2} y\right) d x d y
$$

Proof. Let $z=\left(z_{1}, z_{2}, \ldots, z_{t}\right) \in K_{\mathbb{R}}^{t}$ and let $z^{\prime}=\left(z_{1}^{\prime}, z_{2}, \ldots, z_{t}\right)$, where $z_{1}^{\prime} \in K_{\mathbb{R}} \simeq \mathbb{R}^{\oplus r_{1}} \oplus \mathbb{C}^{\oplus r_{2}}$ is equal to $z_{1}$ at all embeddings except one embedding $\sigma: K \rightarrow \mathbb{R}$ or $\sigma: K \rightarrow \mathbb{C}$ where it is equal to 0 .

Thus we can write $z=\pi(z) e_{1, \sigma}+z^{\prime}$ where $\pi: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ is the $\mathbb{R}$-coordinate of $z_{1}$ along $\sigma$ and $e_{1, \sigma}$ is an appropriate vector.

For the statement, we will prove the following inequality and the rest will follow suit:

$$
\begin{equation*}
\int_{K_{\mathbb{R}}^{t \times 2}} f(x) f(y) f\left(\alpha_{1} x+\alpha_{2} y+z\right) d x d y \leq \int_{K_{\mathbb{R}}^{t \times 2}} f(x) f(y) f\left(\alpha_{1} x+\alpha_{2} y+z^{\prime}\right) d x d y \tag{13}
\end{equation*}
$$

For $x, y$ we analogously define $x^{\prime}=x-\pi(x) e_{1, \sigma}$ and $y^{\prime}=y-\pi(y) e_{1, \sigma}$. Then the claim above will follow from the claim that for any $x, y \in K_{\mathbb{R}}^{t}$

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} f\left(x^{\prime}+s e_{1, \sigma}\right) f\left(y^{\prime}+t e_{1, \sigma}\right) f\left(\alpha_{1}\left(x^{\prime}+s e_{1, \sigma}\right)+\alpha_{2}\left(y^{\prime}+t e_{1, \sigma}\right)+z\right) d s d t \\
\leq & \int_{\mathbb{R}^{2}} f\left(x^{\prime}+s e_{1, \sigma}\right) f\left(y^{\prime}+t e_{1, \sigma}\right) f\left(\alpha_{1}\left(x^{\prime}+s e_{1, \sigma}\right)+\alpha_{2}\left(y^{\prime}+t e_{1, \sigma}\right)+z^{\prime}\right) d s d t \tag{14}
\end{align*}
$$

Indeed, we can obtain (13) from (14) by integrating along $x^{\prime}, y^{\prime}$.
To prove the last inequality, observe that if $B \subseteq K_{\mathbb{R}}^{t}$ is the ball whose indicator function is $f$ and if $P \subseteq K_{\mathbb{R}}^{t \times 2}$ is 2-dimensional plane spanned by $\left(e_{1, \sigma}, 0\right)$ and $\left(0, e_{1, \sigma}\right)$ then

$$
(B \times B) \cap\left(\left(x^{\prime}, y^{\prime}\right)+P\right) \subseteq K_{\mathbb{R}}^{t \times 2}
$$

is the area within a square centered at the point $x^{\prime}, y^{\prime}$ since

$$
\left\|x^{\prime}+s e_{1, \sigma}\right\|^{2}=\left\|x^{\prime}\right\|^{2}+s^{2} \text { and }\left\|y^{\prime}+t e_{1, \sigma}\right\|^{2}=\left\|y^{\prime}\right\|^{2}+t^{2}
$$

Furthermore, if $E_{z} \subseteq K_{\mathbb{R}}^{t \times 2}$ is the set whose indicator function is $(x, y) \mapsto f\left(\alpha_{1} x+\alpha_{2} y+z\right)$, then

$$
E_{z} \cap\left(\left(x^{\prime}, y^{\prime}\right)+P\right) \text { and } E_{z^{\prime}} \cap\left(\left(x^{\prime}, y^{\prime}\right)+P\right)
$$

are both 2-dimensional areas between two parallel lines and one is a translate of the other. Since the latter area is symmetrical around $\left(x^{\prime}, y^{\prime}\right)$ and the former may not be, we can conclude geometrically

$$
\operatorname{vol}\left((B \times B) \cap E_{z} \cap\left(\left(x^{\prime}, y^{\prime}\right)+P\right)\right) \leq \operatorname{vol}\left((B \times B) \cap E_{z^{\prime}} \cap\left(\left(x^{\prime}, y^{\prime}\right)+P\right)\right)
$$

This shows that (14) must hold.

Proof of Theorem 24. Set $N=t[K: \mathbb{Q}]$ as before. By Lemma $\underline{25}$ it is enough to consider the contribution of any $D \in A_{m}^{1}$.

For such matrices $D$, we claim that

$$
V(N)^{-m} \frac{1}{\mathfrak{D}(D)^{t}} \int_{x \in M_{t \times m}\left(K_{\mathbb{R}}\right)} g(x D) d x \leq 2\left(\frac{\sqrt{3}}{2}\right)^{N}
$$

Indeed, recall that $D$ is an $m \times n$ matrix with entries in $\mu_{K} \cup\{0\}$ such that it has at least one column with more than one entry. Hence, without loss of generality we can assume that $D$ looks like

$$
\left[\begin{array}{cccccccc}
1 & & & & & \mu_{1} & \ldots & * \\
& 1 & & & & \mu_{2} & \ldots & * \\
& & 1 & & & * & \ldots & * \\
& & & \ddots & & \vdots & & \vdots \\
& & & & 1 & * & \ldots & *
\end{array}\right] .
$$

So if $f$ is the indicator function of the ball as in the statement of Lemma 26, then we can write that for $x \in K_{\mathbb{R}}^{t \times n}$

$$
\begin{aligned}
f(x D) & =f\left(x_{1}\right) f\left(x_{2}\right) \ldots f\left(x_{m}\right) f\left(\mu_{1} x_{1}+\mu_{2} x_{2}+\cdots\right) \cdots \\
& \leq f\left(x_{1}\right) \ldots f\left(x_{m}\right) f\left(\mu_{1} x+\mu_{2} x+\cdots\right)
\end{aligned}
$$

Then, we can invoke Lemma $\underline{27}$ to get that

$$
\begin{aligned}
\int_{x \in K_{\mathbb{R}}^{t \times m}} f(x D) & \leq \int_{x \in K_{\mathbb{R}}^{t \times m}} f\left(x_{1}\right) \ldots f\left(x_{m}\right) f\left(\mu_{1} x_{1}+\mu_{2} x_{2}+\cdots\right) d x \\
& \leq \int_{x \in K_{\mathbb{R}}^{t \times m}} f\left(x_{1}\right) \ldots f\left(x_{m}\right) f\left(\mu_{1} x_{1}+\mu_{2} x_{2}\right) d x
\end{aligned}
$$

The claim is therefore a consequence of Lemma 26. The contribution from these terms decays exponentially as a result. The statement of the theorem then follows, given that $\# A_{m}^{1}$ grows at most polynomially in the degree $d=[K: \mathbb{Q}]$, whereas the term $\left(\frac{\sqrt{3}}{2}\right)^{N}$ decays exponentially with $d$.

## 5 Upper bounds on moments using Weil heights

We now turn to bounding the remaining terms in order to establish explicit formulas for moments of $\mathcal{O}_{K^{-}}$ lattices. Our aim is to establish such formulas while allowing the degree $d=[K: \mathbb{Q}]$ to vary as well. Our results will involve lower bounds on the Weil height for algebraic numbers. Such bounds are closely related to Lehmer's problem-which is still open-however suitable bounds for our purposes are known in many interesting and important cases.

### 5.1 Mahler measures and the Bogomolov property

For an algebraic number $\alpha \in K^{\times}$, recall that the Mahler measure (or unnormalised exponential Weil height) is given by the product over the set of places $M_{K}$ of $K$ :

$$
H_{W}(\alpha):=\prod_{v \in M_{K}} \max \left\{1,|\alpha|_{v}\right\}
$$

We also define, keeping only the infinite places, the closely related

$$
H_{\infty}(\alpha)=\prod_{\sigma: K \rightarrow \mathbb{C}} \max \{1,|\sigma(\alpha)|\}
$$

which will be more directly relevant for estimates in the Euclidean space associated to $K$. The two coincide for algebraic integers and in general differ by a denominator. We also recall that the absolute Mahler measure (or exponential Weil height) of an algebraic number $\alpha$ is given by $H_{W}(\alpha)^{1 / \operatorname{deg}(\alpha)}$ and we shall denote by

$$
h(\alpha)=\log \left(H_{W}(\alpha)^{1 / \operatorname{deg}(\alpha)}\right)
$$

the Weil height of an algebraic number. For non-integers, we shall also write $h_{\infty}(\alpha)$ for $\log \left(H_{\infty}(\alpha)^{1 / \operatorname{deg}(\alpha)}\right)$.
Remark 28. Note that the absolute Mahler measure and Weil heights are independent of the subfield over which one is considering an algebraic integer. That is, if $\beta \in K$ we have $\operatorname{deg} \beta=\#\{\sigma: \mathbb{Q}(\beta) \rightarrow \mathbb{C}\}$ and

$$
\frac{\log \left(\prod_{\sigma: K \rightarrow \mathbb{C}} \max \{1,|\sigma(\beta)|\}\right)}{[K: \mathbb{Q}]}=\frac{\log \left(\prod_{\sigma: \mathbb{Q}(\beta) \rightarrow \mathbb{C}} \max \{1,|\sigma(\beta)|\}\right)}{[\mathbb{Q}(\beta): \mathbb{Q}]} .
$$

Lehmer's famous problem asks for a uniform lower bound for $h(\alpha) \operatorname{deg}(\alpha)$. We shall consider algebraic numbers related to the stronger property:

Definition 29. A subset $S \subset \overline{\mathbb{Q}}$ is said to satisfy the Bogomolov property if there exists a constant $C>0$ such that

$$
h(\alpha) \geq C
$$

provided $\alpha \in S$ has infinite multiplicative order.
Throughout this section, we will therefore consider $\mathcal{O}_{K}$-lattices for towers of number fields inside a subset of $\overline{\mathbb{Q}}$ satisfying the Bogomolov property. In other words, we formulate the assumption:
Hypothesis 30. As $K$ varies among the number fields considered, there exist uniform constants $c_{0} \geq c_{1}>0$ such that the absolute (logarithmic) Weil heights satisfy

$$
h(\alpha)>c_{1} \text { for } \alpha \in K^{\times} \backslash \mu_{K}
$$

and

$$
h_{\infty}(\alpha)=h(\alpha)>c_{0} \text { for } \alpha \in \mathcal{O}_{K} \backslash\left\{\mu_{K}, 0\right\}
$$

where $\mu_{K}$ denotes the group of roots of unity contained in $K$.
We now recall some important examples from the literature when the Bogomolov property is satisfied. The first result is a bound due to Schinzel [31]:

Theorem 31. Assume that an algebraic number $\alpha$ of infinite multiplicative order is contained in a totally real field. Then, denoting by $\varphi=\frac{1+\sqrt{5}}{2}$ the golden ratio, we have

$$
h(\alpha) \geq \frac{1}{2} \log \varphi \approx 0.2406 \ldots
$$

Moreover, the same is true for $\alpha$ in a CM field provided one (and equivalently, all) of its Archimedean embeddings satisfy $|\alpha| \neq 1$.

We therefore get that Theorem 31 also applies to algebraic integers in CM fields, however there exist algebraic numbers which are not roots of unity but all of whose conjugates lie on the unit circle-in fact the bound is violated for such numbers. We do, however, have for abelian extensions the bound due to Amoroso-Dvornicich [32]:
Theorem 32. Assume that an algebraic number $\alpha$ of infinite multiplicative order is contained in an abelian extension of $\mathbb{Q}$. Then we have

$$
h(\alpha) \geq \frac{\log 5}{12} \approx 0.1341 \ldots
$$

We may therefore record as a special case:
Corollary 33. Any tower of cyclotomic fields satisfies Hypothesis 30 with constants $c_{0}=\frac{1}{2} \log \varphi \approx 0.2406$ and $c_{1}=\frac{\log 5}{12} \approx 0.1341$.

Even in the special case of cyclotomic fields these bounds are reasonably sharp, for instance in the field $\mathbb{Q}\left(\zeta_{21}\right)$ there is an algebraic number of height $\log (7) / 12$. Concerning Schinzel's result, we already have exceptions in the following range (see [33, Theorem 5.39]):

Theorem 34. Suppose that $\beta$ is a cyclotomic integer. Then the only values for $h_{\infty}(\beta)$ inside the interval ( $0,0.27132$ ] occur for $\beta=2 \cos (2 \pi / 5), 2 \cos (2 \pi / 7), 2 \cos (2 \pi / 60)$.

Beyond these results, the Bogomolov property is itself well-studied and we list a number of subsets of $\overline{\mathbb{Q}}$ satisfying it and leading to towers of number fields verifying Hypothesis 30. We refer the reader to [33, Chapter 11] and [34] for more details.

- Generalizing the totally real case, Langevin [35] showed that the property holds for closed subsets of $\mathbb{C}$ which do not contain the unit circle.
- Totally $p$-adic numbers or (infinite) Galois extensions with bounded local degree at some rational prime $p$ satisfy Bogomolov's property (see [36] and [37, Theorem 2]).
- Generalizing the abelian case, Habegger [38] shows that fields obtained adjoining torsion points of elliptic curves over $\mathbb{Q}$ have the Bogomolov property. Amoroso-David-Zannier show [34, Theorem 1.5.] among others that infinite Galois extensions of a fixed number field with Galois group $G$ have the Bogomolov property provided that $G$ has finite exponent modulo center.
We end our discussion with some height bounds that work for every number field, in particular we state E. Dobrowolski's asymptotic result [39, Theorem 1]:

Theorem 35. Let $\alpha$ be an algebraic integer of degree d, not zero or a root of unity, and let $\varepsilon>0$. Then for $d \geq d(\varepsilon)$ we have that

$$
h(\alpha) \geq \frac{1-\varepsilon}{d} \cdot\left(\frac{\log \log d}{\log d}\right)^{3}
$$

Moreover, P. Voutier [40] showed that for any $d \geq 2$ we may take

$$
h(\alpha) \geq \frac{1}{4 d} \cdot\left(\frac{\log \log d}{\log d}\right)^{3}
$$

We therefore record the obvious but important remark:
Remark 36. Any fixed number field $K$ satisfies Hypothesis 30 for suitable constants.
In particular, this will imply our limiting moment formulas established in this section are valid for any fixed number field and large enough rank.

### 5.2 Bounds for contributions from projective space

Throughout this section, $M \geq 1$ is a fixed integer and we write $\alpha=\left(\alpha_{1}, \ldots, \alpha_{M}\right) \in K^{M} \backslash\{0\}$ as well as the height:

$$
H_{\infty}(\alpha)=\prod_{\sigma: K \rightarrow \mathbb{C}} \max _{1 \leq j \leq M} \max \left(1,\left|\sigma\left(\alpha_{j}\right)\right|\right)
$$

which specializes to the (exponential) Weil height when $M=1$ and $\alpha \in \mathcal{O}_{K}^{M}$. We also write

$$
h_{\infty}(\alpha)=\frac{1}{d} \log H_{\infty}(\alpha)
$$

and denote the norm $\underset{-}{4}$ of the denominator ideal generated by $\alpha$ by

$$
\begin{equation*}
D(\alpha):=\mathrm{N}\left(\mathcal{O}_{K}+\alpha_{1} \mathcal{O}_{K}+\cdots+\alpha_{M} \mathcal{O}_{K}\right)^{-1} \tag{15}
\end{equation*}
$$

Observe that the inequalities:

$$
D(\alpha)^{-1} \leq \mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{1}{M}} \leq H_{\infty}(\alpha)
$$

follow from the definitions when the $\alpha_{i} \neq 0$ and that we have the relation

$$
D(\alpha) \cdot \mathrm{N}\left(\left\langle 1, \alpha_{1}, \ldots, \alpha_{M}\right\rangle\right)=1
$$

with the norm defined under (8).
Our main goal in this subsection is to examine for $t>M \geq 1$ the sum

$$
S_{M, t}:=\sum_{\alpha \in\left(K^{\times}\right)^{M}} D(\alpha)^{-t} \operatorname{vol}\left(B \cap \alpha_{1}^{-1} B \cap \cdots \cap \alpha_{M}^{-1} B\right) .
$$

This will yield upper bounds on the $A_{m}^{2}$-terms when $m=1$ or can be viewed as bounding height zeta functions for projective spaces instead of the full Grassmannian variety $\mathbf{G r}\left(m, K^{n}\right)$.

Lemma 37. The quantity $\mathrm{N}\left(\left\langle\alpha_{0}, \ldots, \alpha_{M}\right\rangle\right)^{t} \operatorname{vol}\left(\alpha_{0}^{-1} B \cap \alpha_{1}^{-1} B \cap \cdots \cap \alpha_{M}^{-1} B\right)$ only depends on the class $\left[\alpha_{0}: \cdots: \alpha_{M}\right]$ in projective space $\mathbf{P}^{M}(K)$ modulo permutation of coordinates.
Proof. Multiplying by a scalar $\lambda \in K^{\times}$scales the volume by $\mathrm{N}(\lambda)^{-t}$ whereas the index is scaled by $\mathrm{N}(\lambda)$.
In particular, scaling by $\alpha_{i}$ of maximal norm this implies that we may restrict our computations for $S_{M, t}$ to the case where $N\left(\alpha_{i}^{-1}\right) \geq 1 \forall i$. We shall use the following convex combination lemma to bound volumes of intersections of scaled balls:

Lemma 38. Let $M \geq 1$ and suppose $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{M} \in K^{*}$. Let $B$ be an origin-centered ball of radius $R$ in the space $K_{\mathbb{R}}^{t}$ with respect to the norm in Equation (3). Given that $K^{*}$ acts on $K_{\mathbb{R}}^{t}$ diagonally, we have

$$
\operatorname{vol}\left(\alpha_{0} B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right) \leq \operatorname{vol}(B) \cdot \min _{\substack{c_{i} \geq 0 \\ \sum_{i} c_{i}=1}}\left\{\prod_{\sigma: K \rightarrow \mathbb{C}}\left(\sum_{i=0}^{M} c_{i}\left|\sigma\left(\alpha_{i}\right)\right|^{2}\right)^{-\frac{t}{2}}\right\}
$$

where the minimum is over any real convex combination of the $\alpha_{i}$.
Proof. We are calculating the volume of the intersections of the following ellipsoids (see Equation (3):

$$
\left\{x \in K_{\mathbb{R}}^{t} \left\lvert\, \Delta_{K}^{-\frac{2}{[K: \mathbb{O}}} \sum_{j=1}^{t} \operatorname{tr}\left(\alpha_{i} x_{j} \overline{\alpha_{i} x_{j}}\right) \leq R^{2}\right.\right\}, \text { as } i \in\{0,1, \ldots, M\}
$$

Observe that for any $\left\{c_{0}, \ldots, c_{M}\right\} \in \mathbb{R}_{\geq 0}$ such that $\sum_{i} c_{i}=1$, we have that

$$
\bigcap_{i=0}^{M}\left\{x \in K_{\mathbb{R}}^{t} \left\lvert\, \Delta_{K}^{-\frac{2}{K: ब \mid}} \sum_{j=1}^{t} \operatorname{tr}\left(\alpha_{i} x_{j} \overline{\alpha_{i} x_{j}}\right) \leq R^{2}\right.\right\} \subseteq\left\{x \in K_{\mathbb{R}}^{t} \left\lvert\, \Delta_{K}^{-\frac{2}{\mid K: ब]}} \sum_{j=1}^{t} \operatorname{tr}\left(\left(\sum_{i=0}^{M} c_{i} \alpha_{i} \overline{\alpha_{i}}\right) x_{j} \overline{x_{j}}\right) \leq R^{2}\right.\right\}
$$

[^3]The ellipsoid defined on the right side has volume given by

$$
\operatorname{vol}(B) \prod_{\sigma: K \rightarrow \mathbb{C}}\left(\sum_{i} c_{i}\left|\sigma\left(\alpha_{i}\right)\right|^{2}\right)^{-t / 2} .
$$

We are now in a position to connect the intersection volumes to Weil heights:
Lemma 39. Let $\alpha_{1}, \ldots, \alpha_{M} \in K^{\times}$. We have the bound:

$$
\frac{\operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right)}{\operatorname{vol}(B)} \leq\left(\frac{H_{\infty}(\alpha)^{\frac{2}{d}}+M \cdot H_{\infty}(\alpha)^{-\frac{2}{d M}} \cdot \mathrm{~N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{2}{d M}}}{M+1}\right)^{-d t / 2}
$$

Moreover, under the assumption that $\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right) \geq 1$ we have for any $k \geq 2$ :

$$
\frac{\operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right)}{\operatorname{vol}(B)} \leq \mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{-t}{k M}} \cdot\left(\frac{H_{\infty}(\alpha)^{\frac{2(k-1)}{k d}}+M \cdot H_{\infty}(\alpha)^{\frac{-2(k-1)}{k M d}}}{M+1}\right)^{-d t / 2}
$$

Proof. Lemma 38 together with Lemma 16 comparing heights yields the inequality

$$
\frac{\operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right)}{\operatorname{vol}(B)} \leq\left(\frac{H_{\infty}(\alpha)^{\frac{2}{d}}+M \cdot H_{\infty}(\alpha)^{-\frac{2}{d M}} \cdot \mathrm{~N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{2}{d M}}}{M+1}\right)^{-\frac{1}{2} d t}
$$

where we also applied the bound in Lemma 17. To obtain the second formulation we now factor out $\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{2}{k d M}}$ and writing

$$
g_{M}(x)=\frac{x+M x^{-\frac{1}{M}}}{M+1}
$$

we have the bound

$$
\begin{gathered}
\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{t}{k M}} \cdot\left(\frac{H_{\infty}(\alpha)^{\frac{2}{d}}+M \cdot H_{\infty}(\alpha)^{-\frac{2}{d M}} \cdot \mathrm{~N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{2}{d(M+1)}}}{M+1}\right)^{-d t / 2} \\
\leq g_{M}\left(\frac{H_{\infty}(\alpha)^{\frac{2}{d}}}{\mathrm{~N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{2}{k d M}}}\right)^{-d t / 2}
\end{gathered}
$$

using that $\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right) \geq 1$. Now observe that $g_{M}(x)$ is increasing for $x, M \geq 1$ so that using the inequality $\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{1 / M} \leq H_{\infty}(\alpha)$ we can bound

$$
g_{M}\left(\frac{H_{\infty}(\alpha)^{\frac{2}{d}}}{\mathrm{~N}\left(\alpha_{1} \cdots \alpha_{M}\right)^{\frac{2}{k d M}}}\right) \geq g_{M}\left(H_{\infty}(\alpha)^{\frac{2(k-1)}{k d}}\right)
$$

The claim follows.

Remark 40. The role of $k$ in Lemma 39 and ensuing results is slightly artificial, but it allows us in later results to take $k$ large enough so that we can control the sum of volume ratios over units for small $t$ while the additional factor $\mathrm{N}(\alpha)^{\frac{-t}{k M}}$ allows us to relate the sum $S_{M, t}$ to a Dedekind zeta value. This leads to slightly better results for small moments.

The following lemmas provide upper bounds for point counts in the unit lattice:
Lemma 41. Assume Hypothesis 30 and its notations. Consider the canonical log embedding: $L: K^{\times} \rightarrow$ $\mathbb{R}^{r_{1}+r_{2}}$ defined by mapping

$$
\alpha \mapsto\left(\log \left|\sigma_{1}(\alpha)\right|, \ldots, 2 \log \left|\sigma_{r_{1}+r_{2}}(\alpha)\right|\right)
$$

as well as the function

$$
\begin{aligned}
h: \mathbb{R}^{r_{1}+r_{2}} & \rightarrow \mathbb{R}_{\geq 0} \\
x & \mapsto \frac{1}{[K: \mathbb{Q}]} \cdot \sum_{j=1}^{r_{1}+r_{2}} \max \left(0, x_{j}\right) .
\end{aligned}
$$

Then for any $\eta \in \mathbb{R}^{r_{1}+r_{2}}$ with $\sum_{j=1}^{r_{1}+r_{2}} \eta_{j}=Y$ and any $B \geq 0$ we have that

$$
\#\left\{\beta \in \mathcal{O}_{K}^{\times} \mid h(\eta+L(\beta)) \leq B\right\} \leq \omega_{K} \cdot\left(\frac{B+c_{0} / 2+\max \left(0, \frac{-Y}{d}\right)}{c_{0} / 2}\right)^{r_{1}+r_{2}-1}
$$

Proof. Note that the factor of 2 at complex places in the definition of $L$ ensures that $L\left(\mathcal{O}_{K}^{\times}\right)$is contained in the hyperplane $H:=\left\{x \in \mathbb{R}^{r_{1}+r_{2}}: \sum_{j=1}^{r_{1}+r_{2}} x_{j}=0\right\}$. Observe that $h$ satisfies the triangle inequality and in fact satisfies the properties of a semi-norm on $H$. Now by Hypothesis 30 we obtain for any $\beta \in \mathcal{O}_{K}^{\times} \backslash \mu_{K}$ that

$$
h(L(\beta))=h_{\infty}(\beta) \geq c_{0}
$$

Let now $P=\left\{\xi \in H: h(\xi) \leq c_{0} / 2\right\}$. We claim that for $\eta \in \mathbb{R}^{r_{1}+r_{2}}$ and $\beta_{1}, \beta_{2} \in \mathcal{O}_{K}^{\times}$:

$$
\left(L\left(\beta_{1}\right)+\eta+P\right) \cap\left(L\left(\beta_{2}\right)+\eta+P\right)= \begin{cases}L\left(\beta_{1}\right)+\eta+P & \text { if } \beta_{1} \beta_{2}^{-1} \in \mu_{K} \\ \emptyset & \text { else }\end{cases}
$$

To prove the claim, let $y$ be in the intersection. Then by the triangle inequality we have that

$$
h\left(L\left(\beta_{1}^{-1} \beta_{2}\right)\right) \leq h\left(y-L\left(\beta_{1}\right)-\eta\right)+h\left(L\left(\beta_{2}\right)+\eta-y\right) \leq c_{0}
$$

and therefore $\beta_{1} \beta_{2}^{-1} \in \mu_{K}$. Since $L$ is a homomorphism to the additive group whose kernel is $\mu_{K}$ the claim follows.

Moreover, if for $\beta \in \mathcal{O}_{K}^{\times}$we have that $h(\eta+L(\beta)) \leq B$, then $L(\beta)+\eta+P$ is contained in the set

$$
Q=\left\{\xi \in \mathbb{R}^{r_{1}+r_{2}}: \sum_{j=1}^{r_{1}+r_{2}} \xi_{j}=Y, h(\xi) \leq B+c_{0} / 2\right\}
$$

For any fixed $\eta$, we thus obtain by the claim that

$$
\#\left\{\beta \in \mathcal{O}_{K}^{\times} \mid h(\eta+L(\beta)) \leq B\right\} \leq \omega_{K} \cdot \frac{\operatorname{vol}(Q)}{\operatorname{vol}(P)}
$$

where the volumes are computed with respect to the natural measure identifying the hyperspaces $P$ and $Q$ are in with $\mathbb{R}^{r_{1}+r_{2}-1}$.

For $\eta$ such that $\dot{Y}=\sum_{j=1}^{r_{1}+r_{2}} \eta_{j} \geq 0$, it is easy to see that the volume of $Q$ is bounded by the volume of $P_{B}=\left\{\xi \in H: h(\xi) \leq c_{0} / 2+B\right\}$. Thus we bound the desired unit count by

$$
\omega_{K} \cdot \frac{\operatorname{vol}\left(P_{B}\right)}{\operatorname{vol}(P)}=\omega_{K}^{M} \cdot \frac{\operatorname{vol}\left(\left\{\xi \in H: h(\xi) \leq c_{0} / 2+B\right\}\right)}{\operatorname{vol}\left(\left\{\xi \in H: h(\xi) \leq c_{0} / 2\right\}\right)}
$$

Since $H$ is an $\mathbb{R}$-vector space of dimension $r_{1}+r_{2}-1$ and $h$ a semi-norm on that vector space, the result follows for $Y \geq 0$.

When $Y<0$, observe that $\tilde{\eta}$ defined by $\tilde{\eta}_{j}=\eta_{j}-\frac{Y}{r_{1}+r_{2}}$ satisfies

$$
\sum_{j=1}^{r_{1}+r_{2}} \tilde{\eta}_{j}=0 \text { and } h(\tilde{\eta}) \leq h(\eta)+h\left(-\frac{Y}{r_{1}+r_{2}}\right)
$$

Therefore, given that $h(\eta+L(\beta)) \leq B$ implies $h((\tilde{\eta})+L(\beta)) \leq B+h\left(-\frac{Y}{r_{1}+r_{2}}\right)$, we may obtain an upper bound by running the same argument as in the first part of the proof with $\tilde{\eta}$ instead of $\eta$ and $B+h\left(-\frac{Y}{r_{1}+r_{2}}\right)$ instead of $B$. This settles the case of $Y<0$ since $h\left(-\frac{Y}{r_{1}+r_{2}}\right)=-Y / d$.

Note that we also have the following inequality by definition:
Lemma 42. Let $\alpha \in\left(\bar{K}^{\times}\right)^{M}$ be an $M$-tuple of algebraic numbers. Then $h_{\infty}(\alpha) \geq \max _{1 \leq i \leq M} h_{\infty}\left(\alpha_{i}\right)$.
Lemma 43. Assume Hypothesis 30 and its notations. Let $\alpha \in\left(K^{\times}\right)^{M}$ and $B \geq 0$. Then

$$
\#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \mid h_{\infty}(\alpha \beta) \leq B\right\} \leq \omega_{K}^{M} \cdot \prod_{1 \leq i \leq M}\left(\frac{B+c_{0} / 2+\max \left(0, \frac{-\log \mathrm{N}\left(\alpha_{i}\right)}{d}\right)}{c_{0} / 2}\right)^{\left(r_{1}+r_{2}-1\right)}
$$

Proof. By Lemma 42, we have that

$$
\#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \mid h_{\infty}(\alpha \beta) \leq B\right\} \leq \prod_{1 \leq i \leq M} \#\left\{\beta \in \mathcal{O}_{K}^{\times} \mid h_{\infty}\left(\alpha_{i} \beta\right) \leq B\right\}
$$

We conclude by Lemma 41.
Proposition 44. Assume Hypothesis 30 and its notations and fix $k \geq 2$. There exist positive constants $C, \varepsilon_{1}>0$ uniformly bounded in $d, t$ such that for all $\alpha \in\left(K^{\times}\right)^{M} \backslash \mu_{K}^{M}$ with $N\left(\alpha_{i}\right) \geq 1$ for $i \in[1, \ldots, M]$ the following holds: write

$$
t_{0}=\frac{2 r_{K} \cdot M}{d} \cdot \frac{\log \left(2+\frac{1}{2 k}\right)}{\log \left(f_{M}\left(c_{0}\left(1-\frac{1}{k}\right)\right)\right.},
$$

where $f_{M}(x):=\frac{\exp (x)+M \exp \left(-\frac{x}{M}\right)}{M+1}$ and $r_{K}$ is the rank of the unit group. Then we have for any $t>t_{0}$ and any $d \geq 1$ that

$$
\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ \alpha \beta \notin \mu_{K}^{M}}} \frac{\operatorname{vol}\left(B \cap\left(\alpha_{1} \beta_{1}\right)^{-1} B \cap \cdots \cap\left(\alpha_{M} \beta_{M}\right)^{-1} B\right)}{\operatorname{vol}(B)} \leq C \cdot \omega_{K}^{M} \cdot \mathrm{~N}(\alpha)^{\frac{-t}{k M}} \cdot D(\alpha)^{\frac{t}{4}} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)}
$$

Moreover, the constants can be made explicit. We may for instance take

$$
\left.\left.\varepsilon_{1}=\frac{1}{2} \min \left\{\frac{c_{1}}{8}, \log \left(f_{M}\left(\frac{3}{4} c_{1}\right)\right), \alpha_{M} \cdot \frac{c_{0}(k-1)}{k}\right)\right)\right\}
$$

and $C=1+\frac{1}{1-e^{-\alpha_{M} \cdot c_{0} \cdot d\left(t-t_{0}\right)(k-1) /\left(4 k^{2}\right)}}$, where $\alpha_{M}>0$ is small enough so that $f_{M}(x) \geq e^{\alpha_{M} \cdot x}$ for $x \geq c_{0} / 2$. Proof. We consider the function $f_{M}(x):=\frac{\exp (x)+M \exp (-x / M)}{M+1}$ satisfying $f_{1}(x)=\cosh (x), f_{M}(0)=1$ and increasing exponentially for $x>0$. We also abbreviate $\mathrm{N}(\alpha)=\prod_{i} \mathrm{~N}\left(\alpha_{i}\right)$. Then by Lemma $\underline{39}$ our task is reduced to bounding for suitably chosen $k \geq 2$ :

$$
\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ \alpha \beta \notin\left(\mu_{K}\right)^{M}}} \mathrm{~N}(\alpha)^{\frac{-t}{k M}} \cdot f_{M}\left(h_{\infty}(\alpha \beta)\left(2\left(1-\frac{1}{k}\right)\right)\right)^{-d t / 2},
$$

where $h_{\infty}(\alpha \beta)=\frac{1}{d} \cdot \log \left(H_{\infty}(\alpha \beta)\right)$ reduces to the $\log$ Weil height for $M=1$. Recall the $c_{0}$ defined in Hypothesis 30. Since $f_{M}$ is increasing it suffices to bound, for any $S \in \mathbb{Z}_{>0}$, the sum

$$
\Sigma_{M, k}^{\infty}:=\sum_{n=S}^{\infty} \#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \left\lvert\, h_{\infty}(\alpha \beta) \in\left[\frac{n c_{0}}{2 S}, \frac{(n+1) c_{0}}{2 S}[ \} \cdot f_{M}\left(\frac{n c_{0}\left(1-\frac{1}{k}\right)}{S}\right)^{-d t / 2}\right.\right.\right.
$$

together with the term with the contribution of the remaining units satisfying $h_{\infty}(\alpha \beta)<c_{0} / 2$ :

$$
\Sigma_{M, k}^{c_{0}}:=\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ h_{\infty}(\alpha \beta)<\frac{c_{0}}{2}}} f_{M}\left(h_{\infty}(\alpha \beta) \cdot 2\left(1-\frac{1}{k}\right)\right)^{-d t / 2}
$$

So our goal is to show for appropriate constants $C, \varepsilon_{1}$ that

$$
\Sigma_{M, k}^{c_{0}}+\Sigma_{M, k}^{\infty} \leq C \cdot D(\alpha)^{\frac{t}{4}} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)}
$$

Let us examine the term $\Sigma_{M, k}^{c_{0}}$ first. We have the bound on the number of units

$$
\#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \mid h_{\infty}(\alpha \beta)<c_{0} / 2\right\} \leq \omega_{K}^{M}
$$

Indeed, let $\beta_{1}=\left(\beta_{11}, \ldots, \beta_{1 M}\right)$ and $\beta_{2}=\left(\beta_{21}, \ldots, \beta_{2 M}\right)$ be in $\left(\mathcal{O}_{K}^{\times}\right)^{M}$. Then, for we know that for each $j=1,2$ and each $i=1, \ldots, M$ we have $h_{\infty}\left(\alpha_{i} \beta_{j i}\right)<\frac{c_{0}}{2}$. Then by the triangle inequality (c.f. Lemma 41), we can show that $h_{\infty}\left(\beta_{1 j}^{-1} \beta_{2 j}\right)<c_{0}$ so that $\beta_{1} \beta_{2}^{-1} \in\left(\mu_{K}\right)^{M}$.

By assumption, since $\alpha \beta \notin\left(\mu_{K}\right)^{M}$ there exists a constant $c_{1}$ such that

$$
h(\alpha \beta)=h_{\infty}(\alpha \beta)+\frac{1}{d} \cdot \log D(\alpha) \geq c_{1}>0 .
$$

Let us first assume that $D(\alpha)<\exp \left(d c_{1} / 4\right)$. Then $\Sigma_{M, k}^{c_{0}}$ is bounded by

$$
\omega_{K}^{M} \cdot f_{M}\left(2\left(1-\frac{1}{k}\right) \cdot\left(c_{1}-\frac{1}{d} \cdot \log D(\alpha)\right)\right)^{-d t / 2} \leq \omega_{K}^{M} \cdot f_{M}\left(2\left(1-\frac{1}{k}\right) \frac{3}{4} c_{1}\right)^{-d t / 2} \leq \omega_{K}^{M} \cdot f_{M}\left(\frac{3}{4} c_{1}\right)^{-d t / 2}
$$

In the case when $D(\alpha) \geq \exp \left(d c_{1} / 4\right)$, we simply bound the contribution $\Sigma_{M, k}^{c_{0}}$ by observing that $D(\alpha)^{-\frac{t}{4}} \leq e^{-\frac{d t c_{1}}{16}}$, so that these terms satisfy the bound claimed in the proposition.

We may now therefore turn to the remaining terms $\Sigma_{M, k}^{\infty}$. Since, we asummed that $\mathrm{N}\left(\alpha_{i}\right) \geq 0$, we know that $\max \left(0,-\frac{1}{d} \log \mathrm{~N}\left(\alpha_{i}\right)\right)=0$. Lemma $\underline{43}$ therefore yields:

$$
\begin{align*}
\Sigma_{M, k}^{\infty} & \leq \omega_{K}^{M} \cdot \sum_{n=S}^{\infty}\left(\frac{n+S+1}{S}\right)^{\left(r_{1}+r_{2}-1\right) M} \cdot f_{M}\left(\frac{n}{S} \cdot c_{0}\left(1-\frac{1}{k}\right)\right)^{-d t / 2} \\
& =\omega_{K}^{M} \cdot \sum_{n=1}^{\infty}\left(\frac{n}{S}+2\right)^{\left(r_{1}+r_{2}-1\right) M} \cdot f_{M}\left(\frac{n+S-1}{S} \cdot c_{0}\left(1-\frac{1}{k}\right)\right)^{-d t / 2} \\
& \left.\leq \omega_{K}^{M} \cdot \sum_{n=1}^{\infty} f_{M}\left(\frac{S+n-1}{S} \cdot c_{0}\left(1-\frac{1}{k}\right)\right)\right)^{\frac{-d\left(t-t_{0}\right)}{2}} \\
& \leq \omega_{K}^{M} \cdot \sum_{n=S}^{\infty} \exp \left(-n \cdot \frac{\alpha_{M} \cdot c_{0}(k-1) \cdot d\left(t-t_{0}\right)}{2 k S}\right) \tag{16}
\end{align*}
$$

where $\alpha_{M}>0$ is a constant small enough so that $f_{M}(x) \geq e^{\alpha_{M} \cdot x}$ if $x \geq c_{0} / 2$ and where

$$
t_{0} \geq \frac{2\left(r_{1}+r_{2}-1\right) M}{d} \sup _{n \in \mathbb{N} \geq 1} \frac{\log \left(\frac{n}{S}+2\right)}{\log \left(f_{M}\left(\frac{S+n-1}{S} \cdot c_{0} \cdot\left(1-\frac{1}{k}\right)\right)\right.}
$$

for suitable $k$. The logarithm ratio decays as $n$ increases and therefore it suffices to take

$$
t_{0} \geq \frac{2\left(r_{1}+r_{2}-1\right) M}{d} \cdot \frac{\log \left(\frac{1}{S}+2\right)}{\log \left(f_{M}\left(c_{0}\left(1-\frac{1}{k}\right)\right)\right.}
$$

Summing up the geometric series in (16) gives us

$$
\Sigma_{M, k}^{\infty} \leq \omega_{K}^{M} \cdot \frac{\exp \left(-\frac{\alpha_{M} \cdot c_{0}(k-1) \cdot d\left(t-t_{0}\right)}{2 k}\right)}{1-\exp \left(-\frac{\alpha_{M} \cdot c_{0}(k-1) \cdot d\left(t-t_{0}\right)}{2 k S}\right)}
$$

We chose to present the results for the choice of $S=2 k$.

### 5.3 Summing over ideals

It remains to sum the contributions in Proposition 44 over principal ideals. To that end, we have:
Lemma 45. Let $\mathcal{J} \subset \mathcal{O}_{K}$ be an integral ideal. Then for any real $t>1$ we have:

$$
\sum_{\text {Iintegral ideal }^{\text {Int }}} \mathrm{N}(\mathcal{I})^{-t}=\mathrm{N}(\mathcal{J})^{-t} \cdot \zeta_{K}(t)
$$

Proof. The proof follows from the definitions since we are in a Dedekind domain: for instance writing the prime decomposition $\mathcal{J}=\prod_{i} \mathcal{P}_{i}$, the left hand side becomes

$$
\sum_{\substack{\mathcal{I} \subset \mathcal{O}_{K} \\ \mathcal{I} \text { integral ideal }}} \mathrm{N}\left(\mathcal{I} \cdot \prod_{i} \mathcal{P}_{i}\right)^{-t}=\mathrm{N}\left(\prod_{i} \mathcal{P}_{i}\right)^{-t} \cdot \sum_{\substack{I \subset \mathcal{O}_{K} \\ \mathcal{I} \text { integral ideal }}} \mathrm{N}(\mathcal{I}) .
$$

We can now reformulate the $m=1$ term for the $n$-th moment:
Proposition 46. Let $\alpha_{1}, \ldots, \alpha_{M} \in K^{\times}$. Then the $m=1$ term in Theorem 10 is given for indicator functions of balls by

$$
\sum_{\alpha_{1}, \ldots \alpha_{M} \in K^{\times}} D(\alpha)^{-t} \cdot \operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right),
$$

where $D(\alpha)$ is as defined in (15). Moreover, for any function $f_{M}: K^{\times, M} \rightarrow \mathbb{R}$ and any $T \in \mathbb{R}_{>1}$, the sum

$$
\sum_{\alpha_{1}, \ldots \alpha_{M} \in K^{\times}} D(\alpha)^{-T} \cdot \operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right) \cdot f_{M}\left(\alpha_{1}, \ldots, \alpha_{M}\right)
$$

equals:

$$
\zeta_{K}(T)^{-1} \cdot \sum_{\substack{\mathcal{I} \subset \mathcal{O}_{K} \\ \mathcal{I}_{\text {integral ideal }}}} \mathrm{N}(\mathcal{I})^{-T} \sum_{\alpha_{1}, \ldots, \alpha_{M} \in \mathcal{I}^{-1} \backslash\{0\}} \operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right) \cdot f_{M}\left(\alpha_{1}, \ldots, \alpha_{M}\right) .
$$

Proof. For the first expression, it suffices to see that the index of $\left\{c \in \mathcal{O}_{K}: c \cdot \alpha_{i} \in \mathcal{O}_{K} \forall i\right\}$ in $\mathcal{O}_{K}$ is equivalent to the index of $\left(\alpha_{1}, \ldots, \alpha_{M}\right)^{-1} \cap \mathcal{O}_{K}$ in $\mathcal{O}_{K}$, where $\left(\alpha_{1}, \ldots, \alpha_{M}\right)$ denotes the fractional ideal generated by the $\alpha_{i}$. Let now $\mathcal{J}$ denote the integral ideal $\left(\alpha_{1}, \ldots, \alpha_{M}\right)^{-1} \cap \mathcal{O}_{K}$. To establish the equivalence of the second expression, observe that for an integral ideal $\mathcal{I} \subset \mathcal{O}_{K}$ we have

$$
\alpha_{1}, \ldots, \alpha_{M} \in \mathcal{I}^{-1} \Leftrightarrow \mathcal{I} \subset\left(\alpha_{1}, \ldots, \alpha_{M}\right)^{-1} \cap \mathcal{O}_{K}=\mathcal{J}
$$

Thus in the second expression every tuple $\alpha_{1}, \ldots, \alpha_{M}$ contributes

$$
\zeta_{K}(T)^{-1} \cdot \sum_{\substack{\mathcal{I} \subset \mathcal{J} \\ \mathcal{I} \text { integral ideal }}} \mathrm{N}(\mathcal{I})^{-T} \cdot \operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right) \cdot f_{M}\left(\alpha_{1}, \ldots, \alpha_{M}\right) .
$$

In the first expression the contribution is $\mathrm{N}(\mathcal{J})^{-T} \cdot \operatorname{vol}\left(B \cap \alpha_{1} B \cap \cdots \cap \alpha_{M} B\right) \cdot f_{M}\left(\alpha_{1}, \ldots, \alpha_{M}\right)$. We conclude by Lemma 45 that the two expressions are equal.

We can now put everything together:
Proposition 47. Assume Hypothesis 30 and its notations and fix $k \geq 2$. There exist positive constants $C_{M}, \varepsilon_{M}>0$ uniformly bounded in $d, t$ such that the following holds: write

$$
t_{0}=\sup _{K \in \mathcal{S}}\left\{k M+\frac{1}{2}, \frac{2 r_{K} \cdot M}{d} \cdot \frac{\log \left(2+\frac{1}{2 k}\right)}{\log \left(f_{M}\left(c_{0}\left(1-\frac{1}{k}\right)\right)\right.}\right\},
$$

where $f_{M}(x):=\frac{\exp (x)+M \exp \left(-\frac{x}{M}\right)}{M+1}$ and $r_{K}$ is the rank of the unit group. For any $t>t_{0}$ we then have:
$\sum_{\alpha \in\left(K^{\times}\right)^{M} \backslash \mu_{K}^{M}} D(\alpha)^{-t} \operatorname{vol}\left(B \cap \alpha_{1}^{-1} B \cap \cdots \cap \alpha_{M}^{-1} B\right) \leq C_{M} \cdot \omega_{K}^{M} \cdot \frac{\zeta_{K}\left(t\left(\frac{3}{4}-\frac{1}{k}\right)\right) \cdot \zeta_{K}\left(\frac{t}{k M}\right)^{M}}{\zeta_{K}\left(\frac{3 t}{4}\right)} \cdot e^{-\varepsilon_{M} \cdot d \cdot\left(t-t_{0}\right)} \cdot \operatorname{vol}(B)$.
We may moreover take

$$
\left.\left.\varepsilon_{M}=\frac{1}{2} \min \left\{\frac{c_{1}}{8}, \log \left(f_{M}\left(\frac{3}{4} c_{1}\right)\right), \alpha_{M} \cdot \frac{c_{0}(k-1)}{k}\right)\right)\right\}
$$

and $C_{M}=(2 M+1)\left(1+\frac{1}{\left.1-e^{-\alpha_{M} \cdot c_{0} \cdot d\left(t-t_{0}\right)(k-1) /\left(4 k^{2}\right)}\right)}\right.$, where $\alpha_{M}>0$ is small enough so that $f_{M}(x) \geq e^{\alpha_{M} \cdot x}$ for $x \geq c_{0} / 2$.

Proof. After multiplying by a constant $2 M$, we may in addition assume that $\mathrm{N}\left(\alpha_{i}\right) \geq 1$. Indeed we may cover $\left(K^{\times}\right)^{M} \backslash \mu_{K}^{M}$ by $M$ sets on which $N\left(\alpha_{i}\right)$ is smallest for some fixed $1 \leq i \leq M$. By Lemma 37 and the ensuing remark, for each such set the contribution is bounded by twice the contribution of $\left\{\alpha \in\left(K^{\times}\right)^{M} \backslash \mu_{K}^{M}\right.$ : $\left.\mathrm{N}\left(\alpha_{i}\right) \geq 1 \forall i\right\}$. Using Proposition 44, we immediately obtain (constants $C, \varepsilon_{1}$ as in 44):

$$
\sum_{\alpha \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \backslash\left(\mu_{K}^{\times}\right)^{M}} D(\alpha)^{-t} \operatorname{vol}\left(B \cap \alpha_{1}^{-1} B \cap \cdots \cap \alpha_{M}^{-1} B\right) \cdot \operatorname{vol}(B)^{-1} \leq C \cdot \omega_{K}^{M} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)}
$$

It remains to bound:

$$
\sum_{\substack{\alpha \in\left(K^{\times}\right)^{M} \backslash\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ \mathrm{~N}\left(\alpha_{i}\right) \geq 1}} D(\alpha)^{-t} \operatorname{vol}\left(B \cap \alpha_{1}^{-1} B \cap \cdots \cap \alpha_{M}^{-1} B\right) \cdot \operatorname{vol}(B)^{-1}
$$

We apply Proposition 44 and deal with bounding (constants $C, \varepsilon_{1}$ as in $\underline{44}$ ) the sum

$$
\sum_{\substack{\alpha \in\left(K^{\times}\right)^{M} \backslash\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ \mathrm{~N}\left(\alpha_{i}\right) \geq 1}} C \cdot D(\alpha)^{-t} \mathrm{~N}(\alpha)^{\frac{-t}{k M}} \cdot D(\alpha)^{\frac{t}{4}} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)}
$$

Using the Proposition $\underline{46}$ with $T=\frac{3}{4} t$, it therefore suffices to bound

$$
\zeta_{K}\left(\frac{3 t}{4}\right)^{-1} \cdot \sum_{\substack{\mathcal{I} \subset \mathcal{O}_{K} \\ \mathcal{I} \text { integral ideal }}} \mathrm{N}(\mathcal{I})^{\frac{3 t}{4}} \sum_{\substack{\alpha_{i} \in\left(\mathcal{I}^{-1} \backslash\{0\}\right) / \mathcal{O}_{K}^{\times} \\ \mathrm{N}\left(\alpha_{i}\right) \geq 1}} \mathrm{~N}(\alpha)^{\frac{-t}{k M}} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)} .
$$

Now observe that the map $\alpha_{i} \mapsto\left(\alpha_{i}\right) \cdot \mathcal{I}$ gives a bijection between $\left(\mathcal{I}^{-1} \backslash\{0\}\right) / \mathcal{O}_{K}^{\times}$and integral ideals $\mathcal{J} \subset \mathcal{O}_{K}$ in the ideal class of $\mathcal{I}$. We may therefore bound this expression by:

$$
\zeta_{K}\left(\frac{3 t}{4}\right)^{-1} \cdot \sum_{\substack{\mathcal{I} \subset \mathcal{O}_{K} \\ \mathcal{I} \text { integral ideal }}} \mathrm{N}(\mathcal{I})^{\frac{3 t}{4}} \prod_{1 \leq i \leq M} \sum_{\substack{\mathcal{J} \subset \mathcal{O}_{K} \\ \mathrm{~N}(\mathcal{I}) \leq \mathrm{N}(\mathcal{J})}} \mathrm{N}\left(\mathcal{J I}^{-1}\right)^{-\frac{t}{k M}} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}+1\right)}
$$

and therefore as claimed by

$$
\frac{\zeta_{K}\left(t\left(\frac{3}{4}-\frac{1}{k}\right)\right) \cdot \zeta_{K}\left(\frac{t}{k M}\right)^{M}}{\zeta_{K}\left(\frac{3 t}{4}\right)} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)}
$$

We see that in particular taking $k \geq 2$ and $t \geq k M+1 / 2$ suffices for convergence of the zeta factors for any given $d$ and we obtain the explicit constants by setting $C_{M}=(2 M+1) \cdot C$ and $\varepsilon_{M}=\varepsilon_{1}$.

We therefore find:
Theorem 48. Let $\mathcal{S}$ denote any set of number fields satisfying Hypothesis 30 and let $c_{0}, c_{1}$ denote the resulting uniform constants. For any choice of $k \geq 2$ there exist positive constants $C_{M}, \varepsilon_{M}>0$ uniformly bounded in $d, t$ such that the following holds: write

$$
t_{0}=\sup _{K \in \mathcal{S}}\left(k M+\frac{1}{2}, \frac{2 r_{K} \cdot M}{d} \cdot \frac{\log \left(2+\frac{1}{2 k}\right)}{\log \left(f_{M}\left(c_{0}\left(1-\frac{1}{k}\right)\right)\right.}\right),
$$

where

$$
f_{M}(x)=\frac{\exp (x)+M \exp (-x / M)}{M+1}
$$

and $r_{K}$ is the rank of the unit group. We then have for any $t>t_{0}$ and for any $K \in \mathcal{S}$ of degree $d$ :

$$
\sum_{\alpha \in\left(K^{\times}\right)^{M}} D(\alpha)^{-t} \operatorname{vol}\left(B \cap \alpha_{1}^{-1} B \cap \cdots \cap \alpha_{M}^{-1} B\right)=\operatorname{vol}(B) \cdot \omega_{K}^{M}\left(1+C_{M} \cdot Z(K, t, M, k) \cdot e^{-\varepsilon_{M} \cdot d \cdot\left(t-t_{0}\right)}\right),
$$

where

$$
0 \leq Z(K, t, M, k) \leq \zeta_{K}\left(t\left(\frac{3}{4}-\frac{1}{k}\right)\right) \cdot \zeta_{K}\left(\frac{t}{k M}\right)^{M} \cdot \zeta_{K}\left(\frac{3 t}{4}\right)^{-1}
$$

We may moreover take $\varepsilon_{M}$ and $C_{M}$ as in Proposition 47.

Proof. This follows from the previous proposition and the fact that $\operatorname{vol}\left(B \cap \alpha^{-1} B\right)=\operatorname{vol}(B)$ if $\alpha \in \mu_{K}$.
Remark 49. If we consider cyclotomic fields of increasing degree, we may take $c_{0}=0.24$ and for $M=1$ the condition on $t$ is satisfied for $t_{0}<27, k=26$. For $M=2,3,4,5$ we get $t_{0}<97,213,372,576$ and $k=48,70,92,115$. As a function of $M$, a calculation shows that we have $t_{0} \leq C M^{2}$ for $C \approx 22.18 \ldots$ as $M$ grows.

Note that $\omega_{K}^{M}=o\left(d^{M+1}\right)$ so that we indeed obtain exponential decay of the error term and in particular deduce a result for the second moment:

Corollary 50. Let $\mathcal{S}$ denote any set of number fields satisfying Hypothesis 30 and let $c_{0}, c_{1}$ denote the resulting uniform constant. Then for any choice of $k \geq 2$ there exist positive uniformly bounded constants $C, \varepsilon>0$ such that the following holds: write

$$
t_{0}=\sup _{K \in \mathcal{S}}\left\{k+\frac{1}{2}, \frac{2 r_{K}}{d} \cdot \frac{\log \left(2+\frac{1}{2 k}\right)}{\log \left(\cosh \left(c_{0}\left(1-\frac{1}{k}\right)\right)\right.}\right\}
$$

where $r_{K}$ is the rank of the unit group. We then have for any $t>t_{0}$ and for any $K \in \mathcal{S}$ of degree $d$ that the second moment $\mathbb{E}\left[\rho(\Lambda)^{2}\right]$ of the number of nonzero $\mathcal{O}_{K}$-lattice points in a fixed origin-centered ball of volume $V$ in $K_{\mathbb{R}}^{t}$ satisfies:

$$
\begin{aligned}
V^{2}+\omega_{K} \cdot V & \leq \mathbb{E}\left[\rho(\Lambda)^{2}\right] \\
& \leq V^{2}+\omega_{K} \cdot V+\omega_{K}^{2} \cdot C \cdot Z(K, t, k) \cdot e^{-\varepsilon \cdot d \cdot\left(t-t_{0}\right)} \cdot V
\end{aligned}
$$

where $0 \leq Z(K, t, k) \leq \zeta_{K}\left(t\left(\frac{3}{4}-\frac{1}{k}\right)\right) \cdot \zeta_{K}\left(\frac{t}{k}\right) \cdot \zeta_{K}\left(\frac{3 t}{4}\right)^{-1}$.
We may moreover take $\left.\left.\varepsilon=\frac{1}{2} \min \left(\frac{c_{1}}{8}, \log \left(\cosh \left(3 c_{1} / 4\right)\right)\right), \frac{2 c_{0}(k-1)}{5 k}\right)\right)$ and $C=3+\frac{3}{1-e^{-c_{0} \cdot d\left(t-t_{0}\right)(k-1) /\left(10 k^{2}\right)}}$.
Proof. This follows from Theorem 48 for $M=1$. The explicit constants can be obtained by bounding $\cosh (x)>e^{\frac{2}{5} \min \left(x, x^{2}\right)}$.

See Corollary $\underline{3}$ for the ensuing second moment result for cyclotomic fields. To go beyond the second and third moments we shall extend this approach in the next section.

### 5.4 General error estimates for $A_{m}^{2}$-type terms

In this section, we estimate the contributions of more general subspaces of dimension $m$ to the integral formula by reducing to our previous considerations for projective space. Recall from Section $\underline{4}$ the set of matrices

$$
A_{m}^{2}=\left\{\begin{array}{l|l}
D \in M_{m \times n}(K) & \begin{array}{c}
D_{i j} \in K, \\
D \text { is in row-reduced echelon form of } \operatorname{rank}(D)=m \\
D \text { has at least one entry } \notin \mu_{K} \cup\{0\}
\end{array}
\end{array}\right\} .
$$

The main result of this section is the following:
Theorem 51. Let $\mathcal{S}$ denote any set of number fields satisfying Hypothesis 30 and let $c_{0}, c_{1}$ denote the resulting uniform constants. Fix $n$ and $2 \leq m<n$. There exist explicit positive uniform constants $C_{\mathcal{S}}, \varepsilon_{\mathcal{S}}>0$ such that the following holds: write $t_{0}$ for

$$
2(n-m) \cdot \sup _{K \in \mathcal{S}}\left\{m^{2}+m, \frac{r_{K}\left(m^{2}+m\right)}{d} \cdot \frac{\log \left(2+12 c_{0}^{-1}+2 \log (n-m) \cdot c_{0}^{-1}\right)}{\log \left(\min \left\{\frac{64}{27}, e^{\frac{1}{3} c_{1}}, \cosh ^{3}\left(c_{1}\right)\right\}\right)}, \frac{r_{K}}{d} \cdot \log _{2}^{-1}\left(f_{n-m}\left(\frac{3}{4} c_{0}\right)\right)\right\}
$$

where $r_{K}$ is the rank of the unit group and $f_{n-m}(x)=\frac{e^{x}+(n-m) e^{-\frac{x}{n-m}}}{1+n-m}$. We then have for any $t>t_{0}$ and for any $K \in \mathcal{S}$ :

$$
\frac{1}{V(t d)^{m} R^{m t d}} \sum_{D \in A_{m}^{2}} \frac{1}{\mathfrak{D}(D)^{t}} \int_{K_{\mathbb{R}}^{m \times t}} f(x D) d x \leq C_{\mathcal{S}} \cdot \omega_{K}^{m(n-m)}(t d)^{\frac{m-1}{2}} \cdot Z(K, t, n, m) \cdot e^{-\varepsilon_{\mathcal{S}} \cdot d \cdot\left(t-t_{0}\right)}
$$

with the zeta factor

$$
Z(K, t, n, m)=\frac{\zeta_{K}\left(\frac{1}{2(m+1)} t-\frac{1}{e} m(n-m)\right) \cdot \zeta_{K}\left(\frac{t}{4 m(n-m)}\right)^{m(n-m)}}{\zeta_{K}(t-1)}
$$

Moreover, we may take

$$
\varepsilon_{\mathcal{S}}=\frac{1}{2} \log \left(\min \left\{\frac{4}{3}, e^{\frac{c_{1}}{3(m+1)}}, f_{n-m}\left(3 c_{1} / 4\right)\right\}\right) .
$$

The constant $C_{\mathcal{S}}$ may also be chased down as a function depending only $m, n, c_{0}, c_{1}$.
Remark 52. Note that despite the relatively ugly expression for the minimal rank $t_{0}$, we have that $t_{0}(n)=$ $O\left(n^{3} \log \log n\right)$ as the moment $n$ increases with a constant only depending on the choice of number fields $\mathcal{S}$.

In order to prove the theorem, we will actually subdivide the $A_{m}^{2}$-terms as follows: write

$$
\begin{aligned}
& A_{m}^{2,0}=\left\{\begin{array}{c|c}
D \in M_{m \times n}(K) & \begin{array}{c}
D \text { is in row-reduced echelon form of } \operatorname{rank}(D)=m \\
D \text { has exactly one non-zero entry per column } \\
D \text { has at least one entry } \notin \mu K \cup\{0\}
\end{array}
\end{array}\right\}, \\
& A_{m}^{2, h_{0}}=\left\{\begin{array}{c|c}
D \in M_{m \times n}(K) & \begin{array}{c}
D \text { is in row-reduced echelon form of rank }(D)=m \\
D \text { has all entries of Weil height less than } h_{0} \\
D \text { has at least one entry } \notin \mu_{K} \cup\{0\} .
\end{array}
\end{array}\right\} \begin{array}{c}
A_{m}^{2,0}
\end{array}, \\
& A_{m}^{2, \infty}=\left\{D \in M_{m \times n}(K) \left\lvert\, \begin{array}{c}
D_{i j} \in K, \\
D \text { is in row-reduced echelon form of rank }(D)=m \\
\text { has at least one entry of Weil height larger than } h_{0}
\end{array}\right.\right\} \backslash A_{m}^{2,0}
\end{aligned}
$$

for a suitable choice of threshold height $h_{0}>0$. These sets clearly cover $A_{m}^{2}$ and we show that the contribution of each term decays exponentially.

Consider first the $A_{m}^{2,0}$-type terms. In this case, the contributions can via a separation of variables be reduced to products of intersections of shifted balls as in subsection 5.2. We have thus already done all the work and the results follow from Theorem 48. This in turn allows us to assume that $D$ in $A_{m}^{2, h_{0}}$ has at least one column with multiple entries. We prove the contributions of such terms decay similarly to Lemma 26 even for relatively small height by cherry-picking a particular column of $D$ to which to apply estimates (see Lemma 54). Finally, $h_{0}$ is chosen large enough so that the terms in $A_{m}^{2, \infty}$ have exponentially decaying contributions purely for height reasons.

The following convex combination lemmas will allows us to handle the $A_{m}^{2, h_{0}}$ and $A_{m}^{2, \infty}$-type terms.
Lemma 53. Let $f: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ be the indicator function of a ball of radius $R>0$ and assume $n>m \geq 2$. Then, for any $\left(\alpha_{i, j}\right) \in M_{(n-m) \times m}(K)$, we have that

$$
\begin{aligned}
& \frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{m}\right) \prod_{j=1}^{n-m} f\left(\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right) d x_{1} \cdots d x_{m}}{V(m t[K: \mathbb{Q}]) R^{m t[K: \mathbb{Q}]}} \\
& \leq(m+1)^{m t d / 2} . \min _{1 \leq k \leq n-m} \min _{J \in\binom{(n-m]}{k}} \prod_{\sigma: K \rightarrow \mathbb{C}}\left(1+\frac{1}{k} \sum_{j \in J} \sum_{i=1}^{m}\left|\sigma\left(\alpha_{i, j}\right)\right|^{2}\right)^{-\frac{t}{2}} .
\end{aligned}
$$

Proof. We will again use the idea of convex combinations, see Lemma 68 of the appendix for a slightly more general result and an alternative derivation. Let $c_{k} \in[0,1]$ for $1 \leq k \leq n$ be any coefficients satisfying $\sum_{k=1}^{n} c_{k}=1$. Then for $\left(x_{1}, \ldots, x_{m}\right) \in K_{\mathbb{R}}^{t \times m}$ the conditions $\left\|x_{1}\right\| \leq R, \cdots,\left\|x_{m}\right\| \leq R$ and $\left\|\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right\| \leq$ $R$ for $1 \leq j \leq n-m$ imply that

$$
\begin{equation*}
c_{1}\left\|x_{1}\right\|^{2}+\cdots+c_{m}\left\|x_{m}\right\|^{2}+\sum_{j=1}^{n-m} c_{j+m} \cdot\left\|\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right\|^{2} \leq R^{2} . \tag{17}
\end{equation*}
$$

Equation (17) then defines an ellipsoid in $K_{\mathbb{R}}^{t \times m}$. The relevant quadratic form is scaled by a symmetric matrix that in each copy of $\mathbb{R}^{m}$ looks like (after fixing one of the $t$ copies and an embedding $\sigma: K \rightarrow \mathbb{C}$ ):

$$
A_{\sigma}:=\left[\begin{array}{ccc}
c_{1}+\sum_{j=1}^{n-m} c_{j+m} \sigma\left(\alpha_{1, j}\right) \overline{\sigma\left(\alpha_{1, j}\right)} & \cdots & \sum_{j=1}^{n-m} c_{j+m} \sigma\left(\alpha_{1, j}\right) \overline{\sigma\left(\alpha_{m, j}\right)} \\
\vdots & \ddots & \vdots \\
\sum_{j=1}^{n-m} c_{i+m} \sigma\left(\alpha_{i, m}\right) \overline{\sigma\left(\alpha_{i, 1}\right)} & & c_{m}+\sum_{j=1}^{n-m} c_{j+m} \sigma\left(\alpha_{m, j}\right) \overline{\sigma\left(\alpha_{m, j}\right)}
\end{array}\right]
$$

It therefore suffices to give a lower bound on $\operatorname{det}\left(A_{\sigma}\right)$, since the volume ratio equals

$$
\prod_{\sigma: K \rightarrow \mathbb{C}}{\sqrt{\operatorname{det}\left(A_{\sigma}\right)}}^{-t}
$$

We now make the choice of $c_{1}=\cdots=c_{m}=\frac{1}{m+1}$ and may for $j \in J$ set $c_{m+j}=\frac{1}{k(m+1)}$ and take the remaining convex coefficients to be zero. A bound on $\operatorname{det}\left(A_{\sigma}\right)$ may now be deduced from combinatorics. For instance, it is known that the coefficient of $z^{m-k}$ in $\operatorname{det}(z \cdot \operatorname{Id}+X)$ is the sum of the $k \times k$ principal minors of a square matrix $X$. Writing $A_{\sigma}=z \cdot \mathrm{Id}+X$ for $z=1 /(m+1)$ we see that $X$ is a positive semidefinite Hermitian matrix and therefore its principal minors are nonnegative. We thus obtain a lower bound by keeping the terms in $z^{m}$ and $z^{m-1}$ resulting in the bound

$$
\operatorname{det}\left(A_{\sigma}\right) \geq(m+1)^{-m}\left(1+\frac{1}{k} \sum_{j \in J} \sum_{i=1}^{m}\left|\sigma\left(\alpha_{i, j}\right)\right|^{2}\right)
$$

The result follows since this is valid for any choice of $k$ non-pivot columns $J$.

Recall now that we write for nonzero $\alpha \in\left(K^{\times}\right)^{M}$ and for some integer $M>0$ the height:

$$
H_{\infty}(\alpha)=\prod_{\sigma: K \rightarrow \mathbb{C}} \max _{1 \leq j \leq M} \max \left(1,\left|\sigma\left(\alpha_{j}\right)\right|\right)
$$

Lemma 54. Let $D \in M_{m \times n}(K)$ be a row-echelon matrix of rank $m$ written as $D=\left(\operatorname{Id}_{m} \mid \alpha\right)$ for entries $\alpha_{i, j} \in K$. Let $f: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ be the indicator function of a ball of unit radius and assume $n>m \geq 1$. For any fixed column of $(\alpha)_{i j}$ with $\alpha_{1}, \ldots, \alpha_{M} \in K^{\times}$denoting its non-zero entries we have the bound:

$$
\begin{aligned}
& \frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{m}\right) \prod_{j=1}^{n-m} f\left(\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right) d x_{1} \cdots d x_{m}}{V(t[K: \mathbb{Q}])^{m}} \\
& \leq(M+1)^{M t d / 2} \cdot \frac{V(t[K: \mathbb{Q}] M)}{V(t[K: \mathbb{Q}])^{M}}\left(H_{\infty}(\alpha)^{\frac{2}{d}}+M \mathrm{~N}(\alpha)^{2 /(d M)} \cdot H_{\infty}(\alpha)^{\frac{-2}{d M}}\right)^{-\frac{d t}{2}},
\end{aligned}
$$

where we abbreviate $\mathrm{N}(\alpha)$ for $\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)$.
Proof. We induct on $m$. For any column $j$ of $(\alpha)_{i j}$, first observe that we have the trivial bound

$$
\int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{m}\right) \prod_{j=1}^{n-m} f\left(\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right) d x_{1} \cdots d x_{m} \leq \int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{m}\right) f\left(\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right) d x_{1} \cdots d x_{m}
$$

We shall prove by induction that the right hand side is bounded. When $m=M=1$, the claimed bound is a special case of Lemma 39 . Let now $m \geq 2$ arbitrary. If $M=m$ we apply Lemma 53 and reduce to a term that looks like the height of the class $\left(1: \alpha_{1}: \cdots: \alpha_{m}\right)$ in projective space. Comparing heights as in Lemma 16 we then obtain the claimed bound. Finally, if $M<m$, writing $x_{1}, \ldots, x_{M}$ for the variables corresponding to rows with non-zero entries in the $j$-th column we have:

$$
\frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{m}\right) f\left(\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right) d x_{1} \cdots d x_{m}}{V(t[K: \mathbb{Q}])^{m}}=\frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{M}\right) f\left(\sum_{i=1}^{M} \alpha_{i} x_{i}\right) d x_{1} \cdots d x_{M}}{V(t[K: \mathbb{Q}])^{M}}
$$

by separating variables. But the latter is bounded by exactly the desired term by induction.
We also record the result taking into account all of the columns:
Lemma 55. Let $D \in M_{m \times n}(K)$ be a row-echelon matrix of rank $m$ written as $D=\left(\operatorname{Id}_{m} \mid \alpha\right)$ for entries $\alpha_{i, j} \in K$, exactly $M$ entries $\alpha_{1}, \ldots, \alpha_{M}$ of them non-zero. Let $f: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ be the indicator function of a ball of unit radius and assume $n>m \geq 1$. Then

$$
\begin{aligned}
& \frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x_{1}\right) \cdots f\left(x_{m}\right) \prod_{j=1}^{n-m} f\left(\sum_{i=1}^{m} \alpha_{i, j} x_{i}\right) d x_{1} \cdots d x_{m}}{V(t[K: \mathbb{Q}])^{m}} \\
& \leq(m+1)^{m t d / 2} \cdot \frac{V(t[K: \mathbb{Q}] m)}{V(t[K: \mathbb{Q}])^{m}}\left(e^{2 \cdot h_{\infty}\left(\sqrt{\frac{1}{n-m}} \alpha\right)}+\frac{M}{n-m} \mathrm{~N}\left(\sqrt{\frac{1}{n-m}} \alpha\right)^{2 /(d M)} \cdot e^{\frac{-2}{M} \cdot h_{\infty}\left(\sqrt{\frac{1}{n-m}} \alpha\right)}\right)^{-\frac{d t}{2}}
\end{aligned}
$$

where we abbreviate $\mathrm{N}(\alpha)$ for $\mathrm{N}\left(\alpha_{1} \cdots \alpha_{M}\right)$.

Note that we use absolute heights in the statement to obtain the right result independently of whether $\sqrt{n-m} \in K$.

Proof. We apply Lemma 53 for the full number of columns. This yields a term that looks like the height of the class $\left(1: \sqrt{\frac{1}{n-m}} \alpha_{1}: \cdots: \sqrt{\frac{1}{n-m}} \alpha_{M}\right)$ in projective space. Comparing heights as in Lemma 16 we then obtain the claimed bound.

We may now sum up these contributions over units to obtain similarly to Proposition 44:
Proposition 56. Assume Hypothesis 30 and its notations. Assume $n>m \geq 2$. There exist explicit positive constants $C, \varepsilon_{1}>0$ uniform in $d, t$ such that for all $D=\left(\operatorname{Id}_{m} \mid \alpha_{i j}\right)$ in $A_{m}^{2} \backslash A_{m}^{2,0}$ the following holds: write

$$
t_{0}=\frac{2 r_{K} \cdot m(m+1)(n-m) \cdot \log \left(2+12 c_{0}^{-1}+2 \log (n-m) \cdot c_{0}^{-1}\right)}{d \log (s)}
$$

where $r_{K}$ is the rank of the unit group and $s=\min \left(\frac{64}{27}, e^{\frac{c_{1}}{3}}, \cosh ^{3}\left(c_{1}\right)\right)>1$ is a constant depending only on the choice of number fields. Let $f$ denote the indicator function of a ball of radius $R$ and let $\alpha_{1}, \ldots, \alpha_{M}$ for $n-m+1 \leq M \leq m(n-m)$ denote the nonzero entries of $(\alpha)_{i j}$. Write $D_{\beta}=\left(\operatorname{Id}_{m} \mid \beta \alpha\right)$ for $\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M}$, where we scale the nonzero entries $\alpha_{i} \mapsto \beta_{i} \alpha_{i}$ and $D(\alpha)$ is as defined in 15. Then for any $t>t_{0}$ we have the bound:

$$
\begin{aligned}
& \frac{1}{V(t d)^{m} R^{m t d}} \sum_{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M}} \int_{K_{\mathbb{R}}^{m \times t}} f\left(x D_{\beta}\right) d x_{1} \cdots d x_{m} \\
& \leq C \cdot \omega_{K}^{M} \cdot(t d \pi)^{m / 2} \cdot \max \left(N(\alpha)^{\frac{-t}{4 M}}, N(\alpha)^{\frac{-t m}{(m+1) M}}\right) \cdot D(\alpha)^{\frac{t}{2(m+1)}+\frac{r_{k} M}{e d}} \cdot e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)} .
\end{aligned}
$$

Moreover, we may e.g. choose $\varepsilon_{1}=\frac{1}{2} \log \left(\min \left\{\frac{4}{3}, e^{\frac{c_{1}}{3(m+1)}}, \cosh \left(c_{1}\right)\right\}\right)$ and $C=\frac{4}{1-e^{d\left(t_{0}-t\right) / 2}}$.
Proof. The proof proceeds similar to Proposition 44 and uses Lemmas 54 and $\underline{55}$. We first record a count of unit $M$-tuples $\beta$ with bounded height after scaling by $\alpha$. Note that $D(\alpha) \in \mathbb{Z}_{\geq 1}$ by definition and moreover for any $1 \leq i \leq M$ we have that

$$
\max \left(1, \mathrm{~N}\left(\alpha_{i}\right)^{-1}\right) \leq D\left(\alpha_{i}\right) \leq D(\alpha)
$$

We may therefore apply Lemma 43 and bound

$$
\begin{aligned}
& \#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \left\lvert\, \frac{1}{d} \log H_{\infty}(\alpha \beta) \leq B\right.\right\} \\
\leq & \omega_{K}^{M} \cdot \prod_{i=1}^{M}\left(\frac{B+\max \left(0, \log \left(\mathrm{~N}\left(\alpha_{i}\right) \frac{-1}{d}\right)\right)+\frac{c_{0}}{2}}{\frac{c_{0}}{2}}\right)^{r_{K}} \\
\leq & \omega_{K}^{M} \cdot\left(\frac{B+\log \left(D(\alpha)^{\left.\left.\frac{1}{d}\right)\right)+\frac{c_{0}}{2}}\right.}{\frac{c_{0}}{2}}\right)^{r_{K} M} .
\end{aligned}
$$

Note also that we will systematically use the bounds on the volume ratios involving unit balls in Lemma 23 when applying Lemma 54 . The approximation $\frac{V(k t d)}{V(t d)^{k}} \approx k^{-k t d / 2}$ will be factored into our estimates for $1 \leq k \leq m$ whereas the error term bound in the Stirling approximation $p_{k}(t, d):=\frac{(t d \pi)^{(k-1) / 2}}{\sqrt{k}} \cdot e^{k /(6 t d)}$ ultimately yields the factor $(t d \pi)^{m / 2}$ in the statement of the proposition.

Type $\mathbf{A}_{\mathbf{m}}^{\mathbf{2 ,} \mathbf{h}_{\mathbf{o}}}$ terms. We first estimate the sum for terms $D_{\beta} \in A_{m}^{2, h_{0}}$. We claim that since $D \in A_{m}^{2} \backslash A_{m}^{2,0}$, there exists a column of $D$ with $k$ non-zero entries $\alpha_{j}=\left(\alpha_{j 1}, \ldots, \alpha_{j k}\right)$ satisfying

$$
\mathrm{N}\left(\alpha_{j}\right) \geq \mathrm{N}(\alpha)^{\frac{k}{M}} \text { and }\left(\alpha_{j} \notin\left(\mathcal{O}_{K}^{\times}\right)^{k} \text { or } k \geq 2 .\right)
$$

Indeed, consider the nonempty set $J \subset\{1, \ldots, n\}$ of columns with multiple non-zero entries. If all non-zero entries of $D$ outside of $J$ are units, then we are done since $\mathcal{O}_{K}^{\times}$-entries have unit norm and thus the norm condition is also satisfied for one of the columns of $J$. It remains to deal with the case when all the columns in $J$ fail the norm condition. But then the set $J^{\prime} \subseteq\{1, \cdots \ldots, n\} \backslash J$ of columns of $D$ with exactly one non-unit
entry must be non-empty. Since at least one column in all of $\{1, \cdots, n\}$ must have the norm condition, in this case it will be a column in $J^{\prime}$. Hence we get a column with the desired property.

Let $\alpha_{j}=\left(\alpha_{j 1}, \ldots, \alpha_{j k}\right)$ henceforth denote such a column with its $k$ non-zero entries. Among the $M$ nonzero entries of $D$, the indices $\left\{j 1, \ldots, j_{k}\right\}$ pick out a $k$-element subset of $\{1, \ldots, M\}$. Given $\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M}$, we shall therefore in what follows write $\alpha_{j} \beta$ for the $k$-tuple of algebraic numbers $\alpha_{j}=\left(\alpha_{j 1} \beta_{j 1}, \ldots, \alpha_{j k} \beta_{j k}\right)$. We apply Lemma 54 to the column $\alpha_{j}$ in order to establish the proposition for terms in $\mathbf{A}_{\mathbf{m}}^{\mathbf{2}, \mathbf{h}_{\mathbf{o}}}$.

This yields, incorporating the unit counts and Stirling approximation terms above:

$$
\begin{aligned}
& \sum_{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M}} \frac{\int_{K_{\mathrm{R}}^{m \times t}} f\left(x D_{\beta}\right) d x_{1} \cdots d x_{m}}{V(t d)^{m} R^{m t d}} \\
& \leq\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot p_{k}(t, d) \cdot \sum_{\substack{\beta \in\left(\mathcal{O}_{\times}^{\times}\right)^{M} \\
D_{\beta} A_{m}^{2} h_{0}}}\left(H_{\infty}\left(\alpha_{j} \beta\right)^{\frac{2}{d}}+k \mathrm{~N}\left(\alpha_{j}\right)^{\frac{2}{d k}} \cdot H_{\infty}\left(\alpha_{j} \beta\right)^{\frac{-2}{d k}}\right)^{-\frac{d t}{2}} \\
& \leq\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot p_{k}(t, d) \cdot \#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \left\lvert\, \frac{1}{d} \log H_{\infty}\left(\alpha_{j} \beta\right) \leq h_{0}\right.\right\} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \\
& \leq\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot p_{k}(t, d) \cdot \omega_{K}^{M} \cdot\left(\frac{\left.h_{0}+\log \left(D(\alpha)^{\frac{1}{d}}\right)\right)+\frac{c_{0}}{2}}{\frac{c_{K}}{2}}\right)^{r_{K} M} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}}
\end{aligned}
$$

writing $p_{k}(t, d)=\frac{(t d \pi)^{(k-1) / 2}}{\sqrt{k}} \cdot e^{k /(6 t d)}$ and setting

$$
f_{k}\left(\alpha_{j}\right):=\min _{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ D_{\beta} \in A_{m}^{2, h_{0}}}} H_{\infty}\left(\alpha_{j} \beta\right)^{\frac{2}{d}}+k \mathrm{~N}\left(\alpha_{j}\right)^{\frac{2}{d k}} \cdot H_{\infty}\left(\alpha_{j} \beta\right)^{\frac{-2}{d k}} .
$$

We wish to give a lower bound on $f_{k}\left(\alpha_{j}\right)$. To that end, recall that by Hypothesis 30 there is a lower bound

$$
\begin{equation*}
H_{\infty}\left(\alpha_{j} \beta\right) \cdot D\left(\alpha_{j}\right)=H_{\infty}\left(\alpha_{j} \beta\right) \cdot D\left(\alpha_{j} \beta\right) \geq e^{d c_{1}} \tag{18}
\end{equation*}
$$

for some $c_{1}>0$ as long as $\alpha_{j} \beta \notin \mu_{K}^{k}$. Moreover we remark that by definition $D\left(\alpha_{j}\right) \leq D(\alpha)$. We distinguish two cases:

Case 1: The denominators are large so that $D\left(\alpha_{j}\right) \geq e^{\frac{1}{3} d c_{1}}$ or we have at least $k \geq 2$ non-zero entries $\left(\alpha_{j 1}, \ldots, \alpha_{j k}\right)$. We then simply bound $f_{k}\left(\alpha_{j}\right)$ by taking its minimum as a function of the Weil height. It occurs when the equality

$$
H_{\infty}\left(\alpha_{j} \beta\right)^{\frac{2}{d}}=\mathrm{N}\left(\alpha_{j}\right)^{\frac{2}{d(k+1)}}
$$

is satisfied and we obtain that

$$
f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \leq \mathrm{N}\left(\alpha_{j}\right)^{-\frac{t}{k+1}} \cdot(1+k)^{-\frac{1}{2} d t} \text { together with }\left(D\left(\alpha_{j}\right) \geq e^{\frac{1}{3} d c_{1}} \text { or } k \geq 2\right)
$$

We therefore have in the case where $D\left(\alpha_{j}\right) \geq e^{\frac{1}{3} d c_{1}}$ that

$$
\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \cdot D(\alpha)^{-\frac{t}{2(m+1)}} \leq \mathrm{N}\left(\alpha_{j}\right)^{-\frac{t}{k+1}} \cdot e^{-\frac{t d}{2} \cdot\left(\frac{c_{1}}{3(m+1)}\right)} \cdot\left(\frac{(k+1)^{(k-1)}}{k^{k}}\right)^{\frac{t d}{2}}
$$

If $k=1$, this gives us

$$
\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \cdot D(\alpha)^{-\frac{t}{2(m+1)}} \leq \mathrm{N}\left(\alpha_{j}\right)^{-\frac{t}{k+1}} \cdot e^{-\frac{t d}{2} \cdot\left(\frac{c_{1}}{3(m+1)}\right)}
$$

otherwise we know that

$$
\frac{(k+1)^{(k-1)}}{k^{k}} \leq \frac{3}{4} \text { for } k \geq 2
$$

and therefore under the assumption that either $D\left(\alpha_{j}\right) \geq e^{\frac{1}{3} d c_{1}}$ or $k \geq 2$, we can conclude

$$
\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \cdot D(\alpha)^{-\frac{t}{2(m+1)}} \leq \mathrm{N}\left(\alpha_{j}\right)^{-\frac{t}{k+1}} \cdot e^{-\frac{t d}{2} \cdot \min \left(\log \left(\frac{4}{3}\right), \frac{c_{1}}{3(m+1)}\right)}
$$

Thus, taking into account that $\mathrm{N}\left(\alpha_{j}\right) \geq \mathrm{N}(\alpha)^{\frac{k}{M}}$, we get that for any $k \geq 1$

$$
\mathrm{N}\left(\alpha_{j}\right)^{\frac{1}{k+1}} \geq \mathrm{N}(\alpha)^{\frac{k}{M(k+1)}} \geq \min \left(\mathrm{N}(\alpha)^{\frac{m}{\frac{m}{m+1) M}}}, \mathrm{~N}(\alpha)^{\frac{1}{2 M}}\right)
$$

where we upper or lower bound the exponent depending on whether $\mathrm{N}(\alpha) \leq 1$ or not. So we have

$$
\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \cdot D(\alpha)^{-\frac{t}{2(m+1)}} \leq \max \left(N(\alpha)^{\frac{-t}{2 M}}, N(\alpha)^{\frac{-t m}{(m+1) M}}\right) \cdot e^{-\frac{t d}{2} \cdot \min \left(\log \left(\frac{4}{3}\right), \frac{c_{1}}{3(m+1)}\right)}
$$

Case 2: The denominators satisfy $D\left(\alpha_{j}\right)<e^{\frac{1}{3} d c_{1}}$ and $k=1$. Then note that by our assumptions $\alpha_{j} \notin \mathcal{O}_{K}^{\times}$ and therefore for any $\beta \in \mathcal{O}_{K}^{\times}$we have that $\alpha_{j} \beta \notin \mu_{K}$. Hence we deduce via (18) that $H_{\infty}\left(\alpha_{j} \beta\right) \geq$ $e^{2 d c_{1} / 3}$. Moreover, we may rewrite

$$
f_{k}\left(\alpha_{j}\right) \geq \min _{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ D_{\beta} \in A_{m}^{2, h_{0}}}}\left(\mathrm{~N}\left(\alpha_{j}\right)^{\frac{1}{2 d}} \cdot g\left(\frac{H_{\infty}\left(\alpha_{j} \beta\right)}{\mathrm{N}\left(\alpha_{j} \beta\right)^{1 / 4}}\right)\right) \text { for } g(x)=x^{\frac{2}{d}}+x^{-\frac{2}{d}}
$$

and given that $g$ is increasing in the range $\left[1, \infty\left[\right.\right.$ and $H_{\infty}\left(\alpha_{j} \beta\right) \geq \mathrm{N}\left(\alpha_{j} \beta\right)$ we get

$$
g\left(\frac{H_{\infty}\left(\alpha_{j} \beta\right)}{\mathrm{N}\left(\alpha_{j} \beta\right)^{\frac{3}{4}}}\right) \geq g\left(H_{\infty}\left(\alpha_{j} \beta\right)^{\frac{3}{4}}\right)
$$

so that we can bound

$$
\begin{aligned}
\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} & \leq \mathrm{N}\left(\alpha_{j}\right)^{-\frac{t}{4}} \cdot\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot g\left(e^{\frac{1}{2} d c_{1}}\right)^{-d t / 2} \\
& \leq \mathrm{N}\left(\alpha_{j}\right)^{-\frac{t}{4}} \cdot \cosh \left(c_{1}\right)^{-d t / 2}
\end{aligned}
$$

Taking into account that $\mathrm{N}\left(\alpha_{j}\right) \geq \mathrm{N}(\alpha)^{\frac{k}{M}}$ and $k=1$, we can write

$$
\left(1+\frac{1}{k}\right)^{k t d / 2} \cdot f_{k}\left(\alpha_{j}\right)^{-\frac{d t}{2}} \leq \mathrm{N}(\alpha)^{-\frac{t}{4 M}} \cdot \cosh \left(c_{1}\right)^{-d t / 2}
$$

Putting all of these cases and bounds together, we obtain the upper bound on the volume ratio

$$
\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ D_{\beta} \in A_{m}^{2, h_{0}}}} \frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x D_{\beta}\right) d x_{1} \cdots d x_{m}}{V(t d)^{m} R^{m t d}}
$$

$\leq 3 \cdot p_{m}(t, d) \cdot \max \left(N(\alpha)^{\frac{-t}{4 M}}, N(\alpha)^{\frac{-t m}{(m+1) M}}\right) \cdot D(\alpha)^{\frac{t}{2(m+1)}} \cdot \omega_{K}^{M} \cdot\left(\frac{h_{0}+\log \left(D(\alpha)^{\left.\left.\frac{1}{d}\right)\right)+\frac{c_{0}}{2}}\right.}{\frac{c_{0}}{2}}\right)^{r_{K} M} \cdot S^{-d t / 2}$,
where $p_{m}(t, d)=\frac{(t d \pi)^{(m-1) / 2}}{\sqrt{m}} \cdot e^{m /(6 t d)}$ and $S>1$ is given by

$$
S=\min \left\{\frac{4}{3}, e^{\frac{c_{1}}{3(m+1)}}, \cosh \left(c_{1}\right)\right\}
$$

Note that the various values of $S$ correspond to the cases when $k \geq 2, D\left(\alpha_{j}\right) \geq e^{\frac{1}{3} d c_{1}}$ or the remaining case.
It now suffices to find $t_{0}$ large enough so that

$$
\left(\frac{\left.h_{0}+\log \left(D(\alpha)^{\frac{1}{d}}\right)\right)+\frac{c_{0}}{2}}{\frac{c_{0}}{2}}\right)^{r_{K} M} \cdot S^{-d t / 2} \leq e^{-\varepsilon_{1} \cdot d \cdot\left(t-t_{0}\right)} \cdot D(\alpha)^{\frac{r_{k} M}{e d}}
$$

with $\varepsilon_{1}$ as in the statement of the proposition. By Jensen's inequality we may bound

$$
\left(\frac{\left.h_{0}+\log \left(D(\alpha)^{\frac{1}{d}}\right)\right)+\frac{c_{0}}{2}}{\frac{c_{0}}{2}}\right)^{r_{K} M} \leq 2^{r_{k} M-1}\left(\left(1+\frac{2 h_{0}}{c_{0}}\right)^{r_{k} M}+\left(\frac{2}{d c_{0}} \log D(\alpha)\right)^{r_{K} M}\right)
$$

and we examine how each individual term behaves with growing $d, t$. Viewed as a function in $d \geq 1$, we may estimate $\left(\frac{\log D\left(\alpha_{j}\right)}{d}\right)^{d} \leq e^{\frac{\log D\left(\alpha_{j}\right)}{e}}$ and therefore obtain

$$
\begin{equation*}
\left(\frac{4 \log D\left(\alpha_{j}\right)}{d c_{0}}\right)^{r_{K} M} \leq\left(\frac{4}{c_{0}}\right)^{r_{k} M} \cdot D\left(\alpha_{j}\right)^{\frac{r_{k} M}{e d}} \tag{19}
\end{equation*}
$$

The upper bound on $\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ D_{\beta} \in A_{m}^{2, h_{0}}}} \frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x D_{\beta}\right) d x_{1} \cdots d x_{m}}{V(t d)^{m} R^{m t d}}$ therefore holds as claimed in the proposition provided that

$$
t_{0} \geq \frac{2 r_{K} \cdot M}{d \log S} \cdot \max \left\{\log \left(\frac{4}{c_{0}}\right), \log \left(2+4 \frac{h_{0}}{c_{0}}\right)\right\}
$$

Note that for $t \geq t_{0}$ we also have $3 \cdot p_{m}(t, d) \leq(t d \pi)^{m / 2}$. This concludes our dealings with the $A_{m}^{2, h_{0}}$-type terms.

Type $\mathbf{A}_{\mathbf{m}}^{\mathbf{2 , \infty}}$ terms. By Lemma 55, the sum

$$
\begin{aligned}
\Sigma_{n, m}^{\infty} & :=\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right), M \\
D_{\beta} \in A_{m}^{2, \infty}}}\left(\frac{m+1}{m}\right)^{m t d / 2}\left(e^{2 \cdot h_{\infty}\left(\sqrt{\frac{1}{n-m}} \alpha \beta\right)}+\frac{M}{(n-m)^{2}} \mathrm{~N}(\alpha)^{2 /(d M)} \cdot e^{\frac{-2}{M} \cdot h_{\infty}\left(\sqrt{\frac{1}{n-m}} \alpha \beta\right)}\right)^{-\frac{d t}{2}} \\
& \geq \sum_{\substack{\beta \in\left(\mathcal{O}_{R}^{\times}\right)^{M} \\
D_{\beta} \in A_{m}^{2, \infty}}} \frac{\int_{K_{\mathbb{R}}^{m \times t}} f\left(x D_{\beta}\right) d x_{1} \cdots d x_{m}}{V(t d)^{m} R^{m t d}}
\end{aligned}
$$

provides an upper bound and it suffices to estimate $\Sigma_{n, m}^{\infty}$. For $D_{\beta} \in \mathbf{A}_{\mathbf{m}}^{\mathbf{2 , \infty}}$ we have by assumption that the heights are bounded below by

$$
h_{\infty}(\alpha \beta) \geq \max _{1 \leq i \leq M} h_{\infty}\left(\alpha_{i} \beta_{i}\right) \geq h_{0}
$$

Abbreviating $f_{m}(x)=e^{2 x}+\frac{M}{(n-m)^{2}} \mathrm{~N}(\alpha)^{\frac{2}{d M}} e^{-2 \frac{x}{M}}$, we may rewrite

$$
\Sigma_{n, m}^{\infty}=\sum_{\substack{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \\ D_{\beta} \in A_{m}^{2, \infty}}}\left(\frac{m+1}{m}\right)^{m t d / 2} f_{m}\left(h_{\infty}\left(\sqrt{\frac{1}{n-m}} \alpha \beta\right)\right)
$$

Now observe that
$\log (\sqrt{n-m})+h_{\infty}\left(\frac{1}{\sqrt{n-m}} \alpha \beta\right)=\frac{1}{[K(\sqrt{n-m}): \mathbb{Q}]} . \sum_{\sigma: K(\sqrt{n-m}) \rightarrow \mathbb{C}} \max _{1 \leq j \leq M} \max \left(\log \sqrt{n-m}, \log \left(\left|\sigma\left(\alpha_{j} \beta_{j}\right)\right|\right)\right) \geq h_{\infty}(\alpha \beta)$.
Hence, we know that for any $B \geq 1$

$$
h_{\infty}\left(\frac{1}{\sqrt{n-m}} \alpha \beta\right) \leq B \Rightarrow h_{\infty}(\alpha \beta) \leq B+\frac{1}{2} \log (n-m)
$$

and therefore we have the inclusion of sets

$$
\begin{aligned}
& \left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \mid D_{\beta} \in A_{m}^{2, \infty}, h_{\infty}\left(\frac{1}{\sqrt{n-m}} \alpha \beta\right) \leq B\right\} \\
\subseteq & \left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \left\lvert\, h_{0} \leq \frac{1}{d} \log \left(H_{\infty}(\alpha \beta)\right) \leq B+\frac{1}{2} \log (n-m)\right.\right\} .
\end{aligned}
$$

We may therefore bound the sum $\Sigma_{n, m}^{\infty}$ by

$$
\begin{aligned}
& \left(\left(1+\frac{1}{m}\right)^{m}\right)^{t d / 2} \cdot \sum_{i=1}^{\infty} \#\left\{\beta \in\left(\mathcal{O}_{K}^{\times}\right)^{M} \left\lvert\, h_{0} \leq \frac{1}{d} \log H_{\infty}(\alpha \beta) \leq h_{0}+i\right.\right\} \cdot f_{m}\left(h_{0}+i-1-\frac{1}{2} \log (n-m)\right)^{-\frac{d t}{2}} \\
& \leq e^{t d / 2} \cdot \omega_{K}^{M} \cdot \sum_{i=1}^{\infty}\left(\frac{h_{0}+i+\log \left(D(\alpha)^{\left.\left.\frac{1}{d}\right)\right)+\frac{c_{0}}{2}}\right.}{\frac{c_{0}}{2}}\right)^{r_{K} M} \cdot f_{m}\left(h_{0}+i-1-\frac{1}{2} \log (n-m)\right)^{-\frac{d t}{2}}
\end{aligned}
$$

where for the second inequality we count units via Lemma 43 as before. The inequality

$$
H_{\infty}\left(\sqrt{\frac{1}{n-m}} \alpha \beta\right) \geq \mathrm{N}\left(\sqrt{\frac{1}{n-m}} \alpha\right)^{\frac{1}{M}}
$$

allows us to simply estimate

$$
f_{m}(x) \geq \mathrm{N}(\alpha)^{\frac{1}{d M}} \cdot e^{x} \text { for } x=h_{0}+i-1-\frac{1}{2} \log (n-m) \text { and } i \in \mathbb{N}
$$

Using Jensen's inequality and bounding the contribution of $D(\alpha)$ to unit counts as in Equation (19), we therefore obtain

$$
\Sigma_{n, m}^{\infty} \leq \omega_{K}^{M} \cdot \mathrm{~N}(\alpha)^{\frac{-t}{2 M}} \cdot \sum_{i=1}^{\infty} \exp \left(-\frac{d\left(t-t_{0}\right)}{2} \cdot\left(h_{0}+i-2-\frac{1}{2} \log (n-m)\right)\right)
$$

where we have chosen

$$
t_{0} \geq \frac{2 r_{K} \cdot M}{d} \cdot \sup _{i \in \mathbb{Z} \geq 1} \frac{\max \left\{\log \left(2+\frac{4}{c_{0}}\left(h_{0}+i\right)\right), \log \left(\frac{4}{c_{0}}\right)\right\}}{h_{0}+i-2-\frac{1}{2} \log (n-m)}
$$

Observe that the term in $i=1$ attains the maximum. We may now make a choice of threshold height

$$
h_{0}=2+\frac{1}{2} \log (n-m)
$$

This yields the condition

$$
t_{0} \geq \frac{2 r_{K} \cdot M}{d} \cdot \log \left(2+12 c_{0}^{-1}+2 \log (n-m) \cdot c_{0}^{-1}\right)
$$

The result follows by bookkeeping of all the bounds obtained, noting that we may bound $\log (S)^{-1} \leq$ $(m+1) \log (s)^{-1}$ for any $m \geq 2$. Similarly the explicit constants can be chased through the arguments.

With this in hand, we are ready to tackle:
Proof of Theorem 51. First, note that it suffices to prove the statement fixing pivot columns and some number $M$ of nonzero entries in the last $n-m$ columns of $D$. We have $M \geq n-m$ and the contributions for matrices in $A_{m}^{2,0}$ when $M=n-m$ are dealt with in Proposition 47 (we apply it with $M=n-m$ and $k=4$ ). All of these contributions must be taken into account when expliciting the constants in the asymptotic.

Second, we claim that

$$
\mathfrak{D}(D) \geq D(\alpha)=\mathrm{N}\left(\left\langle 1, \alpha_{1}, \ldots, \alpha_{M}\right\rangle\right)^{-1}
$$

where $\left(\alpha_{1}, \ldots, \alpha_{M}\right)$ are the non-zero entries of $D$ in the non-pivot columns. Note that a sharper result can be obtained by taking all of the Plücker coordinates of $D$ into account, see Part 2. of Proposition 66, but the claim suffices for our purposes. To prove the claim, observe that $\mathfrak{D}(D)$ is by definition the index as a sublattice of $\mathcal{O}_{K}^{m}$ of the set of $\left(c_{1}, \ldots, c_{m}\right) \in \mathcal{O}_{K}^{m}$ such that for each column $1 \leq i \leq n$ we have $\sum_{j=1}^{m} c_{j} D_{i j} \in \mathcal{O}_{K}$. This amounts to a linear condition modulo the integral ideal $I_{i}=\left(\alpha_{i 1}, \ldots, \alpha_{i s}\right)^{-1}$ where $i 1, \ldots, i s$ are the indices of the subset of $\left(\alpha_{1}, \ldots, \alpha_{M}\right)$ in the $i$-th column of $D$. Considering multiple columns, $\left(c_{1}, \ldots, c_{m}\right)$ must lie in an intersection of hyperplanes modulo $J=\sum_{i=m+1}^{n-m} I_{i} \subset \mathcal{O}_{K}$. For every prime $\mathfrak{p} \mid J$, we then get that by construction the $c_{i}$ satisfy at least one linear equation

$$
\sum_{j=1}^{m} c_{j} D_{j} \equiv 0 \quad \bmod \mathfrak{p}^{\operatorname{ord}_{\mathfrak{p}}(J)}
$$

with at least one $c_{j} \neq 0 \bmod \mathfrak{p}^{\operatorname{ord}_{\mathfrak{p}}(J)}$. In other words, this forces $\left(c_{1}, \ldots, c_{m}\right)$ into the pre-image of a hyperplane under the reduction map $\mathcal{O}_{K}^{m} \rightarrow\left(\mathcal{O}_{K} / \mathfrak{p}^{\operatorname{ord}_{\mathfrak{p}}(J)}\right)^{m}$, which then has index $\mathfrak{p}^{\operatorname{ord}_{\mathfrak{p}}(J)}$. By the Chinese remainder theorem, we therefore get that $\mathfrak{D}(D) \geq \mathrm{N}(J)$. But we have that $D(\alpha)=\mathrm{N}(J)$ and the claim follows.

By the claim and Proposition 56, the proof of the theorem thus reduces to establishing convergence of the sum

$$
\sum_{\alpha \in\left(K^{\times}\right)^{M} \backslash\left(\mathcal{O}_{K}^{\times}\right)^{M}} \max \left(N(\alpha)^{\frac{-t}{4 M}}, N(\alpha)^{\frac{-t m}{(m+1) M}}\right) \cdot D(\alpha)^{\frac{t}{2(m+1)}+\frac{r_{k} M}{e d}} \cdot D(\alpha)^{-t} .
$$

Summing over ideals as in Proposition 47, it therefore suffices to bound

$$
\zeta_{K}\left(t-\frac{t}{2(m+1)}-\frac{r_{k} M}{e d}\right)^{-1} \cdot \sum_{\substack{I \subset \mathcal{O}_{K} \\ I \text { integral ideal }}} \mathrm{N}(I)^{-t+\frac{t}{2(m+1)}+\frac{r_{k} M}{e d}} \prod_{1 \leq i \leq M} \sum_{J \subset \mathcal{O}_{K}} \mathrm{~N}(J)^{-\frac{t}{4 M}} \mathrm{~N}(I)^{\frac{t m}{(m+1) M}}
$$

We see that this is bounded by $Z(K, t, n, m)$ as claimed, and we record the additional condition on $t$ to ensure convergence of the zeta values. The rest is keeping track of bounds on $t$ and explicit exponents for the various cases.

### 5.5 General moments using the Bogomolov property

Summarizing the results of this section, we obtain the following main theorem:
Theorem 57. Let $\mathcal{S}$ denote any set of number fields satisfying Hypothesis 30 and let $c_{0}, c_{1}$ denote the resulting uniform constants. Fix a moment $n \geq 2$. There exist constants $0<C_{\mathcal{S}}, \varepsilon_{\mathcal{S}}<\infty$ uniform in $d, t$ such that the following holds: let $t_{0}$ denote

$$
\sup _{K \in \mathcal{S}}\left(\frac{r_{K} n(n+1)^{2}}{d} \cdot \frac{\log \left(2+12 c_{0}^{-1}+2 \log (n-1) \cdot c_{0}^{-1}\right)}{\log \left(\min \left\{\frac{64}{27}, e^{\frac{1}{3} c_{1}}, \cosh ^{3}\left(c_{1}\right)\right\}\right)}, \frac{2 r_{K}(n-1)}{d} \cdot \frac{\log (17 / 8)}{\log \left(f_{n-1}\left(\frac{3}{4} c_{0}\right)\right)}\right)
$$

where $f_{m}(x):=\frac{\exp (x)+m \exp \left(-\frac{x}{m}\right)}{m+1}$ and $r_{K}$ is the rank of the unit group. We then have for any $t>t_{0}$ and for any $K \in \mathcal{S}$ of degree $d$ that the $n$-th moment $\mathbb{E}\left[\rho(\Lambda)^{n}\right]$ of the number of nonzero $\mathcal{O}_{K}$-lattice points in an origin-centered ball of volume $V$ in $K_{\mathbb{R}}^{t}$ satisfies:

$$
\begin{aligned}
\omega_{K}^{n} e^{-V / \omega_{K}} \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(\frac{V}{\omega_{K}}\right)^{r} & \leq \mathbb{E}\left[\rho(\Lambda)^{n}\right] \\
& \leq \omega_{K}^{n} e^{-V / \omega_{K}} \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(\frac{V}{\omega_{K}}\right)^{r}+C_{\mathcal{S}} \cdot \omega_{K}^{\frac{n^{2}}{4}}(t d)^{\frac{n-2}{2}} \cdot e^{-\varepsilon_{\mathcal{S}} d\left(t-t_{0}\right)} \cdot(V+1)^{n-1} \cdot Z(K, t, n)
\end{aligned}
$$

where $0 \leq Z(K, t, n)=\frac{\zeta_{K}\left(\frac{1}{2(m+1)} t-\frac{1}{e} m(n-m)\right) \cdot \zeta_{K}\left(\frac{t}{n^{2}}\right)^{\frac{1}{4} n^{2}}}{\zeta_{K}(t-1)}$. Moreover, it suffices to take

$$
\varepsilon_{\mathcal{S}}=\frac{1}{2} \log \left(\min \left\{\frac{4}{3}, e^{\frac{c_{1}}{3 n+2}}, f_{n-1}\left(\frac{3}{4} c_{1}\right)\right\}\right)
$$

The constant $C_{\mathcal{S}}$ may as well be chased down explicitly in terms of $n, \varepsilon_{\mathcal{S}}$.
Proof. This follows from our previous results, namely the terms with $m=1$ are dealt with in Theorem 48 (we simply put $k=4$ ). The error terms in $A_{m}^{2}$ for $m \geq 2$ are bounded via Theorem 51, keeping the values of $2 \leq m \leq n$ that give the worst bound on $t_{0}$. The zeta factors from $A_{m}^{2}$ are the larger ones. The contributions of terms in $A_{m}^{1}$ for $m \geq 2$ decay exponentially by Theorem 24 and they are thus easily handled error terms. Finally, the main term contributions for $2 \leq m \leq n-1$ are computed in Lemma 22. The explicit exponent $\varepsilon_{\mathcal{S}}$ is found by taking the smallest over all the different terms and the constant $C_{\mathcal{S}}$ can be chased down similarly as an enumeration of cases as well as geometric sums bounded in terms of $\varepsilon_{\mathcal{S}}$ and several counts, such as Stirling numbers, which depend only on the moment.

A few comments on Theorem 57 are in order. First, the bound on $t$ is $t_{0}=O\left(n^{3} \log \log n\right)$ as $n$ increases with an implicit constant only depending on the number fields. For specific setups, especially for small moments where the contributions are covered in Theorem 48, the bound as well as the zeta factor can be sharpened slightly. Similarly, the explicit exponent may be optimised; Theorem 57 emphasizes a general result for reasonable and explicit bounds, and we make no claim as to optimality of these. Recall also that $\omega_{K}=O(d \log \log d)$ so that the theorem indeed exhibits exponential decay in $d, t$ of the non-Poisson terms provided the zeta factors do not grow exponentially in $d$.

Second, one may trivially take $\mathcal{S}$ to be a constant number field $K$. Hypothesis 30 is then satisfied and we obtain convergence of the moments of the number of $\omega_{K}$-tuples of lattice points inside a ball of volume $V$ towards the moments of a Poisson distribution of mean $V / \omega_{K}$ for any number field $K$ and large enough number of copies $t$. We record a version of this statement:

Corollary 58. Let $K$ be any number field of fixed degree d. Let $c_{0}, c_{1}$ denote the constants bounding the Weil height on $\mathcal{O}_{K}$ and $K$ as in 30 and fix a moment $n \geq 2$. Let $t_{0}$ be as in Theorem 57. We then have for any $t>t_{0}$ that the $n$-th moment $\mathbb{E}\left[\rho(\Lambda)^{n}\right]$ of the number of nonzero $\mathcal{O}_{K}$-lattice points in an origin-centered ball of volume $V$ in $K_{\mathbb{R}}^{t}$ satisfies:

$$
\begin{aligned}
\omega_{K}^{n} e^{-V / \omega_{K}} \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(V / \omega_{K}\right)^{r} & \leq \mathbb{E}\left[\rho(\Lambda)^{n}\right] \\
& \leq \omega_{K}^{n} e^{-V / \omega_{K}} \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(V / \omega_{K}\right)^{r}+C_{K} \cdot t^{(n-2) / 2} \cdot e^{-\varepsilon_{K}\left(t-t_{0}\right)} \cdot(V+1)^{n-1}
\end{aligned}
$$

for constants $C_{K}, \varepsilon_{K}>0$ uniform in $t$. Moreover, we may take

$$
\varepsilon_{K}=\frac{1}{2} \log \left(\min \left\{\frac{4}{3}, e^{\frac{c_{1}}{3 n+2}}, f_{n-1}\left(\frac{3}{4} c_{1}\right)\right\}\right)
$$

The constant $C_{K}$ may as well be chased down explicitly in terms of $n, \varepsilon_{K}, \omega_{K}$ and Dedekind zeta values of $K$.

Third, it is not entirely trivial that for appropriately large fixed $t, k$ the error term in Theorem 57 decays exponentially in $d$ due to the dependence on $K$ of the zeta factor error terms $Z(K, t, n, k)$ in Theorem 57 , which a priori could grow exponentially in $d$. Proving bounds in $d$ for the growth does not appear trivial for general number fields. For instance, using lattice-point estimate based methods such as the Dedekind-Weber theorem to count ideals of bounded norm does not appear like a promising approach due to the fact that the best known bounds on the error term for counts of ideals of bounded norm grows exponentially in $d$ (see, e.g., [41, Corollaire 1.3.]). Nevertheless, for specific towers of number fields one should be able to prove the desired boundedness (or at least subexponential growth in $d$ ) for Dedekind zeta values. For instance we have:

Lemma 59. Let $K=\mathbb{Q}\left(\zeta_{n}\right)$ be a cyclotomic field of degree $d=\varphi(n)$. Let $s>1$ be a real number. Then we have that

$$
\zeta_{K}(s) \leq C(s)
$$

for some constants $C(s)>0$ uniform in $d$.
Proof. We first claim that the Dedekind zeta function of cyclotomic fields $\mathbb{Q}\left(\zeta_{n}\right)$ may be written as

$$
\zeta_{K}(s)=\prod_{p \in \mathbb{P}} \frac{1}{\left(1-\frac{1}{p^{s . \operatorname{ord}_{n_{p} p} p}}\right)^{\frac{\varphi\left(n_{p}\right)}{\operatorname{grd}_{n_{p} p}}}}
$$

where $n_{p}=n \cdot p^{-v_{p}(n)}$ denotes the prime-to- $p$ part of $n$.
The claim follows from examining for each Euler factor the splitting behaviour of primes above $p$ based on the factorization of the cyclotomic polynomial $\Phi_{n}(x)$ modulo $p$. For instance, if $p \nmid n$, the number of roots of a factor of $\Phi_{n}(x)$ modulo $p$ coincides with the size of the orbit of Frobenius acting via multiplication-by- $p$ on $(\mathbb{Z} / n \mathbb{Z})^{\times}$, and hence the result follows in this case. When $p \mid n$, the same applies to the subextension $\mathbb{Q}\left(\zeta_{n_{p}}\right)$ unramified at $p$, and then the remaining extension $K / \mathbb{Q}\left(\zeta_{n_{p}}\right)$ is totally ramified at $p$, and the claim follows.

Using the claim, we have the following argument due to Danylo Radchenko: write $\zeta_{K}(s)=T_{1} T_{2}$ where

$$
T_{1}=\prod_{p \mid n} \frac{1}{\left(1-\frac{1}{p^{s \operatorname{ord}_{n_{p} p} p}}\right)^{\frac{\varphi\left(n_{p}\right)}{\operatorname{ord}_{p} p}}}
$$

and

$$
T_{2}=\prod_{p \nmid n} \frac{1}{\left(1-\frac{1}{p^{s \text { ord }_{n} p}}\right)^{\frac{\varphi(n)}{\operatorname{rrd}_{n} p}}}
$$

For $T_{2}$, we have that

$$
\log T_{2} \ll \sum_{p \nmid n} \frac{\varphi(n)}{\left(\operatorname{ord}_{n} p\right) p^{s \operatorname{ord}_{n} p}}
$$

We write $\varphi(n) \leq n, \operatorname{ord}_{n} p \geq 1$ and observe that the set $\left\{p^{\operatorname{ord}_{n} p}\right\}_{p \in \mathbb{P}}$ lies in $\{n+1,2 n+1, \ldots\}$. Since they are simply different prime powers, there are no repetitions.

So we have

$$
\log T_{2} \ll n\left(\frac{1}{(n+1)^{s}}+\frac{1}{(2 n+1)^{s}}+\cdots\right) \ll \frac{1}{n^{s-1}} \ll 1 .
$$

Now for $T_{1}$,

$$
\log T_{1} \ll \sum_{p \mid n} \frac{\varphi\left(n_{p}\right)}{\left(\operatorname{ord}_{n_{p}} p\right) p^{s \operatorname{ord}_{n_{p}} p}}
$$

we again write $\varphi\left(n_{p}\right) \leq n_{p}, \operatorname{ord}_{n_{p}} p \geq 1$ and use that $p^{\operatorname{ord}_{n_{p}} p} \geq n_{p}$ so this gives us

$$
\log T_{1} \ll \sum_{p \mid n} \frac{1}{n_{p}^{s-1}}=\frac{1}{n^{s-1}} \sum_{p \mid n} p^{\nu_{p}(n) \cdot(s-1)}
$$

Let $k$ be the number of primes in $n$. Then the largest prime factor of $n$ can be at most $\frac{n}{p_{1} p_{2} \cdots p_{k-1}} \leq \frac{n}{(k-1)!}$. So we write

$$
\log T_{1} \ll \frac{k}{n^{s-1}}\left(\frac{n}{(k-1)!}\right)^{s-1}
$$

This tends to 0 as $k \rightarrow \infty$ so it must be bounded.
Finally, we make Theorem $\underline{57}$ more explicit for towers of cyclotomic fields:
Corollary 60. Consider a sequence of cyclotomic number fields given by $K_{i}=\mathbb{Q}\left(\zeta_{k_{i}}\right)$ of degree $d_{i}=\varphi\left(k_{i}\right)$ and let $n \geq 2$. Moreover let

$$
t_{0}=\max \left\{19 n(n+1)^{2} \log \left(52+\frac{25}{3} \log (n-1)\right), \frac{(n-1) \log \left(\frac{17}{8}\right)}{\log \left(f_{n-1}\left(\frac{9}{50}\right)\right)}\right\}
$$

where $f_{n-1}(x):=\frac{\exp (x)+(n-1) \exp \left(-\frac{x}{n-1}\right)}{n}$. There exists constants $C_{n}, \varepsilon_{n}>0$ uniform in $d_{i}, t$ such that for any $t>t_{0}$ and any degree $d_{i}$ the $n$-th moment $\mathbb{E}\left[\rho(\Lambda)^{n}\right]$ of the number of nonzero $\mathcal{O}_{K}$-lattice points in an origin-centered ball of volume $V$ in $K_{\mathbb{R}}^{t}$ satisfies

$$
\begin{aligned}
\omega_{K_{i}}^{n} e^{-V / \omega_{K_{i}}} \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(\frac{V}{\omega_{K_{i}}}\right)^{r} & \leq \mathbb{E}\left[\rho(\Lambda)^{n}\right] \\
& \leq \omega_{K_{i}}^{n} e^{-V / \omega_{K_{i}}} \sum_{r=0}^{\infty} \frac{r^{n}}{r!}\left(\frac{V}{\omega_{K_{i}}}\right)^{r}+C_{n} \cdot \omega_{K_{i}}^{\frac{n^{2}}{4}}\left(t d_{i}\right)^{\frac{n-2}{2}} \cdot e^{-\varepsilon_{n} \cdot d_{i}\left(t-t_{0}\right)} \cdot(V+1)^{n-1},
\end{aligned}
$$

ergo the moments of the number of $\omega_{K_{i}}$-tuples of nonzero lattice points approach the moments of a Poisson distribution of mean $V / \omega_{K_{i}}$ as $d_{i} t \rightarrow \infty$. Moreover, we may take

$$
\varepsilon_{n}=\frac{1}{2} \log \left(\min \left\{5^{\frac{1}{36 n+24}}, f_{n-1}\left(\frac{\log 5}{16}\right)\right\}\right)
$$

The constant $C_{n}$ may as well be chased down explicitly in terms of $n, \varepsilon_{K}$ and Dedekind zeta values of $K$.
Proof. The result follows from Theorem 57 using Corollary 33 and the resulting constants. With these choices, some of the conditions on $t_{0}$ in Theorem 57 simplify. We bound the zeta factors in Theorem 57 uniformly in $\varphi\left(k_{i}\right)$ by Lemma 59.

Again we note that for low moments such as $n=2,3$ better bounds can be achieved, in particular because we can reduce to contributions from projective space heights and Theorem 48. Moreover, as $n$ becomes large, $\frac{(n-1) \log (17 / 8)}{\log \left(f_{n-1}(9 / 50)\right)} \leq 45 n^{2}$ and it suffices to take $t_{0} \geq 19 n(n+1)^{2} \log \left(52+\frac{25}{3} \log (n-1)\right)$ in Corollary $\underline{60}$.

## 6 Odds and ends

This section is devoted to a couple results and remarks complementing the results established in Section $\underline{5}$.

### 6.1 No limiting Poisson moments

Section 5 establishes that under some assumptions on height lower bounds, the $n$-th moments approach the moments of a Poisson distribution even when varying the number fields for a fixed large enough number of copies. We now show that in order to obtain such a behaviour, some assumption on the heights is necessary by exhibiting sequences of number fields $K$ for which moments do not converge to Poisson moments of the expected parameters $V / \omega_{K}$.
Lemma 61. Let $B$ denote the unit ball in $K_{\mathbb{R}}^{t}$ and for $\alpha \in K^{\times}$denote by $H_{W}(\alpha)$ its Mahler measure. Then

$$
D(\alpha)^{-t} \cdot \sum_{\alpha \in \mathcal{O}_{K}^{\times}} \frac{\operatorname{vol}\left(B \cap \alpha^{-1} B\right)}{\operatorname{vol}(B)} \geq \sum_{\alpha \in K^{\times}} H_{W}(\alpha)^{-t}
$$

Proof. We may without loss of generality assume $\alpha \in \mathcal{O}_{K}$. In each of the $t$ copies of $K_{\mathbb{R}}$ and for each nonzero $\alpha \in \mathcal{O}_{K}$, the origin-centered ellipsoid of lengths

$$
\min \left(1,\left|\sigma_{1}(\alpha)\right|\right), \ldots, \min \left(1,\left|\sigma_{d}(\alpha)\right|\right)
$$

where $\sigma_{1}, \ldots, \sigma_{d}$ are the embeddings $K \rightarrow \mathbb{C}$, is contained inside of $B \cap \alpha^{-1} B$.
Note that this provides a lower bound for the second moment in termst of the height zeta function of $\mathbb{P}^{1}(K)$. We deduce:
Proposition 62. Let $f_{n}$ be a sequence of irreducible polynomials of degree $n$ such that their Mahler measures are uniformly bounded $\forall n$. Let $K_{n}:=\mathbb{Q}\left(f_{n}\right)$ be the resulting sequence of number fields. Then for any fixed number of copies $t>2$ there exists $C_{t}>0$ such that over any number field $K_{n}$ the second moment satisfies

$$
\mathbb{E}\left[\rho(\Lambda)^{2}\right] \geq C_{t}+\omega_{K_{n}}^{2} e^{-V / \omega_{K_{n}}} \sum_{r=0}^{\infty} \frac{r^{2}}{r!}\left(V / \omega_{K_{n}}\right)^{r}
$$

Proof. From the integral formula, it suffices to show that $\sum_{\alpha \in \mathcal{O}_{K}^{\times}} \frac{\operatorname{vol}\left(B \cap \alpha^{-1} B\right)}{\operatorname{vol}(B)} \geq C_{t}+\omega_{K_{n}}$ for some $C_{t}>0$ not depending on $n$. But this is clear from Lemma 61 and our assumptions on heights in $K_{n}$.

Needless to say that similar results hold for higher moments as well. We also note that there are many sequences satisfying the assumptions of Proposition 62. For example, one has limiting results for Mahler measures such as (see [42]):

$$
\lim _{n \rightarrow \infty} H_{\infty}\left(\alpha_{n}\right)=1.3815 \ldots, \text { where } \alpha_{n}^{n}-\alpha_{n}+1=0
$$

so where $\alpha_{n}$ is a root of $f_{n}(x)=x^{n}-x+1$.

### 6.2 More general bodies

Although the bounds are more easily derived for indicator functions of balls, we can use spherical symmetrization to obtain results for more general bodies. The quantities appearing in the integral formula will be largest in the spherical case, so that the upper bounds on moments are valid more generally. The same methods as in Rogers' work [8, Theorem 1,2] carry through, so we simply restate:
Theorem 63. Let $g$ be a non-negative compactly supported Riemann integrable function on $K_{\mathbb{R}}^{t \times n}$ and let $g^{*}$ denote the function obtained by spherical symmetrization. Let $g(\Lambda)$ and $g^{*}(\Lambda)$ denote the corresponding lattice sum functions over non-trivial lattice points. Then the moments over the space of unimodular $\mathcal{O}_{K^{-}}$ lattices or over the smaller sets satisfying mean value formulas as in Theorem 10 satisfy:

$$
\begin{aligned}
\mathbb{E}[g(\Lambda)] & =\mathbb{E}\left[g^{*}(\Lambda)\right] \\
\mathbb{E}\left[g(\Lambda)^{2}\right] & \leq \mathbb{E}\left[g^{*}(\Lambda)^{2}\right] \\
\mathbb{E}\left[g(\Lambda)^{3}\right] & \leq \mathbb{E}\left[g^{*}(\Lambda)^{3}\right]
\end{aligned}
$$

and moreover if for each constant $c>0$ the set of points with $g(x)>c$ is convex we have that

$$
\mathbb{E}\left[g(\Lambda)^{k}\right] \leq \mathbb{E}\left[g^{*}(\Lambda)^{k}\right]
$$

for all $k \geq 4$ as well.
Proof. Given the integral formula as in Theorems 4 and 10, this reduces to integral inequalities in Euclidean space, and thus follows from the inequalities in [43] in the same way as [8, Theorems 1,2].

This yields the following version of the main theorem.
Theorem 64. Let $\mathcal{S}$ denote any set of number fields satisfying Hypothesis 30 and let $c_{0}, c_{1}$ denote the resulting uniform constants. Fix a moment $n \geq 2$. Let $g$ be the characteristic function of a bounded, convex set $S$ in $K_{\mathbb{R}}^{t}$ of volume $V$, with the origin as centre and assume that $S$ is fixed by the coordinate-wise action of a cyclic group $\mu_{N_{K}} \subseteq \mu_{K}$ of order $N_{K}$. There exist explicit constants $C_{\mathcal{S}}, \varepsilon_{\mathcal{S}}>0$ uniform in $d, t$ such that the following holds: for $t_{0}(\mathcal{S}, n)$ as defined in Theorem 57 and for all $t>t_{0}(\mathcal{S}, n)$, we have

$$
N_{K}^{n} \cdot m_{n}\left(\frac{1}{N_{K}} V\right) \leq \mathbb{E}\left[g(\Lambda)^{n}\right] \leq \omega_{K}^{n} \cdot m_{n}\left(\frac{1}{\omega_{K}} V\right)+C_{\mathcal{S}} \cdot \omega_{K}^{\frac{n^{2}}{4}}(t d)^{\frac{n-2}{2}} \cdot e^{-\varepsilon_{\mathcal{S}} d\left(t-t_{0}\right)} \cdot(V+1)^{n-1} \cdot Z(K, t, n)
$$

Here $m_{n}$ is as defined in (1) and $Z(K, t, n), C_{\mathcal{S}}, \varepsilon_{\mathcal{S}}$ are as in Theorem 57.
Proof. The upper bound follows from Theorem 63 and from our results for the spherical case in Theorem 57. The lower bound follows by symmetry under $\mu_{N_{K}}$ in the same way as Lemma 22 establishes the lower bound when $S$ is a ball and invariant under the whole $\mu_{K}$-action.

Remark 65. The lower bound in Theorem 64 can be tightened for general bounded convex bodies. For instance, for any chain of subgroups $\{ \pm 1\}=G_{1}<\cdots<G_{k}=\mu_{K}$ and bounded convex set $S$, we may stratify $S=\sqcup_{i=1}^{k} S_{i}$ by setting

$$
S_{k}=\bigcap_{g \in G_{k}} g S \text { and } S_{i-1}=\bigcap_{g \in G_{i-1}} g S \backslash S_{i}
$$

for $1 \leq i \leq k$. The lower bound can then be improved (in the notations of Theorem 64) to

$$
\sum_{i=1}^{k}\left(\# G_{i}\right)^{n} \cdot m_{n}\left(\frac{\operatorname{vol}\left(S_{i}\right)}{\# G_{i}}\right) \leq \mathbb{E}\left[g(\Lambda)^{n}\right]
$$

by applying Theorem 64 to the $G_{i}$-symmetrized and measurable sets $S_{k} \sqcup \cdots \sqcup S_{i}$ and inclusion-exclusion.

## A Proof of Lemma 15

It is clear what $\operatorname{det}(D) \mathfrak{D}(D)$ on the right-hand side is measuring. Indeed, first note that

$$
\mathfrak{D}(D)=\# \frac{\mathcal{O}_{K}^{m}}{\left\{v \in \mathcal{O}_{K}^{m} \mid D^{T} v \in \mathcal{O}_{K}^{n}\right\}}=\# \frac{D^{T} \mathcal{O}_{K}^{m}}{D^{T} \mathcal{O}_{K}^{m} \cap \mathcal{O}_{K}^{n}}
$$

So we have that

$$
\mathfrak{D}(D) \operatorname{det}(D)=\# \frac{D^{T} \mathcal{O}_{K}^{m}}{D^{T} \mathcal{O}_{K}^{m} \cap \mathcal{O}_{K}^{n}} \operatorname{det}\left(D ; M_{1 \times m}\left(\mathcal{O}_{K}\right)\right)
$$

is simply the volume of a parallelepiped spanning a $\mathbb{Z}$-basis of the lattice $\Lambda=D^{T} \mathcal{O}_{K}^{m} \cap \mathcal{O}_{K}^{n}=D^{T} K^{n} \cap \mathcal{O}_{K}^{m}$ (this equality holds since $D^{T}$ is column reduced and $m \leq n$ ). The following tells us that the height $H(S)$ is also calculating this volume.

Proposition 66. Suppose that $w_{1}, \ldots, w_{m} \in K^{n}$ are a set of $K$-linearly independent vectors spanning a subspace $S$. Let $\Lambda=\mathcal{O}_{K}^{n} \cap K$. If we consider the lattice $\Lambda^{\prime}=\mathcal{O}_{K} w_{1}+\mathcal{O}_{K} w_{2}+\cdots+\mathcal{O}_{K} w_{m}$, then $\left[\Lambda: \Lambda^{\prime} \cap \Lambda\right]<\infty$ and $\left[\Lambda^{\prime}: \Lambda^{\prime} \cap \Lambda\right]<\infty$. So we have that

$$
\left[\Lambda: \Lambda^{\prime} \cap \Lambda\right] \operatorname{det} \Lambda=\left[\Lambda^{\prime}: \Lambda^{\prime} \cap \Lambda\right] \operatorname{det} \Lambda^{\prime} .
$$

We claim:

1. Set $N=\binom{n}{m}$ and $\left[x_{1}, \ldots, x_{N}\right]=\iota(S)$ (as defined in §3.1). Then

$$
\operatorname{det} \Lambda^{\prime}=\prod_{i=1}^{[K: \mathbb{Q}]} \sqrt{\sum_{j=1}^{N}\left|\sigma_{i}\left(x_{j}\right)\right|^{2}}
$$

2. 

$$
\begin{equation*}
\frac{\left[\Lambda: \Lambda^{\prime} \cap \Lambda\right]}{\left[\Lambda^{\prime}: \Lambda^{\prime} \cap \Lambda\right]}=\mathrm{N}\left(\left\langle x_{1}, \ldots, x_{N}\right\rangle\right) \tag{20}
\end{equation*}
$$

Here the right hand side denotes the norm of the fractional ideal $\mathcal{O}_{K} x_{1}+\cdots+\mathcal{O}_{K} x_{N}$.

## Proof of Claim 1:

Let us evaluate det $\Lambda^{\prime}$. Fix a $\mathbb{Z}$-basis $a_{1}, a_{2}, \ldots, a_{r}$ of $\mathcal{O}_{K}$, where $r=[K: \mathbb{Q}]$. A $\mathbb{Z}$-basis of $\Lambda^{\prime}$ is given by $a_{1} w_{1}, a_{2} w_{1}, \ldots, a_{r} w_{1}, a_{1} w_{2}, a_{2} w_{2}, \ldots, a_{r} w_{2}, \ldots, a_{1} w_{m}, a_{2} w_{m}, \ldots, a_{r} w_{m}$. We will calculate the volume of the parallelepiped spanned by these vectors with respect to the quadratic form in Equation 3. Observe that for $x, y \in K_{\mathbb{R}}$

$$
\operatorname{tr}(x \bar{y})=\sum_{i=1}^{r} \sigma_{i}(x) \overline{\sigma_{i}(y)}
$$

Let $w_{i}=\left(w_{i 1}, w_{i 2}, \ldots, w_{i n}\right) \in K^{n}$. If we define the $r n \times r m$ matrix

$$
A=\left[\begin{array}{ccccccc}
\sigma_{1}\left(a_{1} w_{11}\right) & \ldots & \sigma_{1}\left(a_{r} w_{11}\right) & \ldots & \sigma_{1}\left(a_{1} w_{m 1}\right) & \ldots & \sigma_{1}\left(a_{r} w_{m 1}\right) \\
& \vdots & & \vdots & & \vdots & \\
\sigma_{r}\left(a_{1} w_{11}\right) & \ldots & \sigma_{r}\left(a_{r} w_{11}\right) & \ldots & \sigma_{r}\left(a_{1} w_{m 1}\right) & \ldots & \sigma_{r}\left(a_{r} w_{m 1}\right) \\
& \vdots & & \vdots & & \vdots & \\
\sigma_{1}\left(a_{1} w_{1 n}\right) & \ldots & \sigma_{1}\left(a_{r} w_{1 n}\right) & \ldots & \sigma_{1}\left(a_{1} w_{m n}\right) & \ldots & \sigma_{1}\left(a_{r} w_{m n}\right) \\
& \vdots & & \vdots & & \vdots & \\
\sigma_{r}\left(a_{1} w_{1 n}\right) & \ldots & \sigma_{r}\left(a_{r} w_{1 n}\right) & \ldots & \sigma_{r}\left(a_{1} w_{m n}\right) & \ldots & \sigma_{r}\left(a_{r} w_{m n}\right)
\end{array}\right]
$$

then it follows that

$$
\left(\operatorname{det} \Lambda^{\prime}\right)^{2}=\Delta_{K}^{-2 m} \operatorname{det} A^{*} A
$$

We can expand the right hand side using the Cauchy-Binet theorem, obtaining that

$$
\operatorname{det} A^{*} A=\sum_{\substack{I \subseteq\{1 \ldots r n\} \\ \# I=r m}}\left|\operatorname{det}\left(A_{I}\right)\right|^{2},
$$

where $A_{I}$ is the $r m \times r m$ minor of $A$ with rows in $I$.
Each row of $A$ is a complex embedding of the vector

$$
\left(a_{i} w_{j k}\right)_{\substack{1 \leq i \leq r \\ 1 \leq j \leq m}} \text { for some } k \in\{1, \ldots, n\}
$$

We claim that the only $I$ for which $\operatorname{det}\left(A_{I}\right)^{2}$ could be non-zero are the ones where each embedding $\sigma_{i}$ appears exactly $m$ times applied to various $m$-subsets of these $n$ possible rows. That is, $I \subseteq\{1 \ldots r n\}$ should be of the form

$$
\begin{equation*}
I=\bigsqcup_{i \in 1}^{m} \bigcup_{k \in J_{i}}\{k r-r+i\}, \text { for some } J_{1}, J_{2}, \ldots, J_{r} \subseteq\{1, \ldots, n\}, \# J_{1}=\# J_{2}=\cdots=\# J_{r}=m \tag{21}
\end{equation*}
$$

To observe this, note that if $m^{\prime}>m$ then the following row-vectors are $K$-linearly dependent.

$$
\begin{gathered}
\left(w_{1 k_{1}}, w_{2 k_{1}}, \cdots, w_{m k_{1}}\right) \\
\left(w_{1 k_{2}}, w_{2 k_{2}}, \cdots, w_{m k_{2}}\right) \\
\vdots \\
\left(w_{1 k_{m^{\prime}}}, w_{2 k_{m^{\prime}}}, \cdots, w_{m k_{m^{\prime}}}\right)
\end{gathered}
$$

This implies that the following rows are $\mathbb{Q}$-linearly dependent

$$
\begin{gathered}
\left(a_{1} w_{1 k_{1}}, \ldots, a_{r} w_{1 k_{1}}, \cdots, a_{1} w_{m k_{1}}, \ldots, a_{r} w_{m k_{1}}\right) \\
\left(a_{1} w_{1 k_{2}}, \ldots, a_{r} w_{1 k_{2}}, \cdots, a_{1} w_{m k_{2}}, \ldots, a_{r} w_{m k_{2}}\right) \\
\vdots \\
\left(a_{1} w_{1 k_{m^{\prime}}}, \ldots, a_{r} w_{1 k_{m^{\prime}}}, \cdots, a_{1} w_{m k_{m^{\prime}}} \ldots, a_{r} w_{m k_{m^{\prime}}}\right)
\end{gathered}
$$

and therefore if we apply invertible $\mathbb{Q}$-linear maps in each coordinate of these rows then they remain $\mathbb{Q}$ linearly dependent. Hence, each $\sigma_{i}$ will appear in no more than $m$ rows associated to each and as a result $I$ can only be of the form in Equation (21).

Suppose therefore that $I$ is of the form in Equation (21) where the $J_{i}=\left\{k_{i 1}, k_{i 2}, \ldots, k_{i m}\right\} \subseteq\{1, \ldots, n\}$. Then up to permutation of rows, the matrix $A_{I}$ is given by

$$
A_{I}=\left[\begin{array}{ccccccc}
\sigma_{1}\left(a_{1}\right) \sigma_{1}\left(w_{1 k_{11}}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \sigma_{1}\left(w_{1 k_{11}}\right) & \ldots & \sigma_{1}\left(a_{1}\right) \sigma_{1}\left(w_{m k_{11}}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \sigma_{1}\left(w_{m k_{11}}\right) \\
\sigma_{1}\left(a_{1}\right) \sigma_{1}\left(w_{1 k_{12}}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \sigma_{1}\left(w_{1 k_{12}}\right) & \ldots & \sigma_{1}\left(a_{1}\right) \sigma_{1}\left(w_{m k_{12}}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \sigma_{1}\left(w_{m k_{12}}\right) \\
& & & & & \\
\sigma_{1}\left(a_{1}\right) \sigma_{1}\left(w_{1 k_{1 m}}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \sigma_{1}\left(w_{1 k_{1 m}}\right) & \ldots & \sigma_{1}\left(a_{1}\right) \sigma_{1}\left(w_{m k_{1 m}}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \sigma_{1}\left(w_{m k_{1 m}}\right) \\
& & & \vdots & & & \\
\sigma_{r}\left(a_{1}\right) \sigma_{r}\left(w_{1 k_{r 1}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{1 k_{r 1}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{m k_{r 1}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{m k_{r 1}}\right) \\
\sigma_{r}\left(a_{1}\right) \sigma_{r}\left(w_{1 k_{r 2}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{1 k_{r 2}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{m k_{r 2}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{m k_{r 2}}\right) \\
& & & \vdots & & & \\
\sigma_{r}\left(a_{1}\right) \sigma_{r}\left(w_{1 k_{r m}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{1 k_{r m}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{m k_{r m}}\right) & \ldots & \sigma_{r}\left(a_{r}\right) \sigma_{r}\left(w_{m k_{r m}}\right)
\end{array}\right] .
$$

Upon inspection, one can conclude that actually $A_{I}=W B$ where $W$ and $B$ are $r m \times r m$ matrices given
by

$$
\begin{aligned}
& W=\left[\begin{array}{ccccccc}
\sigma_{1}\left(w_{1 k_{11}}\right) & \ldots & \sigma_{1}\left(w_{m k_{11}}\right) & & & & \\
& \vdots & & & & & \\
\sigma_{1}\left(w_{1 k_{1 m}}\right) & \ldots & \sigma_{1}\left(w_{m k_{1 m}}\right) & & & \\
& & & \ddots & & \\
& & & & \sigma_{r}\left(w_{1 k_{r 1}}\right) & \ldots & \sigma_{r}\left(w_{m k_{r 1}}\right) \\
& & & & & \vdots & \\
& & & \sigma_{r}\left(w_{1 k_{r m}}\right) & \ldots & \sigma_{r}\left(w_{m k_{r m}}\right)
\end{array}\right], \\
& B=\left[\begin{array}{cccccccccc}
\sigma_{1}\left(a_{1}\right) & \ldots & \sigma_{1}\left(a_{r}\right) & & & & & & & \\
& & & \sigma_{1}\left(a_{1}\right) & \ldots & \sigma_{1}\left(a_{r}\right) & & & & \\
& & & & & & \ldots & & & \\
\sigma_{2}\left(a_{1}\right) & \ldots & \sigma_{2}\left(a_{r}\right) & & & & & \sigma_{1}\left(a_{1}\right) & \ldots & \sigma_{1}\left(a_{r}\right) \\
& & & \sigma_{2}\left(a_{1}\right) & \ldots & \sigma_{2}\left(a_{r}\right) & & & & \\
& & & & & & \ldots & & \\
& & & & & \vdots & & & \\
\sigma_{r}\left(a_{1}\right) & \ldots & \sigma_{r}\left(a_{r}\right) & & & \ldots & & \sigma_{2}\left(a_{r}\right) \\
& & & \sigma_{r}\left(a_{1}\right) & \ldots & \sigma_{r}\left(a_{r}\right) & & & & \\
& & & & & & \ldots & & \\
& & & & & & \sigma_{r}\left(a_{1}\right) & \ldots & \sigma_{r}\left(a_{r}\right)
\end{array}\right] .
\end{aligned}
$$

It then follows that $|\operatorname{det} B|=\Delta_{K}^{m}$ and thus as $J_{1}, J_{2}, \ldots, J_{r}$ go through all the possible $m$-subsets of $\{1, \ldots, n\}$

$$
\sum_{\substack{I \subseteq\{1, \ldots, r n\} \\ \# I=m}}\left|\operatorname{det} A_{I}\right|^{2}=\Delta_{K}^{2 m} \prod_{l=1}^{r}\left(\sum_{\left\{k_{1}, \ldots, k_{m}\right\} \subseteq\{1, \ldots, n\}}\left|\operatorname{det}_{1 \leq i, j \leq m}\left[\sigma_{l}\left(w_{i k_{j}}\right)\right]\right|^{2}\right) .
$$

This settles the claim.

## Proof of Claim 2:

We are given $\left\{\left(w_{i 1}, w_{i 2}, \ldots, w_{i n}\right)\right\}_{i=1}^{m} \in K^{n}$. Define $W \in M_{n \times m}\left(\mathcal{O}_{K}\right)$ as

$$
W=\left[\begin{array}{cccc}
w_{11} & w_{21} & \ldots & w_{m 1} \\
w_{21} & w_{22} & \ldots & w_{m 2} \\
& & \vdots & \\
w_{m 1} & w_{m 2} & \ldots & w_{m n}
\end{array}\right]
$$

Then $\Lambda^{\prime}=W \mathcal{O}_{K}^{m}$ and $\Lambda=W K^{m} \cap \mathcal{O}_{K}^{n}$.
To prove this claim, it is sufficient to prove it for the case when $\left\{w_{i j}\right\} \subseteq \mathcal{O}_{K}$. Indeed, let us multiply $W$ by an integer $\kappa \in \mathcal{O}_{K}$ that can cancel all the denominators (i.e. $\kappa \cdot w_{i j} \in \mathcal{O}_{K}$ ). Then note that $\kappa \Lambda^{\prime} \subseteq \Lambda^{\prime} \cap \Lambda$ and

$$
\left[\Lambda^{\prime}: \kappa \Lambda^{\prime}\right]=\mathrm{N}(\kappa)^{m}
$$

so we have

$$
\frac{\left[\Lambda: \Lambda \cap \Lambda^{\prime}\right]}{\left[\Lambda^{\prime}: \Lambda \cap \Lambda^{\prime}\right]}=\frac{\left[\Lambda: \Lambda \cap \Lambda^{\prime}\right]\left[\Lambda^{\prime} \cap \Lambda: \kappa \Lambda^{\prime}\right]}{\left[\Lambda^{\prime}: \Lambda \cap \Lambda^{\prime}\right]\left[\Lambda^{\prime} \cap \Lambda: \kappa \Lambda^{\prime}\right]}=\frac{\left[\Lambda: \kappa \Lambda^{\prime}\right]}{\left[\Lambda^{\prime}: \kappa \Lambda^{\prime}\right]}=\left[\Lambda: \kappa \Lambda^{\prime}\right] \mathrm{N}(\kappa)^{-m}
$$

This establishing the identity $\left[\Lambda: \kappa \Lambda^{\prime}\right]=\mathrm{N}\left(\left\langle\kappa^{m} x_{1}, \ldots, \kappa^{m} x_{N}\right\rangle\right)$ would finish the proof.
Therefore, let us now assume without loss of generality that we have $\left\{\omega_{i j}\right\} \subseteq \mathcal{O}_{K}$ and hence $\Lambda^{\prime} \subseteq \Lambda$. We want to show that

$$
\mathrm{N}\left(\left\langle x_{1}, \ldots, x_{N}\right\rangle\right)=\left[\Lambda: \Lambda^{\prime}\right]=\left[W^{-1} \mathcal{O}_{K}^{n}: \mathcal{O}_{K}^{m}\right]
$$

where $W^{-1} \mathcal{O}_{K}^{n}=\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in K^{m} \mid W \alpha \in \mathcal{O}_{K}^{n}\right\}$, which is an $\mathcal{O}_{K}$-module in $K^{m}$. Let $W_{J}$ be the $m \times m$ minor of $W$ by selecting a subset of rows $J \subseteq\{1, \ldots, m\}$ with $\# J=m$. Then by multiplying by adjoint matrices, it is clear that for $\alpha \in K^{m}$

$$
W \cdot \alpha \in \mathcal{O}_{K}^{n} \Rightarrow W_{J} \cdot \alpha \in \mathcal{O}_{K}^{m} \Rightarrow \operatorname{det}\left(W_{J}\right) \cdot \alpha \in \mathcal{O}_{K}^{m}
$$

Define $\mathcal{I}=\langle\rho\rangle \subseteq \mathcal{O}_{K}$ to be the ideal generated by

$$
\rho=\prod_{J \in\binom{[n]}{m}} \operatorname{det} W_{J}
$$

We see that if $\alpha \in\left\langle\frac{1}{\rho}\right\rangle=\mathcal{I}^{-1}$, then we have

$$
\mathcal{O}_{K}^{m} \subseteq W^{-1} \mathcal{O}_{K}^{n} \subseteq\left(\mathcal{I}^{-1}\right)^{m}
$$

since $\mathcal{I}^{-1}$ is the fractional ideal "inverse" of $\mathcal{I}$ defined as $\mathcal{I}^{-1}=\left\{\kappa \in \mathcal{O}_{K} \mid \kappa I \subseteq \mathcal{O}_{K}\right\}$. Note that $\mathcal{I}^{-1}$ is an $\mathcal{O}_{K}$-module and so is $\mathcal{I}^{-1} / \mathcal{O}_{K}$. We are thus interested in simply calculating the number of solutions of

$$
W \cdot \alpha=0 \quad\left(\bmod \mathcal{O}_{K}\right), \alpha \in\left(\mathcal{I}^{-1} / \mathcal{O}_{K}\right)^{m}
$$

In particular, we want to show that the number of solutions to this is equal, as in Equation (20), to

This calculation can be done locally, with respect to each prime ideal $\mathcal{P}$ dividing $\mathcal{I}$. Since $\mathcal{I}$ is a principal ideal, multiplication by the generator $\rho$ gives us an isomorphism of $\mathcal{O}_{K}$-modules as

$$
\frac{\mathcal{I}^{-1}}{\mathcal{O}_{K}} \simeq \frac{\mathcal{O}_{K}}{\mathcal{I}}
$$

Factoring $\mathcal{I}=\mathcal{P}_{1}^{f_{1}} \mathcal{P}_{2}^{f_{2}} \ldots \mathcal{P}_{s}^{f_{s}}$ and writing the sum of ideals generated by the $\operatorname{det} W_{J}$ as $\mathcal{P}_{1}^{e_{1}} \mathcal{P}_{2}^{e_{2}} \ldots \mathcal{P}_{s}^{e_{s}}$, we have that $0 \leq e_{i} \leq f_{i}$ for each $i \in\{1, \ldots, s\}$ and

$$
\frac{\mathcal{I}^{-1}}{\mathcal{O}_{K}} \simeq \frac{\mathcal{O}_{K}}{\mathcal{I}}=\mathrm{N}\left(\mathcal{P}_{1}\right)^{e_{1}} \mathrm{~N}\left(\mathcal{P}_{2}\right)^{e_{2}} \ldots \mathrm{~N}\left(\mathcal{P}_{s}\right)^{e_{s}}
$$

Hence, the problem is reduced to showing that the number of solutions of the following is $\mathrm{N}(P)^{e_{i}}$ for each $i \in\{1, \ldots, s\}$.

$$
W \cdot \alpha=0 \quad\left(\bmod \mathcal{P}_{i}^{f_{i}}\right), \alpha \in\left(\mathcal{O}_{K} / \mathcal{P}_{i}^{f_{i}}\right)^{m}
$$

This can be proved via induction as explained in [27, Lemma 4.5].
Remark 67. Observe that for any $x_{1}, \ldots, x_{N} \in K$, we get that the norm of the principal ideal generated by $x_{1}, \ldots, x_{N}$ is

$$
\mathrm{N}\left(\left\langle x_{1}, \ldots, x_{N}\right\rangle\right)^{-1}=\prod_{\substack{v \in M_{K} \\ v \nmid>}} \max _{1 \leq i \leq N}\left|x_{i}\right|_{v}
$$

## B Convex combinations lemma

We record here a general lemma that was used in some special instances in the paper. We hope that future literature around this topic could benefit from this idea.

Lemma 68. Let $D \in M_{m \times n}(K)$ (not necessarily reduced) be a matrix given as

$$
D=\left[\begin{array}{cccc}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1 n}  \tag{22}\\
\alpha_{21} & \alpha_{22} & \ldots & \alpha_{2 n} \\
& \vdots & & \\
\alpha_{m 1} & \alpha_{m 2} & \ldots & \alpha_{m n}
\end{array}\right] .
$$

Let $f: K_{\mathbb{R}}^{t} \rightarrow \mathbb{R}$ be the indicator function of a unit ball. Then, we have that for any $c_{1}, \ldots, c_{n} \in[0,1]$ such that $\sum c_{i}=1$

$$
\frac{1}{V(m t d)} \int_{K_{\mathbb{R}}^{t \times m}} \prod_{j=1}^{n} f\left(\sum_{i=1}^{m} \alpha_{i j} x_{i}\right) d x \leq \prod_{\sigma: K \rightarrow \mathbb{C}}\left(\sum_{J \in\binom{[n]}{m}}\left(\prod_{j \in J} c_{j}\right)\left|\sigma\left(\operatorname{det}\left(D_{J}\right)\right)\right|^{2}\right)^{-\frac{t}{2}}
$$

Here the product on the right is over $d=r_{1}+2 r_{2}$ embeddings of $K$ into $\mathbb{C}$.

Proof. Let $x=\left(x_{1}, \ldots, x_{m}\right) \in\left(K_{\mathbb{R}}^{t}\right)^{m}$. The integral is computing the volume of the set in $\left(K_{\mathbb{R}}^{t}\right)^{m}$ satisfying

$$
\begin{gathered}
\left\|\alpha_{11} x_{1}+\cdots+\alpha_{1 m} x_{m}\right\|^{2} \leq 1 \\
\left\|\alpha_{12} x_{1}+\cdots+\alpha_{2 m} x_{m}\right\|^{2} \leq 1 \\
\vdots \\
\left\|\alpha_{1 n} x_{1}+\cdots+\alpha_{m n} x_{m}\right\|^{2} \leq 1
\end{gathered}
$$

Adding all of these together with a weight of $c_{i}$ assigned to each respective condition, we get

$$
\begin{equation*}
\sum_{j=1}^{n} c_{i}\left\|\alpha_{1 j} x_{1}+\cdots+\alpha_{m j} x_{m}\right\|^{2} \leq 1 \tag{23}
\end{equation*}
$$

This means that the set whose volume we are estimating is contained in the set of points satisfying inequality (23). The latter defines an ellipsoid whose volume is given by

$$
\frac{V(m t d)}{\operatorname{vol}\left(\frac{K_{\mathrm{R}}^{t \times m}}{\mathcal{O}_{K} \sqrt{c_{1}} \omega_{1}+\ldots \mathcal{O}_{K} \sqrt{c_{n}} \omega_{n}}\right)},
$$

where $\omega_{1}, \ldots, \omega_{n} \in K_{\mathbb{R}}^{t}$ are the columns of $D$.
Note that writing $K_{\mathbb{R}}^{t \times m} \simeq K_{\mathbb{R}}^{m \times t}$ the quadratic form defined by (23) is actually $t$ copies of the quadratic form in $K_{\mathbb{R}}^{m}$ defined by the same equation but with $x_{1}, \ldots, x_{m} \in K_{\mathbb{R}}^{m}$ instead. The result now follows from Lemma 69.

Lemma 69. Let $D \in M_{m \times n}(K)$ be a full-rank matrix, for example, the one given in Equation (22). Let $\Lambda \subseteq K_{\mathbb{R}}^{m}$ be the $\mathcal{O}_{K}$-module generated by the columns of $D$. Then, the covolume of this lattice is

$$
\prod_{\sigma: K \rightarrow \mathbb{C}}\left(\sum_{J \in\binom{[n]}{m}}\left|\sigma\left(\operatorname{det}\left(D_{J}\right)\right)\right|^{2}\right)^{\frac{1}{2}}
$$

Here the product is $d=r_{1}+2 r_{2}$ embeddings of $K \rightarrow \mathbb{C}$ and the inner sum is over all $m \times m$ minors of $D$. Proof. Follows from Proposition 66, Part 1.
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[^0]:    ${ }^{1}$ For the first moment, Siegel's theorem tells us that the error term is exactly zero.

[^1]:    ${ }^{2}$ The standard choice is to consider the involution $\overline{()}$ given by identifying $K_{\mathbb{R}} \simeq \mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}}$ and defining $\overline{()}$ to be the identity on the real places and complex conjugation otherwise.

[^2]:    ${ }^{3}$ There is an abuse of notation in Equation (4) as $\pi_{\mathcal{P}}$ denotes a map on $\mathcal{O}_{K}^{t} \rightarrow k_{\mathcal{P}}^{t}$. Henceforth, this map is to be understood as "applying the $\bmod \mathcal{P}$ operation at each coordinate".

[^3]:    ${ }^{4}$ We slightly abuse notations by decreeing our norms of algebraic numbers are positive, ergo the norms of the ideal they generate.
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