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#### Abstract

We prove an NP upper bound on a theory of integer-indexed integer-valued arrays that extends combinatory array logic with an ordering relation on the index set and the ability to express sums of elements. We compare our fragment with seven other fragments in the literature in terms of their expressiveness and computational complexity.
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## 1. Introduction

Decision procedures for array theories have been widely investigated in the last decades motivated by their application in software verification. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] Despite the variety of array theories available mainstream SMT solvers such as Z3 [13] and the CVC family [14] focus on the theory of combinatory array logic [6].

The reason why these solvers focus on this particular fragment may lie on the fact that it retains completeness guarantees for satisfiability checking of quantifier-free formulae even in the presence of model-based theory combination [15] with other decidable theories. This property has been exploited to develop verification algorithms for imperative programs that report counterexamples [16]. It is thus natural to ask to what extent the NP complexity upper bound proved by de Moura and Bjorner extends when combining combinatory array logic to other theories of interest.

In [12], we lifted the restrictions mentioned in [6] showing that combinatory array logic can be extended with a cardinality operator while still retaining a NP complexity upper bound. In essence, the results of [12] can be seen as a decomposition theorem in the style of Feferman and Vaught [17], with the remarkable difference that the results hold for the complexity class NP rather than for the decidable class. In particular, we proved that the existential first-order theory of a power structure [18] whose index set contains the equicardinality operator can be decomposed into the existential first-order theory of the elements and the weak monadic second-order theory of the indices.

This paper builds on the observation that multiset theories studied for instance in [19], are representable in combinatory array logic since the basic operations on multisets are pointwise operations on arrays of natural numbers. We then leverage the techniques of [20] to lift a

[^0]restriction mentionned in [6]: that cardinalities of multisets cannot be encoded in combinatory array logic. When viewed as arrays of integers, the cardinalities of multisets correspond to the sum of the elements in the arrays, a very useful specification construct in applications such as the verification of smart contracts [21]. We then show that we can combine the resulting fragment with classical combinatory array logic and that the satisfiability problem of the resulting combination is in the complexity class NP.

Organisation of the paper. Section 2 introduces the logical theories that we use in our developments, previously obtained theory combination results and fixes notation for the remaining of the paper. Section 3 describes the language tackled and the strategy used to prove the complexity bound. Section 6 gives the extension with sums and proves the NP-complexity result. Section 7 compares the resulting theory with other seven existing array theories in the literature. Section 8 concludes the paper.

## 2. Preliminaries

### 2.1. Basic Logical Theories

Our result builds upon the quantifier-free theory of Boolean algebra and Presburger arithmetic [22], QFBAPA, which has been studied in the context of data structure verification [23]. The syntax of QFBAPA is given in Figure 1. The meaning of the syntax is as follows. F presents the Boolean structure of the formula, $A$ stands for the top-level constraints, $B$ gives the Boolean restrictions and $T$ the Presburger arithmetic terms. $\mathscr{U}$ represents the universal set

$$
\begin{aligned}
F & : \\
A & :=A\left|F_{1} \wedge F_{2}\right| F_{1} \vee F_{2} \mid \neg F \\
B & :=B_{1}=B_{2}\left|B_{1} \subseteq B_{2}\right| T_{1}=T_{2}\left|T_{1} \leq T_{2}\right| K \operatorname{Udvd} T \\
T & :=k|K| B_{1} \cup B_{2}\left|B_{1} \cap B_{2}\right| B^{c} \\
K & :=\ldots|-2|-T| | B \mid \\
& =1|0| 1|2| \ldots
\end{aligned}
$$

Figure 1: QFBAPA's syntax

The satisfiability problem of this logic is reducible to propositional satisfiability in polynomial time.

Theorem 1 ([22]). The satisfiability problem for QFBAPA is in NP.

### 2.2. Previously Obtained Combination Results

In [12], we observed that combinatory array logic [6] can be encoded in the existential fragment of the first-order theory of a power structure $\mathscr{M}^{I}$ [18], i.e. a structure whose elements are functions from an index set $I$ to a carrier set $M$ and where the function and relation symbols are interpreted point-wise. We proved the following result

Theorem 2 ([12]). $T h_{\mathfrak{コ}^{*}}(\mathscr{M}) \in N P$ if and only if $T h_{\mathrm{J}^{*}}\left(\mathscr{M}^{I}\right) \in N P$.
We then extended this language with the ability to express cardinalities of sets of indices, which resulted in a new theory termed QFBAPAI (interpreted QFBAPA) and whose formulae are of the form

$$
\begin{aligned}
& \exists c_{1}, \ldots, c_{m} \cdot \exists x_{1}, \ldots, x_{n} . \\
& F\left(S_{1}, \ldots, S_{k}\right) \wedge \bigwedge_{i=1}^{k} S_{i}=\left\{r \in I \mid \varphi_{i}\left(x_{1}(r), \ldots, x_{n}(r), c_{1}, \ldots, c_{m}\right)\right\}
\end{aligned}
$$

where the letters $c_{i}$ represent constants, the letters $x_{i}$ represent power structure variables and $\varphi_{i}$ are formulae interpreted over the theory of the elements. By analogy to Theorem 2, we proved that

Theorem 3 ([12]). $T h_{コ^{*}}(\mathscr{M}) \in N P$ if and only if $Q F B A P A I \in N P$.
Finally, we showed how to encode combinatory array logic (CAL) in QFBAPAI with a worstcase log-quadratic increase in formula size.

Proposition 4 ([12]). A CAL formula $\psi$ can be encoded in QFBAPAI as a formula of size $O\left(|\psi|^{2} \log _{2}(|\psi|)\right)$.

In this paper, we reuse this encoding and show that in the target language, one may also support a summation operator. This allows to effectively support such summation operators in the language of combinatory array logic.

### 2.3. Further Notations for the Rest of the Paper

Tuples and powers. We will abbreviate tuples $\left(x_{1}, \ldots, x_{m}\right)$ as $\bar{x}$. We fix a structure $\mathscr{M}$ for the contents of power structure variables and an index set $I$ for the indices. If $\bar{x}$ denotes a power structure variable, we will denote by $\bar{x}(n)$ the $n$-th column of $\bar{x}(n)$, i.e. the tuple $\left(x_{1}(n), \ldots, x_{m}(n)\right)$. Set and multiset constructions. As usual, set comprehension is denoted with curly braces $\{i \mid \varphi(i)\}$ where $\varphi_{i}$ is a formula written in first-order logic. Multiset comprehension is written by $(i \mid \varphi(i))$ where $\varphi$ is a formula written in first-order logic.

Given a set of integers $A$ and an integer $m \in \mathbb{N}$, its $m$-th sum iteration [24] is the set

$$
A^{m}=\left\{u \mid x_{1}, \ldots, x_{m} \in A . u=\sum_{i=1}^{m} x_{i}\right\}
$$

Similarly, the arbitrary sum iteration is the set

$$
A^{*}=\left\{u \mid \exists m \geq 0, x_{1}, \ldots, x_{m} \in A . u=\sum_{i=1}^{m} x_{i}\right\}
$$

Cardinalities of sets and multisets. If $S$ is a set then $|S|$ is the number of elements in $S$ and if $S$ is a multiset then $|S|$ is the number of elements in $S$ counted with the corresponding multiplicity.

## 3. Overview of the Reduction Procedure

Our decision procedure works by reduction to QFBAPAI, that is, we perform a sequence of transformations on the input formula which preserve equivalence, until we arrive to an equivalent formula in the language of interpreted QFBAPA. Note that similar ideas appear in the literature under the name of BAPA reduction [25].

Our first step is thus defining the input language to be transformed into QFBAPAI.
Definition 5. The theory QFBAPA-Power-Sum consists of formulae of the form

$$
\begin{equation*}
F\left(S_{1}, \ldots, S_{k}, \bar{\sigma}\right) \wedge \bigwedge_{i=1}^{k} S_{i}=\left\{i \in I \mid \varphi_{i}(\bar{c}(i))\right\} \wedge \bar{\sigma}=\sum_{i \in I}\left(\bar{c}(i) \mid \varphi_{0}(\bar{c}(i))\right) \tag{1}
\end{equation*}
$$

where $F$ is a formula from QFBAPA, $\varphi_{0}, \ldots, \varphi_{k}$ are formulae from a logic whose satisfiability problem is decidable in NP and $\bar{c}$ is a tuple of arrays of natural numbers.

Note that the assumption of the formulae $\varphi_{0}, \ldots, \varphi_{k}$ having a satisfiability problem in NP can be removed [26, 27]. But this assumption is standard in satisfiability modulo theories solvers.

Our reduction will first transform the sum operator into the finite power of a set (see Section 2.3). Then, this finite power will be converted into a formula of Presburger arithmetic. The resulting constraint will be in the language of QFBAPAI and by the results in [12,28] its satisfiability problem will be decidable in NP.

## 4. Elimination of the Summation Operator

We write equation 1 as:

$$
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \bar{\sigma}=\sum_{i \in I}\left(\bar{c}(i) \mid \varphi_{0}(\bar{c}(i))\right.
$$

For handling the summation construct, we will adapt some of the techniques developed in [19, Chapter 2] to the case where, as in the case of combinatory array logic, the index set is arbitrary.

Proposition 6 (Multiset elimination). The formula

$$
\begin{equation*}
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \bar{\sigma}=\sum_{i \in I}\left(\bar{c}(i) \mid \varphi_{0}(\bar{c}(i))\right) \tag{2}
\end{equation*}
$$

and the formula

$$
\begin{equation*}
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \exists x . \bar{\sigma} \in\left\{\bar{k} \mid \varphi_{0}(\bar{k})\right\}^{x} \wedge\left(\left(x<|I| \wedge \exists \bar{c}_{0} . \neg \varphi_{0}\left(\bar{c}_{0}\right)\right) \vee x=|I|\right) \tag{3}
\end{equation*}
$$

are equivalent.
Proof. $\Rightarrow$ ) If 2) is satisfied there are $\bar{\sigma}, S_{1}, \ldots, S_{k}$ and $\bar{c}$ such that:

$$
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \bar{\sigma}=\sum_{i \in I}\left(\bar{c}(i) \mid \varphi_{0}(\bar{c}(i))\right)
$$

We claim that $\bar{\sigma}$ satisfies formula 3). By hypothesis, $H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right)$ is true. Moreover, from the equality $\bar{\sigma}=\sum_{i \in I}(\bar{c}(i) \mid \varphi(\bar{c}(i)))$ follows that $\bar{\sigma}$ is the sum of some number $x \in \mathbb{N}$ of terms $\bar{c}$ satisfying
$\varphi(\bar{c})$, since $\bar{\sigma}$ is a natural number. Thus, $\bar{\sigma} \in\{\bar{k} \mid \varphi(\bar{k})\}^{x}$. If $x=|I|$ we are done. Otherwise, $x<|I|$, and it must be that the remaining positions of $\bar{c}$ are filled with values $\bar{c}_{0}$ that do not satisfy $\varphi_{0}$. Thus, $\exists \bar{c}_{0} . \neg \varphi_{0}\left(\bar{c}_{0}\right)$.
$\Leftarrow)$ If formula 3) is satisfied then there are values $\bar{\sigma}, S_{1}, \ldots, S_{k}, x$ such that:

$$
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \exists x . \bar{\sigma} \in\left\{\bar{k} \mid \varphi_{0}(\bar{k})\right\}^{x} \wedge\left(\left(x<|I| \wedge \exists \bar{c}_{0} . \neg \varphi_{0}\left(\bar{c}_{0}\right)\right) \vee x=|I|\right)
$$

It follows that there is a list of $x$ elements $\bar{c}_{i}$ such that $\bar{\sigma}=\sum_{i=1}^{x} \bar{c}_{i}$ and such that $\varphi_{i}\left(\bar{c}_{i}\right)$ holds for each $i \in\{1, \ldots, x\}$. If $x=|I|$ then we define

$$
\bar{c}(i)= \begin{cases}\bar{k}_{i} & \text { if } 1 \leq i \leq x\end{cases}
$$

Otherwise, $x<|I|$ and by hypothesis, there exist $\bar{c}_{0}$ such that $\neg \varphi\left(\bar{c}_{0}\right)$. In this case, we define:

$$
\bar{c}(i)= \begin{cases}\bar{c}_{i} & \text { if } 1 \leq i \leq x \\ \bar{c}_{0} & \text { otherwise }\end{cases}
$$

It is immediate that $\bar{\sigma}, S_{1}, \ldots, S_{k}$ and $\bar{c}$ satisfy $H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \bar{\sigma}=\sum_{i \in I}\left(\bar{c}(i) \mid \varphi_{0}(\bar{c}(i))\right)$.
Note that, in the proof of Proposition 6 it is key that the values of $\bar{c}$ are natural numbers, because then, by the finiteness of the total sum value $\bar{\sigma}$, we can deduce that there are a finite number of addends $x$. If the values of the arrays were arbitrary integers we could have an array whose $i$-th entry was $x[i]=(-1)^{i}$ for each $i \in \mathbb{N}$. Here the sum is finite but the number of addends is infinite.

On the other hand, observe that this is not actually limiting since we could impose a finiteness restriction on $(\bar{c}(i)|\varphi(\bar{c}(i))|$. But we will continue to assume that the entries are natural numbers to simplify the presentation.

Finally, note the term $x=|I|$ in the formula formula 3) can be removed if $|I|$ is infinite, since $x$ is always a finite value.

## 5. Elimination of the Exponent Cardinalities

So far, we have transformed our formula into the form

$$
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \exists x . \bar{\sigma} \in\left\{\bar{k} \mid \varphi_{0}(\bar{k})\right\}^{x} \wedge\left(\left(x<|I| \wedge \exists \bar{c}_{0} . \neg \varphi_{0}\left(\bar{c}_{0}\right)\right) \vee x=|I|\right)
$$

distributing the existential quantifiers, we have equivalently

$$
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \exists x, \overline{c_{0}} \cdot \bar{\sigma} \in\left\{\bar{k} \mid \varphi_{0}(\bar{k})\right\}^{x} \wedge\left(\left(x<|I| \wedge \neg \varphi_{0}\left(\bar{c}_{0}\right)\right) \vee x=|I|\right)
$$

Next, we show that
Proposition 7. The formula $\exists x, \overline{c_{0}} \cdot \bar{\sigma} \in\left\{\bar{k} \mid \varphi_{0}(\bar{k})\right\}^{x} \wedge \phi\left(x, \overline{c_{0}}\right)$ where $\phi\left(x, \overline{c_{0}}\right)$ is a formula of quantifierfree Presburger arithmetic is equivalent to a polynomial sized quantifier-free Presburger arithmetic formula $\psi(\bar{\sigma})$.

The proof is essentially that of [19, Theorem 2.23] with the necessary adaptations to account for the integer variables on the exponents. We use the left to right implication to find what should the formula $\psi$ be and the right to left implication to confirm that it is indeed equivalent.
$\Rightarrow$ ) If formula 3) is satisfied then we first use the semilinear normal form theorem [19, Theorem 2.13] to express the condition $\varphi_{0}(\bar{k})$ equivalently as

$$
\begin{equation*}
\exists \lambda_{11}, \ldots, \lambda_{m q_{m}} \cdot \bigvee_{i=1}^{m}\left(\bar{k}=a_{i}+\sum_{j=1}^{q_{i}} \lambda_{i j} b_{i j}\right) \tag{4}
\end{equation*}
$$

where $m, q_{1}, \ldots, q_{m} \in \mathbb{N}$ and vectors $a_{i}, b_{i j} \in \mathbb{N}^{n}$ for $1 \leq j \leq q_{i}, 1 \leq i \leq m,\left\|a_{i}\right\|_{1},\left\|b_{i j}\right\|_{1} \leq 2^{p(s)}$ and $p$ is a polynomial. Next, we eliminate the star operator using [24, Proposition 2], obtaining that the condition $\bar{\sigma} \in\left\{\bar{k} \mid \varphi_{0}(\bar{k})\right\}^{x}$ is equivalent to

$$
\begin{equation*}
\exists \bar{\mu}, \bar{\lambda} \cdot \bar{\sigma}=\sum_{i=1}^{q}\left(\mu_{i} a_{i}+\sum_{j=1}^{q_{i}} \lambda_{i j} b_{i j}\right) \wedge \bigwedge_{i=1}^{q}\left(\mu_{i}=0 \Longrightarrow \sum_{j=1}^{q_{i}} \lambda_{i j}=0\right) \wedge x=\sum_{i=1}^{q} \mu_{i} \tag{5}
\end{equation*}
$$

We express the resulting vector $\bar{\sigma}$ with polynomially many generators using [19, Theorem 2.20] and [19, Lemma 2.21]. We get that (5) is equivalent to

$$
\exists \bar{\lambda}, \bar{v} \cdot \bar{\sigma}=\sum_{i=1}^{p(s)} \lambda_{i} v_{i} \wedge \bigwedge_{i=1}^{p(s)} \varphi_{0}\left(v_{i}\right)
$$

where $p$ is a polynomial in the size $s$ of the original formula. Using the results of [19, Theorem 2.22] and [19, Theorem 2.23], we can further eliminate the product $\lambda_{i} v_{i}$. The resulting formula is of the form

$$
\exists \bar{\lambda}, \bar{v} \cdot \bar{\sigma}=\sum_{i=1}^{p(s)} t_{i} \wedge \bigwedge_{i=1}^{p(s)} \varphi_{0}\left(v_{i}\right) \wedge \phi\left(\overline{c_{0}}, x\right)
$$

where $t_{i}=\sum_{j=0}^{t(s)} 2^{j}$ ite $\left(\lambda_{i j}, x_{i}, 0\right)$ where $t(s)$ is a polynomial in the size $s$ of the original formula and $\lambda_{i j}$ is the $j$-th bit of the number $\lambda_{i}$. This formula is in quantifier-free Presburger arithmetic and its equivalent to the original so we conclude by setting

$$
\begin{equation*}
\exists \bar{\lambda}, \bar{v}, \overline{c_{0}}, x \cdot \psi(\bar{\sigma})=\sum_{i=1}^{p(s)} t_{i} \wedge \bigwedge_{i=1}^{p(s)} \varphi_{0}\left(v_{i}\right) \wedge \phi\left(\overline{c_{0}}, x\right) \tag{6}
\end{equation*}
$$

By construction, a solution of formula (6) readily gives a solution of the original formula.

## 6. Combination with Power Structures

Using the previous reductions, we have arrived at a formula of the form.

$$
H\left(S_{1}, \ldots, S_{k}, \bar{c}, \bar{\sigma}\right) \wedge \psi(\bar{\sigma})
$$

However, this formula falls in the fragment QFBAPAI studied in [12, 28], and thus we conclude
Theorem 8. The complexity of deciding satisfiability of QFBAPA-Power-Sum is in NP.

## 7. Comparison with other Array Theories

Traditionally, research on decision procedures for array theories has focused on providing concrete algorithms for syntactically presented theories. As a result, works on, in particular, combinatory array logic, are often unaware of each other which results in duplicated engineering work and the lack of a comparison between potentially different implementation techniques. Meseguer [29] has also expressed similar remarks about syntactically presented theories.

One advantage of our semantic approach is that one has a clear comparison criteria between the different theories proposed in the literature. Figure 2 lists some related theories of arrays in the literature ordered by expressivity. The satisfiability problem of these logics is in NP for all but the array fold logic (AFL) fragment which in general lies in PSPACE.

An important characteristic of these theories is the intended interpretation of the index and element set theories. As presented in [10,11] it could seem that the flat array subfragment and the $\Pi$-logic theory are restricted to integer indices or elements. The results on QFBAPAI show that this restriction is not necessary. However, RegExp-QFBAPA-Power already requires the index set to be the integers numbers and RegExp-QFBAPA-Power-Sum and AFL require both the index and element set to be the integers.

It seems that sum constraints were of interest to the authors of [9] since the repository of the tool AFOLDER [30] contains some examples using sums. However, array fold logic as presented in [9] cannot express sums since counters can only be updated adding constants. Thus, to the best of our knowledge, the theory of arrays that we present in this paper is the first array theory whose satisfiability problem is decidable in non-deterministic polynomial time and is able to express sum constraints.


Figure 2: Treated theories of arrays sorted by expressivity.

Although we have not focused our discussion on applications it seems that users of combinatory array logic (for instance $[31,32]$ ) could benefit of support for sum constraints in a variety of scenarios. One possible application of such constraints could be in the verification of smart contracts [33, 34, 21, 35, 36].

Finally, it is worth noting that there has been recent progress in the automation of linear arithmetic with stars [37]. An adaption of those techniques could be a good starting point for the implementation of decision procedures for QFBAPA-Power-Sum.

## 8. Conclusion

We have described an extension of combinatory array logic that is able to express sums of elements and proved that the associated satisfiability problem of the fragment lies in the NP complexity class. Our result combines the method of [12] with those in [38] and [19, Chapter 2]. Our focus has been on the semantic characterisation of the fragments rather than in providing deterministic decision procedures. Future work could include exploring the practical implementation of the fragment as well as extending the classification of Figure 2 to other theories considered in the literature.

More broadly, our paper completes the observations made in [12, 28, 26, 27, 39] that the calculus of data structures can be extended to support the verification of structures holding data, as opposed to sets and multisets, by demonstrating how other aggregators, besides cardinalities, can be supported by the calculus. In unpublished work [40] Suter and Szajkó have discussed the introduction of other operators such as minimum and maximum, which further confirms our thesis that the calculus is an adequate framework for designing decision procedures for the automatic verification of real-world data structures.
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