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ABSTRACT
Among the single-trajectory Gaussian-based methods for solving the time-dependent Schrödinger equation, the variational Gaussian approx-
imation is the most accurate one. In contrast to Heller’s original thawed Gaussian approximation, it is symplectic, conserves energy exactly,
and may partially account for tunneling. However, the variational method is also much more expensive. To improve its efficiency, we sym-
metrically compose the second-order symplectic integrator of Faou and Lubich and obtain geometric integrators that can achieve an arbitrary
even order of convergence in the time step. We demonstrate that the high-order integrators can speed up convergence drastically compared to
the second-order algorithm and, in contrast to the popular fourth-order Runge–Kutta method, are time-reversible and conserve the norm and
the symplectic structure exactly, regardless of the time step. To show that the method is not restricted to low-dimensional systems, we perform
most of the analysis on a non-separable twenty-dimensional model of coupled Morse oscillators. We also show that the variational method
may capture tunneling and, in general, improves accuracy over the non-variational thawed Gaussian approximation.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0165489

I. INTRODUCTION

Nuclear quantum effects play an important role in many fun-
damental phenomena in physics and chemistry.1–3 The idea of using
Gaussian wavepackets2–10 for the semiclassical description of nuclei
goes back to the works of Heller11–13 and Hagedorn.14,15 In addition
to having many convenient mathematical properties,9 the Gaus-
sian wavepacket is the exact solution of the Schrödinger equation
in a many-dimensional harmonic potential, which is often used as
a starting point for modeling and discussing molecular vibrations.
The localized nature of Gaussians allows nuclear dynamics to be per-
formed on the fly, without the need to pre-compute a full potential
energy surface. As a result, the Gaussian-based methods can be easily
combined16–18 with ab initio evaluation of the potential. In addition,
the Gaussian wavepackets inherit a symplectic structure from the
manifold of the quantum-mechanical Hilbert space.19–21

Employing a superposition of Gaussian basis functions to rep-
resent the nuclear wavepacket makes it possible to address more
subtle quantum effects, including interference, tunneling, diffrac-
tion, wavepacket splitting, and nonadiabatic transitions. A num-

ber of multi-trajectory Gaussian-based approaches, such as the
full multiple spawning,22–24 coupled coherent states,25 minimum
energy method,26–28 variational multiconfigurational Gaussians,8,29

multiconfigurational Ehrenfest method,30,31 Gaussian dephasing
representation,32 initial value representation,33 frozen Gaussian
approximation,13 Herman–Kluk propagator,34 hybrid dynamics,35

multiple coherent states,36 and divide-and-conquer semiclassical
dynamics,37,38 were developed to capture these effects. However,
the use of multiple coupled or uncoupled Gaussians makes these
methods rather expensive and difficult to converge, especially in
combination with on-the-fly ab initio simulation of large systems.

To simulate systems with weak anharmonicity and mild quan-
tum effects, it is sometimes sufficient to use single-trajectory
Gaussian-based methods. Because they avoid the issue of con-
vergence with respect to the number of trajectories, the single-
trajectory techniques preserve more geometric properties. An origi-
nal method in this family is Heller’s thawed Gaussian approximation
(TGA),3,11,39 which propagates a single Gaussian wavepacket in the
local harmonic approximation of the potential. The TGA is much
more accurate than the global harmonic approximations because
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it at least partially includes anharmonicity.18,40,41 However, because
the TGA uses a classical trajectory, it cannot describe quantum tun-
neling.42 Here, we explore the variational Gaussian approximation
(VGA),6,43,44 which evolves a single Gaussian wavepacket accord-
ing to the Dirac–Frenkel–McLachlan time-dependent variational
principle.6,45–49 In contrast to the TGA, the VGA conserves both the
symplectic structure and energy6,19,50 and, in addition, may partially
capture tunneling.51,52

The variational Gaussian wavepacket dynamics was introduced
in the seminal work of Heller.48 Heather and Metiu derived equa-
tions of motion for the Gaussian’s parameters using a variational
“minimum error method.”53 Coalson and Karplus43 obtained a
refined version of these equations by applying the time-dependent
variational principle to a multi-dimensional Gaussian wavepacket
ansatz. Poirier derived the equations of the VGA using quan-
tum trajectories.54 The non-canonical symplectic structure of these
equations was found for a spherical Gaussian wavepacket by Faou
and Lubich19 and generalized to an arbitrary multi-dimensional
Gaussian wavepacket by Ohsawa and Leok.21 The equations of
the VGA contain expectation values of the potential and its first
two derivatives, which, in general, cannot be evaluated analyti-
cally. Therefore, for practical applications, the potential should be
approximated,4,21,55 which introduces further errors. To avoid these
additional errors here, we have designed a multi-dimensional non-
separable coupled Morse oscillator potential, whose matrix elements
can be computed exactly.

Faou and Lubich developed an integration method to numeri-
cally solve the equations of motion for the VGA.19 Their integrator
is symplectic, norm-conserving, time-reversible, and for sufficiently
small time steps, energy-conserving.6 It is of second-order accu-
racy in the time step.6 Here, to make the VGA more practical, we
make their algorithm more efficient by increasing the order of con-
vergence using various recursive and non-recursive composition
techniques.50,56–63 We also generalize their method from a spheri-
cal to a general multi-dimensional Gaussian and demonstrate the
geometric properties of the high-order integrators.

The remainder of this paper is organized as follows: After
reviewing the variational Gaussian wavepacket dynamics in Sec. II,
we discuss its geometric properties in Sec. III. Nearly all of these geo-
metric properties are preserved by the symplectic integrators, which
are described in Sec. IV. In Sec. V, we provide numerical exam-
ples that confirm the improved accuracy of the VGA over those
of other single-trajectory Gaussian-based methods. We also use the
multi-dimensional coupled Morse potential to numerically verify
the convergence, geometric properties, and increased efficiency of
the high-order integrators. Section VI concludes this paper.

II. VARIATIONAL GAUSSIAN APPROXIMATION
Assuming the validity of the Born–Oppenheimer

approximation,64,65 the motion of the nuclei can be described
by the time-dependent Schrödinger equation

ih̵ d∣Ψt⟩/dt = Ĥ∣Ψt⟩ (1)

with a time-independent Hamiltonian operator

Ĥ = T̂ + V̂ = T(p̂) + V(q̂), (2)

where T̂ ≡ T(p̂) ∶= p̂ T ⋅m−1 ⋅ p̂/2 is the kinetic energy, depending
only on the momentum p, V̂ ≡ V(q̂) is the potential energy, depend-
ing only on the position q, and m is the real-symmetric mass matrix.
Given the formidable nature of solving Eq. (1) in high-dimensional
systems, various approaches were developed to approximate the
solution.2 Among these, the VGA43,44 is obtained by applying the
time-dependent variational principle6,45,46

⟨δψt ∣(ih̵
d
dt
− Ĥ)∣ψt⟩ = 0 (3)

to the complex Gaussian ansatz48

ψt(q) = exp{(i/h̵)[(q − qt)T ⋅ At ⋅ (q − qt)/2

+ pT
t ⋅ (q − qt) + γt]}, (4)

approximating the wavefunction Ψt . In Eq. (4), qt and pt are D-
dimensional real vectors representing the position and momentum
of the Gaussian’s center, At = At + iBt is a D ×D complex sym-
metric matrix whose real part At introduces a spatial chirp and
whose positive-definite imaginary part Bt determines the width of
the Gaussian, and γt = ϕt + iδt is a complex number whose real part
ϕt introduces a time-dependent phase and whose imaginary part δt
ensures normalization at all times. The squared norm of ψt is

I(Bt , δt) ∶= ∥ψt∥2 = [det (πh̵/Bt)]1/2e−2δt/
̵h. (5)

In Appendix C, we show that applying the variational principle (3)
to the Gaussian ansatz (4) yields the system

q̇t = m−1 ⋅ pt , (6)

ṗt = −V1, (7)

Ȧt = −At ⋅m−1 ⋅ At − V2, (8)

γ̇t = T(pt) − V0 + (ih̵/2) Tr (m−1 ⋅ At) (9)

of ordinary differential equations for the parameters, where T(pt)
= pT

t ⋅m−1 ⋅ pt/2 and

V0 = ⟨V̂⟩ − Tr (⟨V̂ ′′⟩ ⋅ Σt)/2, V1 = ⟨V̂ ′⟩, V2 = ⟨V̂ ′′⟩. (10)

Here, V̂ ′ ∶= V′(q)∣q=q̂ and V̂ ′′ ∶= V′′(q)∣q=q̂ denote the gradient and
Hessian of the potential energy operator and

Σt ∶= ⟨(q̂ − qt)⊗ (q̂ − qt)T⟩ = (h̵/2) B−1
t (11)

is the position covariance. Above and throughout this paper, we
use a shorthand notation ⟨Ô⟩ ∶= ⟨ψt ∣Ô∣ψt⟩ for the expectation value
of the operator Ô in the normalized state ψt . Since by assumption
the Gaussian wavepacket retains its Gaussian form for all times, the
VGA cannot describe wavepacket splitting.

Rewriting Gaussian (4) in Hagedorn’s parameterization14,44
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ψt(q) = (πh̵)−D/4(det Qt)−1/2 exp{(i/h̵)[(q − qt)T

⋅ Pt ⋅Q−1
t ⋅ (q − qt)/2 + pT

t ⋅ (q − qt) + St]} (12)

leads to equivalent, yet more classical-like equations

Q̇t = m−1 ⋅ Pt , (13)

Ṗt = −V2 ⋅Qt , (14)

Ṡt = T(pt) − V0. (15)

The new parameters Qt and Pt are two D ×D complex matrices,
related to the Gaussian’s width via At = Pt ⋅Q−1

t and satisfying the
relations

QT
t ⋅ Pt − PT

t ⋅Qt = 0, (16)

Q†
t ⋅ Pt − P†

t ⋅Qt = 2iID, (17)

where ID is the D ×D identity matrix. St is a real scalar generalizing
the classical action. The norm of the Gaussian (12) is

∥ψ(t)∥ = det [Im (Pt ⋅Q−1
t ) ⋅Qt ⋅Q†

t ]
−1/4

. (18)

III. GEOMETRIC PROPERTIES OF THE VGA
If P̂(ψt) denotes the orthogonal projection onto the tangent

space at ψt of the approximation manifold M of complex Gaus-
sians, the variational principle (3) is equivalent to the nonlinear
Schrödinger equation6,66,67

ih̵ d∣ψt⟩/dt = Ĥeff(ψt) ∣ψt⟩ (19)

with an effective, state-dependent Hamiltonian

Ĥeff(ψt) ∶= P̂(ψt) Ĥ = T̂ + P̂(ψt) V̂. (20)

In the position representation, the effective potential V̂eff(ψt)
∶= P̂(ψt) V̂ is a quadratic function44,67

Veff(q;ψt) = V0 + VT
1 ⋅ (q − qt) + (q − qt)T ⋅ V2 ⋅ (q − qt)/2, (21)

where V0, V1, and V2 are given in Eq. (10). The time evolution oper-
ator of the effective Hamiltonian (20) is also nonlinear and can be
expressed as

Ûeff(t, t0;ψ) ∶= T exp [− i
h̵∫

t

t0

Ĥeff(ψt′) dt′], (22)

where T denotes the time-ordering operator. Next, we discuss the
geometric properties of the linear Schrödinger equation that are
preserved by the VGA.

A. Energy conservation
Although a nonlinear evolution does not generally con-

serve energy,66,68 the energy is conserved in the VGA as in

any other method derived from the time-dependent variational
principle.6,43,44,69–73 To see this, note that the arbitrary infinitesi-
mal change δψt in the variational principle (3) can be chosen to be
proportional to ψ̇t . Therefore,

Ė = d⟨Ĥ⟩/dt = 2 Re⟨ψ̇t ∣Ĥ∣ψt⟩
= 2 Re⟨ψ̇t ∣ih̵ ψ̇t⟩ = 2 Re[ih̵ ∥ψ̇t∥2] = 0, (23)

which proves conservation of energy E = ⟨Ĥ⟩.
Panel (a) of Fig. 1 shows an example of a Gaussian wavepacket

propagated in a Morse potential. The effective potential Veff of the
VGA differs from the local harmonic approximation since Veff is not
tangent to V . Panel (b) compares the energies of the wavepacket
propagated with various methods. Unlike the two non-variational
semiclassical methods (the TGA and harmonic approximation),
the VGA conserves energy exactly. Note that we use the natural
units (n.u.) with h = m = 1. For other simulation details, see the
supplementary material.

B. Effective energy conservation
The VGA also conserves the effective energy Eeff ∶= ⟨Ĥeff⟩

= ⟨T̂⟩ + ⟨V̂eff⟩,67 because the effective energy is equal to the energy
(⟨Ĥeff⟩ = ⟨Ĥ⟩), and the energy is conserved. The equality ⟨Ĥeff⟩
= ⟨Ĥ⟩ follows because

⟨V̂eff⟩ = ⟨V̂⟩ − Tr (⟨V̂ ′′⟩ ⋅ Σt)/2 + ⟨V̂ ′⟩T ⋅ ⟨q̂ − qt⟩
+ Tr [⟨V̂ ′′⟩ ⋅ ⟨(q̂ − qt)⊗ (q̂ − qt)T⟩]/2
= ⟨V̂⟩. (24)

FIG. 1. Energy conservation by the VGA. (a) Gaussian wavepacket ψt propagated
in a Morse potential V using the VGA with an effective potential Veff, (b) energy of
the wavepacket propagated with various methods.
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C. Norm conservation
The manifold M of unnormalized complex Gaussian wavepack-

ets contains rays,6,67 i.e., for each ψt ∈M and each complex number
λ, we have λ ψt ∈M. Therefore, the variation δψt ∝ ψt is permitted;
invoking the variational principle (3) with δψt ∝ ψt implies that44

d∥ψt∥2/dt = 2Re⟨ψt ∣ψ̇t⟩ = 2Re⟨ψt ∣(ih̵)−1Ĥψt⟩
= 2Re[(ih̵)−1⟨Ĥ⟩] = 0. (25)

Thus, the VGA, as well as other, more general Gaussian
wavepacket methods, conserve the norm ∥ψt∥ of the propagated
Gaussian.6,43,44,67

D. Non-conservation of the inner product
and distance

Due to nonlinearity, the VGA generally does not conserve the
inner product between states ψ1 and ψ2:67

d⟨ψ1∣ψ2⟩/dt = ⟨ψ̇1∣ψ2⟩ + ⟨ψ1∣ψ̇2⟩
= (ih̵)−1⟨ψ1∣Ĥeff(ψ2) − Ĥeff(ψ1)∣ψ2⟩ ≠ 0. (26)

Although the VGA conserves the norm, the non-conservation of the
inner product leads to the non-conservation of the distance between
ψ1 and ψ2,

d(ψ1,ψ2) ∶= ∥ψ1 − ψ2∥ = ⟨ψ1 − ψ2∣ψ1 − ψ2⟩1/2

= (∥ψ1∥2 + ∥ψ2∥2 − 2 Re ⟨ψ1∣ψ2⟩)
1/2

. (27)

E. Time reversibility
The nonlinear evolution (22) is reversible since66,67

ψt,FB ∶= Ûeff(t0, t;ψ)Ûeff(t, t0;ψ)ψ0 = ψ0, (28)

where ψt,FB is the state obtained by propagating the initial state ψ0
first forward in time with the evolution operator Ûeff(t, t0;ψ) and
then backward in time with the reverse evolution operator

Ûeff(t0, t;ψ) : = T̃ exp [− i
h̵∫

t0

t
Ĥeff(ψt′) dt′]

= T̃ exp [ i
h̵∫

t

t0

Ĥeff(ψt′) dt′]

= Ûeff(t, t0;ψ)−1; (29)

T̃ is the reverse time-ordering operator.

F. Symplecticity
Manifold M of Gaussian wavepackets can be endowed with a

non-canonical symplectic structure.21,50 Faou and Lubich showed
that the spherical Gaussian wavepacket inherits this symplectic
structure from the infinite-dimensional Hilbert space manifold by
the variational principle.19 Ohsawa and Leok used the symplec-
tic structure of this manifold to derive the variational Gaussian
wavepacket dynamics as a non-canonical Hamiltonian system with
the Hamiltonian function h(qt , pt , At , γt) ∶= ⟨ψt ∣Ĥ∣ψt⟩.21 Employing

a combination of their approaches, in Appendix C, we find the non-
canonical symplectic structure of the more general non-spherical
Gaussian wavepacket and rederive the equations of motion (6)–(9)
for the Gaussian’s parameters.

IV. GEOMETRIC INTEGRATORS FOR THE VGA
A. Second-order symplectic integrator

Faou and Lubich proposed a symplectic algorithm for the
numerical time integration of the differential equations of the
VGA.6,19,50 The integrator is based on the splitting of the Hamil-
tonian into the kinetic and potential energy terms. We have
generalized their method for scalar mass m and width At
to non-diagonal, symmetric matrices m and At .67 During the
kinetic propagation [Ĥeff = T(p̂)], Eqs. (6)–(9) have the analytical
solution

qt = q0 + t m−1 ⋅ p0, (30)

pt = p0, (31)

At = (A−1
0 + t m−1)−1, (32)

γt = γ0 + t T(p0) + (ih̵/2) ln [det (ID + t m−1 ⋅ A0)], (33)

and, during the potential propagation [Ĥeff = Veff(q̂)], they have the
analytical solution

qt = q0, (34)

pt = p0 − t V1(q0, Im A0), (35)

At = A0 − t V2(q0, Im A0), (36)

γt = γ0 − t V0(q0, Im A0). (37)

Applying the potential propagation for time Δt/2, kinetic prop-
agation for time Δt, and potential propagation for time Δt/2 in
sequence yields a “potential-kinetic-potential” (VTV) algorithm
that is of the second order in the time step Δt. Another second-
order algorithm is the “kinetic-potential-kinetic” (TVT) algorithm,
which is obtained by swapping the potential and kinetic prop-
agations in the VTV algorithm. Each of these two numerical
algorithms gives the state ψt+Δt at time t + Δt from the state ψt
at time t,

∣ψt+Δt⟩ = Û2(t + Δt, t;ψ)∣ψt⟩, (38)

where Û2 is the approximate second-order evolution operator
associated with the VTV or TVT algorithm.

In Hagedorn’s parameterization, the flow ΦT,t associated with
the kinetic propagation is

qt = q0 + t m−1 ⋅ p0, (39)

pt = p0, (40)

Qt = Q0 + t m−1 ⋅ P0, (41)

Pt = P0, (42)

St = S0 + t T(p0), (43)
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and the potential flow ΦV,t is

qt = q0, (44)

pt = p0 − t V1(q0, Q0), (45)

Qt = Q0, (46)

Pt = P0 − t V2(q0, Q0) ⋅Q0, (47)

St = S0 − t V0(q0, Q0). (48)

B. High-order symplectic integrators
High-order integrators can be obtained by composing the

second-order (VTV or TVT) algorithm (38). More precisely,
any symmetric algorithm Ûp of even order p can generate an
evolution operator Ûp+2 of order p + 2 if it is symmetrically
composed as

Ûp+2(t + Δt, t;ψ) ∶= Ûp(t + ξMΔt, t + ξM−1Δt;ψ)
⋅ ⋅ ⋅ Ûp(t + ξ1Δt, t;ψ),

where M is the total number of composition steps and ξn ∶= ∑n
j=1 γ j

denotes the sum of the first n real composition coefficients γj, which
satisfy the relations ∑M

j=1 γ j = 1 (consistency), γM+1−j = γj (symme-

try), and∑M
j=1 γ

p+1
j = 0 (order increase guarantee).50 The most com-

mon composition methods are the recursive triple-jump57 (M = 3)
and Suzuki’s fractal58 (M = 5). Although both methods can gen-
erate high-order integrators, the number of composition steps
grows exponentially with the order of convergence. To fur-
ther increase the efficiency, we mainly use “optimal” nonrecur-
sive methods61,74 to obtain integrators of sixth-, eighth-, and
tenth-order. We refer to them as “optimal” composition meth-
ods because they minimize the magnitudes of composition steps
defined as ∑M

j=1 ∣γ j ∣ or maxj∣γj∣. Suzuki’s fractal gives the opti-
mal fourth-order scheme.62 For more details on these compo-
sition schemes, see Ref. 62. We compare the efficiencies and
numerically verify the predicted order of convergence of these
integrators for the VGA in Sec. V and in the supplementary
material.

C. Geometric properties of the symplectic integrators
Each kinetic or potential step of the symplectic integrators is

the exact solution of the nonlinear Schrödinger equation (19) with
Ĥeff = T̂ or Ĥeff = V̂eff, and thus has all the geometric properties of
the VGA. All symplectic integrators that are obtained by symmetric
composition of the kinetic and potential steps are time-reversible,
norm-conserving, and symplectic.6,19,67 However, due to the split-
ting, they are only approximately energy-conserving, with an error
O(ΔtM), where M is greater than or equal to the order of the
integrator.6,19,63,67,75

V. NUMERICAL EXAMPLES
In what follows, we investigate the VGA and the proposed

high-order integrators in different model systems. For the numer-
ical experiments, we have specifically chosen the quartic double-well
and coupled Morse potentials, for both of which the expectation val-
ues of the potential energy, gradient, and Hessian, needed in the
VGA, can be computed analytically. We also compare the VGA with
two other Gaussian wavepacket methods, the TGA and harmonic
approximation, defined in Appendix A.

A. Over-the-barrier motion and tunneling
in a double well

Double-well systems are ubiquitous in chemistry, physics, and
biology.76 Well-known molecular examples of double-well systems
include the inversion of ammonia, phosphine, and arsine.42 The
most remarkable phenomenon in double-well potentials is the
quantum tunneling,77 which allows hopping between its two min-
ima through a classically forbidden region. Here, we consider a
one-dimensional symmetric double-well potential

V(q) = a − b q2 + c q4 (49)

FIG. 2. Thawed Gaussian approximation (TGA) can describe the classical over-
the-barrier motion in double-well systems, and the variational Gaussian approx-
imation (VGA) can also describe quantum tunneling. Panel (b) associated with
panel (a) shows that the TGA with classical energy Ecl above the barrier can
cross the barrier, whereas the harmonic approximation with approximated har-
monic potential VHA cannot. Panel (d) associated with panel (c) shows that the
VGA, unlike the TGA, can even tunnel through the barrier.
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with positive a, b, and c. This potential is a special case of the
quartic potential, described by Eq. (D1) in Appendix D 1 with para-
meters V(qeq) = a, V′(qref) = V′′′(qref) = 0, V′′(qref) = −2b, and
V (4)(qref) = 24c. The expectation values of the quartic potential, its
gradient, and Hessian are derived in Appendix D 1.

Figure 2 analyzes the dynamics of a wavepacket propagated in
the double-well potential (49) with a = 1, b = 5, and c = 2.5. The ini-
tial state was a real Gaussian with width “matrix” A0 = 4i and zero
momentum. Depending on the initial position of the Gaussian, its
energy was above or below the potential barrier. The grid for the
exact quantum dynamics consisted of 512 points between −10 and
10. Time step Δt = 0.001 and the second-order (TVT) symplectic
integrator were used in all simulations.

The left panels of Fig. 2 show the “over-the-barrier” motion of
a wavepacket with initial position q0 = −1.42 and energy E ≈ 5.36.
Panel (a) shows the double-well potential, its harmonic approxi-
mation VHA at the minimum of the left well, and the conserved
“classical” energy Ecl = p2

t /2m + V(qt) ≈ 1.083 of the TGA calcu-
lated at the Gaussian’s center, which evolves according to Hamilton’s
equations of motion [Eqs. (6) and (7) with coefficients (A2)].
Because the classical energy is slightly above the potential barrier,
the wavepacket passes the barrier, which is confirmed in panel (b)
by the TGA and the exact quantum results. In contrast, the same
wavepacket propagated with the harmonic approximation cannot
cross the barrier because the harmonic potential confines it to the
left well [see panels (a) and (b)].

Several studies51,52 found that the VGA may realize tunneling in
double-well systems. Our results, shown in the right-hand panels of
Fig. 2, confirm this observation for a wavepacket with initial position
q0 = −0.95 and energy E ≈ 0.71, which is below the potential barrier
[panel (c)]. Panel (d) shows that unlike the TGA, which shows small
oscillations around the minimum of the left well, the VGA captures
quantum tunneling at least qualitatively, since the VGA wavepacket
clearly moves back and forth between the two wells.

However, sometimes the VGA can fail to capture tunneling
(see Fig. 3), especially when the double well is highly anharmonic
or the barrier is extremely high. Figure 3 shows the dynamics of
an initially Gaussian wavepacket with q0 = −1, p0 = 0, and width
A0 = (20/9)2i in the double well (49) with parameters a = 1, b = 7.5,
and c = 3.75. The energy of the wavepacket, E ∼ 0.12, is below the
energy of the barrier. Comparison of the exact quantum calculation
with the fully converged VGA result obtained using the sixth-order
integrator with a small time step of Δt = 0.02 implies that the VGA
fails to capture tunneling in this system.

Let us demonstrate the importance of high-order integrators
in situations at the border of tunneling and non-tunneling regimes.
Panel (b) of Fig. 3 also shows less converged results of the VGA
obtained by a low- and a high-order integrators. Due to the low accu-
racy and large energy fluctuations, a simulation using the second-
order integrator with a time step ofΔt = 0.08 and computational cost
of ∼297.7 s, measured in central processing unit (CPU) time, incor-
rectly shows tunneling. Interestingly, even with a much larger time
step of Δt = 0.18 and a slightly lower computational cost of ∼275.4 s,
the sixth-order integrator gives the correct results. To make the com-
putational cost of the initialization and finalization negligible, we
considered the CPU time corresponding to a longer simulation time
t = 104 = 10 000.

B. Multi-dimensional coupled Morse potential
To study multi-dimensional systems without having to approx-

imate ⟨V̂⟩, ⟨V̂ ′⟩, and ⟨V̂ ′′⟩, we have designed a non-separable,
arbitrary-dimensional anharmonic potential with analytical expec-
tation values. This D-dimensional coupled Morse potential,

V(q) = Veq +
D

∑
j=1

V j(q j) + Vcpl(q), (50)

consists of D standard one-dimensional Morse potentials V j(qj) for
all its vibrational modes qj, which are in addition, mutually coupled
with a somewhat artificial, non-separable multi-dimensional Morse
coupling Vcpl(q). In Eq. (50), Veq is the potential at the equilibrium
position qeq, and each one-dimensional Morse potential

V j(q j) ∶= d′e[1 − y j(a′j , q j)]
2 (51)

depends on the dissociation energy d′e, decay parameter a′j , and one-
dimensional Morse variable

y j(a′j , q j) ∶= exp [−a′j (q j − qeq, j)]. (52)

FIG. 3. Failure of the VGA to detect tunneling in highly anharmonic systems and
the importance of using high-order integrators. (a) The double well potential and
the wavepacket’s energy. (b) The difference between the exact quantum and fully
converged VGA results shows that the VGA cannot capture tunneling in this case.
However, due to cancellation of errors, the numerically non-converged results of
the VGA, obtained with the second-order integrator, recover the tunneling. Interest-
ingly, with approximately the same computational effort, the sixth-order integrator
calculations already agree with the fully converged VGA result.
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The D-dimensional Morse coupling

Vcpl(q) ∶= de [1 − y(a, q)]2 (53)

depends on the dissociation energy de, decay vector a, and
D-dimensional Morse variable

y(a, q) ∶= exp [−aT ⋅ (q − qeq)]. (54)

The coupling Vcpl(q) results in non-separability. The decay para-
meter a′j , dissociation energy d′e, and dimensionless anharmonicity
χ′j are related by the equation78

a′j = χ′j
√

8 d′e, (55)

FIG. 4. Dynamics of an initially Gaussian wavepacket in a two-dimensional coupled
Morse potential shown in panel (a). (b) Energy. [(c) and (d)] Expectation values of
coordinates.

and, similarly, the decay vector a, dissociation energy de, and
dimensionless anharmonicity vector χ are related via

a = χ
√

8 de. (56)

The expectation values ⟨V̂⟩, ⟨V̂ ′⟩, and ⟨V̂ ′′⟩ in a Gaussian
wavepacket are derived in Appendix D 2.

Next, we report the results of several simulations that demon-
strate: (i) the better accuracy of the VGA over other single-trajectory
Gaussian-based methods, (ii) the preservation of the geometric
properties of the VGA by the symplectic integrators, and (iii) the effi-
ciency of high-order integrators. After inspecting a low-dimensional
(2D) system, for which the grid-based quantum calculations are
available as a benchmark, we analyze the convergence and geometric
properties of the symplectic integrators in a high-dimensional (20D)
system.

Panel (a) of Fig. 4 shows a two-dimensional coupled Morse
potential (50) with energy Veq = 0 at the equilibrium position
qeq = (1, 1). It is composed of two one-dimensional Morse poten-
tials with the same dissociation energy d′e = 11.25 and different
anharmonicities χ′1 = 0.02 and χ′2 = 0.017. The parameters of the

FIG. 5. Conservation of the symplectic structure of the Gaussian wavepack-
ets by the symplectic integrators and its non-conservation by the fourth-order
Runge–Kutta method. The system is the same two-dimensional coupled Morse
potential as in Fig. 4. The symplecticity (57) is shown: (a) as a function of time
t for a fixed time step Δt = 2−4 n.u. and (b) as a function of time step Δt at the
final time t f = 200 n.u. To avoid clutter, only the high-order symplectic integrators
obtained with the optimal composition are displayed.
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coupling term are de = 5.75 and χ = (0.014, 0.017). The initial state
was a real Gaussian with q0 = (−0.75, 1.75), p0 = (0, 0), and a diag-
onal width matrix A0 with non-zero elements A0,11 = A0,22 = i. This
wavepacket was then propagated for 20 000 steps of Δt = 0.001 with
the second-order symplectic integrator. The position grid for the
exact quantum dynamics consisted of 256 points between −3 and
13 in both directions.

Panel (b) of Fig. 4 indicates that the VGA conserves energy,
while neither the TGA nor the harmonic approximation are energy-
conserving. Panels (c) and (d) show that, for very short times,
all approximate methods recover the exact quantum results, but
their accuracies decrease with increasing time. However, the VGA
remains accurate for longer than the TGA, which in turn remains
accurate for longer than the harmonic approximation.

We also used the two-dimensional system to numerically verify
the symplecticity of the integrators for the VGA. We have devel-
oped a numerical procedure to check the symplecticity of the VGA
by measuring the distance

d(Φ′t(z0)T ⋅ B(zt) ⋅Φ′t(z0), B(z0))

= ∥Φ′t(z0)T ⋅ B(zt) ⋅Φ′t(z0) − B(z0)∥ (57)

between the “initial” and “final” symplectic structure matrices B(z0)
and B(zt). Here, vector zt contains components of the parameters
qt , pt , Qt , and Pt , B(zt) is a skew-symmetric matrix representing the
symplectic two-form of Gaussian wavepackets,20 and Φ′t(z0) is the

FIG. 6. Dynamics of a Gaussian wavepacket propagated in a twenty-dimensional
coupled Morse potential with the variational Gaussian (VGA), thawed Gaussian
(TGA), and harmonic approximations. Energy [panel (a)] and displacement along
two coordinates [panels (b) and (c)] are shown.

Jacobian of the VGA evolution zt = Φt(z0). We chose to work in
Hagedorn’s parameterization because the evaluation of the Jacobian
is simpler and the symplectic structure matrix B is independent of
zt ; see Appendix C 2 for details.

Figure 5 shows the symplecticity (57) of the Gaussian
wavepackets propagated with the VGA in the two-dimensional
potential shown in Fig. 4(a). Although the propagation time in Fig. 5
is ten times longer than that in Fig. 4, all symplectic integrators
conserve the symplectic structure as a function of both time and
time step. In contrast, Fig. 5 shows that the popular fourth-order
Runge–Kutta approach is not symplectic.

To show that, unlike grid-based quantum methods, the VGA
is feasible in high-dimensional models, we have constructed a
twenty-dimensional coupled Morse potential (50), composed of
twenty Morse potentials (51) with the same dissociation energy
d′e = 0.1 but with different anharmonicity parameters χ′j ,
j = 1, . . . , 20 uniformly varying in the range between 0.001
and 0.005. The parameters of the coupling term are de = 0.075 and
χ j = (3/4) χ′j . The initial Gaussian was real, had zero position and
momentum and a diagonal width matrix with non-zero elements
A0,jj = 4deχji. The wavepacket was propagated for 217 = 131 072
steps of Δt = 0.125 with the second-order symplectic integrator.

Figure 6 compares the dynamics of the Gaussian wavepacket
propagated with different methods in this twenty-dimensional sys-
tem. Initially, results of all methods overlap almost perfectly. How-
ever, after a short time, first the harmonic approximation and later
the TGA start to deviate from the VGA.

FIG. 7. Convergence of the symplectic integrators and of the fourth-order
Runge–Kutta method for the VGA, measured by the convergence error at the final
time t f = 216 n.u. = 65 536 n.u. as a function of the time step Δt. The conver-
gence error is defined as the distance d(ψ(Δt)

t ,ψ(Δt/2)
t ) ≡ ∥ψ(Δt)

t − ψ(Δt/2)
t ∥,

where ψ(Δt)
t denotes the state at time t obtained after propagation with the time

step Δt.
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To analyze the convergence and geometric properties of the
integrators, we repeated the VGA simulation with several high-
order symplectic integrators and with the fourth-order Runge–Kutta
method. Figure 7 compares the convergence of various methods as a
function of the time step. For all methods, the obtained orders of
convergence agree with the predicted ones, indicated by the gray
straight lines.

Since the high-order methods require many composition sub-
steps to be performed at each time step Δt, the higher efficiency
is not guaranteed solely by a higher order of convergence. There-
fore, in Fig. 8, we provide two direct ways to measure the effi-
ciency: one plotting the convergence error as a function of the CPU
time, and the other plotting the error as a function of the num-
ber of potential energy evaluations. The similarity between panels
(a) and (b) confirms that the potential propagation substeps are the
most time-consuming parts of the simulation. In addition, Fig. 8
shows that high-order optimal integrators are more efficient than
both the second-order symplectic integrator and the fourth-order
Runge–Kutta method. For example, below a rather large error of
10−1, the fourth-order symplectic integrator is already more efficient
than the second-order algorithm. The efficiency gain increases when
high accuracy is desired. Indeed, for a moderate error of 10−6, the
eighth-order method is 100 times faster than the second-order sym-
plectic method and more than five times faster than the fourth-order

FIG. 8. Efficiency of the symplectic integrators and of the fourth-order Runge–Kutta
method for the VGA. The efficiency is measured by plotting the convergence error,
defined in the caption of Fig. 7, as a function of (a) the computational cost (CPU
time) or (b) the number of potential energy evaluations. The line labels are the
same as those in Fig. 7.

Runge–Kutta approach. The plateau indicates the machine precision
error.

Figure 9 shows the time dependence of energy, norm, and time
reversibility, while Fig. 10 shows how these geometric properties
depend on the time step. To analyze the conservation of norm and
energy, we compute ∣∥ψt∥ − 1∣ and ∣Et − E0∣, respectively. The energy
is calculated from Eqs. (B13), (B14), and (D7) in the appendix. Time
reversibility is checked by measuring the distance

d(ψt,FB,ψ0) = ∥ψt,FB − ψ0∥ (58)

between the “forward-backward” propagated state ψt,FB defined in
Eq. (28) and the initial state ψ0. Due to the unnecessarily large
computational cost, we did not analyze the symplecticity (57) for
this twenty-dimensional system; the conservation of the symplec-
tic structure by the symplectic integrators was already verified for a
two-dimensional potential in Fig. 5.

Panels (a) of Figs. 9 and 10 show near-conservation of energy by
the symplectic integrators. Our symplectic integrators cannot con-
serve energy exactly since the alternation between kinetic and poten-
tial propagations makes the effective Hamiltonian time-dependent.
However, since the VGA is energy-conserving, energy conservation

FIG. 9. Geometric properties of various integrators for the VGA as a function
of time t for a large time step Δt = 8 n.u. (a) Energy, (b) norm, and (c) time
reversibility [Eq. (58)] are shown. The line labels are the same as those in Fig. 7.
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FIG. 10. Geometric properties of various integrators for the VGA as a function of
the time step Δt measured at the final time t f = 216 n.u. = 65 536 n.u. (a) Energy,
(b) norm, and (c) time reversibility [Eq. (58)] are shown. The line labels are the
same as those in Fig. 7.

is seen for time steps Δt that are small enough that the numeri-
cal errors become negligible. The gray lines in Fig. 10(a) indicate
that the energy conservation follows the order of convergence of
the symplectic integrators. Panels (b) and (c) of Figs. 9 and 10 con-
firm that all symplectic integrators are exactly norm-conserving and
time-reversible, regardless of the size of the time step. Furthermore,
all three panels of Figs. 9 and 10 show that very small time steps
would be required for the fourth-order Runge–Kutta method to
conserve norm and energy and to be reversible. Note that the con-
vergence of energy and reversibility by the Runge–Kutta method
appears somewhat faster than O(Δt4).

In Figs. 5, 9, and 10, we showed the geometric properties con-
served exactly by the VGA and investigated whether the symplectic
integrators can preserve them. Figure 11 displays two properties, the
inner product and distance (27), which are not conserved even by the
VGA itself. The analytical expression for the inner product of two
Gaussians is given in Appendix B 2. To eliminate numerical errors,
we propagated the wavepackets using the eighth-order integrator
with a time step of Δt = 0.5 since, as shown in Fig. 7, this integrator
gives highly accurate results with this time step.

FIG. 11. Non-conservation of the (a) inner product [Eq. (B4)] and (b) distance
between two states [Eq. (27)] by the VGA. The system is the twenty-dimensional
coupled Morse potential (50), and state ψ0 is the Gaussian wavepacket defined in
the text introducing Fig. 6. State ϕ0 is ψ0 displaced by 1 n.u. along all its twenty
modes.

VI. CONCLUSION
In this paper, we have revisited the VGA and analyzed its accu-

racy, efficiency, and geometric properties. Our results confirm that
the VGA is an efficient semiclassical method for simulating weakly
anharmonic high-dimensional systems, which are very expensive or
beyond reach of exact quantum methods. Furthermore, by compar-
ing the results of the VGA, TGA, and harmonic approximation with
exact quantum calculations in several low-dimensional systems,
we have confirmed that the VGA, although more computation-
ally expensive, is the most accurate single-trajectory Gaussian-based
method. We also verified that the VGA conserves energy and may
approximately capture tunneling. The reader should, however, keep
in mind that the single Gaussian ansatz is a very restrictive approx-
imation and that, despite conserving the energy and symplectic
structure, even a fully converged result of the VGA can be far from
the exact quantum solution of a problem.

To reduce the computational cost of the VGA, in Sec. IV, we
derived efficient high-order geometric integrators by symmetrically
composing the second-order symplectic integrator. These high-
order integrators are symplectic, norm-conserving, time-reversible,
and for small time steps, energy-conserving. Using the VGA to sim-
ulate multi-dimensional coupled Morse potentials, we numerically
demonstrated the geometric properties of the symplectic integrators.
In particular, we transformed the analytical technique used by Faou
and Lubich19 and by Ohsawa and Leok21 into a practical numerical
method for checking the symplecticity of the geometric integrators.

Although the VGA appears, at first sight, to be an uncon-
trollable approximation, it is possible to systematically improve
VGA using Hagedorn wave packets.44 The equations of motion
of the VGA require expectation values of the potential energy, its
gradient, and the Hessian, which are not always analytically avail-
able. Although various numerical quadrature techniques exist, they
would be too expensive in ab initio real-world applications. One
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way to reduce this cost is to approximate the potential by its Tay-
lor expansion around the Gaussian’s center. Applying the VGA to
the local harmonic approximation of the potential yields the TGA,
which conserves neither the symplectic structure nor the effective
energy.67 However, the TGA combined with the ab initio evaluation
of the potential has already produced reasonably accurate spectra
of a number of polyatomic molecules, such as oligothiophenes,18,78

tetrafluorobenzene, ammonia, phosphine, and arsine.42 By apply-
ing the VGA to the local cubic approximation of the potential, one
obtains a method that not only improves the accuracy over the TGA,
but also preserves both the symplectic structure and the effective
energy.4,21,67 The detailed discussion of this approach, which should
still be practical for ab initio calculations of spectra of medium-sized
molecules, is deferred to our forthcoming paper.55

SUPPLEMENTARY MATERIAL

See the supplementary material for the convergence and effi-
ciency of the high-order symplectic integrators obtained using
the triple-jump and Suzuki-fractal composition schemes for the
analysis of the VGA in Hagedorn’s parameterization [Eq. (12)]
and for the separate convergence of individual parameters of the
Gaussian wavepacket in both Heller’s [Eq. (4)] and Hagedorn’s
parameterizations.
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APPENDIX A: TWO NON-VARIATIONAL GAUSSIAN
WAVEPACKET METHODS
1. Heller’s original thawed Gaussian approximation
(TGA)

In the TGA,11 the potential energy V is replaced by its local
harmonic approximation (LHA)

VLHA(q,ψt) = V(qt) + V′(qt)T ⋅ (q − qt)
+ (q − qt)T ⋅ V′′(qt) ⋅ (q − qt)/2 (A1)

about the Gaussian’s center qt . In Eq. (A1), V(qt), V′(qt), and
V′′(qt) represent the potential, gradient, and Hessian at qt . Replac-
ing V with VLHA and inserting the thawed Gaussian ansatz
(4) [or (12)] into the time-dependent Schrödinger equation (1)
gives11,67,68,78 the equations of motion (6)–(9) [or (13)–(15) in
Hagedorn’s parameterization42] with coefficients

V0 = V(qt), V1 = V′(qt), V2 = V′′(qt). (A2)

2. Harmonic approximation
In the harmonic approximation (HA),67,79 the potential V is

replaced by its second-order Taylor expansion

VHA(q,ψt) = V(qref) + V′(qref)T ⋅ (q − qref)
+ (q − qref)T ⋅ V′′(qref) ⋅ (q − qref)/2 (A3)

about a reference geometry qref. Replacing V with VHA and inserting
the thawed Gaussian ansatz (4) [or (12)] into the time-dependent
Schrödinger equation (1), we obtain the equations of motion (6)–(9)
[or (13)–(15) in Hagedorn’s parameterization] with coefficients67,79

V0 = VHA(qt), V1 = V′HA(qt), V2 = V′′HA(qt). (A4)

APPENDIX B: VARIOUS PROPERTIES
OF THE GAUSSIAN WAVEPACKET

Here, we derive several expressions needed to obtain the
equations of motion [Eqs. (6)–(9) with coefficients (10)] and the
geometric properties of the VGA.

1. Position and momentum covariances
The position and momentum covariance matrices of a Gaus-

sian wavepacket in either Heller’s [Eq. (4)] or Hagedorn’s [Eq. (12)]
parameterization are

Σt ∶= ⟨(q̂ − qt)⊗ (q̂ − qt)T⟩
= (h̵/2) B−1

t = (h̵/2)Qt ⋅Q†
t , (B1)

Πt ∶= ⟨(p̂ − pt)⊗ (p̂ − pt)T⟩
= (h̵/2)At ⋅ B−1

t ⋅ A†
t = (h̵/2) Pt ⋅ P†

t . (B2)

The Isserlis theorem80 implies that the fourth moment of position
is81

⟨x j xk xl xm⟩ = Σt, jk Σt,lm + Σt, jl Σt,km + Σt, jm Σt,kl, (B3)

where x ∶= q − qt is a vector of difference coordinates.
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2. Overlap of Gaussian wavepackets
The overlap of two Gaussian wavepackets is

⟨ψ1t ∣ψ2t⟩ = (det Z)−1/2 exp{(i/h̵)[−δλT ⋅ (δW)−1 ⋅ δλ/2 + δη]},
(B4)

where the tensor difference δΛ ∶= Λ2 −Λ∗1 is a shorthand notation
used for a particular scalar η, vector λ, or matrix W, which depend
on the Gaussian’s parameterization. For Heller’s parameterization
(4), we have82

Z = (1/2iπh̵) δW, (B5)

W = At , (B6)

λ = pt − At ⋅ qt , (B7)

η = γt − (λ + pt)T ⋅ qt/2, (B8)

whereas for Hagedorn’s parameterization (12), we have

Z = (Q†
1t ⋅ P2t − P†

1t ⋅Q2t)/(2i), (B9)

W = Pt ⋅Q−1
t , (B10)

λ = pt − Pt ⋅Q−1
t ⋅ qt , (B11)

η = St − (λ + pt)T ⋅ qt/2. (B12)

3. Energy of the Gaussian wavepacket
The energy of a normalized Gaussian wavepacket ψt is

computed as the expectation value

Et ∶= ⟨Ĥ⟩ = ⟨T̂⟩ + ⟨V̂⟩. (B13)

The first term is the kinetic energy

⟨T̂⟩ = ⟨p̂ T ⋅m−1 ⋅ p̂⟩/2 = Tr (m−1 ⋅ ⟨ p̂⊗ p̂ T⟩)/2

= pT
t ⋅m−1 ⋅ pt/2 + Tr (m−1 ⋅Πt)/2, (B14)

and the second term is the potential energy

⟨V̂⟩ = ∫ V(q) ρt(q) dDq, (B15)

where ρt is the normalized position density

ρt(q) ∶= ∣ψt(q)∣2 = [det (2π Σt)]−1/2 e−xT
⋅Σ−1

t ⋅x/2, (B16)

with x ∶= q − qt and Σt the position covariance (B1). Unlike the
kinetic energy, the potential energy cannot generally be evaluated
analytically.

In the rest of this appendix, we differentiate the energy of the
Gaussian wavepacket with respect to its parameters. The derived
expressions are used in Appendix C to obtain the equations of
motion for the VGA and to demonstrate numerically the preser-
vation of the symplectic structure by the symplectic integrators
designed for the VGA.

4. Partial derivatives of the kinetic energy
Inserting Eq. (B2) for the momentum covariance into Eq. (B14)

for the kinetic energy gives

⟨T̂⟩ = pT
t ⋅m−1 ⋅ pt/2 + (h̵/4) Tr (m−1 ⋅ At ⋅ B−1

t ⋅ At +m−1 ⋅ Bt).
(B17)

Partial derivatives of ⟨T̂⟩with respect to the parameters qt ,ϕt , and δt
vanish. The other derivatives are

∂⟨T̂⟩/∂pt = m−1 ⋅ pt , (B18)

∂⟨T̂⟩/∂At = (h̵/4) (m−1 ⋅ At ⋅ B−1
t + B−1

t ⋅ At ⋅m−1), (B19)

∂⟨T̂⟩/∂Bt = (h̵/4) (m−1 − B−1
t ⋅ At ⋅m−1 ⋅ At ⋅ B−1

t ). (B20)

To derive Eqs. (B19) and (B20), we used the relation

∂ Tr [F(X)]/∂X = f (X)T (B21)

for the derivative of the trace of a general function F(X) of a square
matrix X, and applied it to X = At and Bt . In Eq. (B21), f (⋅) is the
scalar derivative of F(⋅).83

5. Partial derivatives of the potential energy
Partial derivatives of the potential energy (B15) with respect to

the parameters pt , At ,ϕt , and δt vanish. The other derivatives are

∂⟨V̂⟩/∂qt = ⟨V̂ ′⟩, (B22)

∂⟨V̂⟩/∂Bt = −(h̵/4) B−1
t ⋅ ⟨V̂ ′′⟩ ⋅ B−1

t . (B23)

To derive Eq. (B22), we integrated by parts. Equation (B23) follows
from Eq. (B15) by substituting the derivative

∂ρt(q)/∂Bt = ∂[det (Bt/πh̵)1/2 e−xT
⋅Bt ⋅x/̵h]/∂Bt

= (B−1
t /2 − x⊗ xT/h̵)ρt(q) (B24)

of the density (B16) and integrating twice by parts. Finally, to derive
Eq. (B24), we used Eq. (B1) for the position covariance and the
relation

∂ det Bt/∂Bt = (det Bt) (B−1
t )T (B25)

for the derivative of a determinant.83

To find the partial derivatives of the potential energy (B15) with
respect to Hagedorn’s parameters Qt and Pt , one needs to express
the density (B16) in terms of these parameters. To do this, we use
Eq. (B1) to write

B−1
t = Qt ⋅Q†

t =
2

∑
r=1

Q(r)t ⋅Q
(r) T
t , (B26)

where Q(1)t and Q(2)t are the real and imaginary parts of Qt . There-
fore, the density depends only on Qt , implying that ∂ρt(q)/∂Pt = 0
and

∂⟨V̂⟩/∂ Pt = 0. (B27)
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Furthermore, using Eq. (B26) and the chain rule, we have

∂ρt(q)/∂Q(r)t = 2 [∂ρt(q)/∂B−1
t ] ⋅Q(r)t

= −2 Bt ⋅ [∂ρt(q)/∂Bt] ⋅ Bt ⋅Q(r)t , (B28)

which with Eq. (B24) gives

∂⟨V̂⟩/∂ Q(r)t = (h̵/2) ⟨V̂ ′′⟩ ⋅Q(r)t , r = 1, 2. (B29)

Similarly, if we differentiate the nth potential derivative V̂ (n), which
is a tensor of rank n, we will get a tensor of rank n + 2 with
components

∂⟨V̂ (n)⟩k1...kn/∂Q(r)i j =
h̵
2

D

∑
l=1
⟨V̂ (n+2)⟩k1...knil Q(r)l j . (B30)

APPENDIX C: SYMPLECTIC WAVEPACKET DYNAMICS

To reveal the symplectic structure of the Schrödinger equa-
tion (1), one can identify the complex wavefunction Ψt(q) = vt(q)
+ iwt(q) with a real pair Ψt = (vt ,wt), where vt ∶= ReΨt and wt
∶= ImΨt .84 Since the Hamiltonian Ĥ is a real operator, Eq. (1) can
be written as the canonical Hamiltonian system19,50,84

h̵ Ψ̇t = J∇Ψt H(Ψt), (C1)

where H(Ψt) ∶= ⟨Ψt ∣Ĥ∣Ψt⟩/2, and

J =
⎛
⎜
⎝

0 1

−1 0

⎞
⎟
⎠

(C2)

is the canonical symplectic matrix. From the symplectic point of
view, the time-dependent variational principle can be expressed by
the real inner product6

⟨δψt ∣h̵ ψ̇t − J∇ψt H(ψt)⟩ = 0, (C3)

where ψt is an approximation to the solution of Eq. (C1). This is
equivalent to requiring that the residual of the Schrödinger equation
is always orthogonal to the tangent space Tψt M of the approximation
manifold M at the point ψt . If one maps ψt to a new coordinate zt

with a function χ, i.e., ψt = χ(zt) ∈M, Eq. (C3) becomes19,50

B(zt) żt = ∇zt H(χ(zt)). (C4)

In Eq. (C4), B(zt) = h̵ X(zt)TJ−1X(zt) is the non-canonical sym-
plectic matrix, where X = (V , W) is the real pair of the complex
derivative XC(zt) = χ′(zt) = V(zt) + iW(zt). Similar to the canon-
ical symplectic matrix (C2), the non-canonical symplectic matrix
B(zt) is skew-symmetric, but, in general, depends on zt .19,50

1. Derivations of the VGA equations of motion
In the VGA, the manifold M consists of unnormalized

complex Gaussian wavepackets χ(zt) [Eq. (4)] with the squared
norm coefficient I(Bt , δt) [Eq. (5)] and parameters

zt ∶= (qT
t , pT

t , Ã T
t , B̃ T

t ,ϕt , δt)
T
∈ R2D+2D2

+2, (C5)

where Ãt and B̃t are D2-dimensional column vectors containing
elements of the real and imaginary parts of the width matrix At in
a column-wise manner, i.e., Ã j+D(k−1) = A jk and B̃ j+D(k−1) = B jk.
The tangent space TχM consists of vector derivatives

χ′(zt) = (
∂χ
∂qT

t
,
∂χ
∂pT

t
,

∂χ
∂ Ã T

t
,
∂χ
∂ B̃ T

t
,
∂χ
∂ϕt

,
∂χ
∂δt
)

T

(C6)

with

∂χ/∂qt = −(i/h̵) (At ⋅ x + pt) χ, (C7)

∂χ/∂pt = (i/h̵) x χ, (C8)

∂χ/∂ Ã j+D(k−1) = ∂χ/∂A jk = (i/2h̵) x j xk χ, (C9)

∂χ/∂ B̃ j+D(k−1) = ∂χ/∂B jk = −(1/2h̵) x j xk χ, (C10)

∂χ/∂ϕt = (i/h̵) χ, (C11)

∂χ/∂δt = −(1/h̵) χ, (C12)

where x ∶= q − qt is the difference coordinate vector. Using the
relation XTJ−1X = − Im X†

CXC,19,50 we compute the non-canonical
symplectic structure matrix of (4) as

B(zt) = I(Bt , δt)/2

×

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 −ID 0
1
2

pt ⊗ βT
t 0

2
h̵

pt

ID 0 0 0 0 0

0 0 0 − h̵
8
Γt 0 −1

2
βt

−1
2
βt ⊗ pT

t 0
h̵
8
Γt 0

1
2
βt 0

0 0 0 −1
2
βT

t 0 − 2
h̵

− 2
h̵

pT
t 0

1
2
βT

t 0
2
h̵

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

,

(C13)

where βt is a D2-dimensional vector with components

β j+D(k−1) ∶= (2/h̵)Σt, jk = (B−1)
jk

, (C14)

and Γt is a D2 ×D2 real matrix with components

Γ j+D(k−1), l+D(m−1) ∶= (2/h̵)2⟨x j xk xl xm⟩
= (B−1)

jk
(B−1)

lm
+ (B−1)

jl
(B−1)

km

+ (B−1)
jm
(B−1)

kl
, (C15)

obtained from Eqs. (B1) and (B3). Using the relations from
Appendixes B 4 and B 5, the energy gradient with respect to the
coordinates zt is

∇zt H(χ(zt)) = I(Bt , δt)/2 (⟨V̂ ′⟩, m−1 ⋅ pt , (h̵/4) ϵt ,

(h̵/4) ζt , 0,−(2/h̵) ⟨Ĥ⟩), (C16)
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where ⟨Ĥ⟩ is defined in Eq. (B13) and ϵt and ζ t are D2-dimensional
vectors with elements

ϵ j+D(k−1) = (m−1 ⋅ At ⋅ B−1
t + B−1

t ⋅ At ⋅m−1)
jk

, (C17)

ζ j+D(k−1) = (m−1 − B−1
t ⋅ At ⋅m−1 ⋅ At ⋅ B−1

t

− (2/h̵) ⟨Ĥ⟩ B−1
t − B−1

t ⋅ ⟨V̂ ′′⟩ ⋅ B−1
t ) jk

. (C18)

Substituting Eq. (C5) for zt , Eq. (C13) for the symplectic form B(zt),
and Eq. (C16) for the gradient ∇zt H(χ(zt)) into Eq. (C4) yields the
equations of motion for parameters qt , pt , Ãt , B̃t ,ϕt , and δt . Com-
bining the real and imaginary parts of At and those of γt into
single equations, these equations are given by Eqs. (6)–(9) with
coefficients (10).

2. Symplecticity of the geometric integrators
The geometric integrators designed for the VGA preserve the

symplectic structure of the Gaussian wavepackets.50 To verify this
analytically, one should show that the Jacobian Φ′t(z0) of the flow
zt = Φt(z0) of an integrator satisfies the relation50

Φ′t(z0)T ⋅ B(zt) ⋅Φ′t(z0) = B(z0). (C19)

[Note that matrix B in Eq. (C19) is the inverse of matrix B appear-
ing in Eq. (4.2) of Chapter VII of Ref. 50.] The flow of a symplectic
integrator is composed of a sequence of kinetic and potential flows,
and thus its Jacobian is equal to the matrix product of the Jaco-
bians of the elementary flows. The kinetic flow equations (32) and
(33) contain the inverse and determinant of the complex matrix
At , and thus it is very difficult to decouple these equations into
separate equations for the real and imaginary parts of At and γt .
It is much simpler to find the Jacobian of the flow in Hagedorn’s
parameterization.

Ohsawa found the reduced symplectic structure that corre-
sponds to the Gaussian wavepacket without a phase in the equivalent
manifold with phase symmetry.20 For simplicity, we only consider
this reduced symplectic form, which is the constant block-diagonal
matrix

B(zt) =

⎛
⎜⎜⎜⎜⎜
⎝

J2D 0 0

0
h̵
2

J2D2 0

0 0
h̵
2

J2D2

⎞
⎟⎟⎟⎟⎟
⎠

(C20)

with

zt ∶= (qT
t , pT

t , Q̃(1)t

T

, P̃(1)t

T

, Q̃(2)t

T

, P̃(2)t

T

)
T

∈ R2D+4D2

, (C21)

where Λ̃, which is used for Λ = Q(1)t , P(1)t , Q(2)t , and P(2)t is a D2-
dimensional vector containing elements of the D ×D matrix Λ in a
column-wise manner, i.e., Λ̃ j+D(k−1) = Λ jk. Also, J2D = J ⊗ ID, where
J is the two-dimensional symplectic matrix (C2), and J2D2 = J2D ⊗ ID.

Equations (39)–(42) yield the Jacobian of the kinetic flowΦT,t , which
is the block-diagonal matrix

Φ′T,t(z0) =
⎛
⎜⎜⎜⎜
⎝

M2D 0 0

0 M2D2 0

0 0 M2D2

⎞
⎟⎟⎟⎟
⎠

, (C22)

where

M2D =
⎛
⎜
⎝

ID t m−1

0 ID

⎞
⎟
⎠

(C23)

is the stability matrix and M2D2 =M2D ⊗ ID. The kinetic flow
with Jacobian (C22) is symplectic, i.e., Φ′T,t(z0)T ⋅ B(zt) ⋅Φ′T,t(z0)
= B(z0), because

MT
2D ⋅ J2D ⋅M2D =

⎛
⎜
⎝

ID 0

t m−1 ID

⎞
⎟
⎠

⎛
⎜
⎝

0 ID

−ID −t m−1

⎞
⎟
⎠
= J2D, (C24)

and using matrix and tensor multiplication

MT
2D2 ⋅ J2D2 ⋅M2D2 = (MT

2D ⊗ ID) ⋅ (J2D ⊗ ID) ⋅ (M2D ⊗ ID)

= (MT
2D ⋅ J2D ⋅M2D)⊗ ID = J2D2. (C25)

Similarly, Eqs. (44)–(47) imply that the Jacobian of the potential flow
ΦV,t is the (2D + 4D2)-dimensional matrix

Φ′V,t(z0) = I2D+4D2 − t

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 0 0 0 0 0

a 0 b(1) 0 b(2) 0

0 0 0 0 0 0

c(1) 0 d(11) 0 d(12) 0

0 0 0 0 0 0

c(2) 0 d(21) 0 d(22) 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (C26)

where

a j,k = ⟨V̂ ′′⟩ jk, (C27)

b(r)j,D(k−1)+l = (h̵/2) ⟨V̂
′′′⟩jkm Q(r)t,ml, (C28)

c(r)D( j−1)+k,l = ⟨V̂
′′′⟩jml Q(r)t,mk, (C29)

d(rs)
D( j−1)+k, D(l−1)+m = (h̵/2) ⟨V̂

(4)⟩jnlp Q(r)t,nk Q(s)t,pm

+ ⟨V̂ ′′⟩ jn δnl δkm δrs (C30)

specify the components of the D ×D matrix a, D ×D2 matrix b(r),
D2 ×D matrix c(r), and D2 ×D2 matrix d(rs) for all r, s ∈ {1, 2}.
In Eqs. (C28)–(C30), V̂ ′′′ ∶= V′′′(q)∣q=q̂ and V̂ (4) ∶= V(4)(q)∣q=q̂.
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It is easy to show that the potential flow with Jacobian (C26) is
symplectic, i.e., Φ′V,t(z0)T ⋅ B(zt) ⋅Φ′V,t(z0) = B(z0), if and only if

aT = a, (C31)

(b(r))
T
= (h̵/2) c(r), (C32)

(d(rs))
T
= d(sr). (C33)

Because ⟨V̂ ′′⟩, ⟨V̂ ′′′⟩, and ⟨V̂ (4)⟩ are totally symmetric,
Eqs. (C27)–(C30) for a, b(r), c(r), and d(rs) imply that condi-
tions (C31)–(C33) hold for the Jacobian (C26), and thus the
potential flow is symplectic. Since both kinetic and potential flows
are symplectic, any composition of them is also symplectic. This
proves the conservation of the symplectic structure by the geometric
integrators. In Sec.V B, we verified their symplecticity numerically
by measuring the accuracy with which Eq. (C19) is satisfied if
Φt(z0) denotes the composed flow consisting of many steps, each
of which, in turn, contains several potential and kinetic substeps.
For that, the Jacobian Φ′t(z0) of the composed flow appearing in
Eq. (C19) was obtained by matrix multiplication of the Jacobians
(C22) and (C26) of all kinetic and potential steps.

APPENDIX D: EXPECTATION VALUES
IN A GAUSSIAN WAVEPACKET

In this appendix, we derive the expectation values in a Gaus-
sian wavepacket of the potential energy, gradient, and Hessian of the
multi-dimensional quartic and coupled Morse potentials.

1. Quartic potential and its derivatives
An important class of potentials consists of the quartic poly-

nomials, which have applications in many areas of research,
including molecular force-field design85,86 and tunneling theory.87,88

We consider the most general form of a D-dimensional quartic
potential

V(q) = V(qref) + V′(qref)T ⋅ y + yT ⋅ V′′(qref) ⋅ y/2
+ V′′′(qref)ijk yi y j yk/3!

+ V(4)(qref)ijkl yi y j yk yl/4!, (D1)

where the scalar V(qref), vector V′(qref), matrix V′′(qref), rank-
3 tensor V′′′(qref), and rank-4 tensor V (4)(qref) are the potential
energy and its first four derivatives at a reference position qref. Here,
y ∶= q − qref is a D-dimensional vector with elements yi. The gradient
and Hessian of the quartic potential are

V′(q)i = V′(qref)i + V′′(qref)i j y j

+ V′′′(qref)ijk y j yk/2

+ V(4)(qref)ijkl y j yk yl/3!, (D2)

V′′(q)i j = V′′(qref)i j + V′′′(qref)ijk yk

+ V(4)(qref)ijkl yk yl/2. (D3)

To find expectations values of (D1)–(D3) in a Gaussian
wavepacket (4), we write y as y = q − qt + qt − qref and rewrite Eqs.
(D1)–(D3) in terms of x = q − qt , V(qt), V′(qt), V′′(qt), V′′′(qt),
and V (4)(qt). Using Eqs. (B1) and (B3) and the fact that V′′(qref),
V′′′(qref), and V (4)(qref) are totally symmetric tensors, the expecta-
tion values of the quartic potential and its first two derivatives in a
Gaussian wavepacket are

⟨V̂⟩ = V(qt) + Tr [V′′(qt) ⋅ Σt]/2

+ V(4)(qt)ijkl Σt,i j Σt,kl/8, (D4)

⟨V̂ ′⟩i = V′(qt)i + V′′′(qt)ijk Σt, jk/2, (D5)

⟨V̂ ′′⟩i j = V′′(qt)i j + V(4)(qt)ijkl Σt,kl/2. (D6)

2. Coupled Morse potential and its derivatives
The coupled Morse potential (50) is introduced in the main

text. The expectation values of this potential and its derivatives are

⟨V̂⟩ = Veq +
D

∑
j=1
⟨V j(q̂ j)⟩ + ⟨Vcpl(q̂)⟩, (D7)

⟨V̂ (k)⟩ =
D

∑
j=1
⟨V(k)j (q̂ j)⟩ + ⟨V(k)cpl (q̂)⟩, (D8)

where k ∈ {1, 2, 3, ...},

V(k)j (q j) = (−1)k−12 d′e(a′j)
k [y(a′j , q j) − 2k−1y(a′j , q j)2] (D9)

is the kth derivative of the one-dimensional Morse potential (51),
and

V(k)cpl (q)l1...lk = (−1)k−1 2 de al1 . . . alk [y(a, q) − 2k−1 y(a, q)2]
(D10)

is the kth derivatives of the D-dimensional coupling term (53).
Expectation value of the Morse variable (54) in the Gaussian

wavepacket can be evaluated analytically as

⟨y(a, q)⟩ = ∫ e−aT
⋅(q−qeq) ρt(q) dDq

= [det (2π Σ−1
t )]

−1/2
e−aT

⋅(qt−qeq)

× ∫ e−(q−qt)
T
⋅Σ−1

t ⋅(q−qt)/2−aT
⋅(q−qt) dDq

= e−aT
⋅(qt−qeq)+aT

⋅Σt ⋅a/2

= y(a, qt) z(a), (D11)

where we used Eq. (B16) for the Gaussian density ρt(q) defined the
“Morse Gaussian variable”

z(a) ∶= exp (aT ⋅ Σt ⋅ a/2). (D12)

Likewise,

⟨y(a, q)2⟩ = y(a, qt)2 z(a)4. (D13)
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To find the expectation value of a one-dimensional Morse variable
y j(a′j , q j) in a multi-dimensional Gaussian wavepacket, we consid-
ered an auxiliary vector ã with D components ãk = a′j δ jk. Noting
that

y j(a′j , q j) = e−a′j (q j−qeq, j) = e−ã ⋅(q−qeq) = y(ã, q), (D14)

defining a one-dimensional Morse Gaussian variable

z j(a′j) ∶= eΣt, j j a′j
2
/2 = eã T

⋅Σt ⋅ã/2 = z(ã), (D15)

and using the results (D11) and (D13), we find that

⟨y j(a′j , q j)⟩ = ⟨y(ã, q)⟩ = y(ã, qt) z(ã)
= y j(a′j , qt, j) z j(a′j), (D16)

⟨y j(a′j , q j)2⟩ = ⟨y(ã , q)2⟩ = y(ã , qt)2 z(ã)4

= y j(a′j , qt, j)2 z j(a′j)4. (D17)

From Eqs. (D16) and (D17), we obtain expectation values of the one-
dimensional Morse potential (51) and its kth derivative (D9),

⟨V j(q̂ j)⟩ = d′e (1 − 2 m j + n j), (D18)

⟨V(k)j (q̂ j)⟩ = (−1)k−12 d′e (a′j)
k (m j − 2k−1 n j), (D19)

where we introduced m j ∶= y j(a′j , qt, j) z j(a′j) and n j

∶= y j(a′j , qt, j)2 z j(a′j)4 to simplify the notation. Similarly, Eqs. (D11)
and (D13) give expectation values of the coupling term (53) and its
kth derivative (D10),

⟨Vcpl(q̂)⟩ = de (1 − 2 M +N), (D20)

⟨V(k)cpl (q̂)⟩l1...lk = (−1)k−1 2 de al1 . . . alk (M − 2k−1N), (D21)

where M ∶= y(a, qt)z(a) and N ∶= y(a, qt)2 z(a)4.
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62S. Choi and J. Vaníček, J. Chem. Phys. 150, 204112 (2019).
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