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Abstract

Forecasting is a capability inherent in humans when navigating. Humans routinely plan their
paths, considering the potential future movements of those around them. Similarly, to achieve
comparable sophistication and safety, autonomous systems must embrace this predictive nature.
Deep generative models have played a pivotal role in advancing autonomous driving in recent
years. These models are not only used in forecasting trajectory (coarse-grained) and human
pose (fine-grained) but also in generating realistic synthetic images. These synthetic images,
presenting intricate and diverse scenarios, provide a rigorous testing ground for evaluating the
efficacy of our forecasting models.

The thesis begins with generative models in trajectory forecasting. We present a novel automated
assessment, an essential but as unexplored approach, to objectively evaluate the performance of
forecasting models. Our proposed adversarial generation serves as an alternative for extensive
real-world testing, shedding light on how state-of-the-art models can generate forecasts that
violate social norms and scene constraints. Furthermore, we leverage adversarial training to
enhance model robustness against adversarial attacks and improve social awareness and scene
understanding. As the thesis progresses, we delve into the impact of additional visual cues that
humans subconsciously exhibit when navigating space. We present a universal approach that
employs the power of transformers to effectively manage diverse available visual inputs. Drawing
inspiration from prompts in natural language processing, this method demonstrates improved
accuracy in human trajectory forecasting by augmenting input trajectory data.

Moving on to a fine-grained representation, pose forecasting, we first contribute an open-source
library that includes various models, datasets, and standardized evaluation metrics, with the
aim of promoting research and moving toward a unified and fair evaluation. Subsequently, we
address the crucial but neglected aspect of uncertainty in forecasting. In an attempt to enhance
model performance and trust, we introduce methods for incorporating prior knowledge about
the uncertainty pattern in time and for quantifying uncertainty through clustering and entropy
measures. In the face of real-world noisy observations, we propose a generic diffusion-based
approach for pose forecasting. By framing the task as a denoising problem, our method presents
significant improvement over state-of-the-art techniques across multiple datasets, under both
clean and noisy conditions.

Finally, the thesis journeys into the realm of realistic image synthesis, offering a semantically-
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aware discriminator that enriches the training of conditional generative adversarial networks.
This approach enhances the traditional task of the discriminator, leading to more realistic and
semantically rich image generation, thus proving useful in autonomous driving simulators.
In the spirit of open-source innovation, this thesis contributes to the collective knowledge in the
field of computer vision, robotics and transportation by publicly sharing our forecasting library,
along with the source code and models of our work.

Key words: Autonomous Driving, Motion Forecasting, Deep Generative Models, Human Pose
Prediction, Human Trajectory Prediction, Adversarial Attack, Diffusion Models, Transformers,
Generative Adversarial Networks, Image Synthesis.
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Résumé

L’anticipation est une capacité inhérente à l’être humain lorsqu’il navigue l’espace. Les humains
planifient régulièrement leurs trajectoires en tenant compte des mouvements futurs potentiels
des personnes qui les entourent. De même, pour atteindre un niveau de sophistication et de
sécurité comparable, les systèmes autonomes doivent intégrer cette nature prédictive. Les modèles
génératifs profonds ont joué un rôle essentiel dans l’évolution de la conduite autonome au cours
des dernières années. Ces modèles ne sont pas seulement utilisés pour prévoir la trajectoire et la
pose humaine, mais aussi pour générer des images synthétiques réalistes. Ces images synthétiques,
qui présentent des scénarios complexes et variés, constituent un terrain d’essai rigoureux pour
évaluer l’efficacité de nos modèles de prédiction.

La thèse commence par les modèles génératifs pour la prédiction de trajectoires. Nous présentons
une nouvelle méthode pour évaluer objectivement la performance des modèles de prédiction.
Notre proposition de génération "adversarial" sert d’alternative pour des tests approfondis dans
le monde réel, mettant en lumière la façon dont les modèles de pointe peuvent générer des
prédictions qui violent les normes sociales et les contraintes de la scène. En outre, nous tirons
parti de l’entraînement "adversarial" pour renforcer la robustesse du modèle contre les attaques
"adversarial" et améliorer la modelisation sociale et la compréhension de la scène. Au fur et
à mesure que la thèse progresse, nous étudions l’impact des indices visuels que les humains
présentent inconsciemment lorsqu’ils naviguent dans l’espace. Nous présentons une approche
universelle qui utilise la puissance des "Transformer" pour gérer efficacement les diverses
entrées visuelles disponibles. S’inspirant des "promts" dans le traitement du langage naturel,
cette méthode démontre une meilleure précision dans la prédiction de la trajectoire humaine en
augmentant les données d’entrée de la trajectoire.

Passant à une représentation plus fine, la prédiction de la pose, nous contribuons d’abord à une
librairie qui comprend divers modèles, des données et des mesures d’évaluation, dans le but de
promouvoir la recherche et de progresser vers une évaluation unifiée et équitable. Ensuite, nous
abordons l’aspect crucial mais négligé de l’incertitude dans les prédictions. Afin d’améliorer
les performances des modèles et la confiance qu’ils inspirent, nous introduisons des méthodes
permettant d’intégrer des connaissances préalables sur le modèle d’incertitude dans le temps et de
quantifier l’incertitude au moyen de mesures de regroupement et d’entropie. Face aux observations
bruitées du monde réel, nous proposons une approche générique basée sur la diffusion pour la
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prédiction de la pose. En présentant la tâche comme un problème de débruitage, notre méthode
présente une amélioration significative dans des conditions bruyantes.
Enfin, la thèse aborde le domaine de la synthèse d’images réalistes, en proposant un discriminateur
qui enrichit l’apprentissage des réseaux "adversarial" génératifs conditionnels. Cette approche
améliore la tâche traditionnelle du discriminateur, conduisant à une génération d’images plus
réalistes et sémantiquement plus riches, s’avérant ainsi utile dans les simulateurs de conduite
autonome.
Dans l’esprit de l’open-source, cette thèse contribue aux domaines de la vision par ordinateur, de
la robotique et du transport en partageant publiquement notre librairie de prédiction, ainsi que le
code source et les modèles de notre travail.

Mots clés : Conduite autonome, prédiction de mouvement, modèles génératifs profonds, prédic-
tion de la pose humaine, prédiction de la trajectoire humaine, attaque adversariale, modèles de
diffusion, réseaux adversariaux génératifs, synthèse d’images.
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1 Introduction

1.1 Motivation

In the dawn of a new era, our world is being consistently reshaped by the expanding applications of
artificial intelligence (AI). Among these, the potential of AI to transform mobility is noteworthy,
encompassing not only autonomous driving [1]–[3] but also socially-aware robotics [4] and
delivery robots [5]. According to the Global Status Report on road safety [6], approximately 1.35
million people die each year on the roads. The deployment of autonomous vehicles (AV) promises
to reduce significantly road accidents attributed to human error as well as improve the lives of
individuals, providing enhanced accessibility for people with disabilities, optimizing goods
delivery. This positions autonomous vehicles at the forefront of both academic and industrial
interests. Nevertheless, the safety-critical nature of these systems also presents considerable
challenges.

One of the most significant challenges for autonomous driving lies in accurately predicting the
motion of surrounding agents, both in simulations and real-world tests. Autonomous agents must
perceive their surroundings and also predict how these dynamics might evolve. These predictions
can be examined at different granularity levels, from the coarse-grained forecasting of trajectories
to the fine-grained forecasting of human poses.

Generative models, with their proficiency in learning data distributions, have excelled in nu-
merous AI applications such as computer vision [7], [8], natural language processing [9], and
robotics [10]. Lately, their potential use in autonomous driving tasks, from image synthesis to
motion forecasting, is gaining interest. The task ahead is to harness these models effectively to
enhance the safety and reliability of autonomous systems, paving the way toward wider adoption
of autonomous driving.
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Chapter 1. Introduction

1.2 Problems

This thesis is oriented toward advancing safer autonomous driving by focusing on two crucial
problem domains: 1) addressing a variety of challenges that arise in motion forecasting and
refining the use of generative models in their training, and 2) identifying issues in image synthesis
with generative models, a critical component in constructing realistic simulations for training and
testing autonomous driving systems.

Forecasting the future is often considered an essential aspect of intelligence [11]. This capability
becomes critical in autonomous vehicles, where accurate predictions can help avoid accidents
involving humans. For instance, consider a scenario where a pedestrian is about to cross the
street. A non-predictive agent may only detect the pedestrian when they are directly in front, only
attempting to avoid a collision at the last moment. In contrast, a predictive agent can anticipate
the pedestrian’s actions several seconds ahead of time, making informed decisions as to when to
stop or proceed.

To assist in the definition of motion forecasting, it is essential to first differentiate between the
concepts of trajectory and pose. A trajectory refers to the temporal progression of coarse-grained
motion states—specifically, the position and velocity of a moving agent, such as a vehicle or a
person. Yet, for certain applications, there is a need to predict1 more fine-grained details, such
as human pose keypoints. These distinct forms of motion can be seen in Figure 1.1. We define
trajectory forecasting as follows:

Forecasting future human trajectories, given a sequence of past observed ones.

While other features may optionally be included as input based on their availability, the trajectory
is the essential input. Similarly, we can define human pose forecasting as:

Forecasting a sequence of future human poses, given a sequence of past observed ones.

In this setting, "human pose" refers to the spatial arrangement of specific points, known as
keypoints, on the human body. These keypoints can help infer the body’s overall position and
movement. As an illustration, the COCO dataset defines 17 such keypoints for capturing human
poses [12].

In what follows, we delve into a comprehensive discussion of the problem areas that we focus on,
encompassing three main aspects: (1) trajectory forecasting, (2) human pose forecasting, and (3)
image synthesis intended for simulation applications.

1In the scope of this thesis, we use the terms "prediction" and "forecasting" synonymously and interchangeably.
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1.2 Problems

Figure 1.1: The motion forecasting task: Trajectory forecasting as coarse-grained motion (left)
and human pose forecasting as fine-grained motion (right). The background image is sourced
from the JAAD dataset [13].

1.2.1 Trajectory Forecasting

The exploration begins with a focus on coarse-grained motion forecasting, specifically trajectory
forecasting. This task can be framed as a sequence prediction problem where the goal is to
anticipate future states of pedestrians based on their past states. It has inherent dependency
on surrounding agents and scene configuration. Thus, an integral challenge within trajectory
forecasting lies in effectively modeling social interactions and scene-awareness. In particular, a
proficient forecasting model aims to capture the dependencies, in the form of social interactions,
among several interrelated sequences, such as pedestrian trajectories. It is also expected to
adhere to the constraints of the scene, by avoiding the prediction of movements in areas deemed
impossible due to the limitations set by the scene’s structure.

Deep generative models have made significant advancements in those aspects in recent years [14],
[15]. The critical inquiry we must address is: do these models genuinely learn all expected
aspects from the data they were trained on? The safety-sensitive nature of trajectory forecasting
necessitates meticulous evaluation of prediction methods to minimize potential risks involving
humans. In this context, two crucial factors must be considered: the models’ social-awareness, i.e.,
their ability to predict trajectories without causing collisions with other agents, and their scene-
awareness, implying their consideration of the surrounding environment. These aspects have been
duly acknowledged as key components in the field. However, what remains underexplored is the
rigorous evaluation of the robustness of these models and a comprehensive and fair assessment of
their overall performance. Traditionally, autonomous vehicle performance is validated through
extensive real-world testing under a variety of challenging conditions. Yet, collecting and
annotating data for all possible real-world scenes is neither practical nor economical. To address
this issue, we propose a novel automated assessment, an essential but as unexplored approach,
to objectively evaluate the performance of forecasting models. Our findings reveal a significant
discrepancy: the state-of-the-art forecasting models often fail to meet our assumptions regarding
their social interactions and scene-awareness.

Having studied trajectory forecasting models that take into account scene considerations and
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interaction with others, we raise the following question: is it possible to develop a universal
model that assimilates all available visual cues? Traditional predictors typically rely on a
single data point per individual, i.e., their x-y coordinates on the ground plane. This approach,
however, overlooks a rich array of additional signals—body language, social interactions, gaze
directions—that humans use as visual cues to indicate intended trajectories. We will propose a
generic model that harnesses these visual cues that humans subconsciously emit when navigating
space.

1.2.2 Human Pose Forecasting

The relatively new field of human pose forecasting has attracted significant attention due to
its vital role in areas like social robotics and autonomous navigation, assistive robotics, and
human-robot interaction. While it expands upon the principles of trajectory forecasting, it delves
into greater detail, enhancing our understanding of motion and behavior. The field is advancing at
a quick pace. However, this happens at the cost of unfair and non-unified evaluations, as different
studies employ varying metrics and dataset setups, leading to some inconsistencies between
reported numbers. As a countermeasure, we develop and publicly release an open-source library
to standardize the implementation and evaluation process in human pose forecasting, encouraging
cohesive and collaborative progress in this research area.

The undertaking of forecasting human poses is intricate and fraught with challenges, necessitating
a complex blend of spatial and temporal reasoning. It is further complicated by the broad range of
scenarios and the inherent unpredictability of human behavior. The elevated level of uncertainty in
this field can make it daunting, as precise forecasting of future human movements can elude even
human actors. It is important for an autonomous agent to not only forecast human movements,
but also to identify situations characterized by uncertainty and respond appropriately. In this
thesis, two distinct types of uncertainty are addressed to enhance performance and engender a
greater degree of trust in the forecasts.

The process of forecasting human poses in real-world scenarios inevitably contends with noisy
inputs. Existing models have achieved satisfactory results under ideal conditions, but their
performance significantly degrades in observations fraught with noise. Factors such as minor
offsets in detection methods or partial occlusions of body parts can profoundly undermine
prediction accuracy. In response to this challenge, we propose a novel deep generative model
capable of delivering reliable results in both noiseless and noisy observations.

1.2.3 Image Synthesis for Simulators

Before deploying autonomous vehicles in real-world scenarios, it is crucial to validate their
performance and ensure their reliability. Relying solely on real-world testing for the evaluation
of these systems is impractical, time-consuming, and potentially unsafe. To overcome these
limitations, simulations play a vital role. By leveraging generative models, such as those used in
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Figure 1.2: Self-driving cars should react well in rare scenarios, such as adverse weather condi-
tions (left) and encountering unexpected obstacles like a child running in front of the car (right). A
trustable simulator is needed to ensure safety. Images were generated using Stable Diffusion [7].

image synthesis, simulations offer a controlled and cost-effective environment for assessing the
capabilities of motion forecasting models. Simulations enable the exploration of diverse scenarios,
including rare cases and challenging conditions that are difficult to replicate in real-world settings
(two examples shown in Figure 1.2). Additionally, by synthesizing images, simulations facilitate
not only the evaluation of AV performance but also the improvement of current deep networks by
leveraging abundant data.

In this context, our focus lies on the task of semantically-driven image synthesis. Given a
semantic input, such as human body poses or scene segmentation maps, our goal is to generate
realistic images that faithfully represent the provided semantics. Realistic image synthesis is a
challenging task due to the high dimensionality of the output space and the ill-posed nature of the
objective. Existing models often lack detailed object representation and fail to achieve sufficient
photorealism, as they prioritize high-level object structure. We aim to explore techniques to learn
representations that enable accurate supervision of deep generative models to obtain high-fidelity
images.

Figure 1.3 provides a visual summary of the tasks that this thesis addresses.

1.3 Thesis Contributions

Socially-aware trajectory forecasting: We propose an adversarial attack to assess the social
understanding of trajectory forecasting models in terms of collision avoidance. Technically, we
define collision as a failure mode of the output, and propose hard- and soft-attention mechanisms
to guide our attack in this multimodal regression task. Adversarial training using our approach
can not only make those models more robust against adversarial attacks, but also improve their
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Figure 1.3: Graphical illustration of the key tasks covered in this thesis: trajectory and pose
forecasting, and image synthesis.

collision avoidance. Thanks to our technique, we shed light on the common weaknesses of
trajectory forecasting models, opening a window to their social understandings. The work in this
chapter expands on our paper published in TR_C’22 [16]. [Details in: Chapter 2]

Scene-aware trajectory forecasting: We frame the problem through the lens of adversarial
scene generation and present a method that automatically generates realistic scenes causing
state-of-the-art models to go off-road. The method is a simple yet effective generative model
based on atomic scene generation functions along with physical constraints. Our experiments
show that more than 60% of existing scenes from the current benchmarks can be modified in a
way to make prediction methods fail (i.e., predicting off-road). Furthermore, we show that the
generated scenes are realistic, as they exist in the real world, and can be used to enhance the
robustness of existing models, resulting in a reduction of 30 − 40% in the off-road rate. The
work presented in this chapter is based on our paper presented at CVPR’22 [17]. [Details in:
Chapter 3]

Trajectory forecasting using visual cues: We present a novel approach that leverages transform-
ers to effectively handle various visual cues and capture the diverse and multi-modal nature of
human behavior. Our approach integrates the sequence of observed cues, such as x-y coordinates,
bounding boxes, or body poses, with the observed trajectories to predict future trajectories.
Drawing inspiration from the concept of prompts in natural language processing (NLP), we
apply the notion of prompts to human trajectory forecasting, augmenting the trajectory data and
ultimately improving the accuracy of human trajectory forecasts. This chapter draws from our
paper under review [18]. [Details in: Chapter 4]

Pose forecasting library including uncertainty: To foster further research and standardize
evaluation, we first lay the groundwork by building an open-source library for human pose
forecasting. This comprehensive library encompasses multiple models, various datasets, and
standardized evaluation metrics. Building on this, we then delve into the critical aspect of
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uncertainty, adding it to the pose forecasting objective to increase performance and convey better
trust: 1) we propose a method for modeling inherent uncertainty by using uncertainty priors to
inject knowledge about the pattern of uncertainty. This focuses the capacity of the model toward
more meaningful supervision while reducing the number of learned parameters and improving
stability; 2) we introduce a novel approach for quantifying the uncertainty coming from the
model’s lack of knowledge. To this end, forecast poses are clustered and the entropy of their
assignments is measured. Our experiments demonstrate up to 25% improvements in accuracy
and better performance in uncertainty estimation. This chapter is based on our paper under
review [19]. [Details in: Chapter 5]

Pose forecasting in noisy observations: We propose a a diffusion-based method aimed at en-
hancing prediction accuracy in the presence of noisy observations. This is achieved by redefining
the prediction task as a denoising challenge. In our model, we consider both observation and pre-
diction as components of a singular sequence, with missing elements distributed throughout the
sequence. We interpret these missing elements, whether in the observation or prediction horizon,
as noise and denoise them with our conditional diffusion model. We acknowledge that long-term
forecasting can bring added complexity so we put forward a two-tier cascaded diffusion model.
In this structure, the first model focuses on short-term predictions, effectively setting a foundation,
while the second one builds upon this to forecast over longer horizons. The effectiveness of our
model is validated by its performance on multiple datasets, where it consistently outperforms
current state-of-the-art methods. A significant advantage of our framework is its generic nature,
allowing it to enhance any pose forecasting model. It can be applied as both a pre-processing step
to repair faulty inputs and as a post-processing step to refine model outputs, ensuring robust and
reliable predictions. The work in this chapter expands on the paper we presented at ICRA’23 [20].
[Details in: Chapter 6]

Realistic image synthesis: Our principal offering lies in the introduction of a novel semantically-
aware discriminator, engineered to furnish accurate supervisions for the generator of Generative
Adversarial Networks via a multi-task learning approach. Our discriminator consists of three
heads: the semantics head ensuring the generator’s fidelity to the semantics, the coarse-to-fine
adversarial head preserving fine-grained details in the generated image, and the reconstruction
head acting as a training regularizer. This alignment strengthens the consistency of the output
and enhances training stability and image detail. Our contributions are generic and applicable
to any generator network for image synthesis. The work in this chapter encapsulates our paper
published in T-ITS’21 [21]. [Details in: Chapter 7]

1.4 Thesis Structure

The thesis is structured into eight chapters, beginning with the introduction.

As highlighted in Table 1.1, our journey begins with an evaluation of trajectory forecasting models
in Chapter 2 and Chapter 3, shedding light on their strengths and vulnerabilities. Transitioning
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into Chapter 4, we propose a universal trajectory forecasting model that leverages all available
visual cues. The narrative then continues into the area of pose forecasting. In Chapter 5, the
development of a comprehensive open-source library is presented, followed by an examination of
the dual types of uncertainty intrinsic to pose forecasting. In Chapter 6, a generic diffusion-based
pose forecasting model is introduced, showcasing its resilience and adaptability in both noiseless
and noisy observations. We then journey into the realm of realistic image synthesis through
generative models in Chapter 7.

Lastly, in Chapter 8, we summarize the contributions made in this thesis and outline potential
avenues for future research. It is important to note that instead of a separate chapter dedicated to
related work, each chapter builds upon the related works specific to its topic.

Chapter Focus Output Domain
Chapter 1 Introduction
Chapter 2 Evaluating socially-aware trajectory forecasting Trajectory
Chapter 3 Evaluating scene-aware trajectory forecasting Trajectory
Chapter 4 A universal trajectory forecasting using visual cues Trajectory
Chapter 5 Pose forecasting library including uncertainty Pose
Chapter 6 Pose forecasting in noisy observations Pose
Chapter 7 Realistic image synthesis for simulators Image
Chapter 8 Summary and future works

Table 1.1: Summary of thesis chapters.

1.5 Related Publications

This thesis is based on the material published in the following papers:

1. S. Saadatnejad, M. Bahari, P. Khorsandi, M. Saneian, S. Moosavi-Dezfooli and A. Alahi,
Are socially-aware trajectory prediction models really socially-aware?, Transportation
Research Part C: Emerging Technologies (TR_C), 2022

2. M. Bahari*, S. Saadatnejad*, A. Rahimi, M. Shaverdikondori, S. Moosavi-Dezfooli and
A. Alahi, Vehicle trajectory prediction works, but not everywhere, Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2022

3. S. Saadatnejad, S. Li, T. Mordan, and A. Alahi, A Shared Representation for Photorealistic
Driving Simulators, IEEE Transactions on Intelligent Transportation Systems (T-ITS),
2021

4. S. Saadatnejad, A. Rasekh, M. Mofayezi, Y. Medghalchi, S. Rajabzadeh, T. Mordan and A.
Alahi, A generic diffusion-based approach for 3D human pose prediction in the wild, IEEE
International Conference on Robotics and Automation (ICRA), 2023
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5. S. Saadatnejad, M. Mirmohammadi, M. Daghyani, P. Saremi, Y. Zoroofchi Benisi, A.
Alimohammadi, Z. Tehraninasab, T. Mordan, A. Alahi, Toward Reliable Human Pose
Forecasting with Uncertainty, under review, 2023

6. S. Saadatnejad, Y. Gao, K. Messaoud and A. Alahi, Social-Transmotion: Promptable
Human Trajectory Prediction, under review, 2023

7. S. Saadatnejad, B. Parsaeifard, Y. Liu, T. Mordan, and A. Alahi, Learning Decoupled
Representations for Human Pose Forecasting, Proceedings of the IEEE/CVF International
Conference on Computer Vision (ICCV) Workshops, 2021

8. S. Saadatnejad, S.A. Bouhsain, and A. Alahi, Pedestrian Intention Prediction: A Multi-task
Perspective, hEART, 2020
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2 Socially-aware Trajectory Forecasting

This chapter is based on the article:

Saeed Saadatnejad, Mohammadhossein Bahari, Pedram Khorsandi, Mohammad Saneian, Seyed-
Mohsen Moosavi-Dezfooli and Alexandre Alahi, Are socially-aware trajectory forecasting
models really socially-aware?, Transportation Research Part C: Emerging Technologies (TR_C),
2022

The code and a summary video of the work can be found on the project’s webpage1.

2.1 Introduction

Understanding the social behavior of humans is a core problem in many transportation appli-
cations ranging from autonomous navigation (e.g., social/delivery robots [5] or autonomous
vehicles [22]), to microscopic pedestrian flow simulations [23], [24]. For a robot to navigate
among crowds safely or for an autonomous vehicle to drive in urban areas harmlessly, human
behavior anticipation is essential. In particular, dealing with humans makes the problem safety-
critical. For instance, a self-driving car’s wrong prediction in a crosswalk can put a pedestrian’s
life in danger. Being a safety-critical problem raises the need for careful assessments of the
trajectory forecasting methods to mitigate the risks associated with humans. Consequently, the
robustness properties of those methods, as one of the important assessment aspects, should be
carefully studied.

The pedestrian trajectory forecasting problem is to predict future positions of pedestrians given
their past positions as inputs. The problem has received solutions based on microscopic human
simulation models [26], [27]. Recently, diverse approaches based on neural networks are
proposed. Various models based on Long-Short-Term-Memory networks [25], convolutional
neural networks [28], and Generative Adversarial Networks (GAN) [29] are presented. The main
challenge of the problem lies in learning the interactions between people. Therefore, socially-

1https://s-attack.github.io/
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Figure 2.1: Given the observed trajectories of the agents in the scene, a predictor (here S-
LSTM [25]) forecasts the future positions reasonably (blue lines). However, with less than 5 cm
perturbation in the observation trajectory (in red), an unacceptable collision is predicted.

aware neural network-based models are designed to tackle the interaction more accurately [25],
[30]–[32]. Human interactions involve different social behaviors such as collision avoidance,
walking within a group, and merging from different directions into a specific point. Among all
behaviors, collision avoidance, i.e., people choosing a path that avoids collision with others, is
one of the key behaviors rarely violated. That is why many previous works consider respecting
collision avoidance as the evidence of their model being social [14], [31], [32]. Similarly, we
consider collision avoidance as an indicator of social behavior of the models.

We show a conceptually plausible real-world scenario in Figure 2.1. Given the observed trajecto-
ries of humans in the scene, a social predictor forecasts the future positions reasonably without
collision. However, by adding a small perturbation of less than 5 cm to the observation trajectory,
unexpectedly, a collision between predictions of agents occurs which indicates a non-complete
social understanding by the predictors. The trajectories in that figure comes from S-LSTM [25].

In this work, in contrast to the common adversarial attacks which are designed for classifiers [33],
[34], we design attack for the trajectory forecasting problem which is a multimodal regression task.
We use adversarial examples to study the collision avoidance behavior of the trajectory forecasting
models. More specifically, we investigate the worst-case social behavior of a prediction model
under small perturbations of the inputs. This study has two primary motivations; (1) it is an
evaluation method for the previously-proposed predictors. Our method brings counter-examples
in which the models fail in having social behavior, i.e., it cannot avoid collision. (2) leveraging
adversarial examples, one can train models with better collision-avoidance. Furthermore, our
study highlights practical concerns for employing such models in real-world applications. Notably,
it is shown that state-of-the-art localization algorithms give on-average more than 0.2 m errors
on human location detection at each frame [35], [36]. While our work focuses on model
failures under adversarial settings, it motivates further studies of the model’s performance when
localization algorithms’ error distributions are concerned.

We propose an adversarial attack to fool/fail the trajectory forecasting models by causing collision
between two agents’ predicted trajectories. Namely, the adversarial attack aims at finding small
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perturbations that lead to a collision. The collision can hypothetically happen between any
two agents and at any prediction timestep. However, from the attack algorithm’s perspective,
the choice of the agent and the timestep impacts the final perturbation’s size significantly. To
address that, we introduce an attention-guided adversarial attack, named Socially-ATTended
ATTack (S-ATTack), which learns the best collision points. We present two variants of our attack:
hard-attention and soft-attention. Our experiments demonstrate that our novel attack can find
perturbations that make state-of-the-art trajectory forecasting models generate wrong predictions,
leading to collisions with small perturbations. We show that the achieved perturbations for
one predictor can be transferred to other predictors revealing common weaknesses among
models. Also, we demonstrate that the models are over-dependant on the last observation points
which makes the models vulnerable. Lastly, we introduce an adversarial training scheme to
make trajectory forecasting models more robust. In particular, we show how our method can
improve the models’ social understanding in terms of collision avoidance. To the best of our
knowledge, this is the first work addressing the adversarial vulnerability and robustness of
trajectory forecasting models. Our main contributions are summarized as follows:

• We introduce S-ATTack to assess the social understanding of the state-of-the-art trajectory
forecasting models.

• Our experiments shed light on the weaknesses of prediction models from different aspects.

• We demonstrate how to improve the robustness properties of the predictors using our
S-ATTack.

2.2 Related Work

2.2.1 Human Trajectory Forecasting

Social-force model [37] was one of the key hand-crafted methods proposed to capture human
social behaviors. They model interactions between pedestrians by means of social fields deter-
mined by repulsive and attractive forces. Social interactions have been addressed from other
perspectives such as discrete choice modeling [38], and cellular automaton model [39], [40].
While all these hand-crafted methods have nice interpretability and are not data-heavy, it is shown
that they are not able to effectively model long-term dependencies or complex interactions [41].

Social-LSTM [25] was the first work that proposed the use of data-driven neural networks instead
of hand-crafted functions to learn interaction dynamics between agents in the scene. Many
works pursued the use of deep learning and proposed diverse approaches for learning interactions.
Different types of pooling social features are studied to share features of agents leading to a
social-compliant prediction [14], [25], [42], [43]. Convolutional neural networks were studied to
process pooled features of agents in the scene [28]. In order to better detect relative importance of
each agent, attention networks were employed [30]. Recently many works leveraged graph neural
networks to model relations between agents [31], [32], [44], [45]. The multimodal distribution of
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data was learned by using generative adversarial networks [29], [46], [47]. While all mentioned
works improved the performance on average and final displacement errors, they occasionally
output unacceptable solutions (e.g., collisions). In this work, we attack the state-of-the-art deep
learning-based recent models and reveal their weaknesses against small perturbations which
challenges their social behavior.

Previously mentioned works try to learn social behavior by observing human data, which im-
plicitly include collision avoidance. There also exist works that explicitly teach models to avoid
collisions. While most of these works address the planning problem [48], [49], some adopted
the inverse reinforcement learning framework to guide the network toward collision-free trajec-
tories [50]. In this work, we focus our attack on the deep learning-based trajectory predictors
which are fully data-driven and do not leverage human guidance.

2.2.2 Adversarial Attacks

Adversarial attack was first introduced by showing how vulnerable deep image classifiers are
against non-perceptible yet carefully-crafted perturbations [34]. Formally, an adversarial pertur-
bation is defined as the minimal perturbation R which changes the output of the given classifier
f :

min
R
||R||2 subject to f(X +R) ̸= f(X), (2.1)

where X is the input image. It was shown that adding these imperceptible perturbations bounded
in terms of ℓp norms can easily fool image classifiers [51]–[53]. According to the "human vision
knowledge", adding imperceptible perturbations to an image does not change its category label.
Therefore, a good model should preserve its prediction while adding these perturbations to its
input.

Adversarial attacks are also generalized to assess vulnerability of models against perturbations in
other domains such as natural language processing [54], [55] and tabular data [56]. Nevertheless,
to the best of our knowledge, adversarial attacks were not yet explored in the context of human
trajectory forecasting. Human trajectory is a temporal trajectory, hence can be seen as time-series
data prediction. Different types of time-series data were studied in classification problems [57]–
[59]. While their focus was on the classification task, we target a regression task which makes
the definition of a wrong output challenging. In addition, in human trajectory sequences, the
imperceptibility of the perturbations is not the main interest because here, human knowledge is
to respect social behaviors (avoiding collisions) in all scenarios. Lastly, a specific challenge to
our problem is the freedom in the choice of the collision point which affects the perturbation size.
We address these challenges by the proposed S-ATTack approach.
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2.3 Method

In this section, we first explain the notations and definitions. Then, we will provide the details of
S-ATTack.

2.3.1 Formulation

Human Trajectory Forecasting

Pedestrian trajectory forecasting addresses a regression task with sequences as inputs and outputs.
At any timestep t, the i-th person/agent is represented by his/her xy-coordinates (xit, y

i
t). We

denote each agents’ observation sequence for Tobs timesteps as Xi, a Tobs × 2 matrix and the
observation sequences of all the n agents in the scene as X = (X1, . . . , Xn). Given X , the
trajectory predictor f predicts the next Tpred positions of all agents Y = (Y 1, . . . , Y n) =

f(X1, . . . , Xn) where Y i is a Tobs × 2 matrix.

Adversarial Examples for Trajectory Forecasting

Equipped with the notations introduced in Section 2.3.1, we will provide a definition of adversarial
examples for trajectory forecasting. In this chapter, without loss of generality, we assume
the perturbation R is added to the candidate agent which is arbitrarily chosen among agents.
Note that in the experiments, all agents are considered as the candidate agent one by one.
X̂1 = X1 +R while the observations of other agents (which we refer to as neighbors) {Xj}j ̸=1

remain fixed. Therefore, R is a Tobs × 2 matrix of adversarial perturbation, the adversarial
example is X̂ = (X1 + R,X2, . . . , Xn) and the output of the predictor for that example is
Ŷ = (Ŷ 1, . . . , Ŷ n) = f(X̂). Formally, given a small constant ϵ > 0, a collision distance
threshold γ and the maximum of the norm of all rows of a matrix ∥·∥max , a socially-attended
adversarial example is obtained if:

∃t, j ̸= 1, ∥R∥max ≤ ϵ :
∥∥∥Ŷ j

t − Ŷ 1
t

∥∥∥ < γ. (2.2)

In other words, this type of adversarial examples is based on perturbing an observation trajectory
so that f predicts the future timesteps with at least a collision (the distance less than γ) between
two agents j and 1 in one timestep t. In addition, without loss of generality, we focus on the
collisions between the candidate agent and neighbors. Clearly, it can directly be expanded to
collisions between any two agents. In the next section, we will describe how we obtain R using
Socially-attended attack.
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2.3.2 Socially-ATTended ATTack (S-ATTack)

We propose three optimization problems based on different attention mechanisms for socially-
attended attack to find suitable perturbations for a collision. The optimization problems are
explained in sections 2.3.2, 2.3.2 and 2.3.2 and are solved using an iterative algorithm based on
projected gradient descent elaborated in Section 2.3.3.

Before introducing the three optimizations, we will explain the distance matrix which is used in
all three optimizations. Given the perturbation R, and a model f , we define the distance matrix
D(R) ∈ R(n−1)×Tpred as a function of the input perturbation R. It includes the pairwise distance
of all neighboring agents from the candidate agent in all prediction timesteps. Let dj,t denote the
element at j-th row and t-th column of D(R), i.e., the distance of the agent j from the candidate
agent at timestep t of the prediction timesteps:

dj,t :=
∥∥∥Ŷ j

t − Ŷ 1
t

∥∥∥ . (2.3)

Hence, for a particular R, the distance matrix D(R) can be leveraged to indicate whether a
collision has occurred. We now explain three methods to find such a perturbation by optimizing
different cost functions depending on D(R).

No-attention Loss

Our first attempt is to introduce a simple social loss to find perturbations that make collisions
in the trajectory forecasting sequences. To achieve that, we find the perturbations that make a
collision among the predictions of humans in the prediction model. One naive solution is to
minimize the sum of distances between the candidate agent and its neighbors in all prediction
timesteps:

min
R
∥D(R)∥F . (2.4)

This naive scheme gives the same attention to all agents, which may not be efficient in obtaining
small perturbations. For instance, a far agent may not be a good potential candidate for collision
and should receive lower attention.

Hard-attention Loss

A better approach to cause a collision is to target a specific agent in a specific timestep instead
of taking an average over all neighboring agents. Then, the model is attacked in a way that the
distance of the chosen agent with the candidate agent is decreased in the corresponding timestep
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until the collision occurs. The equation of the hard-attention attack is as follows:

min
R,W

Tr
(
W⊤D(R)

)
+ λr ∥R∥F ,

s.t. wj,t = δjkδtm, k,m = argmin
j,t

dj,t,
(2.5)

where δ is the Kronecker delta function. Besides, W is the attention weight matrix and wj,t is the
attention weight for the agent j at timestep t of the prediction timesteps. Indeed, the associated
weight to the target agent wk,m which is the closest agent-timestep is 1 and others are 0. The
socially-attended loss is the trace (Tr) of multiplication of D(R) by the transpose of W added
with the regularization on the perturbation with the balancing coefficient λr that encourages
finding a small perturbation sequence to make a collision.

Soft-attention Loss

The main drawback of Eq. (2.5) is that the target point (k,m) for a collision is selected based
on the assumption that attacking the closest agent-timestep requires small-enough perturbation.
This confines the target point selection and might not find the most optimum target point. Note
than the models are non-linear and a collision with the closest agent-timestep may not essentially
require the smallest perturbation.

To address that, we let the attack attend to the optimal target by itself. We introduce a soft-
attention mechanism in which the weights associated to each agent-timestep is assigned by the
attack in order to achieve a smaller perturbation. The equation of the soft-attention attack is as
follows:

min
R,W

Tr
(
W⊤ tanh(D(R))

)
+ λr ∥R∥F − λw ∥W∥F ,

s.t.
∑
j,t

wj,t = 1, wj,t ≥ 0,
(2.6)

where tanh is applied to the entries of D(R) in order to concentrate less on very far agent-
timesteps. Also, we discourage uniformity of weights by subtracting the Frobenius norm of W
multiplied by a scalar λw.

W is initialized with a uniform distribution. It is progressively updated and puts more weights
to the more probable targets for making a collision. Near the convergence point, the best target
agent receives a weight value close to 1 while the rest receive 0. Note that W and R are optimized
jointly per input sample. We show one example of how W changes in the training in Appendix A.

We will compare our social adversarial attacks (hard-attention Eq. (2.5) and soft-attention
Eq. (2.6)) in Section 2.4.3. For brevity, in the rest of the chapter, by S-ATTack, we refer
to the attack with soft-attention.
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2.3.3 S-ATTack Algorithm

In this section, we explain how adversarial perturbations are achieved using the introduced
loss functions. The pseudo-code of the algorithm is written in Algorithm 1. The method is an
iterative algorithm with maximum kmax iterations. At each iteration, first, perturbed inputs X̂ are
calculated by adding perturbation R to X1. Then, we find new predictions Ŷ using the perturbed
inputs X̂ . Next, we use projected gradient descent [60] to solve the constraint optimization
problems introduced in the previous subsections. Namely, the perturbation R is updated using
the gradient of the equations defined above with hyperparameter α and then projected to the ℓ∞
ball with radius ϵ. Finally, if a collision in the predictions exists, the algorithm stops otherwise it
continues until the maximum iterations.

Algorithm 1: The pseudo-code of S-ATTack algorithm
Input: Sequence X , Predictor f
Output: Perturbed sequence X̂

1 Initialize k ← 0, X̂ ← X ,R← 0
2 while k < kmax do
3 X̂ = (X1 +R,X2, . . . , Xn)

4 Ŷ = f(X̂)
5 R = R+α∇(Eq. (2.4) or Eq. (2.5) or Eq. (2.6))

6 [Ri,j ] = [min(Ri,j , ϵ)]
7 compute D using Eq. (2.3)
8 if ∃ s ̸= 1, t : ds,t < γ then
9 return X̂

10 end
11 k = k + 1;
12 end

2.4 Experiments

We conduct the experiments to answer the following questions: 1) How vulnerable are the trajec-
tory forecasting models against perturbations on the input sequence? 2) Which of the proposed
socially-attended attacks can cause collisions more successfully with smaller perturbations? 3)
Are we able to leverage the adversarial examples to improve the robustness of the model? Do
they help in better learning the social behavior?
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2.4.1 Experimental Setup

Baselines

In order to show the effectiveness of our attack, we conduct our experiments on six well-
established trajectory forecasting models.

• Social-LSTM [25] (S-LSTM): where a social pooling method is employed to model
interactions based on shared hidden states of LSTM trajectory encoders.

• Social-Attention [30] (S-Att): where a self-attention block is in charge of learning interac-
tions between agents.

• Social-GAN [29] (S-GAN): where a max-pooling function is employed to encode neigh-
bourhood information. They leverage a generative adversarial network (GAN) to learn the
distribution of trajectories.

• Directional-Pooling [14] (D-Pool): where the features of each trajectory is learned using
the relative positions as well as the relative velocity and then pool the learned features to
learn social interactions.

• Social-STGCNN [32] (S-STGCNN): where graph convolutional neural network is em-
ployed to learn the interactions.

• PECNet [61] (PECNet): where a self-attention based social pooling layer is leveraged
with a variational auto-encoder (VAE) network.

Datasets

ETH [62], UCY [63], and WildTrack [64]: These are well-established datasets with human
positions in world-coordinates. We employ two variants of these datasets for our experiments: (1)
for S-LSTM, S-Att, S-GAN and D-Pool baselines, we utilized TrajNet++ [14] benchmark which
provides identical data splits and data pre-processing. The observation and prediction lengths
are considered as 9 and 12, respectively. (2) Since S-STGCNN official code contains its specific
pre-processing and data-split on ETH and UCY, we employed the released code to be consistent
with their official implementation. Here, the observation and prediction lengths are considered as
8 and 12, respectively.

SDD [65]: The Stanford Drone Dataset is a human trajectory forecasting dataset in bird’s eye
view. PECNet is one of the state-of-the-art methods with official published code on this dataset.
Hence, we report PECNet performance on this dataset. The observation and prediction lengths
are considered as 8 and 12, respectively.
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Implementation Details

We set the maximum number of iterations to 100. Inspired by the localization algorithm errors
mentioned in the introduction, the maximum size of the perturbation for each point ϵ is considered
0.2 m. Also, we set λr and λw in Eq. (2.5) and Eq. (2.6) equal to 0.1 and 0.5 respectively. The
full list of hyperparameters will be provided in Appendix A.
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Figure 2.2: Comparison of the performance of different models under our attack. The candidate
agent is depicted with green before the perturbation and red after it. For brevity, we have not
shown the prediction of neighboring agents before the attack. The scale of y axis is enlarged to
better show the difference. The orange X denotes the target point. Our attack achieves collisions
with adding small perturbations.

Metrics

In the experiments, we report the performances according to the following metrics:

• Collision Rate (CR): this metric measures the existence of collision in the predicted
trajectories of the model. Indeed, it calculates the percentage of samples in which at least

20



2.4 Experiments

Model
Original Attacked

CR [%] ↓ CR [%] ↓ P-avg [m] ↓
S-LSTM [25] 7.8 89.8 0.031
S-Att [30] 9.4 86.4 0.057
S-GAN [29] 13.9 85.0 0.034
D-Pool [14] 7.3 88.0 0.042

S-STGCNN [32] 16.3 59.1 0.11

PECNet [61] 15.0 64.9 0.071

Table 2.1: Comparing the performance of different baselines before (Original) and after the attack
(Attacked). Horizontal lines separate models with different datasets.

one collision in the predicted trajectories between the candidate agent and its neighbors
occurs. This metric assesses whether the model learned the notion of collision avoidance.
Note that we set the distance threshold for indicating a collision γ in Eq. (2.2) equal to
0.2 m .

• Perturbation average (P-avg): the average of perturbation sizes at each timestep which is
added to the input observation. The numbers are reported in meters.

• Average / Final Displacement Error (ADE/FDE): the average/final displacement error
between the predictions of the model and the ground-truth values. This metric is commonly
used to report the performance of trajectory forecasting models and is reported in meters.

2.4.2 Attack Results

We first provide the quantitative results of applying S-ATTack to the baselines in Table 2.1. The
results indicate a substantial increase in the collision rate (at least 3 times) across all baselines by
adding perturbations with P-avg smaller than 0.11 m. This questions the social behavior of the
models in terms of collision avoidance.

Figure 2.2 visualizes the performance of the baselines S-LSTM, S-Att, D-Pool, S-GAN and
S-STGCNN under our attack with the same input. Note that all the baselines are trained on the
first group of datasets in 2.4.1. S-LSTM does not change its predictions after adding perturbations
but S-Att and D-Pool counteract to avoid collisions. This shows that there exists some collision
avoidance behavior understanding in some prediction models, but they are not enough for avoiding
a collision. We show more successful cases and also some failure cases in Appendix A.

As D-pool performs better than others in terms of collision avoidance before attack, in the rest of
the chapter, we conduct our main experiments on it.
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Attacks CR [%] ↓ P-avg [m] ↓
Random noise 17.6 0.199
No-attention Eq. (2.4) 44.7 0.179
Hard-attention Eq. (2.5) 84.8 0.041
Soft-attention Eq. (2.6) 88.0 0.042

Table 2.2: Comparing different proposed attack methods on D-Pool.
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Figure 2.3: Comparison of different attack approaches. The no-attention approach Eq. (2.4) could
not make a collision despite large P-avg. The hard-attention approach Eq. (2.5) led to a collision
with a smaller P-avg. A better target point for collision is found by soft-attention Eq. (2.6) leading
to a collision with the least P-avg.

2.4.3 Comparison of Different Attention Methods

In this section, we compare how different strategies for choosing the collision point affects the
collision rate and the perturbation size. The quantitative results are shown in Table 2.2. We report
the results of Gaussian random noise with variance of 0.2, no-attention Eq. (2.4), hard-attention
Eq. (2.5), and soft-attention Eq. (2.6). Random noise and no-attention approaches have small
collision rates with large perturbation sizes which indicates the need for a strategy for selecting
the collision point. Both hard-attention and soft-attention mechanisms substantially improve
collision rate. However, the freedom in the soft-attention approach lets it smartly find better
collision points in some of the samples leading to a higher collision rate. Figure 2.3 visualizes
the performance of different attack approaches for one data sample. In the illustrated example,
in contrast to other two approaches, Soft-attention targets a collision point which is further but
easier to collide, thus, leads to a smaller perturbation size.
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Target models Source models
S-LSTM S-Att S-GAN D-Pool

S-LSTM [25] 89.8 82.7 85.1 68.3
S-Att [30] 53.0 86.4 57.8 70.0
S-GAN [29] 40.8 59.7 85.0 84.1
D-Pool [14] 88.4 81.3 55.6 88.0
S-Forces [37] 0.69 0.70 1.30 0.60

Table 2.3: Studying the transferability of adversarial examples. The adversarial examples are
learned for source models and are transferred to the target models for the evaluation. The reported
numbers are Collision Rate (CR) values.

2.4.4 Transferability

A common practice in adversarial attack studies is to investigate the transferability of perturbations
achieved for one model across other models. This shows the existence of common weaknesses
across different models or biases in the dataset leading to brittle features in the models. Note that
due to the inconsistency of the data used for different baselines, we perform this study only for
the models which use the TrajNet++ data.

To study how the generated perturbations can transfer to other models, source models were
attacked and the achieved perturbations were used to evaluate others as target models. In addition
to the data-driven models, we study the performance of a physics-based model, Social-forces
(S-Forces) [37] against generated perturbations. Note that S-Forces has zero collision rate before
the attack. Table 2.3 shows that the transferred perturbations can make substantial collision rates
for the data-driven models. This means that there exist common defects across different models.
Expectedly, S-Forces is robust against the perturbations. This is due to the fact that collision
avoidance is an explicit rule defined for the model. However, this robustness comes with the
cost of accuracy loss as reported in [25]. We will further analyze our findings in Section 2.4.6.
Figure 2.4 shows the result of one identical perturbation on three different models.

2.4.5 Enhancing the Social Understanding

We utilize our S-ATTack to improve the collision avoidance of the model. To this end, we employ
a similar approach to [60]. We fine-tune the model using a combination of the original training
data and the adversarial examples generated by our S-ATTack method. In this experiment, we set
the maximum perturbation size ϵ equal to 0.03.

Table 2.4 indicates that the model’s collision avoidance could improve by 11%. Moreover, the
collision rate after attack improves by 60% meaning that it is much less vulnerable to the attack.
As shown in the table, fine-tuning the model with random noise could not improve the collision
avoidance. Therefore, we conclude that our adversarial examples provide useful information to
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Figure 2.4: Transferring an adversarial example obtained from attacking D-Pool model to S-
LSTM and S-Att models. P-avg is 0.151 m. We can observe that the perturbation generates
collisions in both S-LSTM and S-Att models, although not optimized for them.

Original Attacked
ADE/FDE [m] ↓ CR [%] ↓ CR gain [%] ↑ CR [%] ↓ CR gain [%] ↑

D-Pool 0.57 / 1.23 7.3 - 37.3 -
D-Pool w/ rand noise 0.57 / 1.23 7.5 -2.7 36.1 +3.2
D-Pool w/ S-ATTack 0.60 / 1.28 6.5 +10.4 14.7 +60

Table 2.4: Comparing the original model and the fine-tuned model with random-noise data
augmentation (D-Pool w/ rand noise) and S-ATTack adversarial examples (D-Pool w/ S-ATTack).
The numbers are on TrajNet++ challenge testset. ADE, FDE are reported in meters.

improve the collision avoidance of the model. Note that the prediction error of the model in terms
of ADE/FDE is slightly increased. This shows a trade-off between accuracy and robustness. This
can be similar to the findings in the previous works on image classifiers [66].

We also show the performance of these models visually. In Figure 2.5 (a), the original model’s
prediction with an occurring collision is seen while the enhanced model prediction is collision-
free (Figure 2.5 (b)). In the next figure, Figure 2.6 (a), we can observe that attacking D-Pool leads
to a collision with a P-avg of 6.6 but the enhanced model is robust against attack (Figure 2.6 (b))
indicating a better collision avoidance understanding.

2.4.6 Discussions

In this section, equipped with the performed experiments in previous parts, we want to shed
light on the weaknesses of the studied trajectory forecasting models. Also, we will mention the
limitations of our work.

1. Although the trajectory forecasting models are designed to capture interactions among
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Figure 2.5: Comparison of the performance of the original model and the enhanced one with
S-ATTack. The original model has a collision in its predictions (a) while the enhanced model
prediction is collision-free (b).

people, our results in Section 2.4.2 showed that they are fragile and cannot generalize to
perturbed data. Moreover, we showed in Section 2.4.4 that the perturbations are transferable
across different models indicating the existence of common weaknesses across these
models. We have two hypotheses as the reasons of high vulnerability to the attack and
transferability of the perturbations: 1) this can be due to the lack of collision avoidance
inductive bias in the models. While inductive bias is more influential when the size of
the training data is limited, it may be of less impact in large data regime. 2) because of
limited training data, there exists unexplored input space for the predictor model. We leave
a detailed study on these points for future work.

2. The success of our attack in making collisions may raise the concern that the models are
actually unaware of the social interactions. We perform an experiment to assess this point.
We attack the model while keeping the predictions of neighboring agents frozen for the
attack algorithm. Therefore, the attack cannot consider other agents’ counteracts to the
perturbations. As shown in Figure 2.7, the attack fails in causing collision. This result
indicates that while S-ATTack can cause collisions in the models’ predictions, the models
have limited social understanding allowing them to counteract perturbations.

3. To compare the models’ sensitivity to the perturbations added to different observation
points, we add small random noise (less than 0.2m) to each point separately and measure
its effect on the prediction error. Figure 2.8 shows that the predictors are over-dependant on
the last observation point. It is consistent with our findings that the perturbations generated
by S-ATTack tend to have larger components on the last timesteps trying to use this feature.

4. Are different prediction timesteps equally vulnerable to the collisions? To answer this
question, we consider a scenario where two pedestrians are crossing each other at different
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Figure 2.6: Comparison of the vulnerability of the victim model under attack and the enhanced
one with S-ATTack. While D-Pool can be attacked to cause a collision with a P-avg of 6.6 (a),
the enhanced model cannot be attacked even with a large perturbation (b).
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Figure 2.7: We froze the predictions of neighboring agents for the attack algorithm. The algorithm
fails in making collision since it is unaware of the counteracts of neighbors to the perturbations.
This indicates that the prediction model counteracts with the perturbations. Also, the attack
algorithm requires to consider other agents’ counteracts to cause a collision. The same sample
was successfully attacked in Figure 2.4.

prediction timesteps and measure the collision rate. We use S-Forces,S-LSTM and D-Pool.
Figure 2.9(a) visualizes the predictions of S-LSTM and S-Forces models for one scenario.
While S-LSTM is unable to avoid the collision, S-Forces decreases the prediction speed
in the first points to avoid the collision. Then, we study the sensitivity of models in
different timesteps with regards to collision avoidance. To this end, we run scenarios like
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Figure 2.8: Two overlaid figures analyzing the impact of different timesteps. The blue is the
average change in the predictions by adding a random noise of size 0.2m to different observation
timesteps. The green curve shows the perturbation size at each timestep in perturbations found
by S-ATTack.

Figure 2.9(a),(b) 1000 times for each timestep where small Gaussian noise is added to the
observations. The result are shown in a heatmap in Figure 2.9(c). First, a high collision
rate is observed for both models revealing their weaknesses in capturing agent-agent
interactions. Second, each model has a different pattern of sensitivity with respect to the
timestep. Initial timesteps have higher collision rate since it is more difficult to change
the manoeuvre in the first timesteps. While smaller collision rates are expected for later
timesteps, in both models, the collision rate does not monotonically decrease. This shows
that the models are more vulnerable in the middle timesteps. This can be due to the biases
in the data or model structure.

5. Our attack perturbs only the candidate agent to achieve a collision. The same method
can be employed to perturb other agents. Figure 2.10 shows three different scenarios in a
scene where a collision occurs by perturbing different agents. However, collision types of
Figure 2.10(b) and Figure 2.10(c) are not considered in our method and can be addressed
as a future work.

6. The perturbations are calculated through a joint optimization problem and there is no
constraint on the smoothness of the perturbations. To study the impact of our adversarial
attack in the presence of a smoothing filter, a 4th order polynomial is fit to smooth the
trajectories according to [67]. In the first and second rows of Table 2.5, the performance of
the original model and with S-attack is observed. Next, we add the smoothing in defense
(3rd row) and in both defense and attack (4th row). Smoothing in defense makes the final
calculated perturbations smooth before feeding to the predictor. Smoothing the trajectory
reduces collision but still the attack is highly effective. In the third experiment, we include
the smoothing in the attack optimization algorithm where the perturbation is smoothed after
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Figure 2.9: Collision rate analysis for different timesteps. We cross two pedestrians A,B to
see if the prediction models can avoid the facing collision. (a,b) We visualize the performance
of S-LSTM and S-Forces models in a scenario where two agents cross in the third prediction
timestep. S-LSTM is not avoiding the collision whereas S-Forces avoids it due to the hand-crafted
knowledge of collision avoidance. (c) Analysis of collision rates of two data-driven model, D-
Pool (left) and S-LSTM (right) on different timesteps. We cross two pedestrians A,B on different
timesteps and report the collision rate for each of them. Dark yellow is the observation sequence
for both agents and green is the prediction of A. The red and yellow colors show high and low
collision rates, respectively. We observe different patterns for each model. We do not visualize
the first two prediction timesteps as the model is unable to change the manoeuvre instantly.

Attacks CR [%] ↓
D-pool 7.3
D-pool + S-attack 88.0
D-pool + S-attack + Smoothing in defense 61.6
D-pool + S-attack with smoothing + Smoothing in defense 72.0

Table 2.5: Leveraging smoothing function in the attack. Smoothing in defense makes the
perturbed observation smooth before feeding to the predictor which can be considered as a
defense method against the attack. S-attack with smoothing includes the smoothing function in
the optimization problem to achieve a smoothed perturbation.

each optimization iteration. Therefore, S-attack finds a smooth perturbation which shows
higher collision rate compared to the previous experiment. Note that CR is lower than the
original experiment which is because of the additional polynomial constraint enforced that
reduces the search space.

2.5 Conclusions

In this chapter, we studied the robustness properties of trajectory forecasting models in terms of
social understanding under adversarial attack. We introduced our Socially-ATTended ATTack
(S-ATTack) to cause collisions in state-of-the-art prediction models with small perturbations.
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Figure 2.10: Perturbing different agents in a scenario to achieve collision between agents A and
B. (a) Perturbing A which is the candidate agent. (b) Perturbing both A and the other agent B
that is colliding with. (c) Perturbing C as a third agent who is not colliding with A but affects the
predictions of A and B. In all cases, a collision between A and B is predicted. This shows that
S-attack is effective for other problem formulations.

Adversarial training using S-ATTack can not only make the models more robust against adversarial
attacks, but also reduce the collision rate and hence, improve their social understanding. This
chapter sheds light on the common weaknesses of trajectory forecasting models opening a window
toward their social understandings.

Our work is a first step that highlights the lack of social understanding in the models. The attack
method can be extended by considering the velocity that a collision occurs with, or considering
other notions of social behavior such as grouping. To approach socially-aware predictors, we
believe that the field lacks two main components. First, using more socially-related metrics
instead of ADE/FDE for training and evaluation. This is an area of research where metrics like
the time-to-collision metric [68], are required to be studied more. Second, supervised learning in
the absence of proper inductive biases cannot learn social behaviors properly, especially with the
current small-scale datasets. One direction to address the challenge is to combine physics-based
models and neural networks. Also, having more challenging and large-scale datasets can help the
models learn the bias by themselves.

In the next chapter, we shift our attention from evaluating social context to evaluating scene
context in trajectory forecasting. This is a critical pivot as it allows us to understand and improve
how models perceive and react to their physical environment, especially under adversarial
conditions.
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3 Scene-aware Trajectory Forecasting

This chapter is based on the article:

Mohammadhossein Bahari*, Saeed Saadatnejad*, Ahmad Rahimi, Mohammad Shaverdikondori,
Seyed-Mohsen Moosavi-Dezfooli and Alexandre Alahi, Vehicle trajectory prediction works, but
not everywhere, Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), 2022

The code and a summary video of the work can be found on the project’s webpage1.

3.1 Introduction

Picking up from where we left off in the previous chapter, we continue our evaluation of trajectory
forecasting models by shifting our focus to scene-awareness. Consideration of scene awareness
becomes even more pertinent in the context of vehicle motion, although it retains its relevance
for human motion too.

Vehicle trajectory forecasting is one of the main building blocks of a self-driving car, which
forecasts how the future might unfold based on the road structure (i.e., the scene) and the traffic
participants. State-of-the-art models are commonly trained and evaluated on datasets collected
from a few cities [69]–[71]. While their evaluation has shown impressive performance, i.e.,
almost no off-road prediction, their generalization to other types of possible scenes e.g., other
cities, remains unknown. Figure 3.1 shows a real-world example where a state-of-the-art model
reaching zero off-road in the known benchmark [70] failed in South St, New York, USA. Since
collecting and annotating data of all real-world scenes is not a viable and affordable solution, we
present a method that automatically investigates the robustness of vehicle trajectory forecasting
to the scene. We tackle the problem through the lens of realistic adversarial scene generation.

Given an observed scene, we want to generate a realistic modification of it such that the prediction

1https://s-attack.github.io/
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Figure 3.1: A real-world place (location) in New York where the trajectory forecasting model
(here [15]) fails. We find this place by retrieving real-world locations which resemble our
conditional generated scenes for the prediction model.

models fail in. Having an off-road prediction is a clear indication of a failure in the the model’s
scene reasoning and has been used in some previous works [72]–[75]. To find a realistic example
where the models go off-road, the huge space of possible scenes should be explored. One solution
is data-driven generative models that mimic the distribution of a dataset [76]. Yet, they do not
essentially produce realistic scenes due to the possible artifacts. Moreover, they will represent a
portion of real-world scenes as they cannot generate scenes beyond what they have observed in
the dataset (cannot extrapolate). We therefore suggest a simple yet efficient alternative. We show
that it is possible to use a limited number of simple functions for transforming the scene into new
realistic but challenging ones. Our method can explicitly extrapolate to new scenes.

We introduce atomic scene generation functions where given a scene in the dataset, the functions
generate multiple new ones. These functions are chosen such that they can cover a range of
realistic scenes. We then choose the scenes where the prediction model produces an off-road
trajectory. Using three state-of-the-art trajectory forecasting models trained on Argoverse public
dataset [70], we demonstrate that more than 60% of the existing scenes in the dataset can be
modified in such a way that it will make state-of-the-art methods fail (i.e., predict off-road).
We confirm that the generated scenes are realistic by finding real-world locations that partially
resemble the generated scenes. We also demonstrate off-road predictions of the models in those
locations. To this end, we extract appropriate features from each scene and use image retrieval
techniques to search public maps [77]. We finally show that these generated scenes can be used
to improve the robustness of the models.

Our contributions are fourfold:

• we highlight the need for a more in-depth evaluation of the robustness of vehicle trajectory
forecasting models;
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• our work proposes an open-source evaluation framework through the lens of realistic
adversarial scene generation by promoting an effective generative model based on atomic
scene generation functions;

• we demonstrate that our generated scenes are realistic by finding similar real-world loca-
tions where the models fail;

• we show that we can leverage our generated scenes to make the models more robust.

3.2 Related Work

3.2.1 Vehicle Trajectory Forecasting

The scene plays an important role in vehicle trajectory forecasting as it constrains the future
positions of the agents. Therefore, modeling the scene is common compared to some human
trajectory forecasting models. In order to reason over the scene in the predictions, some suggested
using a semantic segmented map to build circular distributions and outputting the most probable
regions [78]. Another solution is reasoning over raw scene images using convolutional neural
networks (CNN) [79]. Many follow-up works represented scenes in the segmented image
format and used the learning capability of CNNs over images to account for the scene [80]–[84].
Carnet [85] used attention mechanism to determine the scene regions that were attended more,
leading to an interpretable solution. Some recent work showed that scene can be represented by
vector format instead of images [15], [86]–[88]. To further improve the reasoning of the model
and generate predictions admissible with respect to the scene, use of symmetric cross-entropy
loss [72], [89], off-road loss [74], and REINFORCE loss [73] have been proposed. Despite all
these efforts, there has been limited attention to assess the performance of trajectory forecasting
models on new scenes. Our work proposes a framework for such assessments.

3.2.2 Evaluating Autonomous Driving Systems in Scene Context

Self-driving cars deal with dynamic agents nearby and the static environment around. Several
works studied the robustness of self-driving car modules with respect to the status of dynamic
agents on the road, e.g., other agents. Some previous works change the behavior of other agents
in the road to act as attackers and evaluate the model’s performance with regards to the interaction
with other agents as we described in the previous chapter and other works [90]–[95]. Others
directly modify the raw sensory inputs to change the status of the agents in an adversarial
way [96]–[99].

In addition to the dynamic agents, driving is highly dependent on the static scene around the
vehicle. The scene understanding of the models can be assessed by modifying the input scene.
Previous works modify the raw sensory input by changing weather conditions [100]–[102],
generating adversarial drive-by billboards [103], [104], and adding carefully crafted patches/lines
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to the road [105], [106]. These works have not changed the shape of the scene, i.e., the structure
of the road. In contrast, we propose a conditional scene generation method to assess the scene
reasoning capability of trajectory forecasting models. Also our approach is different from data-
driven scene generation based on graph [76] or semantic maps [21]. Data-driven generative
models are prone to have artifacts and cannot extrapolate beyond the training data. Ours is an
adversarial one which can extrapolate to new scenes.

3.3 Method

In this section, we explain in detail our approach for generating realistic scenes. After introducing
the notations in Section 3.3.1, we show how we generate each scene in Section 3.3.2 and satisfy
physical constraints in Section 3.3.3. Finally, we introduce our search method in Section 3.3.4.

3.3.1 Problem Setup

The vehicle trajectory forecasting task is usually defined as predicting the future trajectory of a
vehicle z given its observation trajectory h, status of surrounding vehicles a, and scene S. For
the sake of brevity, we assume S is in the vector representation format [70]1 2. Specifically, S is
a matrix of stacked 2d coordinates of all lanes’ points in x-y coordinate space where each row
represents a point s = (sx, sy). Formally, the output trajectory z of the predictor g is:

z = g(h, S, a). (3.1)

Given a scene S, our goal is to create challenging realistic scene S∗ as we will explain in
Section 3.3.2.

3.3.2 Conditional Scene Generation

Our controllable scene generation method generates diverse scenes conditioned on existing scenes.
Specifically, we opt for a set of atomic functions which represent turn as a typical road topology.
To this end, we normalize the scene (i.e., translation and rotation with respect to h), apply the
transformation functions, and finally denormalize to return the generated scene to the original
view. Note that every transformation of S is followed by the same transformations on h and a.

We define transformations on each scene point in the following form:

s̃ = (sx, sy + f(sx − b)) (3.2)

where s̃ is the transformed point, f is a single-variable transformation function, and b is the
border parameter that determines the region of applying the transformation. In other words, we

21 We show in Appendix B.4 that our method is seamlessly applicable when S is in image representation.
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define f(< 0) = 0 so the areas where sx < b are not modified. This confines the changes to the
regions containing the prediction. One example is shown in Figure 3.2. The new scene is named
S̃, a matrix of stacked s̃. We propose three interpretable analytical functions for the choice of f .

Smooth-turn: this function represents different types of single turns in the road.

fst,α(sx) =


0, sx < 0

qα(sx), 0 ≤ sx ≤ α1

(sx − α1)q
′
α(α1) + qα(α1) α1 < sx

,

qα(sx) = α2s
α3
x ,

α = (α1, α2, α3),

(3.3)

where α1 determines the length of the turn, α2, α3 control its sharpness, and q′α indicates the
derivative of the defined auxiliary function qα. Note that according to the definition, fst,α is
continuously differentiable and makes a smooth turn. One such turn is depicted in Figure 3.2b.

Double-turn: these functions represent two consecutive turns with opposite directions. Also,
there is a variable indicating the distance between them:

fdt,β(sx) = fst,β1(sx)− fst,β1(sx − β2),

β = (β11, β12, β13, β2),

β1 = (β11, β12, β13),

(3.4)

where β1 is the set of parameters of each turn described in Equation (3.3) and β2 is the distance
between two turns. One example is shown in Figure 3.2c.

Ripple-road: one type of scene that can be challenging for the prediction model is ripple road:

frr,γ(sx) =

{
0, sx < 0

γ1(1− cos(2πγ2 sx)), sx ≥ 0
,

γ = (γ1, γ2),

(3.5)

where γ1 determines the turn curvatures and γ2 determines the sharpness of the turns. One such
turn is depicted in Figure 3.2d.

3.3.3 Physical Constraints

Every scenario consists of a scene and vehicle trajectories in it. The generated scenarios must be
feasible, otherwise, they cannot represent possible real-world cases. We consider a scenario as
feasible if a human driver can pass it safely. This means that the physical constraints – i.e., the
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Figure 3.2: Visualization of different transformation functions. The scene before transformation
will be followed by three different transformations. Here, α = (10, 0.002, 3) for the single-turn,
β = (10, 0.002, 3, 10) for the double-turn and γ = (6, 0.017) for the ripple-road. b is the border
parameter and set to 5 meters in all figures.

Newton’s law – should not be violated. The Newton’s law indicates a maximum feasible speed
for each road based on its curvature [107]:

vmax =
√
µgR, (3.6)

where R is the radius of the road, µ is the friction coefficient and g is the gravity. To consider
the most conservative situation, we pick the maximum curvature (minimum radius) existing in
the generated road. Then, we slow down the history trajectory when the speed is higher than the
maximum feasible speed, and we name it h̃. Note that this conservative speed scaling ensures
a feasible acceleration too. We will show in Section 3.4 that a model with hard-coded physical
constraints successfully predicts the future trajectory for the generated scenes, which indicates
that our constraints are enough.

3.3.4 Scene Search Method

In the previous sections, we defined a realistic controllable scene generation method. Now, we
introduce a search method to find a challenging scene specific to each trajectory forecasting
model.

We define m as a function of z and S measuring the percentage of prediction points that are
off-road obtained using a binary mask of the drivable area. We aim to solve the following problem
to find a scene in which the prediction model fails in:

S∗ = argmin
S̃

l(z̃, S̃),

l(z̃, S̃) =
(
1−m(z̃, S̃)

)2
,

(3.7)

where S̃ is a modification of S according to Equation (3.2) using one of the transformation
functions Equation (3.3), Equation (3.4), or Equation (3.5). Moreover, z̃ = g(h̃, S̃, ã) is the
model’s predicted trajectory given the modified scene and the modified history trajectories.The op-
timization problem finds the corresponding parameters to obtain S∗ that gives the highest number
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of off-road prediction points. Equation (3.7) can be optimized using any black-box optimization
technique. We have studied Bayesian optimization [108], [109], Genetic algorithms [110], [111],
Tree-structured Parzen Estimator Approach (TPE) [112] and brute-force. The overall algorithm
is described in Appendix B.3.

3.4 Experiments

We conduct experiments to answer the following questions: 1) How is the performance of the
prediction models on our generated scenes? 2) Are the generated scenes realistic and possibly
similar to the real-world scenes? 3) Are we able to leverage the generated scenes to improve the
robustness of the model?

3.4.1 Experimental Setup

Baselines and Datasets

We conduct our experiments on the baselines with different scene reasoning approaches (lane-
graph attention [15], symmetric cross entropy [72], and counterfactual reasoning [113]), which
are among the top-performing models and are open-source.

LaneGCN [15]. It constructs a lane graph from vectorized scene and uses self-attention to learn
the predictions. This method was among the top methods in Argoverse Forecasting Challenge
2020 [114]. It is a multi-modal prediction model which also provides the probability of each
mode. Therefore, in our experiments, we consider the mode with the highest probability.

DATF [72]. It is a flow-based method which uses a symmetric cross-entropy loss to encour-
age producing on-road predictions. This multi-modal prediction model does not provide the
probability of each mode. We therefore consider the mode which is closest to the ground truth.

WIMP [113]. They employ a scene attention module and a dynamic interaction graph to capture
geometric and social relationships. Since they do not provide probabilities for each mode of their
multi-modal predictions, we consider the one which is closest to the ground truth.

MPC [22], [115]. We report the performance of a rule-based model with satisfied kinematic
constraints. We used a well-known rule-based model which follows center of the lanes [115].
While many approaches can be used to satisfy kinematic constraints in trajectory forecasting,
similar to [22], we used Model Predictive Control (MPC) with a bicycle dynamic model.

We leveraged Argoverse dataset [70], the same dataset our baselines were trained on. Given the 2
seconds observation trajectory, the goal is to predict the next 3 seconds as the future motion of
the vehicle. It is a large scale vehicle trajectory dataset. The dataset covers parts of Pittsburgh
and Miami with total size of 290 kilometers of lanes.
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(a) DATF (b) WIMP (c) LaneGCN

Figure 3.3: The predictions of different models in some generated scenes. All models are
challenged by the generated scenes and failed in predicting in the drivable area.

Metrics

Hard Off-road Rate (HOR): in order to measure the percentage of samples with an inadmissible
prediction with regards to the scene, we define HOR as the percentage of scenarios that at least
one off-road happens in the prediction trajectory points. It is rounded to the nearest integer.

Soft Off-road Rate (SOR): to measure the performance in each scenario more thoroughly, we
measure the percentage of off-road prediction points over all prediction points and the average
over all scenarios is reported. The reported values are rounded to the nearest integer.

Implementation Details

We set the number of iterations to 60, the friction coefficient µ to 0.7 [116] and b equal to 5 for
all experiments. For the choice of the black-box algorithm, as the search space of parameters is
small in our case, we opt for the brute-force algorithm. We developed our model using a 32GB
V100 NVIDIA GPU.

3.4.2 Results

We first provide the quantitative results of applying our method to the baselines in Table 3.1. The
last column (All) represents the results of the search method described in Section 3.3.3. We also
reported the performance of considering only one category of scene generation functions in the
optimization problem Equation (3.7) in the other columns of the table. The results indicate a
substantial increase in SOR and HOR across all baselines in different categories of the generated
scenes. This shows that the generated scenes are difficult for the models to handle. LaneGCN and
WIMP have competitive performances, but WIMP run-time is 50 times slower than LaneGCN.
Hence, we use LaneGCN to conduct our remaining experiments.

Figure 3.3 visualizes the performance of the baselines in our generated scenes. We observe that
all models are challenged with the generated scenes. More cases are provided in Appendix B.1.
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Model
Original Generated (Ours)

Smooth-turn Double-turn Ripple-road All
SOR / HOR SOR / HOR SOR / HOR SOR / HOR SOR / HOR

DATF [72] 1 / 2 37 / 77 36 / 76 42 / 80 43 / 82
WIMP [113] 0 / 1 13 / 46 14 / 50 20 / 58 22 / 63
LaneGCN [15] 0 / 1 8 / 40 19 / 60 21 / 62 23 / 66
MPC [115] 0 / 0 0 / 0 0 / 0 0 / 0 0 / 0

Table 3.1: Comparing the performance of different baselines in the original dataset scenes and
our generated scenes. SOR and HOR are reported in percent and the lower represent a better
reasoning on the scenes by the model. MPC as a rule-based model always has on-road predictions
both in original and our generated scenes.

Model
w/ phys w/o phys

SOR / HOR SOR / HOR
LaneGCN 33 / 85 47 / 92
MPC 0 / 1 0 / 3

Table 3.2: Impact of the physical constraints. We report the performance with and without the
physical constraints explained in Section 3.3.3. The numbers are reported on samples of data
with speed higher than vmax in their h.

In Table 3.1, we observe that SOR is less than or equal to 1% for all methods in the original scenes.
Our exploration shows that more than 90% of these off-road cases are due to the annotation noise
in the drivable area maps of the dataset and the models are almost error-free with respect to the
scene. Some figures are provided in Appendix B.1. While this might lead to the conclusion that
the models are flawless, results on the generated scenes question this conclusion. We confirm our
claim in the next section by retrieving the real-world scenes where the model fails.

Feasibility of a scenario is an important feature for generated scenes. As mentioned in Sec-
tion 3.3.3, we added physical constraints to guarantee the physical feasibility of the scenes.
Table 3.1 indicates that MPC as a rule-based model predicts almost without any off-road in the
generated scenarios. It approves that the scenes are feasible with the given history trajectory. In
order to study the importance of added constraints, we relax the constraints for the generated
scenes. We report the performance of the baseline and MPC on the cases where the maximum
speed in their h is higher than vmax. In Table 3.2, we observe that without those feasibility-
assurance constraints, there are more cases where MPC is unable to follow the road and has 3×
more off-road. We conclude that those constraints are necessary to make the scene feasible. We
keep the constraints in all of our experiments to generate feasible scenarios.
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(a) Paris location (b) Hong Kong location (c) New Mexico location

Figure 3.4: Retrieving some real-world locations similar to the generated scenes using our real-
world retrieval algorithm. We observe that the model fails in Paris (a), Hong Kong (b) and New
Mexico (c).

3.4.3 Real-world Retrieval

So far, we have shown that the generated scenes along with the constraints are feasible/realistic
scenes. Next, we want to study the plausibility/existence of the generated scenes. Inspired
by image retrieval methods [117], we develop a retrieval method to find similar roads in the
real-world. First, we extract data of 4 arbitrary cities (New York, Paris, Hong Kong, and New
Mexico) using OSM [77]. Then, 20, 000 random samples of 200× 200 meters are collected from
each city. Note that it is the same view size as in Argoverse samples. Then, a feature extractor
is required to obtain a feature vector for each scene. We used the scene feature extractor of
LaneGCN named MapNet to obtain some 128 dimensional feature vectors for each sample. We
then use the well-known image retrieval method K-tree algorithm [117]. It first uses K-Means
algorithm multiple times to cluster the feature vectors of all scenes into a predefined number of
clusters (in our case 1000). Then, given a generated scene as the query, it sorts real scenes based
on the similarity with the query scene and retrieves 10 closest scenes to the query. Finally, we
test the prediction model in these examples. Some examples are provided in Figure 3.4. More
scenes can be found Appendix B.1.

3.4.4 Robustness

Here, we study if we can make the models robust against new generated scenes. To this end, we
fine-tune the trained model using a combination of the original training data and the generated
examples by our method for 10 epochs.

We report the performance of these models in the generated scenes with different transformation
power. Transformation power is determined by α2× 3000, β12× 3000 and γ1 for Equation (3.3),
Equation (3.4), and Equation (3.5), respectively. It represents the amount of curvature in the scene.
Table 3.3 indicates that without losing the performance in the original accuracy metrics, the
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Model
Pow=1 Pow=3 Pow=5 Pow=7 Pow=9 (Full)

SOR/HOR SOR/HOR SOR/HOR SOR/HOR SOR/HOR
LaneGCN 2 / 8 12 / 35 19 / 49 22 / 58 23 / 66
LaneGCN w/ aug 1 / 7 6 / 21 10 / 30 13 / 38 14 / 46

Table 3.3: Comparing the original model and the fine-tuned model with data augmentation of the
generated scenes. The performance is reported on generated scenes with different transformation
power (Pow). Transformation power is determined by α2 × 3, 000, β12 × 3, 000 and γ1 for
Equation (3.3), Equation (3.4), and Equation (3.5), respectively which represents the amount of
curvature in the scene. The average / final displacement errors on original scenes are equal to
1.35/2.98m for both original and fine-tuned models.

Figure 3.5: The output of the original model (the left) vs the robust model (the right) in a
generated scene. While the original model has a trajectory in non-drivable area, the robust model
predicts without any off-road.

fine-tuned model is less vulnerable to the generated scenes by predicting 40% less SOR and 30%

less HOR in the Full setting. While the results show improvements in all transformation powers,
the gains in extreme cases are higher, i.e., the model can handle them better after fine-tuning.

In Figure 3.5, the prediction of the original model is compared with the prediction of the robust
model. The original model cannot predict without off-road while the fine-tuned model is able to
predict reasonable and without any off-road point.

3.4.5 Discussions

In this section, we perform experiments and bring speculations to shed light on the weaknesses
of the models.

1. We study the ability to transfer the generated scenes to new models, i.e., how models
perform on the scenes generated for other models. We conduct this experiment by storing
the generated scenes for a source model which lead to an off-road prediction, and evaluate
the performance of target models on the stored scenes. Table 3.4 shows that the transferred
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Source models Target models
LaneGCN DATF WIMP

LaneGCN 34 / 100 37 / 82 20 / 61
DATF 11 / 44 52 / 100 13 / 46
WIMP 20 / 63 40 / 82 36 / 100

Table 3.4: Studying the transferability of the generated scenes. We generate scenes for source
model and keep the ones that have off-road prediction by the source model. The target models are
evaluated using those scenes. The reported numbers are SOR/HOR values. Numbers are rounded
to the nearest integer.
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WIMP [26] DAFT [37] LaneGCN [30] Our robustified LaneGCN

Figure 3.6: The qualitative results of baselines for different transformation functions. The red
color indicates more off-road prediction in those scenes and the green indicates higher admissible
ones. Usually the models fail in turns with high curvature. We could successfully make the
LaneGCN model more robust by fine-tuning.

scenes are still difficult cases for other models.

2. We study how models perform with smoothly changing the transformation functions
parameters. To this end, we smoothly change the transformation parameters for 100

random scenes and visualize the heatmap of HOR for the generated scenes. Figure 3.6
demonstrates that models are more vulnerable to larger transformation parameters, i.e.,
sharper turns. Also, it shows more off-road in the left turns compared with the right ones
which could be due to the biases in the dataset [75]. A clear improvement is visible in the
robust model.

3. Our experiments showed that while the model has almost zero off-road rate in the original

42



3.4 Experiments

10m

Other Vehicles
Observation
Ground Truth
Prediction

(a) Before robustness (b) After robustness

Figure 3.7: The output of the model before and after the robustness in a sample which requires
reasoning over the scene. We observe that the model before robustness mainly uses h to predict
instead of reasoning over the scene. However, after robustness, it reasons more over the scene.

scenes, it suffers from over 60% off-road rate in the generated ones. In order to hypothesize
the causes of this gap, we explored the training data. We observed that in most samples,
the history h has enough information about the future trajectory which reduces the need
for the scene reasoning. However, our scene generation approach changes the scene such
that h includes almost no information about the future trajectory. This essentially makes
a situation that requires scene reasoning. We speculate that this feature is one factor that
makes the generated scenes challenging. Note that this does not contradict the ablations
in [15] as their performance measure is accuracy. Figure 3.7a shows a failure of the model
where the prediction is only based on h instead of reasoning over the scene. However,
the robust model learned to reason over the scene, as shown in Figure 3.7b. While our
discussion is an observational hypothesis, we leave further studies for future works.

4. In some cases, our generated scene could not lead to an off-road prediction. One such
example is depicted in Figure 3.8a.

5. While our method offers a new approach for assessing trajectory forecasting models, it has
some limitations. First, our transformation functions are limited, and they cannot cover
all real-world cases. We, however, propose a general methodology that can be expanded
by adding other types of transformations. To demonstrate it, we add lane merging to
the framework, which causes 14% HOR. Second, in addition to the off-road criterion,
there exist other failure criteria. For instance, collision with other agents or abnormal
behaviors like sudden lane changes. By choosing collision with other agents as criterion,
HOR becomes 1.68% in the generated scenes while it is 0.55% in original data. Moreover,
Figure 3.8b shows one scenario in which the predictions of the model are in the drivable
area but the sudden lane change is abnormal.
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10m

Other Vehicles
Observation
Ground Truth
Prediction

(a)

10m

Other Vehicles
Observation
Ground Truth
Prediction

(b)

Figure 3.8: Some successful cases of the prediction model. In (a), the model follows the road and
predicts without any off-road. In (b), while the model predicts on-road, it suddenly changes its
lane.

3.5 Conclusions

We presented a conditional scene generation method. We showed that several state-of-the-art
trajectory forecasting models fail in our generated scenes. Notably, they have high off-road rate in
their predictions. Next, leveraging image retrieval techniques, we retrieved real-world locations
that partially resemble the generated scenes and demonstrate their failure in those locations. We
made the model robust against the generated scenes. We hope that this framework helps to better
evaluate the prediction models which are involved in the autonomous driving systems.

In these two chapters, we evaluated trajectory forecasting models that integrate scene considera-
tions and interpersonal interactions, revealing their shared weaknesses and limitations. In the
next chapter, we want to engineer a robust architecture for trajectory forecasting that adapts to a
wide range of scenarios.
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4 Trajectory Forecasting using Visual
Cues

This chapter is based on the following articles:

Saeed Saadatnejad, Yang Gao, Kaouther Messaoud and Alexandre Alahi, Social-Transmotion:
Promptable Human Trajectory Prediction, under review, 2023

The code and a summary video of the work can be found on the project’s webpage1 and the
earlier project’s2.

4.1 Introduction

In the preceding chapters, we assessed the performance of trajectory forecasting models, uncov-
ering their inherent weaknesses and limitations. Guided by these findings, this chapter presents
a novel and versatile forecasting model that seeks to overcome these challenges by integrating
additional inputs.

Trajectory forecasting models aim to forecast the future positions of objects or people based on a
sequence of observed 3D positions in the past. Despite acknowledging the inherent stochasticity
that arises from human free will, traditional predictors have limited performance, as they typically
rely on a single data point per person (i.e., their x-y coordinates on the ground) as input. This
singular focus neglects a wealth of additional signals, such as body language, social interactions,
and gaze directions, that humans naturally exhibit to communicate their intended trajectories.

In this study, we explore the signals that humans consciously or subconsciously use to convey
their mobility patterns. For example, individuals may turn their heads and shoulders before
altering their walking direction—a visual cue that cannot be captured using a sequence of spatial
locations over time. Similarly, social interactions may be anticipated through gestures like
hand waves or changes in head direction. Our goal is to propose a generic architecture for

1https://github.com/vita-epfl/social-transmotion/
2https://github.com/vita-epfl/bounding-box-prediction
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Figure 4.1: We present the task of promptable human trajectory forecasting: Predict human
trajectories given any available prompt such as past trajectories or body poses of all pedestrians.
Our model dynamically assesses the significance of distinct visual cues of both the primary and
neighboring pedestrians and predicts more accurate trajectories.

human trajectory forecasting that leverages additional information whenever they are available
(e.g., the body poses). We incorporate the sequence of observed cues as input, along with the
observed trajectories, to predict future trajectories, as depicted in Figure 4.1. We translate the
idea of a prompt from NLP to the task of human trajectory forecasting, where a prompt can be
a sequence of x-y coordinates on the ground, bounding boxes or body poses. We refer to our
task as promptable human trajectory forecasting. We embrace the multi-modal nature of human
behavior by accommodating various visual cues to better capture the intricacies and nuances of
human motion, leading to more accurate trajectory forecasts. The challenge lies in effectively
encoding and integrating all these visual cues into the prediction model.

We introduce Social-Transmotion, a universal and adaptable transformer-based model for human
trajectory forecasting. This model seamlessly integrates various types and quantities of visual
cues, thus enhancing adaptability to diverse data modalities and exploiting rich information
for improved prediction performance. Social-Transmotion processes a sequence of observed
trajectories alongside corresponding visual cues of pedestrians within a scene. Its dual-transformer
architecture dynamically assesses the significance of distinct visual cues of both the primary and
neighboring pedestrians, effectively capturing relevant social interactions and body language cues.
To ensure the generality of our network, we employ a training strategy that includes selective
masking of different types and quantities of visual cues. Our model exhibits robustness and
resilience, maintaining operational functionality even in the absence of certain visual cues, such
as relying on bounding boxes when pose information is unavailable, or using only trajectory
inputs when no visual cues are accessible.

Our experimental results demonstrate that Social-Transmotion outperforms baseline models
in terms of accuracy. Additionally, we provide a comprehensive analysis of the usefulness of
different visual representations, including 2D and 3D body pose keypoints and bounding boxes,
for trajectory forecasting. We show that 3D pose keypoints more effectively capture social
interactions, while 2D pose keypoints can be a good alternative when 3D pose information is
unavailable. We also consider the requirements for using poses from all humans at all times and
the necessity of 3D versus 2D poses or even just bounding boxes. In some applications, only the
latter may be available. We provide an in-depth analysis of these factors in Section 4.4.
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4.2 Related Work

In summary, our contributions are twofold. First, we present Social-Transmotion, a generic
Transformer-based model for promptable human trajectory forecasting, designed to flexibly
utilize various visual cues for improved accuracy, even in the absence of certain cues. Second,
we provide an in-depth analysis of the usefulness of different visual representations for trajectory
forecasting. The code for our proposed model will be made publicly available upon publication.

4.2 Related Work

4.2.1 Attention-based Human Trajectory Forecasting

Human trajectory forecasting has evolved significantly over the years. Early models, such as the
Social Force model, focused on the attractive and repulsive forces among pedestrians [118]. Later,
Bayesian Inference was employed to model human-environment interactions for trajectory fore-
casting [119]. As the field progressed, data-driven methods gained prominence [14], [120]–[126],
with many studies constructing human-human interactions [14], [120], [123], [125] to improve
predictions. For example, using hidden states to model observed neighbor interactions [120],
or the directional grid for better social interaction modeling [14]. In recent years, researchers
have expanded the scope of social interactions to encompass human-context interactions [119],
[124] and human-vehicle interactions [127], [128]. Moreover, multimodality has been effectively
modeled using various techniques, such as generative adversarial networks (GANs) [47], [121],
[129], [130], recurrent neural networks (RNNs) [43], [131], and diffusion models [132].

The introduction of Transformers and positional encoding [133] has led to their adoption in
sequence modeling, owing to their capacity to capture long-range dependencies. This approach
has been widely utilized recently in trajectory forecasting [45], [122], [134]–[137]. Despite
advancements in social-interaction modeling, previous works have predominantly relied on
sequences of pedestrian x-y coordinates as input features. With the advent of datasets providing
more visual cues [138]–[140], more detailed information about pedestrian motion is now available.
Therefore, we design a generic transformer that can benefit from incorporating visual cues in
human trajectory forecasting.

4.2.2 Visual Cues for Trajectory Forecasting

Multi-task learning has emerged as an effective approach for sharing representations and lever-
aging complementary information across related tasks. Numerous pioneering studies have
demonstrated the potential benefits of incorporating additional associated tasks into human trajec-
tory forecasting, such as intention prediction [141], 2D/3D bounding-box prediction [142], and
action recognition [143].

The human pose serves as a potent indicator of human intentions. Owing to the advancements in
pose estimation [144], 2D poses can now be readily extracted from images. In recent years, a
couple of studies have explored the use of 2D body pose as visual cues for trajectory forecasting
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Figure 4.2: Social-Transmotion: A Transformer-based model that integrates visual cues, specif-
ically 3D human poses, to enhance the accuracy and social-awareness of human trajectory
forecasting.

in image/pixel space [145], [146]. However, our work concentrates on trajectory forecasting
in camera/world coordinates, which offers more extensive practical applications. Employing
2D body pose presents limitations, such as information loss in depth, making it difficult to
capture the spatial distance between agents. In contrast, 3D pose circumvent this issue and
have been widely referred to in pose estimation [147], pose forecasting [148]–[150], and pose
tracking [151]. Nevertheless, 3D pose data may not always be available in real-world scenarios.
Drawing inspiration from the improved intention prediction achieved through the utilization of
bounding boxes [141], we have also included this visual cue in our exploration. Our goal is to
investigate the effects of various visual cues, including but not limited to 3D human pose, on
trajectory forecasting.

A study with close ties to our research emphasizes the significance of an individual pedestrian’s
3D body pose in predicting their trajectory [152]. However, our research incorporates social
interactions among poses, a feature overlooked in their study. Furthermore, in contrast to another
research that focused solely on head orientation as a feature [153], we explore more granular
representations. Our work not only considers the effect of social interactions between 3D pose
but also other visual cues, amplifying trajectory forecasting precision. Moreover, our adaptable
network is capable of harnessing any available visual cues.

4.3 Method

Our main objective is to tackle the task of predicting future global trajectory coordinates. We
denote the observed time-steps as t = 1, ..., Tobs and the prediction time-steps as t = Tobs +

48



4.3 Method

1, ..., Tpred. In order to enhance the prediction performance, we develop an adaptable model that
effectively utilizes various visual cues alongside the historical trajectory information. We also
recognize that different scenarios may provide varying numbers of visual cues, and thus, our
model is designed to accommodate these potential variations. To achieve this, we incorporate
additional visual cues, such as 2D or 3D human pose information and bounding boxes, into
our trajectory forecasting models and we train our model to be adaptable to different types and
numbers of cues.

Our model has a generic architecture capable of processing different cue types and numbers,
allowing to capture distinct and relevant information. As depicted in Figure 4.2, it consists of two
transformers, each fulfilling specific roles in information capture. The cross-modality transformer
receives inputs such as the past 2D coordinates of the agent. It can also leverage additional
cues to enhance the motion representation, such as the agent’s 2D or 3D pose information and
bounding boxes for past time-steps. By incorporating these diverse cues, the cross-modality
transformer can encode a more informative representation of the agent’s behavior. The social
transformer is responsible for integrating the outputs from the first transformers of different agents.
By combining these individual representations, the social transformer captures the interactions
between agents, allowing the model to analyze the interplay and dependencies between them.

4.3.1 Problem Formulation

We denote the global trajectory sequence of pedestrian i as xT
i , the 3D and 2D local pose

coordinates as x3dP
i and x2dP

i respectively, and the 3D and 2D bounding box coordinates as
x3dB
i and x2dB

i , respectively. In a scene with N pedestrians, the complete network input is
X = [X1, X2, X3, ..., XN ], where Xi = {xc

i , c ∈ {T,3dP,2dP,3dB,2dB}} depending on
the availability of different cues. The tensor xc

i has a shape of (Tobs, e
c, f c), where ec represents

the number of elements in a specific cue (for example the number of keypoints) and f c denotes
the number of features for each element.

Without loss of generality, we consider X1 as the primary agent. The network output, Y = Y1,
contains the predicted future trajectory of the primary pedestrian, following the standard notation.

4.3.2 Input Cues Embeddings

To effectively incorporate the visual cues into our model, we employ a cue-specific embedding
layer to embed the coordinates of the trajectory and all visual cues at each time step. In addition,
we utilize positional encoding techniques to represent the input cues’ temporal order. We also
encounter two additional aspects that need to be encoded: the identity of the person associated
with each cue and the keypoint type for keypoint-related cues (e.g., neck, hip, shoulder). To tackle
this, we introduce three distinct embeddings: one for temporal order, one for person identity,
and one for keypoint type. The temporal order embedding facilitates the understanding of the
sequence of cues, enabling the model to capture temporal dependencies and patterns. The person
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identity embedding allows the model to distinguish between different individuals within the input
data. Lastly, the keypoint type embedding enhances the model’s ability to extract relevant features
and characteristics associated with different keypoint types movement. These embeddings are
randomly initialized and learned during the training process.

Hc
i = MLP c(xc

i ) + P,

The resulting tensor Hc
i has a shape of (Tobs, e

c, D), where D represents the embedding dimen-
sion, MLP c refers to cue-specific MLP embedding layers, and the tensor P contains positional
encoding information.

4.3.3 Cross-Modality Transformer (CMT)

The CMT in our model is designed to process various inputs embedding vectors, including the
past 2D coordinates of the agent, its 2D or 3D pose information and 2D or 3D bounding boxes
from past time-steps. By incorporating these different cues, the CMT is capable of encoding a
more comprehensive and informative representation of the agent’s motion dynamics.

In addition, our CMT receives a set of latent queries Q. At the final layers of the network, each
latent query is projected to correspond to one of the potential future positions of the target agent.
By incorporating these latent queries, the CMT gains the capability to attend to specific future
positions and encode relevant information accordingly. This mechanism enables our model to
generate predictions and anticipate the potential trajectories of the target agent.

Furthermore, this CMT employs shared parameters to process the various modalities and ensure
efficient information encoding across different inputs. It effectively encodes information from
different cues, facilitating a richer understanding of the agent’s dynamics.

mHT
i ,mHc

i = CMT(concat(HT
i , Q), Hc

i , c ∈ {3dP, 2dP, 3dB, 2dB}).

CMT transforms the latent representation of agent motion, concat(HT
i , Q), into a motion

cross-modal tensor mHT
i with shape (Tpred, e

T , D). Similarly, each cues embedding tensor Hc
i

is mapped to mHc
i with shape (Tobs, e

c, D).

It is important to note that while our CMT receives inputs from various cues, only the motion
cross-modal tensor is passed to the second transformer. This decision is based on the assumption
that these motion cross-modal features capture and encode information from the different cues.
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4.3.4 Social Transformer (ST)

ST in our model integrates the outputs from the CMT of all agents. This integration process
captures the interactions between agents, allowing the model to analyze the interplay and de-
pendencies that exist among them. By combining the individual representations from different
agents, the ST creates a comprehensive representation of the collective behavior, considering the
influence and interactions among the agents. This enables the model to better understand and
predict the complex dynamics in multi-agent scenarios.

SMi = ST (mHT
i , i ∈ [1, N ]).

The Social Transformer ST transforms the motion cross-modal tensor of each agent HT
i to a

socially aware encoding tensor SMi with shape (Tpred, e
T , D).

Finally, the output latent queries of the primary agent generated by the social transformer in SM1

undergo a projection layer. This projection transforms it into the 2D coordinate predictions of the
future positions of the primary agent.

4.3.5 Training Procedure

To ensure the generality and adaptability of our network, we employ a training approach that
involves masking different types and quantities of visual cues. Each sample in the training dataset
is augmented with a variable combination of cues, including trajectories, 2D or 3D human pose
information, and bounding boxes. This masking technique enables our network to learn and adapt
to various cue configurations during training.

Subsequently, we conduct testing to evaluate the model’s performance across different combina-
tions of visual cues. By systematically varying the presence or absence of specific cues in the
input, we assess the model’s ability to leverage different cues for accurate trajectory forecasting.

By training and testing the network with diverse sets of cues, we ensure that our model is robust
and adaptable to a wide range of scenarios. This flexibility allows it to handle situations where
certain cues may be unavailable or less informative, ultimately enhancing its overall performance
in trajectory forecasting tasks.

Our model is trained with a Mean Square Error (MSE) loss function between Y and its ground
truth Ŷ.

4.4 Experiments

In this section, we present the experimental setup, including the datasets used, evaluation metrics,
and an extensive analysis of the results in both quantitative and qualitative aspects.

51



Chapter 4. Trajectory Forecasting using Visual Cues

4.4.1 Datasets

We evaluate our models on three publicly available datasets: JTA [138], Pedestrians and Cyclists
in Road Traffic [152], and a newly introduced dataset named JRDB [139].

1. The JTA dataset is a large-scale synthetic dataset containing 256 training sequences, 128
validation sequences, and 128 test sequences, with a total of approximately 10 million 3D
keypoints annotations. The abundance of data and multi-agent scenarios in this dataset
enables a thorough exploration of our models’ potential performance. We used TrajNet++
benchmark [14] to pre-process this dataset. We predict the location of future 12 time-steps
given the previous 9 time-steps under 2.5 fps.

2. The JRDB dataset is a real-world dataset that provides a diverse set of pedestrian trajectories
and 2D bounding boxes, allowing for a comprehensive evaluation of our models in both
indoor and outdoor scenarios. Specifically, we used ‘gates− ai− lab− 2019− 02− 080’
for validation, indoor scenario ‘packard − poster − session − 2019 − 03 − 201’ and
outdoor scenario ‘tressider−2019−03−160’ for evaluation and the other static scenarios
for training. Similar to JTA, we predict future 12 time-steps given past 9 time-steps under
2.5 fps.

3. The Pedestrians and Cyclists in Road Traffic dataset, is a real-world dataset containing
more than 2, 000 trajectories of pedestrians with 3D body poses recorded in urban traffic
environments. It is specifically designed for single-person scenarios in urban traffic and has
gained attention for research in autonomous driving. Leveraging a sliding window approach,
we create a substantial test set of 50, 000 samples, enabling comprehensive evaluations
of our model’s performance. In line with [152], we adopted the same experimental setup,
allowing 1 second for observation and forecasting the future 2.52 seconds under 25 fps.

4.4.2 Metrics and Baselines

We evaluate our models using the TrajNet++ benchmark [14], which includes ADE and FDE
metrics. Additionally, we use ASWAEE [152] to assess trajectory forecast at specific time
horizons. In summary, we employ the following metrics:

1. ADE - The average L2 displacement error between predicted and actual pedestrian locations
across all prediction time-steps;

2. FDE - The L2 displacement error between the predicted and actual pedestrian locations at
the final prediction time-step;

3. ASWAEE - Average Specific Weighted Average Euclidean Error, which calculates the
average displacement error per second for specific time points. Following [152], we
compute it for five timeframes: [t=0.44s, t=0.96s, t=1.48s, t=2.00s, t=2.52s]
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We selected the best-performing trajectory forecasting models [14], [120]–[122] from TrajNet++
leaderboard [14] that used different networks (LSTMs, Transformers, GANs) in addition to
three recent high-performing models [131], [136], [137]. Moreover, we compared with another
pose-based trajectory forecasting model [152].

4.4.3 Results

Quantitative Results

Table 4.1 presents the quantitative results of our experiments, comparing the baseline models
with our proposed visual-cues-based models. The inclusion of pose information in our models
significantly improves the accuracy of trajectory forecasting, as indicated by the enhanced
ADE/FDE metrics. One possible explanation for this improvement is that pose-based models can
capture body rotation prior to changes in walking direction.

3D pose yields better improvements compared to 2D pose. This can be attributed to the fact
that modeling social interactions requires more spatial information, and 3D pose provides the
advantage of depth perception compared to 2D pose.

The absence of pose information in the JRDB dataset led us to rely on bounding boxes as a visual
cue instead. Results show that incorporating bounding boxes have a performance comparable
to trajectory-based predictions alone. Additionally, we conducted a similar experiment on the
JTA dataset and observed that the inclusion of 2D bounding boxes, in addition to trajectories,
improved the FDE metric. However, it is important to note that the performance was still lower
compared to utilizing 3D pose cues.

Furthermore, we conducted an experiment involving the use of trajectory, 3D pose and 3D
bounding box. The results indicated that the performance of this combination was comparable to
using trajectories and 3D poses alone. This suggests that, on average, incorporating 3D bounding
boxes does not provide additional information beyond what is already captured by 3D poses.
Lastly, we assessed the model’s performance using all accessible cues: trajectory, 3D and 2D
poses, and 3D and 2D bounding boxes, and it yielded similar results.

Qualitative Results

Figure 4.3 provides a visual comparison between Social-Transmotion, which uses only trajectory
inputs, with its pose-based counterpart. The inclusion of pose information helps the model predict
when and where the primary pedestrian will change direction and avoid collisions with neighbors.
For instance, in the middle figure, adding pose enables the model to understand body rotation
and collision avoidance simultaneously, resulting in a prediction closer to the ground truth.

Predicting sudden turns presents a significant challenge for trajectory forecasting models. How-
ever, the addition of pose information can help overcome this. As demonstrated in the middle
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Models Input Modality JTA dataset JRDB dataset
ADE FDE ADE FDE

Social-GAN* [121] T 1.66 3.76 0.50 0.99
Transformer [122] T 1.56 3.54 0.56 1.10
Vanilla-LSTM [120] T 1.44 3.25 0.42 0.83
Occupancy-LSTM [120] T 1.41 3.15 0.43 0.85
Directional-LSTM [14] T 1.37 3.06 0.45 0.87
Dir-social-LSTM [14] T 1.23 2.59 0.48 0.95
Social-LSTM [120] T 1.21 2.54 0.47 0.95
Autobots [136] T 1.20 2.70 0.42 0.79
Trajectron++ [131] T 1.18 2.53 0.42 0.79
EqMotion [137] T 1.13 2.39 0.42 0.80
Social-Transmotion T 1.00 2.02 0.40 0.77
Social-Transmotion T + 2d P 0.98 1.97 / /
Social-Transmotion T + 3d P 0.92 1.87 / /
Social-Transmotion T + 2d BB 0.97 1.92 0.38 0.75
Social-Transmotion T + 3d P + 3d BB 0.92 1.87 / /
Social-Transmotion T + 3d P + 2d P + 3d BB + 2d BB 0.91 1.85 / /

Table 4.1: Quantitative results on the JTA and JRDB datasets. The unit for ADE, FDE is meter.
’T’ refers to Trajectory, ’P’ signifies Pose, and ’BB’ denotes Bounding Box.

Figure 4.3: Qualitative examples on JTA dataset [138]. Each individual example shows the
trajectories of pedestrians for a specific scene. For the primary agent, the ground truth, models’
prediction and their pose-based counterparts’ are in green, red, and blue, respectively. All other
agents are in gray. We have also visualized the pose of the last observed frame as it can reflect
the walking direction and body rotation.

figure, the pose-based model excels in scenarios involving sudden turns, leveraging pose to
anticipate forthcoming changes in walking state, an aspect the conventional model fails to
capture.

Figure 4.4 shows some failure cases of Spocial-Transmotion. The first one shows an inevitable
scenario where the individual alters their path in the middle of the future horizon. The second
figure shows a crowded context where prediction is challenging, and the third one shows a
situation where pose information offers limited value. The integration of supplementary visual
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Figure 4.4: Some qualitative failure cases. The efficacy of pose information varies; the left figure
demonstrates an inevitable scenario where the individual alters their path in the middle of the
future horizon. The middle figure shows a crowded context, and the right one shows a situation
where pose information offers limited value.

cues like gaze or the original scene image could potentially offer advantageous improvements.

4.4.4 Discussions

What if we use one single transformer instead of dual transformers?

In our Social-Transmotion architecture, we initially designed two transformers: one for individual
pedestrian feature extraction and another for capturing pedestrian interactions. In this study, we
compared this dual-transformer setup with a unified single-transformer model. In the single-
transformer configuration, we combined the tokens of all pedestrian features, allowing attention to
both different features and different pedestrians simultaneously. However, as shown in Table 4.2,
there was a notable decrease in performance when the model attended to all pedestrians’ features
concurrently. This highlights the effectiveness of our original architecture in separating the
primary pedestrian’s representations from social interactions.

Additionally, we conducted an experiment to assess the significance of social modeling by
excluding the Social Transformer and focusing solely on the primary agent through the Cross-
Modality Transformer. As indicated in Table 4.2, the performance significantly declined without
the Social Transformer, emphasizing the importance of modeling social interactions between
agents.

Finally, we tested swapping the order of ST and CMT, resulting in a significant 24% drop in ADE
and a 25% decrease in FDE. This indicates that it is more effective to initially extract features of
all agents (CMT) and then subsequently aggregate the features of all agents (ST). Our hypothesis
is that the relationships between an individual’s joints positions across different time steps hold
greater significance compared to the interactions among joints of multiple individuals within a
specific time step. The ST-first approach places a demanding task on the network, compelling it
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Models Input Modality ADE FDE
Social-Transmotion T+3d P 0.92 1.87
Social-Transmotion (one single transformer) T+3d P 1.06 2.13
Social-Transmotion (without ST) T+3d P 1.13 2.32
Social-Transmotion T+3d P 0.92 1.87
Social-Transmotion T+3d P (only primary’s pose) 0.95 1.96
Social-Transmotion T+3d P (only last obs. pose) 0.96 1.94
Social-Transmotion T+3d P (only head pose) 1.00 2.02

Table 4.2: Ablation studies of Social-Transmotion. The top section compares different architec-
tural choices, and the bottom section explores variations in the use of 3D pose.

to extract useful information from numerous irrelevant connections.

What if we only use the primary pedestrian’s poses?

In our study, we observed that our 3D Pose-based model achieves good performance. To delve
deeper into the contribution of pose information in improving ADE and FDE, we conducted an
ablation study. We specifically examined the impact of retaining only the primary pedestrian’s
pose while excluding neighboring poses. This allowed us to assess whether the performance
improvement was solely attributable to the primary pedestrian’s pose or if pose interactions
played a role. Results in Table 4.2 indicate that using only the primary pedestrian’s pose
leads to better performance compared to the baseline model. However, it is important to note
that incorporating all pedestrian poses yields even greater improvements which highlights the
importance of considering pose interactions in trajectory forecasting.

What if we only input the last observed pose?

In a further ablation study investigating the influence of pose in our model, we utilized only the
last observed pose frame as a visual cue for all agents in the scene. The results in Table 4.2
indicate a performance comparable to when all observed frames were incorporated. This suggests
that trajectory forecasting relies on the last observation frame more than other frames for accurate
predictions.

What if we use only head pose?

Our investigation also extended to the exclusive use of head pose as a visual cue, meaning all
non-head pose keypoints were excluded. As shown in Table 4.2, the performance achieved when
only utilizing the head pose is analogous to the trajectory-only model. This outcome indicates
the necessity of incorporating other pose data for enhanced model performance.

To explore the impact of different keypoints/frames on trajectory forecasting accuracy, we
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Figure 4.5: Depiction of attention maps: temporal (top) and spatial (bottom), highlighting the
importance of specific time frames and body keypoints in trajectory forecasting.

generated attention maps as shown in Figure 4.5. The first map illustrates temporal attention,
while the second map represents spatial attention. The attention weights assigned to earlier
frames are comparatively lower, indicating that later frames contain more valuable information
for trajectory forecasting. In simpler scenarios, even the last observed frame may be sufficient,
as demonstrated in our previous ablation study. However, in more complex scenarios, a larger
number of observation frames may be required. We also observed that specific keypoints, such
as the ankles, wrists, and knees, play a significant role in determining direction and movement.
Generally, there is symmetry across different body points, with a slight tendency towards the
right. We hypothesize it may be attributed to data bias. These findings open up opportunities
for further research, particularly in identifying a sparse set of essential keypoints that can offer
advantages in specific applications.

Robustness against imperfect observations

In real-world situations, obtaining complete observations can be challenging due to occlusions
or low confidence in pose detection. In Chapter 2, we observed models are vulnerable to small
perturbations. Our interest here lies in examining the impact of small perturbations on the
Social-Transmotion model.

We investigate the model’s performance under varying percentages of masking during inference.
It is important to note that if a model is trained on complete input (without masking) and then
evaluated with 90% available trajectory (only 10% missing), the ADE/FDE metrics drop by 53%
and 49%, respectively. However, our model, empowered by the masking strategy, exhibits a
marginal decline in performance, as indicated in Table 4.3, corresponding to much larger missing
percentages of input during test time.

We further investigated the model’s robustness by introducing various noise patterns in 3d pose.
The results in the bottom part of Table 4.3, consistently indicate the model’s robust performance
in scenarios with missing whole poses in some frames, structural missing poses, and the addition
of Gaussian noise to keypoints.

57



Chapter 4. Trajectory Forecasting using Visual Cues

Model Input Modality ADE/FDE
Social-Transmotion 100% T + 100% 3d P 0.92/1.87

90% T + 90% 3d P 0.92/1.87
50% T + 50% 3d P 1.05/2.10
50% T + 10% 3d P 1.13/2.23

Social-Transmotion T + 50% Missing Arm and Leg Keypoints in 3d P 0.93/1.89
T + Right Leg Missing 3d P (in all frames) 0.92/1.88
T + Whole Frame Missing 3d P (with 25% probability) 0.92/1.88
T + 3d P with Random Gaussian Noise (N(0, 25)) 0.99/1.98
T + 3d P with Random Gaussian Noise (N(0, 50)) 1.05/2.08

Table 4.3: Robustness evaluation of Social-Transmotion given imperfect pose and trajectories.

Models ASWAEE
ctraj [152] 0.57
dtraj [152] 0.60
ctraj,pose [152] 0.51
dtraj,pose [152] 0.56
Social-Transmotion 0.48
Social-Transmotion + 3d P 0.40

Table 4.4: Quantitative results on the Pedestrians and Cyclists in Road Traffic dataset [152]. The
models are compared using ASWAEE metric, measured in meters, with lower values denoting
lower displacement error.

Computational costs

In inference time, Social-Transmotion showcases a prediction time of 8.1 milliseconds on average
for forecasting future timesteps (4.8 seconds) while utilizing all visual cues. Notably, EqMotion
requires 11.1 ms, and Autobots requires 13.4 ms for the same task, underscoring the efficiency of
our model’s forward process in comparison. However, it is important to acknowledge that our
approach relies on additional estimation methods within its pipeline. Hence, when considering
the complete processing time, especially for potential real-world deployments, these factors
should be taken into account. These timings were recorded using a single 32 GB NVIDIA V100
GPU.

4.4.5 Experiment on Pedestrians and Cyclists in Road Traffic Dataset

Table 4.4 compares the performance of our proposed model, Social-Transmotion, with the
previous work that utilized trajectory or 3D pose for human trajectory forecasting [152]. Here,
the notations ’c’ and ’d’ represent two variations of their model using a continuous or discrete
approach, respectively. The results indicate the effectiveness of our architecture and its proficiency
in utilizing pose information to enhance prediction accuracy.
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4.5 Conclusions

In this chapter, we introduced Social-Transmotion, a generic Transformer-based model adept
at managing diverse visual cues in varying quantities, thereby augmenting trajectory data for
enhanced human trajectory forecasting. A series of rigorous experiments underscored the value
of integrating visual cues, such as human body pose, into the trajectory forecasting framework.
By embracing the multi-modal aspects of human behavior, our approach pushed the limits of
conventional trajectory forecasting performance.

While our model can work with any visual cue, we have examined a limited set of visual cues
and noted instances where they did not consistently enhance trajectory prediction performance.
In the future, one can study the potential of alternative visual cues such as gaze direction, actions,
and other attributes, considering their presence in datasets. Although our model demonstrates
strong performance even without visual cues, it is important to note that we rely on estimation
methods to derive these cues. An intriguing avenue for research involves benefiting directly
from images by developing efficient feature extraction networks. These networks could facilitate
the transformation of images into optimized prompts, enabling the direct utilization of visual
information.

Having delved into trajectory forecasting in previous chapters, our exploration naturally pro-
gresses to a more granular level. The next two chapters extend our focus to the finer details of
motion - pose forecasting.
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5 Human Pose Forecasting with Uncer-
tainty

This chapter is based on the article:

Saeed Saadatnejad, Mehrshad Mirmohammadi, Matin Daghyani, Parham Saremi, Yashar Zoroofchi
Benisi, Amirhossein Alimohammadi, Zahra Tehraninasab, Taylor Mordan and Alexandre Alahi,
Toward Reliable Human Pose Forecasting with Uncertainty, under review, 2023

The code and a summary video of the work can be found on the project’s webpage1 and the
earlier project’s2.

5.1 Introduction

Building upon our insights from trajectory forecasting in previous chapters, we now turn to the
next layer of complexity in this thesis: pose forecasting.

Robots and humans are poised to work in close proximity. Yet, current technology struggles
to read and anticipate the motion dynamics of humans. Predicting human poses enables a safe
co-existence between humans and robots, with direct applications in autonomous driving [154],
human-robot collaboration [155], robot navigation [156], and healthcare [157] The task of human
pose forecasting consists in predicting a sequence of future 3D poses of a person, given a sequence
of past observed ones. The field is now witnessing an arms race of forecasting models using
different architectures that have shown increasing performances [158]–[160].

Forecasting human poses is a difficult problem with multiple challenges to solve: it mixes both
spatial and temporal reasoning, with a huge variability in scenarios; and human behavior is
difficult to predict, as it changes in dynamic and multi-modal ways to react to its environment.
To guarantee safe interactions with humans, robots should not only predict human motions, but
also identify scenarios in which they are uncertain [161]–[164], and act accordingly. Figure 5.1

1https://github.com/vita-epfl/unposed
2https://github.com/vita-epfl/decoupled-pose-prediction
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Figure 5.1: We propose to model two kinds of uncertainty: 1) aleatoric uncertainty, learned by
our model to capture the temporal evolution of uncertainty, which becomes more prominent
over time, as depicted by the lighter colors and thicker bones for the left person; 2) epistemic
uncertainty to detect out-of-distribution forecast poses coming from unseen scenarios in training,
such as for the right person.

illustrates a pose forecasting scenario. Without an uncertainty measure, all the forecast poses are
considered valid. However, uncertainty measures can detect unconfident outputs and treat them
with more caution. Recently, several works have shown the benefits of estimating uncertainty for
classification [163], [164] and regression tasks [161], [162], but how to apply this principle to
pose forecasting is not yet studied.

In this chapter, we present two solutions to capture the uncertainty of pose forecasting models
from two important perspectives. The first one deals with the aleatoric uncertainty, i.e., the
irreducible intrinsic uncertainty in the data. We reformulate the pose forecasting objective
function to capture the aleatoric uncertainty. To reduce the number of learned parameters and
improve stability, we introduce uncertainty priors based on our knowledge about the uncertainty,
e.g., that the uncertainty increases with time. We then train the forecasting model with the new
objective function. This allows the model to focus its capacity to learn forecasting at shorter time
horizons, where uncertainty is lower and learning is more meaningful, compared to longer ones
that are intrinsically much harder and uncertain to forecast.

The second one is about epistemic uncertainty which shows the model’s lack of knowledge. To
this end, we define a model-agnostic uncertainty metric as an indicator of the certainness and
trustability of pose forecasting models in the real world. Unlike previous methods which require
accessing model [165] (i.e., white-box methods) or are specific to certain models [164], our
approach does not require access to the model (i.e., black-box approach) and is model-agnostic.
Since there is no label for motions, we train a deep clustering network to learn the distribution of
common poses and measure the dissimilarity between the predictions’ embeddings and cluster
centers. We apply our proposed uncertainty methods to several models from the literature and
evaluate them on three well-known datasets (Human3.6M [140], AMASS [166], 3DPW [167])
and achieve up to 25 % improvement leveraging the aleatoric uncertainty and better performance
in detecting out-of-distribution forecast poses using epistemic uncertainty.
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Thanks to the large interest in pose forecasting, the field is advancing at a quick pace. However,
this happens at the cost of unfair and non-unified evaluations. Concurrent papers all use disparate
metrics and dataset setups to report their results, leading to ambiguities and errors in interpretation.
In an effort to mitigate these discrepancies, we develop and release an open-source library for
human pose forecasting named unposed 3. This includes our re-implementations of over 10
models, processing codes for 5 widely-used datasets and 6 metrics, all implemented and tested in
a standardized way, in order to ease the implementation of new ideas and promote research in
this field. To summarize, our contributions are three-fold:

• We propose a method for incorporating priors to estimate the aleatoric uncertainty in human
pose forecasting and demonstrate its efficacy in improving several state-of-the-art models
on multiple datasets;

• We propose a model-agnostic metric of quantifying epistemic uncertainty to evaluate
models in unseen situations, outperforming previous methods;

• We develop and publicly release an open-source library for human pose forecasting.

5.2 Related Work

5.2.1 Human Pose Forecasting

While the literature has extensively examined the forecasting of a sequence of future center
positions at a coarse-grained level [14], [16] or a sequence of bounding boxes [141], [142],
our focus in this chapter and the next chapter is on a more fine-grained forecasting i.e., pose.
Additionally, we limit our focus to the observation sequence alone, rather than incorporating
context information [168], social interactions [149], or action class [169]. Many approaches have
been proposed for human pose forecasting, with some using feed-forward networks [170] and
many others using Recurrent Neural Networks (RNNs) to capture temporal dependencies [171],
[172]. To better capture spatial dependencies of body poses, Graph Convolutional Networks
(GCNs) have been utilized [158], [173], along with separating temporal and spatial convolution
blocks and using trainable adjacency matrices [159], [174]. Attention-based approaches have
also gained interest for modeling human motion, showing improvement with a spatio-temporal
self-attention module [158]. More recently, forecasting in multiple stages [160] and a diffusion
stochastic model with a transformer-based architecture [20] have been proposed. We can cat-
egorize all previous works into stochastic and deterministic models. Stochastic models [20],
[175]–[181] can give diverse predictions, but in this chapter, we mainly focus on deterministic
models [158]–[160], [182] as they provide more accurate predictions. Given the growing interest
in this field, we believe that greater attention should be paid to uncertainty estimation in this task.

3https://github.com/vita-epfl/unposed
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5.2.2 Uncertainty in Pose Forecasting

Knowing when a model does not know, i.e., uncertain, is important to improve trustworthiness
and safety [183]. Traditionally, uncertainty in deep learning is divided into data (aleatoric)
and model (epistemic) uncertainty [161]. The aleatoric originates from the intrinsic noise and
inherent uncertainty of data and cannot be reduced by improving the model, while the epistemic
uncertainty shows the model’s weakness in recognizing the underlying pattern of the data and
can be reduced by enhancing the network architecture or increasing data. Many methods have
been proposed to estimate and utilize these types of uncertainty in various tasks, including image
classification [165], semantic segmentation [184], and natural language processing [185]. It
has also been widely explored in pose estimation from images and videos [186]–[188], visual
navigation and trajectory forecasting tasks [189]–[191] but not yet studied in human pose
forecasting which includes spatio-temporal relationships modeling. We will show how modeling
the uncertainty can improve accuracy.

Moreover, it is important to measure the epistemic uncertainty of models when going to be used
in the real world. Bayesian Neural Networks (BNNs) have conventionally been used to formulate
uncertainty by defining probability distributions over the model parameters [192]. However,
the intractability of these distributions has led to the development of alternative approaches
to perform approximate Bayesian inference for uncertainty estimation. One popular approach
is Variational Inference [193], [194] because of their scalability. One important example is
the technique of Monte Carlo (MC) dropout [165], which involves applying dropout [195] at
inference time to model the parameters of the network as a mixture of multivariate Gaussian
distributions with small variances. However, all those methods need to access the model and
are not model-agnostic. Calibration [196] is another approach, but it requires the model to
provide probabilities and deep neural networks have been shown to be poorly calibrated. One
way to evaluate model reliability is by measuring the distance between a new sample and the
training samples using a deep deterministic network, a technique that has been effective in
image classification [163], [164]. However, this approach measures the uncertainty for their own
model and is not applicable to measuring the uncertainty of different models. In contrast, Deep
Ensembles [197] can measure the uncertainty of different models by training multiple neural
networks independently and averaging their outputs at inference time. However, this method can
be computationally expensive and slow. In this study, we concentrate on the model’s output and
define epistemic uncertainty as the extent to which the model’s forecast resemble the training
distribution. This way, we can measure the uncertainty in a black-box manner.

5.3 Aleatoric Uncertainty in Pose Forecasting

Pose forecasting models usually take as input a sequence x of 3D human poses with J joints
in O observation time frames, and predict another sequence ŷ of 3D poses to forecast its future
y in the next T time frames. In addition to this, we also want a model to estimate its aleatoric
uncertainty u along with the predicted poses ŷ, to indicate how reliable these can be.
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For this, we model the probability distribution of the error, i.e., the euclidean distance between
ground truths y and forecasts ŷ, with an exponential distribution following [162]:

∥y − ŷ∥2 ∼ Exp(α), (5.1)

where α is the distribution parameter to be selected. Its log-likelihood therefore writes

ln p(∥y − ŷ∥2) = lnα− α ∥y − ŷ∥2 . (5.2)

We then define the aleatoric uncertainty as u := − lnα, and set it as a learnable parameter for the
model. When training the model with maximum likelihood estimation, the loss function L to
minimize is then given by

L(y, ŷ, u) = − ln p(∥y − ŷ∥2)
= e−u ∥y − ŷ∥2 + u.

(5.3)

We consider pose forecasting as a multi-task learning problem with task-dependant uncertainty,
i.e., independent of the input sequences x. There are several ways to define tasks in this manner,
e.g., by separating them based on time frames, joints, actions (if the datasets provide them), or
any other combination of them. In the following, we consider dividing tasks based on time and
joints 4. In this case, for each future time frame t and joint j, the model predicts an uncertainty
estimate ujt associated with its 3D joint forecasts ŷjt . This formulation yields the corresponding
loss function:

Ltotal(y, ŷ, u) =
∑

t=1...T
j=1...J

e−uj
t

∥∥∥yjt − ŷjt

∥∥∥
2
+ ujt , (5.4)

where T refers to the number of prediction frames and J is the number of joints.

Since the loss function (Equation (5.4)) weighs the error
∥∥∥yjt − ŷjt

∥∥∥
2

based on the aleatoric

uncertainty e−uj
t , it forces the model to focus its capacity to points with lower aleatoric uncertainty.

In particular, we expect short time horizons to have lower uncertainty, and therefore to present
better improvements than longer ones.

Unfortunately, learning all aleatoric uncertainty values ujt independently leads to an unstable
training. To address this issue, we introduce uncertainty priors F , in order to inject knowledge
about the aleatoric uncertainty behavior and stabilize the training. For this, we choose a family F

of functions parameterized by a given number of parameters θ. Instead of learning all uncertainty
values ujt independently, the model now only learns θ, which can be chosen to be of a smaller
size so as to ease the training. With a learned θ∗, the uncertainty values ujt are obtained with the

4Extending the formulation to other task definitions should be straightforward.
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function F (θ∗):

ujt = F (θ∗)(j, t). (5.5)

It is noticeable that this framework generalizes the previous case (without prior) by setting F to
yield a separate parameter for each uncertainty value:

ujt = Id(θ∗)(j, t) = θjt . (5.6)

Intuitively, the more parameters F has, the more scenarios it can represent, but at the cost of
stability. We, therefore, compare several choices for F , with variable numbers of learnable
parameters as different trade-offs between ease of learning and representation power. We select
three functions that constrain the temporal evolution of aleatoric uncertainty, independently
for each joint. We select functions with a logarithmic shape due to the observed exponential
behavior in error evolution over time. The first one, Sig3, is a sigmoid function used to ensure that
uncertainty only increases with time, and has three parameters per joint to control this behavior:

ujt = Sig3(θ)(j, t) =
θj2

1 + e−θj0(t−θj1)
. (5.7)

Then we leverage Sig5, which is a generalized version of the sigmoid function [198] with 5
parameters per joint:

ujt = Sig5(θ)(j, t) = θj0 +
θj1

1 + ab+ (1− a)c
, (5.8)

where the terms a, b and c are defined by

a =
1

1 + e
−

2 θ
j
2 θ

j
4

|θj2+θ
j
4|
(θj3−t)

,

b = eθ
j
2(θ

j
3−t),

c = eθ
j
4(θ

j
3−t).

(5.9)

We also compare with a more generic polynomial function Polyd of degree d, which has d+ 1

learnable parameters per joint and constrain the uncertainty less:

ujt = Polyd(θ)(j, t) = θj0 + θj1t+ θj2t
2 + ...+ θjdt

d. (5.10)

5.4 Epistemic Uncertainty in Pose Forecasting

We introduced aleatoric uncertainty to address the uncertainty in the data in the previous section.
We now address the epistemic uncertainty to capture the model’s uncertainty due to the lack of
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Figure 5.2: The motion is encoded into a well-clustered representation space Z by our LSTM
encoder-decoder. The probabilities of the cluster assignments are provided by our deep embedded
clustering on that space to estimate the epistemic uncertainty.

knowledge. We want to quantify the intuition that the models with predicted motions dissimilar
to the training distribution in the latent representation are less reliable and, therefore, should be
treated with caution. Notably, our aim in this section is not to improve accuracy but rather to
measure uncertainties associated with pose forecasting models.

We improve upon existing literature of uncertainty quantification by introducing temporal model-
ing and clustering in epistemic uncertainty. Specifically, we employ an LSTM-based autoencoder
(Figure 5.2) due to its proficient capability to encode spatio-temporal dependencies and learn
potent latent representations. We then rely on clustering on that space as there are no predefined
motion classes.

In the following sections, we first explain how to estimate the number of motion clusters K and
train the deep embedded clustering. We then illustrate how to measure the epistemic uncertainty.

5.4.1 Determining the Number of Motion Clusters

Determining K, the number of clusters, is essential since it corresponds to the diversity of motions
in the training dataset. An optimal K, therefore, captures the diversity in the training dataset while
also reducing the time complexity of our subsequent algorithms.

We first train an LSTM auto-encoder (Figure 5.2) to learn low dimensional embeddings Z by
minimizing the reconstruction loss Lrecons over the training dataset. We then follow DED [199]
which uses t-SNE [200] to reduce Z to a 2-dimensional feature vector z′. Subsequently, local
density ρi and delta δi for each data point are calculated:

ρi =
∑
j

χ(dij − dc),

δi = min
j:ρj>ρi

dij ,
(5.11)

where χ(.) = 1 if . < 0 else χ(.) = 0, dij is the distance between z′i and z′j , and dc is the cut-off
distance. We then define γi = ρi.δi similar to [201], [202]. A larger γi corresponds to a greater
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likelihood of being chosen as a cluster center; however, the number of clusters still remains a
hyperparameter. We fully automate it by defining ri as the gap between two γi and γi+1 values
(where γi+1 < γi):

ri =
γi

γi+1
, i ∈ [1, N − 1]. (5.12)

We set K = argmax(ri) since γK represents the largest shift in likelihood of a sample being a
cluster itself.

5.4.2 Deep Embedded Clustering

Having identified the number of clusters, we now learn the optimal deep clustering of our
embedding. We initialize the cluster centers {µk}Kk=1 using the K-means algorithm on the
feature space. We then minimize the clustering loss Lcluster as defined in DEC [203] jointly
with the reconstruction loss in order to learn the latent representation as well as clustering. We
incorporated the reconstruction loss into the loss function to act as a regularizer and prevent the
collapse of the network parameters. The loss function is defined as:

L = Lcluster + λLrecons, (5.13)

where λ is the regularization coefficient. Finally, when the loss is converged, we fine-tune the
trained network using the cross-entropy loss on the derived class labels in order to make clusters
more compact.

5.4.3 Estimating Epistemic Uncertainty

Now, we estimate the epistemic uncertainty of a given forecasting model. Specifically, for each
example, denote the probability of assignment to the kth cluster by pk. The epistemic uncertainty
is then calculated as follows:

EpU =
1

N

N∑
i=1

entropy(p1i , . . . , p
K
i ), (5.14)

where N is the size of the dataset. In other words, a model that does not generate outputs close to
the motion clusters is considered uncertain.
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5.5 Experiments

5.5.1 Datasets

Human3.6M [140] contains 3.6 million body poses. It comprises 15 complex action categories,
each one performed by seven actors individually. The validation set is subject-11, the test set is
subject-5, and all the remaining five subjects are training samples. The original 3D pose skeletons
in the dataset consist of 32 joints. Similar to previous works, we have 10/50 observation frames,
25 forecast frames down-sampled to 25 fps, with the subset of 22 joints to represent the human
pose. We train our models on all action classes at the same time.

AMASS (The Archive of Motion Capture as Surface Shapes) [166] unifies 18 motion capture
datasets totaling 13,944 motion sequences from 460 subjects performing a variety of actions. We
use 50 observation frames down-sampled to 25fps with 18 joints, similar to previous works.

3DPW (3D Poses in the Wild) [167] is the first dataset with accurate 3D poses in the wild. It
contains 60 video sequences taken from a moving phone camera. Each pose is described as an
18-joint skeleton with 3D coordinates similar to AMASS dataset. We use the official instructions
to obtain training, validation, and test sets.

5.5.2 Evaluation Metrics

We measure the accuracy in terms of MPJPE (Mean Per Joint Position Error) in millimeters (mm)
per frame:

MPJPE =
1

J

J∑
j=1

∥∥∥ŷjt − yjt

∥∥∥
2
, (5.15)

and report A-MPJPE as the average for all frames when needed. We also report EpU as defined
in Equation (5.14).

5.5.3 Baselines

We apply our approach to several recent methods that are open-source [158]–[160] and compare
with their performance without uncertainty. Note that we follow their own training setup in which
some use 10 frames of observation [159], [160], [182] and the rest 50 frames of observation [158],
[170], [172], [173]. We report the results obtained from the trained model of STARS* [204] as
documented on their GitHub page. We also consider Zero-Vel, which outputs the last observed
pose as the forecast for all future poses as a simple and competitive baseline.

Inspired by the common trend to treat sequences with Transformers, we have designed our
own transformer-based architecture referred to as ST-Trans. We followed the best practices of

69



Chapter 5. Human Pose Forecasting with Uncertainty

MLP

Input

SkipTransformer 
Block 1

SkipTransformer 
Block 6

SkipTransformer 
Block 2 +

+

MLP

Output

Temporal 
Transformer 

Layer

Spatial 
Transformer 

Layer

Skip

MLP

+

Tr
an

sf
or

m
er

 B
lo

ck

Figure 5.3: ST-Trans consists of two MLP layers and six Transformer Blocks with skip con-
nections. Each Transformer Block contains two cascaded temporal and spatial transformers to
capture the spatio-temporal features of data.

transformer design [205] and adapted their design elements to the task of pose forecasting. As
depicted in Figure 5.3, it is composed of several identical residual layers, each layer consists of a
spatial and a temporal transformer encoder to learn the spatio-temporal dynamics of data utilizing
the attention mechanism.

5.5.4 Aleatoric Uncertainty

We first show the impact of aleatoric Uncertainty-Aware Loss (pUAL) with the prior Sig5 to
several models from the literature and our ST-Trans. Table 5.1 shows the overall results on
Human3.6M [140]. To have a fair evaluation between all models, we adapt HRI [158] to predict
25 frames in one step (denoted as HRI*). We observe that all methods get better results when
taking aleatoric uncertainty into account during learning, therefore confirming the need for
aleatoric uncertainty estimation. It is noticeable that pUAL gives better improvements for shorter
prediction horizons, e.g., up to 25.4 % and 20.1 % for STS-GCN [159] at horizons of 80ms and
160ms, which correspond to the less uncertain time frames, where pUAL focuses training more
(smaller discount in the loss function, as seen in Equation (5.4)). At the same time, adding pUAL
does not degrade the performances at longer horizons. Examples of predicted 3D pose sequences

70



5.5 Experiments

Model 80ms 160ms 320ms 400ms 560ms 720ms 880ms 1000ms

Zero-Vel 23.8 44.4 76.1 88.2 107.4 121.6 131.6 136.6
Res. Sup. [172] 25.0 46.2 77.0 88.3 106.3 119.4 130.0 136.6
ConvSeq2Seq [170] 16.6 33.3 61.4 72.7 90.7 104.7 116.7 124.2
LTD-50-25 [173] 12.2 25.4 50.7 61.5 79.6 93.6 105.2 112.4
MSR-GCN [182] 12.0 25.2 50.4 61.4 80.0 93.9 105.5 112.9
STARS* [204] 12.0 24.6 49.5 60.5 78.6 92.6 104.3 111.9

STS-GCN [159] 17.7 33.9 56.3 67.5 85.1 99.4 109.9 117.0
STS-GCN + pUAL (ours) 13.2 27.1 54.7 66.2 84.5 97.9 109.3 115.7
gain 25.4 % 20.1 % 2.8 % 1.9 % 0.7 % 1.5 % 0.5 % 1.1 %

HRI* [158] 12.7 26.1 51.5 62.6 80.8 95.1 106.8 113.8
HRI* + pUAL (ours) 11.6 25.3 51.2 62.2 80.1 93.7 105.0 112.1
gain 8.7 % 3.1 % 0.6 % 0.6 % 0.9 % 1.5 % 1.7 % 1.5 %

PGBIG [160] 10.3 22.6 46.6 57.5 76.3 90.9 102.7 110.0
PGBIG + pUAL (ours) 9.6 21.7 46.0 57.1 75.9 90.3 102.1 109.5
gain 6.8 % 4.0 % 1.3 % 0.7 % 0.5 % 0.7 % 0.6 % 0.5 %

ST-Trans 13.0 27.0 52.6 63.2 80.3 93.6 104.7 111.6
ST-Trans + pUAL (ours) 10.4 23.4 48.4 59.2 77.0 90.7 101.9 109.3
gain 20.0 % 13.3 % 8.0 % 6.3 % 4.1 % 3.1 % 2.7 % 2.1 %

Table 5.1: Comparison of our method on Human3.6M in MPJPE (mm) at different prediction
horizons. +pUAL refers to models where aleatoric uncertainty is modeled.

Figure 5.4: Qualitative results on Human3.6M different actions (walking, phoning, walkingdog
and taking photo, respectively). Higher aleatoric uncertainty is shown with a lighter color.
Uncertainty of any bone is considered as its outer joint’s uncertainty assuming the hip is the body
center. We observe that the estimated uncertainty increases over time, with joints farther away
from the body center associated with higher uncertainties.
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Model
AMASS 3DPW

160ms 400ms 720ms 1000ms 160ms 400ms 720ms 1000ms

Zero-Vel 56.4 111.7 135.1 119.4 41.8 79.9 100.5 101.3
ConvSeq2Seq [170] 36.9 67.6 87.0 93.5 32.9 58.8 77.0 87.8
LTD-10-25 [173] 20.7 45.3 65.7 75.2 23.2 46.6 65.8 75.5

STS-GCN [159] 20.7 43.1 59.2 68.7 20.8 40.3 55.0 62.4
STS-GCN + pUAL (ours) 20.4 42.4 59.1 68.1 20.5 40.0 54.8 62.2

HRI [158] 20.7 42.0 58.6 67.2 22.8 45.0 62.9 72.5
HRI + pUAL (ours) 19.9 41.4 58.1 66.5 22.2 44.6 62.4 72.2

ST-Trans 21.3 42.5 58.3 66.6 24.5 47.4 64.6 73.8
ST-Trans + pUAL (ours) 18.3 39.7 56.5 66.7 22.3 45.7 63.6 73.2

Table 5.2: Comparison of our proposed method on AMASS and 3DPW in MPJPE (mm) at
different prediction horizons. +pUAL refers to models where aleatoric uncertainty is modeled.
The models were only trained on AMASS.
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Figure 5.5: A-MPJPE and its standard deviation (stability) in training epochs for five trained
models. The model with pUAL has a lower variance, meaning a more stable training.

using pUAL are depicted in Figure 5.4, and show that the estimated uncertainty increases over
time, with joints farther away from the body center associated with higher uncertainties. Moreover,
we report the performances of the models on AMASS and 3DPW datasets in Table 5.2. Again,
we observe that modeling aleatoric uncertainty leads to more accurate predictions, especially at
shorter horizons, with improvements up to 14.1 % on AMASS and up to 9.0 % on 3DPW for
ST-Trans at a horizon of 160ms.

We argue that modeling the aleatoric uncertainty leads to more stable training. In order to
demonstrate this, we conduct five separate trainings of ST-Trans and present in Figure 5.5 the
A-MPJPE values along with their respective standard deviations for each epoch, which we refer
to as stability. The plot highlights that the model with pUAL is more stable across runs, as
indicated by a lower variance. Moreover, we compute AP-MPJPE, which is the average pairwise
distance of predicted motions in terms of MPJPE, and observe that it decreases from 24.2mm to
20.3mm when pUAL loss is added, showing again lower variance in the output of the model.
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Uncertainty
prior (tasks)

Number of
parameters

stability ST-Trans HRI* STS-GCN

None – 0.643 111.6 113.8 117.0

Id (T, J) 25 · 22 0.557 109.3 114.6 115.8
Poly9 (T, J) 10 · 22 0.505 110.3 114.7 118.1
Sig5 (T, J) 5 · 22 0.496 109.3 112.1 115.7
Sig3 (T, J) 3 · 22 0.537 110.3 113.1 115.9
Sig5 (T ) 5 0.505 109.7 112.4 115.9

Table 5.3: Comparison of different priors for aleatoric uncertainty in terms of MPJPE (mm) at
1 s on Human3.6M. The stability refers to the variance of the training and the lower the better.

So far, results have been reported using the Sig5 uncertainty prior (Equation (5.8)) to model
the time and joint (T, J) aleatoric uncertainty. In Table 5.3, we report the performances of
other choices on Human3.6M, and compare against using a single prior Sig5 for all joints (only
time dependency T ) and other priors Sig3, Poly9. The results show again that taking aleatoric
uncertainty into account with pUAL is beneficial and that a good choice of uncertainty prior is
important. In particular, Sig5 performs better than using no prior for all models. Using a prior
can lead to similar aleatoric uncertainty than the unconstrained case, but with fewer learnable
parameters and better stability.

5.5.5 Epistemic Uncertainty

Evaluating the quality of epistemic uncertainty is difficult due to the unavailability of ground
truth annotations, yet important. Our goal is to identify instances where pose forecasting is not
reliable, essentially making this a binary classification problem. Selective classification is a
widely used methodology to evaluate uncertainty quality, where a classifier has the option to
refrain from classifying data points if its confidence level drops below a certain threshold [206].
In other words, if a pose forecasting model is trained on action A and evaluated on actions A and
B, a reliable measure of epistemic uncertainty should effectively distinguish between these two
sets of forecasts.

We assess the performance of our epistemic uncertainty estimation using selective classification,
and measure how well actions "sitting" and "sitting down" can be separated from actions "walk-
ing" and "walking together", all from the test set of Human3.6M, based solely on the predicted
uncertainty of the model. The forecasting model and clustering are trained on Human3.6M
walking-related actions, and we anticipate low uncertainty values for those actions and high un-
certainty values for sitting-related actions, i.e., not encountered and significantly distinct actions.
During the assessment, we compute uncertainty scores for both actions and measure the classifi-
cation results for a range of thresholds. Similar to prior research [207], we utilize the AUROC
metric, where a higher score is desirable and a value of 1 indicates that all walking-related data
points possess lower uncertainty than all sitting-related data points. In Table 5.4, we present our
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Method AUROC Latency Trainings

Deep-Ensemble-3 0.87 6.28 3
Deep-Ensemble-5 0.90 10.43 5
MC-Dropout-5 0.90 9.57 1
MC-Dropout-10 0.92 18.98 1
Ours 0.95 6.23 1

Table 5.4: AUROC, inference latency (ms) and number of training runs for different epistemic
uncertainty methods.

Figure 5.6: ROC curve for a model trained on walking-related actions and tested on both walking-
related and sitting-related actions. The objective is to distinguish between these sets by utilizing
uncertainty estimates.

findings and compare them to alternative approaches, where our proposed method demonstrates
higher AUROC. The full ROC curve is in Figure 5.6. Note that our approach is model-agnostic
in contrast to MC-Dropout. We present the results of further assessments of a broader range of
actions in the Appendix C.2.

Another feature of our approach is computational efficiency, which is attributed to its ability to
compute in a single forward path. This is in contrast to MC-Dropout and Ensemble methods.
We provide a comparison of the average inference latency, measured in milliseconds, between
our method and other approaches in Table 5.4. Our approach shows lower latency and only
requires one training. Notably, the performance gap between our approach and other methods
may increase when using more computationally expensive forecasting models.

We conducted another experiment in Table 5.5 to showcase the effectiveness of our metric in out-
of-distribution (OOD) motions. We shuffled the frames’ order (Frames shuffled) or joints (Joints
shuffled) in each pose sequence of the test set to generate OOD data. The results demonstrate
that our method identifies high uncertainties for Joints shuffled of all categories since they do
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Action Normal Frames Joints
shuffled shuffled

Walking 0.26 1.35 2.15
Smoking 0.80 1.54 2.17
Posing 0.93 1.57 2.17
Directions 0.93 1.39 2.20
Greeting 0.81 1.50 2.17
Discussion 0.80 1.31 2.19
Walkingtogether 0.33 1.36 2.21
Eating 0.83 1.27 2.19
Phoning 0.82 1.56 2.20
Sitting 1.12 1.75 2.23
Waiting 0.82 1.57 2.15
Sittingdown 1.18 1.89 2.16
WalkingDog 0.95 1.53 2.20
TakingPhoto 1.02 1.47 2.17
Purchases 0.99 1.47 2.24

Average of all actions 0.85 1.53 2.18

Table 5.5: Comparison of EpU on different categories of Human3.6M. Normal refers to the
original test set, Frames shuffled refers to the test set in which the frame orders in each sequence
have been randomly shuffled, and Joints shuffled refers to randomly shuffled 3D joints in all
frames.

AMASS 3DPW

Model EpU A-MPJPE EpU A-MPJPE

Zero-Vel 0.449 85.72 0.566 64.44
HRI [158] 0.351 43.76 0.463 43.62
STS-GCN [159] 0.332 45.49 0.455 42.60
ST-Trans + pUAL 0.336 35.86 0.439 40.02

Table 5.6: Comparison of different models in terms of A-MPJPE and EpU on AMASS and 3DPW
datasets. The clustering and forecasting models were trained on AMASS.

not correspond to ID (in-distribution) poses. Furthermore, our approach yields high EpU values
for almost all actions of Frames shuffled, compared to normal pose sequences, emphasizing the
significance of frame order in generating an ID motion.

Additionally, we report the forecasting models’ performances in Table 5.6 in terms of A-MPJPE,
along with the epistemic uncertainties EpU associated with their predictions, on both the AMASS
and 3DPW datasets. Note that the forecasting models and the clustering method were trained
on the AMASS dataset. Higher uncertainties were recorded on 3DPW as an unseen dataset
while prediction errors were lower. It underscores the reliability of our uncertainty quantification
approach and suggests that relying solely on a model’s prediction errors may not provide a
comprehensive assessment.
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5.6 Conclusions

In this chapter, we focused on modeling the uncertainty of human pose forecasting. We suggested
a method for modeling aleatoric uncertainty of pose forecasting models that could make state-
of-the-art models uncertainty-aware and improve their performances. We showed the effect of
uncertainty priors to inject knowledge about the behavior of uncertainty. Moreover, we measured
the epistemic uncertainty of pose forecasting models by clustering poses into motion clusters,
which enables us to evaluate the trustworthiness of victim models. We made an open-source
library of human pose forecasting. It incorporates various models, metrics, and supports multiple
datasets, all aimed at fostering a unified and fair evaluation framework in this field. As future
work, we hope that the findings and the library will pave the way to more uncertainty-aware pose
forecasting models.

Moving forward, we extend our focus to situations that are even more challenging than those
considered in this chapter. In the following chapter, we deal with the problem of pose forecasting
under noisy observations.
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6 Human Pose Forecasting in Noisy
Observations

This chapter is based on the article:

Saeed Saadatnejad, Ali Rasekh, Mohammadreza Mofayezi, Yasamin Medghalchi, Sara Ra-
jabzadeh, Taylor Mordan and Alexandre Alahi, A generic diffusion-based approach for 3D
human pose prediction in the wild, IEEE International Conference on Robotics and Automation
(ICRA), 2023

The code and a summary video of the work can be found on the project’s webpage1.

6.1 Introduction

As mentioned in the previous chapter, pose forecasting is a challenging task since it must combine
spatial and temporal reasoning to output multiple plausible outcomes. Previous models have
yielded satisfactory results [158], [160], yet they fail to produce acceptable outcomes in noisy
settings. Minor offsets from detection methods or partial occlusions of body parts can drastically
impact the prediction accuracy.

Denoising Diffusion Probabilistic Models (DDPMs) [208] are one type of generative models that
can denoise input signals iteratively. Motivated by this property, we propose a diffusion model
that explicitly handles noisy data input so that it not only predicts accurate and in-distribution
poses, but can also be used in the wild.

As depicted in Figure 6.1, we construct a full sequence of observation and future frames where
noise is placed in the missing observation elements and future poses. Our model denoises this
sequence in several steps and produces the correct predictions. Naively predicting all future
frames simultaneously results in inaccurate predictions in later frames. Hence, we propose a
model comprised of two temporally-cascaded diffusion blocks. The first block predicts the
short-term poses and repairs the noisy observations (if applicable), while the second block uses

1https://github.com/vita-epfl/DePOSit
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Figure 6.1: Our proposed conditional diffusion model denoises the input sequence sT over T
steps by simultaneously 1) predicting poses for the future frames and 2) repairing the noisy
observations in the case of partial occlusion (first column), missing whole frame (second column),
or inaccurate observations (third column). The large yellow circles depict the Gaussian noise we
consider for unavailable joints, which gradually become smaller and fit into the correct locations.

the output from the former as a condition to predict the long-term poses.

We also leverage our model in a generic framework that can improve the performance of state-of-
the-art prediction models in a black-box manner. To this end, we use our diffusion-based model
as a pre-processing step to repair the observations providing pseudo-clean data for the prediction
model to make more reliable predictions. Our model can then be used as a post-processing step
to further refine these predictions.

To summarize, our contributions are three-fold:

• We frame the human pose forecasting task as a denoising problem.

• We propose a two-stage diffusion model outperforming the state-of-the-art in both clean
and noisy observation settings.

• We introduce a generic framework that leverages our model through pre-processing (repair-
ing the input) and post-processing (refinement), which can enhance any pose forecasting
model.
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Figure 6.2: Overview of our Temporal Cascaded Diffusion (TCD). The short-term diffusion block
(top) takes the observed sequence padded with random noise and predicts short-term human
poses in K frames. The predicted sequence along with the observation padded with random noise
is given to the long-term diffusion block (bottom) to predict for all P frames.

6.2 Related Work

6.2.1 Stochastic Human Pose Forecasting

As mentioned in Section 5.2.1, deterministic models [158], [160] offer satisfactory prediction
accuracy, yet they lack the ability to generate diverse and multi-modal outputs compared to
stochastic models [175]–[180], [204]. In this category, Variational AutoEncoders (VAEs) have
been widely adopted due to their strength in representation learning [148], [175]–[177]. Genera-
tive models, particularly diffusion models, have been recently utilized to model data distributions
with remarkable results in image synthesis [21], [209], image repainting [210] and text-to-image
generation [8], [211]. Recently, they have been used for time-series imputation [205], i.e., fill-
ing in missing elements. However, it was not explored for human motion. To the best of our
knowledge, we are the first to propose a diffusion model for human pose forecasting, which
outperforms both stochastic and deterministic models.

Previous models perform poorly with partial noisy observations. A multi-task learning approach
has been recently suggested in [212] to address this issue, by implicitly disregarding noise in the
data. We provide detailed comparisons with [212], and show that explicitly denoising the input
leads to a generalizable solution, and that our temporally-cascaded diffusion blocks better capture
the spatio-temporal relationships in the poses. Furthermore, we present a generic framework that
can be used to improve any existing state-of-the-art model in a black-box manner.

6.3 Method

In this section, we first describe the notations and conditional diffusion blocks, which are the
fundamental elements of our model. We then present our model and finally introduce our generic
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Figure 6.3: An illustration of the pre-processing and post-processing framework. The pre-process
diffusion block denoises the noisy observation sequence. The repaired observation is then given
to a frozen predictor. The output of the predictor model is passed to TCD to perform the post-
processing step and refine its predictions.

framework.

6.3.1 Problem Definition and Notations

Let X = [X−O+1, X−O+2, . . . , X0, X1, . . . , XP ] ∈ R(O+P )×J×3 be a clean complete nor-
malized sequence of human poses with J joints in O frames of observation and P frames
of future. Each joint consists of its 3D cartesian coordinates. The availability mask is a bi-
nary matrix M ∈ {0, 1}(O+P )×J×3 where zero determines the parts of the sequence that are
not observed due to occlusions or being from future timesteps. Note that the elements of M
corresponding to P future frames are always zero. With this notation, the observed sequence
X̃ = [X̃−O+1, X̃−O+2, . . . , X̃0, X̃1, . . . , X̃P ] is derived by applying the element-wise product of
M into X and adding a Gaussian noise ϵ ∼ N (0, I) in non-masked area X̃ = M⊙X+(1−M)ϵ.
The model predicts X̂ = [X̂−O+1, X̂−O+2, . . . , X̂0, X̂1, . . . , X̂P ] and the objective is lowering
|X̂ −X| ⊙ (1−M) given X̃ .

6.3.2 Conditional Diffusion Blocks

A conditional diffusion block is an ST-Trans defined in the previous chapter, which contains
multiple residual layers. Each layer consists of two consecutive transformers with the same input
and output shapes. The first (temporal) transformer is responsible for modeling the temporal
behavior of data. Its output is then fed to the second (spatial) transformer to attend to the human
pose within each frame.

At training time, a Gaussian noise with zero mean and pre-defined variance is added to the input
pose sequence s0 to make a noisier version s1. This process is repeated for T steps such that the
output sT will be close to a pure Gaussian noise in the non-masked area:

q(st|st−1) = M ⊙ st−1 + (1−M)⊙N (st;
√
1− βtst−1, βtI), (6.1)

where q denotes the forward process, and βt is the variance of the noise in step t, determined using
a scheduler. We use the cosine noise scheduler in our formulations, which was first introduced
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in [213]:

βt = 1− f(t)

f(t− 1)
, f(t) = cos2

(
t/T + c

1 + c
· π
2

)
, (6.2)

where c is a small offset and is set to 0.008 empirically. The cosine noise scheduler provides
a smoother decrease in input quality than other popular schedulers, such as quadratic and
linear [213], enabling more accurate learning of step noise variances in our problem. The network
learns to reverse the diffusion process and retrieve the clean sequence by predicting the cumulative
noise that is added to st as described in DDPM [208].

At inference time, the model begins with an incomplete and noisy input sequence sT , where
Gaussian noise is put in the non-masked area and observed data in the masked area. Subsequently,
the model iteratively predicts the poses sT−1, . . . , s0 through an iterative process by subtracting
the additive noise learned during training from the output of the preceding step, until a clean
output approximating the ground truth is obtained.

6.3.3 Temporal Cascaded Diffusion (TCD)

We illustrate our main model, which consists of a short-term and a long-term diffusion blocks, in
Figure 6.2. The short-term block takes X̃ as input and predicts the first K frames of the future
[X̂1 . . . X̂K ], along with the observation frames [X̂−O+1 . . . X̂0]. The long-term block is tasked
with predicting the remaining frames of the future [X̂K+1 . . . X̂P ], utilizing both the observation
and the output of the short-term block. Note that during training, both blocks are trained using
ground-truth input; however, at inference time, the average of five samples of the short-term
block is supplied to the long-term block.

Cascading two diffusion models improves overall and particularly long-term forecasting due
to the division of the complex task. In other words, the short-term prediction block focuses on
predicting a limited number of frames, and thanks to its accurate short-term predictions, the
long-term prediction block acquires more data, thus allowing it to focus its capacity on longer
horizons.

6.3.4 Pre-processing and Post-processing

Given a frozen pose forecasting model, we can enhance its performance through pre-processing by
repairing its input sequence, and through post-processing by refining its outputs. This framework
is illustrated in Figure 6.3.

Pre-processing Since most of the existing pose forecasting models are unable to handle
noisy observations, we present a simpler version of our model that serves as a pre-processing
step for denoising the observations only. This module takes the noisy observation sequence
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Human3.6M [140] HumanEva-I [214]

Model A-MPJPE ↓ MPJPE ↓ MMADE ↓ MMFDE ↓ A-MPJPE ↓ MPJPE ↓

Pose-Knows [215] 461 560 522 569 269 296
MT-VAE [216] 457 595 716 883 345 403
HP-GAN [217] 858 867 847 858 772 749
BoM [218] 448 533 514 544 271 279
GMVAE [219] 461 555 524 566 305 345
DeLiGAN [220] 483 534 520 545 306 322
DSF [221] 493 592 550 599 273 290
DLow [175] 425 518 495 531 251 268
Motron [178] 375 488 – – – –
Multi-Objective [179] 414 516 – – 228 236
GSPS [180] 389 496 476 525 233 244
STARS [204] 358 445 442 471 217 241
TCD (ours) 356 396 463 445 199 215

Table 6.1: Comparison with stochastic models on Human3.6M Setting-A and HumanEva-I at the
horizon of 2s.

[X̃−O+1, X̃−O+2, . . . , X̃0] as input and outputs a repaired sequence [X̂−O+1, X̂−O+2, . . . , X̂0].
The architecture of this model is similar to TCD, yet predicting within a single stage, with both
the input and output sequences containing O frames. Our precise repair strategies allow any
pose forecasting models trained on complete datasets to predict reasonable poses in noisy input
conditions.

Post-processing Furthermore, we want to improve the prediction results of existing models.
We feed the results of any black-box pose forecasting model [X̃1, . . . , X̃P ] concatenated with
repaired observation [X̂−O+1, X̂−O+2, . . . , X̂0] as the input to our TCD and retrain it to predict
better. The initial prediction acts as the starting point that is gradually shifted toward the real
distribution by our post-processing.

6.4 Experiments

6.4.1 Experimental Setup

Datasets

We evaluate the performance of all approaches on four widely-used pose forecasting datasets:

Human3.6M [140] is the largest benchmark dataset for human motion analysis, comprising
3.6 million body poses. For more details, refer to Section 5.5.1. The original pose skeletons in
the dataset consist of 32 joints, but different subsets of joints have been used in previous works
to represent human poses. To ensure a fair and comprehensive comparison, we consider three
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different settings for the dataset as follows:

• Setting-A: 25 observation frames, 100 prediction frames at 50 frames per second (fps),
with the subset of 17 joints to represent the human pose;

• Setting-B: 50 observation frames, 25 prediction frames down-sampled to 25 fps, with the
subset of 22 joints to represent the human pose;

• Setting-C: 25 observation frames, 25 prediction frames down-sampled to 25 fps, with the
subset of 17 joints to represent the human pose.

AMASS (Archive of Motion capture As Surface Shapes) [166] is a recently published human
motion dataset. We use 50 observation frames down-sampled to 25 fps with 18 joints, as in
previous studies.

3DPW (3D Poses in the Wild) [167] is the first dataset with accurate 3D poses in the wild. Each
pose is described with an 18-joint skeleton, similar to the AMASS dataset. We use the official
instructions to obtain training, validation, and test sets. For more details about these two datasets,
refer to Section 5.5.1.

HumanEva-I [214] includes three subjects captured at 60 fps. Each person has 15 body joints.
We remove the global translation and use the official train/test split of the dataset. The prediction
horizon is 60 frames (1 second) given 15 observed frames (0.25 seconds), similar to [180].

Other Implementation Details

We train our models using the Adam optimizer [222], with a batch size of 32 and a learning rate
of 0.001. The learning rate is decayed by a factor of 0.1 at 75% and 90% of the total epochs. Our
model consists of 12 layers of residual blocks and 50 diffusion steps by default. In TCD, the
length of short-term prediction K is set to 20% of the total prediction length P . Each transformer
has 64 channels and 8 attention heads.

Evaluation Metrics

We measure the Displacement Error (DE), in millimeters (mm), over all joints in a frame. Then,
we report A-MPJPE, which is the average DE across all prediction frames, and/or MPJPE, which
is the DE in the final predicted frame. We also report the multi-modal versions of average DE
(MMADE) and final DE (MMFDE), following [180]. We additionally report average DE for the
missing joints of the observation frames in the repairing task (r-ADE).
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Model 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 23.8 76.0 107.4 121.6 131.6 136.6
Res. Sup. [172] 25.0 77.0 106.3 119.4 130.0 136.6
ConvSeq2Seq [170] 16.6 61.4 90.7 104.7 116.7 124.2
LTD-50-25 [173] 12.2 50.7 79.6 93.6 105.2 112.4
HRI [158] 10.4 47.1 77.3 91.8 104.1 112.1
PGBIG [160] 10.3 46.6 76.3 90.9 102.6 110.0
TCD (ours) 9.9 48.8 73.7 84.0 94.3 103.3

HRI [158] + TCD (ours) 10.3 47.3 72.9 83.8 94.0 102.9
PGBIG [160] + TCD (ours) 10.2 46.1 72.4 83.6 93.9 102.8

Table 6.2: Comparison with deterministic models on Human3.6M Setting-B in MPJPE (mm) at
different horizons.

AMASS [166] 3DPW [167]

Model 560ms 720ms 880ms 1000ms 560ms 720ms 880ms 1000ms

Zero-Vel 130.1 135.0 127.2 119.4 93.8 100.4 102.0 101.2
convSeq2Seq [170] 79.0 87.0 91.5 93.5 69.4 77.0 83.6 87.8
LTD-10-25 [173] 57.2 65.7 71.3 75.2 57.9 65.8 71.5 75.5
HRI [158] 51.7 58.6 63.4 67.2 56.0 63.6 69.7 73.7
TCD (ours) 49.8 54.5 60.1 66.7 55.4 61.6 67.9 73.4

Table 6.3: Comparison with deterministic models on AMASS and 3DPW in MPJPE (mm) at
different horizons.

6.4.2 Baselines

We compare our model with several recent methods, including stochastic [175], [178]–[180],
[204] and deterministic approaches [158]–[160], [170], [172]–[174] when possible. Note that
some methods are not open-source and have different settings than ours. We also include Zero-Vel
as a competitive baseline.

6.4.3 Comparisons with the State of the Art

We separate our experiments into three different settings: we first compare to other stochastic
approaches, then to deterministic ones, and finally evaluate on noisy scenarios, with missing or
noisy observation data.

Comparisons with Stochastic Approaches

We evaluate our model on two datasets, Human3.6M [140] Setting-A and HumanEva-I [214],
and compare it with other stochastic approaches in Table 6.1. Each model is sampled 50 times
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given each observation sequence. TCD (ours) clearly outperforms all previous works in terms of
accuracy of the best sample (as measured by A-MPJPE and MPJPE) and multiple samples (as
measured by MMADE and MMFDE).

Comparisons with Deterministic Approaches

We then compare our model to deterministic approaches on Human3.6M [140] Setting-B, tabu-
lated in Table 6.2. To compare with deterministic models, our model is sampled five times, and the
best sample is considered. Our proposed model surpassed previous works in the short-term and
with a marked margin in the long-term, thanks to our two-stage prediction strategy. The detailed
results of our model’s performance on all categories of Human3.6M, along with comparisons
with models that are not reported in standard settings, can be found in the appendix. We have
also included the results of two previous state-of-the-art models that have been post-processed by
our generic framework at the bottom of Table 6.2. Note that as the input data is complete, we
only add post-processing (TCD) to their outputs. The improvements from our framework are
non-negligible and can even beat our original model. Our two-stage prediction reveals a more
pronounced benefit for longer horizons, which suggests that starting with a better initial guess
can better shift the pose sequence toward the real distribution.

Substantial long-term improvement can be observed in AMASS [166] and 3DPW [167] as well.
Similar to previous works, we train our model on AMASS and measure the MPJPE on both
datasets. The comparison with models reporting in this setting is in Table 6.3. Note that for faster
training, K = 0 was considered in this experiment.

Qualitative results on Human3.6M are shown in Figure 6.4. Predictions from our model are
displayed along with predictions from several baselines and are superimposed on the ground-truth
poses for direct comparison. Our model has successfully learned the data distribution, resulting in
accurate and realistic poses; for instance, the hand movement is natural when the feet move while
HRI has fixed hands and PGBIG has a momentum that avoids large hand movements. Moreover,
post-processing can be used to further refine the predicted pose and shift it toward the ground
truth.

Comparisons on Noisy Observation Data

We now examine the performance of models in the realistic scenario of noisy observations, since
occlusions and noise are commonly seen in practice. To simulate occlusions, we remove 40% of
the left arm and right leg from the observations of Human3.6M Setting-B, both during training
and evaluation. The results in the top half of Table 6.4 show that the state-of-the-art models
perform inadequately when the observation is noisy, whereas our model achieves results close to
those of the clean input observation. Our pre-processing module repairs the observation sequences
before feeding to the state-of-the-art models and Zero-Vel, resulting in significant improvements
in forecasting performance. MT-GCN [212] was designed to provide accurate predictions in
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Figure 6.4: Qualitative results on Human3.6M Setting-B. The left part of each row shows the
input observation, while the right part displays the predicted poses superimposed on the ground
truth.

Model 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 84.9 138.2 169.9 184.2 193.7 198.2
HRI [158] 65.2 104.5 130.0 141.6 151.1 157.1
PGBIG [160] 67.0 107.1 132.1 143.5 152.9 158.8
TCD (ours) 11.2 51.3 75.4 85.4 95.4 104.5

Pre(ours) + Zero-Vel 24.1 76.3 107.6 121.7 131.7 136.7
Pre(ours) + HRI [158] 11.4 48.6 78.3 92.7 105.0 112.8
Pre(ours) + PGBIG [160] 11.1 47.9 77.2 91.7 103.5 110.8
Pre(ours) + TCD (ours) 10.8 49.9 74.4 84.9 95.1 104.2

Table 6.4: Comparison on noisy observation data and pre-processed observation data (Pre(ours)+)
on Human3.6M Setting-B in MPJPE (mm) at different horizons.

incomplete observations. We compared our model to it and some other prior models and present
the results on Human3.6M Setting-C in the first column of Table 6.5. Our model achieved a
remarkable improvement of 33.2mm in MPJPE at 1s horizon (30% improvement) over MT-GCN.
It should be noted that the models in the upper part of the table received repaired sequences using
MT-GCN’s own preprocessing, while the rest received noisy sequences.

We analyzed the performance of our model in several occlusion patterns masks M that are applied
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Model
Random
Leg, Arm

Occlusions

Structured
Joint

Occlusions

Missing
Frames

Gaussian Noise
σ = 25 σ = 50

R+TrajGCN [173] 121.1 131.5 – 127.1 135.0
R+LDRGCN [223] 118.7 127.1 – 126.4 133.6
R+DMGCN [224] 117.6 126.5 – 124.4 132.7
R+STMIGAN [225] 129.5 128.2 – – –

MT-GCN [212] 110.7 114.5 122.0 114.3 119.7
TCD (ours) 77.5 77.2 80.5 81.9 84.9

Table 6.5: Comparison on noisy observation data on Human3.6M Setting-C in MPJPE (mm) at
the horizon of 1s. The upper part of the table contains models that received repaired sequences
(R+), while the lower part contains models that received noisy sequences.

Train and Test Missing Ratio

Model 10% 20% 30% 40%

MT-GCN [212] 109.4 / 8.6 110.5 / 13.7 112.3 / 18.7 114.4 / 24.5
TCD (ours) 77.1 / 2.2 77.2 / 2.3 77.6 / 2.6 79.1 / 2.9

Table 6.6: Results of motion prediction and sequence repairing on Human3.6M Setting-C with
varying amounts of randomly occluded joints in input data in MPJPE (mm) at the horizon of 1s /
r-ADE (mm) of missing elements.

to input data:

• Random Leg, Arm Occlusions: leg and arm joints are randomly occluded with a probability
of 40%;

• Structured Joint Occlusions: 40% of the right leg joints for consecutive frames are missing;

• Missing Frames: 20% of the consecutive frames are missing;

• Gaussian Noise: Gaussian noise with a standard deviation of σ = 25 or σ = 50 is added to
the coordinates of the joints, and 50% of the leg joints are randomly occluded.

The results of training and evaluating our model on these observation patterns, in MPJPE at
the prediction horizon of 1 second on Human3.6M Setting-C, are presented in Table 6.5. Our
model outperformed previous works in different patterns of occlusions and noises in input that
can occur in the real world. Furthermore, we observed that missing 5 consecutive frames is more
challenging than missing a part of the body in 10 consecutive frames, as the network can recover
the latter with spatial information.

To have a thorough comparison with MT-GCN, we trained four models by varying the percentage
of joints randomly removed from the pose observation sequence. The performance of sequence
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Test Missing Ratio

0% 20% 50% 90%
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20% 76.8 / – 77.2 / 2.3 79.9 / 5.2 159.3 / 114.7
50% 78.7 / – 77.8 / 2.1 78.7 / 3.6 105.2 / 51.9
90% 82.3 / – 82.3 / 3.1 82.9 / 4.3 89.5 / 21.8

Table 6.7: Results of motion prediction and sequence repairing on Human3.6M [140] Setting-C
with varying proportions of randomly occluded joints between training and testing in MPJPE
(mm) at a horizon of 1s / r-ADE (mm) of missing elements.

repairing (r-ADE of the occluded observation sequence) and motion prediction (MPJPE at 1-
second horizon) is presented in Table 6.6. Our model exhibited a negligible error of 2.9mm in
repairing with up to 40% of all joints missing, whereas MT-GCN exhibited an error of 24.5mm.
Indeed, our model achieved more than 31% lower MPJPE compared to MT-GCN in forecasting.

Moreover, in inference time, our model performs well even if it has not observed that occlusion
pattern in training time. We show this in Table 6.7, where we train our model with varying
percentage of random occluded joints and evaluate it with different percentages of random
occlusion. We observe that less noise at test time than training naturally shows higher prediction
and repairing performances, and more noise at test time than training weakens. On the other hand,
learning on highly occluded observation data leads to a better generalization when testing with a
similarly high level of occlusion but to a slight decrease in MPJPE when testing with low levels
of occlusion. Our model is able to predict with 90% of missing input without a considerable
degradation in performance. This can be a great benefit in real-world applications with imperfect
data.

6.4.4 Ablations Studies

Here, we investigate different design choices of the network and report A-MPJPE on Hu-
man3.6M [140] Setting-B. For faster training, only a fifth of the dataset was utilized in this
section. The full model yielded an A-MPJPE of 63.3mm. When predicting in one stage, without
any subdivisions, the A-MPJPE increased to 65.5mm due to erroneous predictions in longer time
frames. Conversely, when predicting in three stages, i.e., 20%, 20%, and 60%, the performance
dropped to 66.9mm, as cascading multiple stochastic processes leads to either random outcomes
or a lack of diversity. This illustrates the efficacy of two-stage prediction. Another important
factor is the length of short-term prediction. In our experiments, a prediction of P = 25 frames
was made with K = 5. A lower K = 2 reduced the benefits of two-stage prediction (A-MPJPE
of 65.1mm). On the other hand, a higher K = 10 made short-term prediction more difficult,
leading to an increased A-MPJPE of 66.6mm.

We tested a quadratic scheduler instead of our cosine scheduler and it increased A-MPJPE by
1mm. Our full model employed 12 residual layers in its diffusion blocks; however, decreasing
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this number to 4 resulted in a decrease in performance by 3mm. We refrained from utilizing
more than 12 residual layers due to the considerable negative influence on the sampling time.
Moreover, we conducted several experiments on the architecture of the transformers and found
that spatial transformer and time transformer both facilitated the learning of spatio-temporal
features of the pose sequence. Eliminating either of these resulted in an A-MPJPE of 74.5mm
and 261.1mm, respectively.

6.5 Conclusions

In this chapter, we proposed a denoising diffusion model for human pose forecasting suitable
for noisy input observations occurring in the wild. Our model predicted future poses in two
stages (short-term and long-term) to better capture human motion dynamics, achieved superior
performance compared to the state-of-the-art on four datasets, including both clean and noisy
input settings. We then leveraged it to create a generic framework that is easily applicable to any
existing predictor in a black box manner in two steps: pre-processing to repair the observations
and post-processing to refine the predicted poses. We have applied it to several previous predictors
and enhanced their predictions. The high computational complexity of diffusion models is a
well-known challenge, and future studies may explore ways to accelerate the model’s performance
without sacrificing accuracy.

Having tackled motion forecasting at both coarse and fine levels under varying conditions, we
turn our gaze in the next chapter toward image synthesis. This interconnected concept can serve
as a practical platform for testing our forecasting models within simulated scenarios.
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7 Image Synthesis for Simulation

This chapter is based on the article:

Saeed Saadatnejad, Siyuan Li, Taylor Mordan, and Alexandre Alahi, A Shared Representation
for Photorealistic Driving Simulators, IEEE Transactions on Intelligent Transportation Systems
(T-ITS), 2021

The code and a summary video of the work can be found on the project’s webpage1.

7.1 Introduction

Safety is the primary concern when developing autonomous vehicles (AVs). For example, a
wrong action in an unexpected situation can lead to a collision with a pedestrian, which is not
negligible [148]. Yet, strictly evaluating AVs in the real world is not a realistic nor a safe option.
Some argue that an AV should be tested millions of miles in challenging situations to demonstrate
its performance [226]. Besides its extensive required time and costs, it is impossible to cover
all rare cases. Simulations can play a significant role in overcoming these issues [227]. By
synthesizing images, we are able to not only evaluate the performance of AVs but also improve
the performance of current deep networks leveraging the abundant amount of data [228]–[232].

Researchers have investigated two paradigms: model-based and data-driven simulators. The
former is based on physics laws and computer graphics, such as Carla [233]. It needs high-fidelity
environmental models to create indistinguishable images, which is highly expensive. The latter
learns to effectively generate the images from examples [234]–[236]. In this work, we tackle the
semantically-driven image synthesis task: given a semantic mask (e.g., human body poses, or
scene segmentation masks), we aim to generate a realistic image with the same semantics.

Photorealistic image synthesis is a notoriously difficult task due to a high dimensional output
space and an ill-posed objective. It is commonly done with conditional Generative Adversarial

1https://github.com/vita-epfl/SemDisc
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Figure 7.1: Given the appropriate semantic map, the network is supposed to synthesize a realistic
image with the desired semantic. Although a fake image may look realistic from a global view,
two problems remain: some semantics are not followed (A and B) and fine-grained details reveal
the fake one (C).

Networks (cGANs) [234], [237]–[239]. However, state-of-the-art approaches cannot always
provide enough supervision to the generator. As a solution, some provide a structured semantic
description as another input to the discriminator. The discriminator of the cGAN is in charge
of classifying the whole image as real or synthetic conditioned on the specified semantic input,
hoping to learn the joint distribution of (image, segmentation). Yet, learning to make generated
images realistic leads to not perfectly following the semantic content, especially for some small
or rare objects, as shown in Figure 7.1. Another solution to attain high fidelity images is
adding conditional matching losses in the pixel space. This is too strict as only the high-level
description needs to be followed. Indeed, the discriminator is bypassed, and the generator is
directly supervised by the content reconstruction. Finally, there also exists another problem in
the main adversarial task. The discriminator gives the same weight to all image regions and does
not learn a specialized network for the texture of a specific semantic class. For instance, what
makes a car real might differ from what makes a road real.

We argue that the task of the discriminator, classifying a real/fake image, is closely related
to having the capacity to understand its content e.g., recognizing semantic, and compressing
it. Hence, we ask the discriminator to perform three tasks: (1) image segmentation, to verify
the loyalty of the generated image and the requested label, (2) reconstruction task, aiming at
the conceptual understanding of the semantics, and (3) coarse-to-fine grained adversarial task
trying to distinguish between fake and real in a class-specific manner. Since all these tasks
share some useful information in the pixel-domain, we propose to learn them within the same
representation as the adversarial supervision. We learn a shared latent representation that encodes
enough information to jointly do semantic segmentation, content reconstruction, along with a
coarse-to-fine-grained assessment. This leads to a more semantic-consistent output, more stable
training, and more details in the images.
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Our main contribution is learning a shared representation to provide correct supervisions for
the generator. This is performed by a new architecture for the discriminator called SemDisc,
in a multi-task learning approach, which is shown in Figure 7.2. The discriminator consists of
three heads: the first head (semantics) forces the generator to follow the semantics explicitly, the
second head (reconstruction) reconstructs the image back, acting as a regularizer to the training
process, and the third head (coarse-to-fine adversarial) modifies the loss function to maintain
coarse-to-fine grained details in the generated image. Finally, we introduce a trick to stabilize the
training process.

The improvements we present in this chapter are generic and simple enough that any architecture
of cGAN could benefit from a conversion from a regular discriminator to a structured semantic
one. Interestingly, as only the discriminator is modified, it should be independent of the particular
generator architecture used and should also be complementary to any approach based on generator
enhancement, e.g., [239], [234], [238].

Since the discriminator is used during training only, it is noticeable that all the changes we
apply do not bring any run-time overhead, both in forward time and memory footprint. All
effects happen through better learning of the model, thanks to the shared representation learning,
compared to modifying the generator network, e.g., by adding additional capacity to it that might
impact the forward pass.

Finally, to show how our approach can influence the training of AVs, we share an in-depth
analysis of our model on three image generation datasets that are related to transportation. This
covers car-view image synthesis and building image synthesis from segmentation maps and
human image synthesis from human poses (keypoints).

7.2 Related Work

7.2.1 Image Generation

While newer methods have demonstrated remarkable outcomes through the use of neural radi-
ance fields [240], this research specifically focuses on image synthesis using GANs [241] and
VAEs [242] due to their operational efficiency at the time of the study. GANs use two separate
networks, a generator, and a discriminator that jointly optimize exclusive objectives. In this
process, the generator learns to generate more realistic images, and the discriminator learns to
distinguish between real and fake images more accurately. VAEs are another type of generative
models that rely on probabilistic graphical models. Although they have been shown to disentangle
features, the generated images are usually not as realistic as those from GANs [243] so in the
remainder of this chapter, we mainly consider GANs.

Several methods have modified the design of the generator of GANs to get better results. Using
mapping networks, adaptive instance normalization (AdaIN) [244] and spatially adaptive normal-
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Figure 7.2: Conditional GAN training with semantic guiding. SemDisc has three heads. The first
head provides several maps gated by semantic masks corresponding to the structured high-level
description of the target output to focus learning on relevant areas. In the second head, the
semantic is also leveraged to compute a semantic loss, matching the given constraint in a suitable
space rather than a pixel one. The reconstruction head is supposed to reconstruct the image back,
matching the texture in the pixel domain. The first head is trained on real and generated images,
but other heads are trained only on real images.

ization (SPADE) [238] are among successful ideas in improving its architecture. These kinds
of improvements have recently led to stunning results in the generation of natural images [245]
or human faces [244], [246]. Moreover, it has been shown that these realistic generated im-
ages could be used as data augmentation in other tasks to improve accuracy, e.g., in person
re-identification [231], [230], semantic segmentation [247], [248] and even inspection of defect
railway fasteners [249].

7.2.2 Conditional Image Generation

cGANs generate images from other images or high-level descriptions of the desired outputs.
Applications can be various, as exemplified by pix2pix [237], which applies the image-to-image
translation approach to a wide range of computer vision problems. More recently, realistic results
have been obtained in the generation of city scenes using semantic maps [234], [238], [250], and
even talking head videos from few examples [251].

To improve the quality of generated images, some added an auxiliary classification task [252],
some tried to find and modify the regions of interest by means of attention maps [253], [254] and
recently, some used pre-trained segmentation networks [255]. However, in [256], they showed
that merely adding the segmentation loss (pixel-wise cross-entropy loss) leads to unstable training
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with many artifacts. Indeed, they defined a baseline with an additional term in the loss function
that when the synthesized image is given as input to a pretrained semantic segmentation network,
it should produce a label map close to the input semantics.

7.2.3 Conditional Human Image Generation

In spite of realistic results in face image generation, human image synthesis is far from looking
real since images need fine details of all body parts for a synthesized image to be considered
as real. The problem becomes harder in conditional human image synthesis, where the model
has to preserve the identity and texture of the conditioned image. One major issue is large body
deformations caused by people’s movements or changes in camera viewpoint. Several ideas have
been developed. [257] added a pose discriminator, [239] introduced deformable skip connections
in its generator and used a nearest neighbour loss, [258], [259] disentangled foreground people
from background to transform them into the new pose while trying to have a background close to
the source image. [260] learned a latent canonical view of a pedestrian in order to generate in
any pose. [261] designed a soft-gated Warping GAN to address the problem of large geometric
transformations in human image synthesis. [262], [263] trained a personalized model for each
person, and [264] leveraged a few-shot learning approach needing few images from a new person
to refine the network at test time.

7.2.4 Discriminator in Image Generation

The architecture of the discriminator plays a role in the quality of generated images through the
learning of the generator. Patch-wise discriminators (PatchGANs) have outperformed global ones
with full-image receptive fields for both neural style transfer [265] and conditional image genera-
tion [237]. Although the discriminator is often discarded after training, some methods leverage
the information it learns. [234] yields high-quality images by having multiple discriminators at
different resolutions, and [262] uses two separate networks for synthesizing full-body and face.
[266] improves the quality of generated images and prevents mode collapse by leveraging the
information stored in the discriminator and reshaping the loss function of GAN during image
synthesis.

[267] also uses semantics to guide the discriminator but in a setup of image translation between
domains (real ⇔ virtual). Thus, they need images as input while we need semantics. Their
approach is restricted to cases when the segmentation label maps cover the whole image. However,
ours, by modifying the masking process and adding the coarse layer (responsible for making
the whole image realistic), can work in all non-complete semantic maps such as human image
synthesis. Moreover, we provide a multi-task learning approach with an added semantic matching
head.

Recently, some others tried to leverage a U-net architecture in their discriminator. [268] provided
detailed per-pixel feedback to the generator while maintaining the global context in an uncon-
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ditional setting (without semantics). [269] modified the discriminator and defined a semantic
alignment score map derived by multiplying activations of different layers of the discriminator
with the ground truth label map. This strict constraint, which acts as a regularizer, could slightly
improve the scores.

7.3 Method

We propose a multi-task learning approach to address conditional Generative Adversarial Network
(cGAN) training for general-purpose image synthesis. We include structured semantic information
to guide learning in order to focus more on meaningful regions of images. We build on successful
cGAN models [238], [239] and propose to add the following appropriate supervisions: (i) biasing
the discriminator toward semantic features, (ii) training a semantic matching, and (iii) adding a
novel reconstruction loss which will subsequently influence the learning of the image generator
network.

7.3.1 Overview of the Approach

Our model is composed of a main network G generating an image ŷ = G(s) from a structured
semantic description s = (s1, . . . , sK) over K feature maps (e.g., class masks or heatmaps of
keypoints) of the desired output, as depicted in Figure 7.2. During learning, examples consist of
pairs (y, s) of real images y and their corresponding semantic descriptions s. After training, the
distribution of generated images ŷ = G(s) is expected to be similar to the distribution of y as
they should share the same underlying semantic structures s. However, it is not easy to handcraft
a loss function to assess the quality of the outputs ŷ of G. For this, a discriminator network D is
concurrently trained with it to act as a proxy loss, both networks competing to optimize exclusive
loss functions in an adversarial minimax game [241].

As illustrated in Figure 7.2, our approach is different from common conditional GAN discrim-
inators in which the image and the semantic map are concatenated. Indeed, the discriminator
D takes as input an image x, and its semantic description s is applied in the loss function. The
image x can either be generated by G (in which case x = ŷ) or be a real image (x = y), and D

is trained to identify this, through minimization of an adversarial loss La, a semantic matching
loss Ls and a new reconstruction loss Lr. At the same time, the generator G learns to generate
images that both are realistic and match the input constraints.

In order to generate realistic images, the generator G learns to fool the discriminator D by
maximizing its loss La. Usually, the training of cGANs does not leverage all the semantic content
of the description s. We suggest that properly incorporating structured semantics into the training
should result in generated images with better details around these semantic features. For this, we
modify the discriminator network D and its associated loss function La, which will impact the
training of the generator G, as detailed in Section 7.3.2.
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The second objective to be optimized by the generator is having images matching their semantic
descriptions. It is usually achieved by training G with the guidance of D. However, it only
uses the description s as input to D to check whether the image matches it. To solve this issue,
we split the task of D. The new head explicitly minimizes the semantic loss Ls, described in
Section 7.3.3. Moreover, to regularize the training, we define a novel reconstruction loss Lr,
described in Section 7.3.4.

The complete loss function LG to be minimized by the generator network G is therefore

LG = −La + λsLs + λrLr, (7.1)

where λs and λr are weighting coefficients between those loss terms. For the discriminator, it is
similar with increasing the adversarial loss

LD = La + λsLs + λrLr. (7.2)

Note that in our approach, D is composed of three heads Da, Ds, Dr which share all layers
except the last convolution layer, which will be described later.

7.3.2 Coarse-to-fine Adversarial Head

Our discriminator architecture is based on PatchGAN’s one [265], whose output consists of a
feature map where the score at each location indicates whether the corresponding input image
patch is real or generated. PatchGAN discriminator Dpatch is trained with a classification
cross-entropy loss function LDpatch

. We removed the semantics from its input which leads to

LDpatch
(ŷ, y) =Ey [− log (Dpatch(y))]

+ Eŷ [− log (1−Dpatch(ŷ))] .
(7.3)

However, instead of having a single output map globally classifying images, we here use multiple
ones and force each of them to focus on a different semantic feature described by s.

Specifically, as illustrated in Figure 7.2, for a structure s with K channels, the coarse-to-fine
adversarial head of the discriminator Da outputs K + 1 maps Da(x) = (Da0 , Da1 , . . . , DaK ).
The first map, Da0 , handles the whole foreground objects described by the full tensor s at a coarse,
global scale. Then, each map Dak of the remaining K ones corresponds to a given localized
semantic feature sk, in order to model fine-grained details associated with this feature.

To guide the learning of the various fine-grained prediction heads toward their corresponding
semantic regions, semantic masks Mk(sk) are designed from the features sk to indicate their
locations within images. Note that the exact way semantic masks Mk are obtained from the
features sk depends on the type of their structures and is described in Section 7.4 for each dataset
separately. The classification loss LD,k used to train the branch k is then element-wise multiplied
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with its associated mask Mk to select spatial areas that are relevant for the semantic feature
attended to. Thus, backpropagation happens on the selected elements and their surroundings only,
so that other regions of images not related to this feature do not affect the training. By explicitly
attending to different semantic areas, it should be easier for the discriminator to focus on local
details not easily captured by a global view on the image so that the generator learns to refine
them. Regarding the coarse scale, the mask M0(s) is defined as covering the whole image and
used in the same way. The complete loss function La for this head of the discriminator Da is
then the weighted sum, with equal weight given to the coarse loss than to all other fine-grained
ones as these should only refine the first one,

La = La,0 +
K∑
k=1

1

K
La,k, (7.4)

where each term La,k is defined by the masked2 version of the PatchGAN loss function from
Equation (7.3):

La,k = Ey,s [− log (Da,k(y))⊙Mk(sk)]

+ Eŷ,s [− log (1−Da,k(ŷ))⊙Mk(sk)] ,
(7.5)

and is normalized by the number of pixels contained in the mask Mk(sk). Note that when
learning the generator G by maximizing La (Equation (7.1)), only the expectation over ŷ is
relevant, the other term being independent of G.

7.3.3 Semantic Matching Head

We argue that a perceptual loss commonly used to match the generated images with the target
ones (e.g., [238]) impose too strict requirements because an optimization in the pixel space would
guide the model to yield these specific target images, while they should represent possible desired
outputs only. Therefore, we introduce a semantic matching loss function to relax these constraints
and instead match images in a semantic space which yields more diversity and less blurring in
synthesized images.

For this, we add another head to the discriminator that predicts the semantic description s of
the input image (y or ŷ). Specifically, as illustrated in Figure 7.2, for a structure s with K

channels, the semantic matching head of the discriminator Ds outputs K maps each matching the
correspondent constraint. The semantic loss is defined as a cross-entropy function between the
upsampled outputs of this head (Ds) and the real semantic maps. This upsampling is necessary
to match the size of the input semantic maps.

2extending the notation with s0 = s.
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7.3.4 Reconstruction Head

To regularize the training, some use a regression loss, e.g., a L1 loss [237]. However, it suffers
from blurriness and lowering the diversity of generated images.

We introduce a novel reconstruction loss Lr, as another head of the discriminator. This head acts
as a regularizer: Lr = |fup(Dr(y))− y| where fup stands for the upsampling function to match
the image size. Note that this head is trained only on real images.

7.3.5 Stabilizing the Training

Employing the defined loss function and following the routine training process (training D with
real and fake images and training G with fake images) leads to unstable training, which will be
discussed in this section.

Take the joint distribution of training data as p∗(x, s), the goal is to find an approximate joint
distribution pθ(x, s). The full objective function was defined in Equation (7.1) and Equation (7.2).
For simplicity, we ignore the reconstruction loss here and therefore the objective function is as
follows:

d(p∗(x), pθ(x))︸ ︷︷ ︸
a⃝

−Ep∗(x,s)[log(q(s|x)]︸ ︷︷ ︸
b⃝

−Epθ(x,s)[log(q(s|x)]︸ ︷︷ ︸
c⃝

, (7.6)

where d(p∗(x), pθ(x)) is the Jensen-shanon divergence and q(s|x) is the semantic matching head.
The term a⃝ corresponds to common adversarial training loss that G tries to minimize it and D

maximize. The terms b⃝ and c⃝ which correspond to real and fake images respectively, can be
written as follows:

b⃝ = Ep∗(x)[Hp∗(x)(s|x)] + Ep∗(x)[KL(p∗(s|x)||q(s|x))], (7.7)

c⃝ = Epθ(x)[Hpθ(x)(s|x)] + Epθ(x)[KL(pθ(s|x)||q(s|x))]. (7.8)
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To derive Equation (7.7), consider the following:

− Ep∗(x)[Hp∗(x)(s|x)] = Ep∗(x)[log p
∗(s|x)]

= Ep∗(x,s)[log
p∗(s|x)q(s|x)

q(s|x)
]

= Ep∗(x,s)[log q(s|x)] + Ep∗(x)Ep∗(s|x)[log
p∗(s|x)
q(s|x)

]

= Ep∗(x,s)[log q(s|x)] + Ep∗(x)[KL(p∗(s|x)||q(s|x))].

(7.9)

If we replace p∗ with pθ, Equation (7.8) is derived.

For real images, Equation (7.7) is optimized. Its first term is zero and the second term makes
q(s|x) a good approximation of the real distribution p∗(s|x).

For fake images, Equation (7.8) is optimized by two steps: (i) training G while Ds is frozen
which pushes pθ(s|x) towards q(s|x), (ii) training Ds while keeping G frozen which pushes
q(s|x) towards pθ(s|x). The effect of the second step is counter-intuitive. q(s|x) is used as an
intermediary distribution to help pθ(s|x) be a variational approximation of p∗(s|x) while this
pushes q(s|x) towards pθ(s|x). In order to avoid that issue, the semantic matching head (Ds) is
not trained on fake images leading to more stable training.

Another point in the training is the initialization of the semantic matching head in order to
avoid the misguidance of the generator. In other words, in the beginning, G is not receiving any
gradients from the semantic matching head since it is not trained well.

7.4 Experiments

We evaluate our model on two sets of experiments in different domains, showing the benefits of
our proposed method on image synthesis from semantics: scene synthesis from segmentation
maps (both car-view scenes and city buildings) and human synthesis from keypoints.

7.4.1 Scene Synthesis from Segmentation Maps

Datasets For the task of generating scene images from segmentation maps, we use two different
datasets. The CMP Facades dataset [270] has 606 images of different resolutions of buildings
with their c = 12 class semantic masks. We use the same split as [238], composed of 400 training,
100 validation and 106 test examples. Cityscapes [271] is a dataset of road scenes, with 2, 975

images in training and 500 in validation. Semantic annotations are segmentation maps in c = 19

classes. All images of those datasets are resized to a resolution of 256× 256.
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Implementation details We use the same generator as [238] and modify their two discrimina-
tors (in two different resolutions), i.e., the last convolution layer (contains 512 kernels of size
4× 4× 1) is replaced by three convolution layers, and each outputs multiple feature maps instead
of a single feature map (contains 512 kernels of size 4×4× ((c+1)+ c′+3)). The c+1 feature
maps are related to the coarse-to-fine adversarial head, and c′ and 3 are for semantic matching
and the reconstruction heads, respectively. Similar to them, we replaced the LS-GAN loss in
Equation (7.3) with the hinge loss. λs and λr are assigned to 1.0. Learning is conducted with
Adam optimizer with a learning rate of 0.0002, momentum parameters β1 = 0.5, β2 = 0.999

for 200 epochs. In the first 100 epochs, the generator is not trained with semantic matching and
reconstruction heads, but for the next 100 epochs, it is trained by all heads. Moreover, we linearly
decay the learning rate to 0 from epoch 100 to 200. Finally, the batch size is 32, and the hardware
that we used contains 4 32GB V100 NVIDIA GPUs.

Semantic masks Mk(sk) are simply the downsampled segmentation masks defined by sk. We
keep the perceptual loss and feature matching loss, which were used in the baseline. Results
of SPADE baseline [238] are obtained by re-training their model with their hyper-parameters
publicly available.

Qualitative results Qualitative results are shown in Figure 7.3 for Cistyscapes and in Figure 7.4
for CMP Facades. Having the semantic matching head and different feature maps, each focusing
on a specific object, could generate more semantically consistent details, e.g., the windows and
balconies are less blurry and with more details for the facades. By giving equal weight to all
classes, our generator is able to better synthesize small objects that have few pixels or that are
less frequent, such as doors in Facades, and buses, bikes, trains, and baby strollers in Cityscapes.
The buildings are cleaner, and humans are more visible.

Quantitative results We report Fréchet Inception Distance (FID) [272], which compares the
statistics of generated and real images. The results are presented in the second column of Table 7.1
and Table 7.2.

Similar to previous works [238], [256], a pre-trained segmentation network is used to see how
well the predicted semantic masks match the ground truth input. In this study, Dilated Residual
Network (DRN) [273] is used. The pre-trained models are obtained from their publicly available
code. Note that we resize its input images to the resolution of 512 × 256. The quantitative
evaluations and the comparison with previous works are presented in Table 7.1. The results show
an improvement in all per-pixel accuracy, per-class accuracy, and mean-IOU.

In order to have a visual fidelity comparison against previous works, the Amazon Mechanical
Turk (AMT) was used. The workers are given a semantic input mask and the outputs of the
methods and are asked to choose the image which is more matched to the mask and is more
realistic. The experiment consists of 500 questions, and each question is carried out by five
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(a) Ground truth (b) Semantic input (c) SPADE [238] (d) Ours

Figure 7.3: Qualitative results of image synthesis on Cityscapes dataset. Column (a) represents
the ground truth. Its semantic map is shown in column (b). The results of the SPADE baseline
using their pre-trained models are shown in column (c) followed by our proposed method in
column (d).

different workers without any time limitation. The results can be found in the last column of
Table 7.1. It shows that users preferred our results more than the baseline.

Evaluating on other baselines To show the generalization of our approach, we also applied the
same procedure on pix2pixHD [234] and recently presented ASAPNet [274]. The results are in
Table 7.1. To do that, we use the same generators as theirs and only modify their discriminators as

102



7.4 Experiments

(a) Ground truth (b) Semantic input (c) SPADE [238] (d) Ours

Figure 7.4: Qualitative results of image synthesis on CMP Facades dataset. Column (a) represents
the ground truth. Its semantic map is shown in column (b). The results of SPADE baseline using
their pre-trained models are shown in column (c) followed by our proposed method in column
(d).

Models
Cityscapes [271]

FID ↓ mIOU ↑ pixel ↑ class ↑ user pref.

Pix2pix [237] 79.1 28.5 67.2 29.0 -
Pix2pixHD [234] 67.8 35.8 83.9 43.5 -

Pix2pixHD + Ours 55.8 44.4 89.2 52.7 -
ASAPNet [250] 69.2 29.6 77.2 35.1 -

ASAPNet + Ours 57.3 42.1 88.6 50.1 -

SPADE [238] 56.8 47.0 90.1 54.7 40%
SPADE + Ours 50.8 55.9 92.3 64.2 60%

Table 7.1: Quantitative evaluation of scene synthesis on Cityscapes dataset. Image quality: FID
(the lower the better). Segmentation performance: mIOU, pixel and class accuracies (the higher
the better). User preference study: the numbers show how much people preferred that method.
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Models
CMP Facades [270]

FID ↓ user preference

SPADE [238] 121.4 29%
SPADE + Ours 107.3 71%

Table 7.2: Quantitative evaluation of scene synthesis on CMP Facades dataset. Image quality:
FID (the lower the better). User preference study: the numbers show how much people preferred
that method.

described. We again observe how impactful our method is. This modification of the discriminator
of ASAPNet can improve their synthesized images without penalizing their speedup in inference
since the discriminator is not used in inference time.

7.4.2 Human Synthesis from Keypoints

Datasets For the task of generating human images in a given pose (described as keypoints)
with the same appearance as a source image, we validate our approach on the DeepFashion
dataset [275]. This dataset includes 52, 712 clothing images with diverse person poses at the
resolution of 256 × 256. Similar to [259], 200, 000 pairs of the same person-clothes with two
different poses are used. We followed the same train/test split. This dataset does not have
pose information labels. To obtain semantic annotations, a pre-trained pose detector [276] with
K = 18 keypoints is used. Results of Deformable GAN baseline [239] are obtained from their
publicly available code.

Implementation details The structure of G is identical to Deformable GAN [239]. We took
both G and D from the baseline and modified its D. Learning uses the same hyper-parameters as
in Section 7.4.1, but for 100 epochs. Semantic masks Mk(sk) are obtained as gaussians centered
on the keypoints with a variance of σ = 6. Note that there is an extra encoder before the generator
in this setting, which encodes the image appearance. This embedding vector is concatenated with
the pose embedding and is fed to the decoder of the generator.

Qualitative results The results on the DeepFashion dataset are available in Figure 7.5. We
observe that our discriminator adds more details, especially on faces and hands, without penalizing
other parts. These details are even more visible in high-resolution images.

Quantitative results Quantitative results are presented in Table 7.3, where our proposed model
achieves more realistic results in terms of FID than Deformable GAN. This shows that overall,
our generated images are closer to the real ones. We have also performed a user preference study.
We followed the same settings as the previous experiment.
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(a) Source

image

(b) Target

image

(c) Def.

GAN [239]
(d) Ours

(a) Source

image

(b) Target

image

(c) Def.

GAN [239]
(d) Ours

Figure 7.5: Qualitative results of human image synthesis on DeepFashion dataset. The source
and target images are in columns (a) and (b) respectively. The baseline, Deformable GAN, is
shown in column (c) followed by our proposed method in column (d).

Models
DeepFashion [275]

FID ↓ user preference

Deformable GAN [239] 125.25 23%
Deformable GAN + Ours 106.27 77%

Table 7.3: Quantitative evaluation of human image synthesis on DeepFashion dataset.

(a) Ground truth image (b) Baseline (c) Ours

Figure 7.6: Comparison of our model vs the baseline in terms of matching the condition semantic
map. The inputs of the semantic segmentation model are shown in the first row, and its outputs
are in the second row. We show the ground truth image (a), the synthesized image of the baseline
(b) and ours (c). Ours respect the condition semantic map more.

7.4.3 Ablation Study

In this section, an ablation study is provided to analyze the behavior of our model. For the ablation
study, we consider the scene synthesis task on Cityscapes and compare it to the above-defined
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(a) Input image (b) Ground truth semantic (c) D1 output (d) D2 output

Figure 7.7: Visualization of the semantic matching head outputs. The input of the discriminator is
shown in (a) followed by the ground truth image (b). In the baseline, there are two discriminators
for different scales and we output both of them (c, d) which (d) is in lower resolution.

baseline [238].

The effect of the perceptual loss In this experiment, we want to observe the impact of the
perceptual loss (extracted by a pretrained VGG network). As Table 7.4 shows, the performance of
the baseline highly depends on the perceptual loss. However, the proposed method outperforms
the baseline even without that loss. This proves that the proposed approach of using a multi-task
semantic matching head could achieve better performance. Still, the perceptual loss is useful in
improving the fidelity of images by adding some textures.

The effect of each head The analysis of each head is demonstrated in Table 7.5. It shows that
all three heads are effective. The semantic matching head, with the help of the reconstruction
task, has the best performance in segmentation metrics. Adding the coarse-to-fine adversarial
head can effectively improve the quality of the images leading to a better FID.

Investigating the performance of the semantic matching head In Figure 7.6, the performance
of the segmentation model on the synthesized images of our model is compared with the baseline.
Humans, bikes, and traffic lights are clearly more detectable in ours. We also visualize the
semantic matching head output to see whether it correctly does the semantic extraction. To do
that, the output of the discriminator for an image at evaluation time is depicted in Figure 7.7. The
baseline has two discriminators in different resolutions, and we show the outputs of both.

The effect of increasing the capacity of the network As previously mentioned, the added
capacity to the architecture of D is minimum. Only the last convolution layer of D is modified,
and instead of outputting a single feature map, it outputs multiple feature maps. The number of
parameters for D has increased by approximately 10%, and is fixed for G. In one experiment, we
increase the number of channels in the last layer of D without inducing our approach. Thus, the
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Models
Cityscapes [271]

FID ↓ mIOU ↑ pixel ↑ class ↑

SPADE [238] w/o VGG 63.0 42.1 88.6 49.7
SPADE [238] w/ VGG 56.8 47.0 90.1 54.7

Ours* w/o VGG 56.2 54.8 92.2 62.4
Ours* w/ VGG 52.6 56.3 92.3 63.9

Table 7.4: The comparison of the effect of perceptual loss in the baseline and ours. Here, our
model has the semantic matching head, the reconstruction heads and a simple (not coarse-to-fine)
adversarial head.

Models
Cityscapes [271]

FID ↓ mIOU ↑ pixel ↑ class ↑

SPADE [238] 56.8 47.0 90.1 54.7
Ours (sem) 53.4 55.9 92.2 63.7
Ours (sem + rec) 52.6 56.3 92.3 63.9
Ours (c2f) 52.7 45.2 89.7 52.5
Ours (c2f + sem) 51.9 55.2 92.2 62.8
Ours (c2f + sem + rec) 50.8 55.9 92.3 64.2

Table 7.5: Ablation study on the discriminator heads. c2f: coarse-to-fine adversarial head, rec:
reconstruction head and sem: semantic matching head

Models
Cityscapes [271]

FID ↓ mIOU ↑ pixel ↑ class ↑

SPADE [238] 56.8 47.0 90.1 54.7
SPADE + 10% capacity 57.9 44.5 89.8 52.1

Ours 50.8 55.9 92.3 64.2

Table 7.6: The effect of adding 10% more capacity to the baseline vs ours.

number of parameters of D is increased by 10%. As Table 7.6 shows, simply adding capacity
without our shared representation could not improve the performance. Moreover, note that the
added capacity only affects the training time, and there is no overhead at inference time.

7.5 Conclusions

Image synthesis has a significant impact on modern transportation. However, current models lack
sufficient photorealism. In this thesis, we have presented a new semantically-aware discriminator
to better guide the training of conditional Generative Adversarial Networks (GANs). We have
shown that augmenting the discriminator’s task with pixel-level content understanding improves
the classification of real and fake images. Our contributions are generic and applicable to any

107



Chapter 7. Image Synthesis for Simulation

generator network for image synthesis. Future work can focus on extending our approach to
enforce temporal consistency in video synthesis.
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8 Conclusions

This thesis has provided a broad exploration into the pressing challenges that revolve around
the deployment of autonomous systems. With a focus on deep generative models and their
applications in autonomous driving, we have ventured into the fields of trajectory and pose
forecasting, as well as image synthesis for simulation applications. Here, we summarize our
findings, and propose possible future directions of research.

8.1 Findings

Chapter 2 evaluated trajectory forecasting models with the new perspective of adversarial attack
and revealed that state-of-the-art prediction models forecast socially unacceptable trajectories, i.e.,
with collisions. By employing adversarial training with our approach, we were able to improve
the social understanding of these models and enhance their robustness against adversarial attacks.

Chapter 3 proposed an innovative approach, i.e., adversarial scene generation to probe the
robustness of vehicle trajectory forecasting. Through the generation of physically plausible
scenes that lead to off-road predictions, we were able to expose the vulnerabilities of forecasting
models and develop strategies to bolster their robustness.

Chapter 4 proposed the use of visual cues that humans naturally exhibit to communicate their
intention in trajectory forecasting, integrating these diverse signals into a universal model by
applying the notion of prompts. This led to an enhancement in the accuracy of human trajectory
predictions, indicating the potential of augmenting input trajectory data.

Chapter 5 targeted human pose forecasting by first introducing a comprehensive open-source
library for a unified and consistent evaluation in the field. Then, by modeling uncertainty and
quantifying it effectively, we were able to boost performance and engender greater trust in human
pose forecasts.

Chapter 6 proposed a generic diffusion-based approach that can handle noisy observations in
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pose forecasting, treating missing elements as noise to be denoised. Our model showed superior
performance in both noiseless and noisy environments and could enhance any state-of-the-art
forecasting model by repairing their inputs and refining their outputs.

Finally, in Chapter 7, we ventured into image synthesis for simulation applications. In this context,
a novel semantically-aware discriminator was introduced, significantly enhancing the training
of conditional Generative Adversarial Networks. This novel approach led to the production of
high-fidelity images that can accurately simulate real-world scenarios, providing a valuable tool
for the training and testing of autonomous driving systems.

8.2 Future Research Directions

Within the vast domain of deep generative models applied to autonomous driving, numerous
territories remain uncharted. In this section, we delineate several prospective avenues warranting
future exploration.

A Unified Diffusion Model for In-distribution Trajectory Forecasting: One of the issues with
trajectory forecasting models is the lack of generalizability, i.e., their inability to operate across
new datasets due to distribution shifts. For instance, a model trained on a synthetic dataset may
not perform optimally on a real-world dataset without necessary adaptations. Moreover, there can
be rare scenarios where it is essential to ensure that trajectory forecasts align within an expected
distribution, a crucial factor for safety. Could diffusion models serve as tools to align various
distributions to a standard distribution?

Recent advancements in adversarial purification signal the potential of diffusion models in
mitigating some variations [277]. A potential avenue for future research could involve the use
of diffusion models to process input trajectories, irrespective of their source – simulated or real-
world datasets with varying distributions. This approach would align all distributions, ensuring
that prediction models consistently receive trajectories conforming to the desired distribution,
thereby enhancing their overall performance. Another research direction could be to shift the
outputs of trajectory forecasting models using diffusion models toward the desired distribution.
As an extension of what we discussed in Chapter 6, the learned diffusion model could serve as a
tool to promote safer outputs in line with the desired observed distribution.

Augmenting Inputs for Trajectory Forecasting: Currently, the effectiveness of trajectory
forecasting models is partly hindered due to their dependence on upstream detection models.
Indeed, the adoption of end-to-end methods has increased recently [278]. By leveraging our
Social-Transmotion framework, there is potential to extend our universal model to forecast trajec-
tories directly from raw sensor data such as images or LIDAR scans. Furthermore, this approach
presents the opportunity to evaluate and amplify the performance of trajectory forecasting models
that consider scenes as pivotal inputs, by enriching input data.

Rethinking Outputs in Motion Forecasting: So far, we have treated trajectory and pose
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forecasting as separate problems. Yet, their intertwined nature implies that errors in one could
substantially impact the other. Our preliminary experiments showed promising outcomes when
both aspects are considered jointly. In light of this, it is worthwhile for future research to pursue
the development of a comprehensive motion forecasting model. Such a model, an extension of
our Social-Transmotion framework, could simultaneously and realistically forecast trajectory,
pose, and several other attributes. Specifically, one can adopt a multi-task learning strategy for
Social-Transmotion and incorporate our proposed diffusion-based approach.

Study of Real-World Noise Distribution: In this thesis, we explored the effect of various
noises–random noise, adversarial perturbations, and incomplete observations–on the reliability
and performance of autonomous driving systems. A key factor affecting the reliability and
performance of autonomous driving systems in real-world deployment is the prevalence of various
noise sources, including sensor disturbances and interruptions. A comprehensive understanding of
real-world noise distributions could provide invaluable insights into strengthening the robustness
of our motion forecasting models in real-world scenarios.

Extrapolative Generative Models: The capability of current generative models is often restricted
to generating data closely mirroring the training set, thereby limiting their extrapolation ability. It
is worthwhile to investigate models capable of extrapolating beyond observed training data and
generating out-of-distribution samples, especially in high-dimensional spaces. Such an approach
could broaden the application spectrum for synthesis models, for instance, in generating images
missing from the training data.
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A Supplementary Materials of Socially-
aware Trajectory Forecasting

In this chapter, we begin by presenting additional qualitative results of the attacks. We then
provide a visualization of the training process and describe the detailed hyperparameters used.
Lastly, we offer a justification for the attention weights employed in the model.

A.1 Additional Qualitative Results

The guidelines for the visualizations in this appendix are mentioned in Figure A.1.

In Chapter 5, we have shown some results of the proposed attack. Here, we add some more
successful results of the proposed attack on the main model (D-Pool) in Figure A.2. Moreover,
Figure A.3 shows some failure cases of the proposed attack. Although the attack tried to make
a collision, this amount of perturbation limit was not sufficient. By increasing the allowed
perturbation limit, possibly a collision occurs even in these scenarios.

Observation 

.• • • Prediction

e Start 

End 

Candidate without perturbation 

Candidate after perturbation 

Target collision point 

Neighboring agents 

Figure A.1: The visualization guide of the supplementary.

A.2 Visualization of the Training Process

Here, we aim to depict the evolution of the training process.

113



Appendix A. Supplementary Materials of Socially-aware Trajectory Forecasting

8 6 4 2 0 2 4 6
x [m]

4

3

2

1

0

1

y 
[m

]

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
x [m]

2.0

2.5

3.0

3.5

4.0

4.5

5.0

y 
[m

]

6 4 2 0 2 4
x [m]

3

2

1

0

1

y 
[m

]
6 4 2 0 2

x [m]

2.5

2.0

1.5

1.0

0.5

0.0

0.5

1.0

y 
[m

]

6 4 2 0 2 4 6 8
x [m]

5

4

3

2

1

0

y 
[m

]

7 6 5 4 3 2 1 0
x [m]

1.0

0.5

0.0

0.5

1.0

y 
[m

]

Figure A.2: More qualitative results of our attack on D-Pool. The results show the qualitative
outcomes of proposed attack. The P-avg values are 0.024m, 0.010m, 0.013m, 0.017m, 0.012m
and 0.016m, starting from top-left figure to bottom-right.

In the first figure of Figure A.4, the relative attention weights W are displayed. For ease of
interpretation, we represent the maximum element of W in each iteration by black, with other
elements shaded accordingly between black and white. A darker shade denotes a higher attention
from the network on that specific agent-timestep. As training progresses, W undergoes updates,
and eventually, the attack settles on a specific agent-timestep to cause a collision.

In the right figure, the predictions of the trajectory prediction model in different iterations
are observed. The observed changes are a result of the alteration in attention weights as the
observation sequence is subtly perturbed by the attack. The model tries to make a collision with a
small perturbation size (P-avg) which is achieved in the 100-th iteration.

A.3 Hyper-parameters

The training details are as follows. We perform the common steps for PGD [60] with the
maximum size of 0.2m for the perturbation of each observation point. The complete list of
hyperparameters and the learning rates are in Table A.1. Moreover, we linearly decay the learning
rate to 0 when the loss is not improving. We use the Adam optimizer with β1 = 0.9, β2 = 0.999.
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Figure A.3: Some failure cases of our attack on D-Pool. Despite the extensive variation in
predicted trajectories for perturbed scenarios (compared to the original predictions), yet the attack
fails to make collisions. The P-avg values are 0.042m and 0.049m for the left and right figures.

Figure A.4: Two animations showing the model’s changes across iterations. It is best viewed
using Adobe Acrobat Reader.

Method Learning rate α λr λw

hard attention 1e−1 0.1 -
soft attention 1e−2 0.1 0.5

Table A.1: List of hyper-parameters in S-ATTack.

A.4 The Proof of Regularization of Attention Weights

In Chapter 2, we introduced a new term ∥W∥F which is maximized in the optimization problem.
Here, we fully describe why this term is useful in attaining the convergence point of W faster.
Let us start with the constraints on W :
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∑
j,t

wj,t = 1, wj,t ≥ 0 → 0 ≤ wj,t ≤ 1, [wj,t]
2 ≤ wj,t (A.1)

Thus, the regularization of attention weights will be as follows:

∥W∥F =

√∑
j,t

[wj,t]2 ≤
√∑

j,t

wj,t = 1 (A.2)

The maximum of the above formula happens when the equality holds and that needs all [wj,t]
2 =

wj,t. Therefore, wj,t ∈ {0, 1}. Noticing the sum constraint
∑

j,twj,t = 1, our algorithm makes
one element of W matrix as 1 and the rest as 0 in the final convergence point. This means that
this term guides W in the desired direction.
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B.1 Additional Qualitative Results

1. Real-world retrieval images. We show more real-world examples for both cases where
the trajectory prediction model fails and succeeds in Figure B.1.

2. More generated scenes. Figure B.2 provides more visualizations for the performance of
the baselines in our generated scenes.

3. Noise in the drivable area map. The models predict near perfect in the original dataset
with HOR of less than 1%. Our exploration shows that most of the 1% failed cases are due
to the annotation noise in the drivable area maps of the dataset and the models are almost
error-free with respect to the scene. Some figures are provided in Figure B.3.

4. Animated Illustrations. Refer to Figure B.4 for animated demonstrations showcasing the
model’s performance as the scene undergoes a smooth transformation. We observe that in
some cases the model fails and in some succeeds.

B.2 Additional Quantitative Results

Excluding trivial scenes: In this part, we remove some trivial scenes, i.e., the scenes that fooling
is near impossible, e.g., the scenes with zero velocity. Excluding them, we report in Table B.1
and compared to Table 3.1, the off-road numbers substantially increase.

Exploring black box algorithms: In Chapter 3, we mentioned that we used a brute-force
approach for finding the optimal values as the search space is not huge. Here, we investigate
different block box algorithms for the search. The results of applying different search algorithms
are provided in Table B.2. They cannot overcome the brute-force approach because of their
bigger search spaces (the continuous space instead of the discrete space) and the large required
computation time.
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(a) Paris location (b) New York location (c) Hong Kong location

(d) New Mexico location (e) Hong Kong location (f) Paris location

(g) New York location (h) New Mexico location (i) New York location

Figure B.1: Retrieving real-world places using our real-world retrieval algorithm. We observe
that the model fails in Paris (a), New York (b), Hong Kong (c) and New Mexico (d). The model
also successfully predicts in the drivable area in the remaining figures.

B.3 Overall Algorithm

In this section, we demonstrate the overall algorithm for the chosen search method. The pseudo-
code of the algorithm for generating a scene is shown in Algorithm 2. The goal is to generate the
scene S∗ for a given scenario x, a, S and predictor g. The process is called for kmax iterations. In
each iteration, we start with selecting a transformation function (L. 3). Then, the transformation
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B.3 Overall Algorithm
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Figure B.2: The qualitive predictions of different models in some generated scenes. All models
are challenged by the generated scenes and failed in predicting in the drivable area.
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Figure B.3: Some examples showing the noise in the drivable area map. All these predictions
were considered as off-road because of an inaccurate drivable area map.

function generates the corresponding scene (L. 4). After that, the observation trajectory is scaled
to ensure the feasibility of the scenario (L. 5). Next, the prediction of the model in the new
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Figure B.4: The animations showing the changes of the model’s predictions in different scenes.
It is best viewed using Adobe Acrobat Reader.

Model
Original Generated (Ours)

Smooth-turn Double-turn Ripple-road All
SOR / HOR SOR / HOR SOR / HOR SOR / HOR SOR / HOR

DATF [72] 1 / 2 44 / 92 43 / 91 50 / 95 51 / 99
WIMP [113] 0 / 1 30 / 80 23 / 71 29 / 77 31 / 82
LaneGCN [15] 0 / 1 23 / 65 32 / 75 34 / 77 37 / 81
MPC [115] 0 / 0 0 / 0 0 / 0 0 / 0 0 / 0

Table B.1: Comparing the performance of different baselines in the original dataset scenes and
our generated scenes after removing trivial scenarios. SOR and HOR are reported in percent and
the lower represent a better reasoning on the scenes by the model. Numbers are rounded to the
nearest integer.

scenario is computed and used to calculate the loss (L. 6, L. 7). The best-achieved loss determines
the final generated scene.

B.4 Generalization to Rasterized Scene

In Chapter 3, we assumed S is in the vector representation, i.e., it includes x-y coordinates of
road lanes points. In the case of a rasterized scene, an RGB value is provided for each pixel of
the image. Therefore, it is the same as the vector representation unless here we have information
(RGB value) about other parts of the scene in addition to the lanes. Hence, the transformation
function can be applied directly on all pixels of the image. In other words, in image representation,
s is the coordinate of each pixel which has an RGB value and ŝ represents the new coordinate
with the same RGB value as s.
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Optimization method
on LaneGCN [15]

GPU hours
SOR / HOR

Baysian [108], [109] 13 / 40 17.5
GA [111] 14 / 45 25.0
TPE [112] 14 / 45 12.1
Brute force 23 / 66 4.2

Table B.2: Comparing the performance and computation time of different optimization algorithms
in the generated scenes.

Algorithm 2: Scene search method
Input: Sequence h, Scene S, Predictor g, Surrounding vehicles a, Transformation set f ,

Number of iterations kmax

Output: Generated scene S∗

1 Initialize l∗ ← 1
2 for k = 1 to kmax do
3 Choose a transformation function
4 S̃ = [s̃] where s̃← Equation (3.2)
5 Obtain h̃, ã from phys constraints Section 3.3.3
6 z̃ = g(h̃, S̃, ã)
7 Calculate l using Equation (3.7)
8 if l < l∗ then
9 S∗ = S̃

10 end
11 end
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C Supplementary Materials of Human
Pose Forecasting with Uncertainty

Here, we provide supplementary materials to Chapter 5. They comprise an experiment that
explores the uncertainties of various joints and priors, qualitative results, and ablation studies
related to aleatoric uncertainty. Additionally, we include an evaluation of EpU across a wider
range of actions, as well as a motion clustering analysis for epistemic uncertainty.

C.1 Aleatoric Uncertainty in Pose Forecasting

C.1.1 Study of Joints’ Aleatoric Uncertainties

In Chapter 5, we observe that the uncertainty of joints increases over time. Another observation
in our experiments is that different joints have different behaviors. For instance, Figure C.1 shows
that hand joints have lower uncertainties compared to leg joints in the beginning of the forecasting
as hands move less and are more predictable. However, toward the end of the forecasting, hands
are more unpredictable, therefore have higher uncertainties compared to legs.
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time (ms)
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2.5

3.0

3.5

4.0
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u

Leg Joints
Hand Joints

Figure C.1: Evolution of uncertainty of hands and legs over time. Hands’ uncertainty is lower at
short prediction horizon, but higher at longer prediction horizons.
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C.1.2 More Comparison of Priors

In Chapter 5, we observed that using a prior can lead to similar aleatoric uncertainty than the
unconstrained case, but with fewer learnable parameters and better stability. Here, we plot the
learned aleatoric uncertainty of different prior functions in Figure C.2. We observe that all priors
lead to the same general evolution over time which comes from the exponential behavior of error
in time; however, Sig5 matches the best.
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Figure C.2: The values of the learned aleatoric uncertainties for different priors trained on
ST-Trans.

C.1.3 Additional Qualitative Results

Examples of forecast pose sequences are depicted in Figure C.3. We observe higher uncertainties
for later time frames.

Figure C.3: Six animations showing different forecast pose sequences. Higher aleatoric uncer-
tainty is shown with a lighter color. It is best viewed using Adobe Acrobat Reader.

124



C.1 Aleatoric Uncertainty in Pose Forecasting

#Layers #Heads #Channels 80ms 160ms 320ms 400ms 560ms 720ms 880ms 1000ms

6 8 64 10.4 23.4 48.4 59.2 77.0 90.7 101.9 109.3
6 4 64 10.6 23.8 49.3 60.3 78.3 91.9 103.0 110.2
6 10 60 10.3 23.5 48.8 59.7 77.5 91.0 102.2 109.4
6 8 32 10.5 23.8 49.4 60.1 78.1 91.8 102.9 109.9
6 8 80 12.0 25.9 51.7 62.2 79.3 92.4 103.4 110.2
4 8 64 10.4 23.5 48.9 59.8 77.7 91.3 102.3 109.3
8 8 64 10.5 23.7 48.8 59.6 77.5 91.1 102.4 109.7

Table C.1: Ablation studies of ST-Trans on Human3.6M [140] in MPJPE (mm) at different
prediction horizons. The model shown in the first row is identified as the final one.

C.1.4 Ablation Studies

In Chapter 5, we introduced ST-Trans. Here, we ablate three main design choices (number of
layers, number of attention heads, and number of channels) in Table C.1.
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C.2 Epistemic Uncertainty in Pose Forecasting

C.2.1 Additional Evaluation Across Various Actions

Evaluating the quality of epistemic uncertainty is difficult due to the unavailability of ground
truth annotations. In Chapter 5, we conducted an experiment on classifying walking-related and
sitting-related actions. Further assessments on a wider array of actions are presented here, with
results detailed in Table C.2 and ROC curves depicted in Figure C.4. The findings indicate that
our method surpasses prior approaches in nearly all tested conditions. Specifically, as shown
in Table C.2’s final column, when our clustering and forecasting model was trained on all non
sitting-related actions (13 actions) and evaluated for its ability to differentiate these from the
remaining sitting-related actions (2 actions), our method achieved superior AUROC values and
ROC curves compared to competing methods.

ID actions Walking Walking Smoking Smoking Discussions w/o Sitting
OOD actions Purchases TakingPhoto Phoning Sitting Directions Sitting

Deep-Ensemble-3 0.83 0.80 0.51 0.69 0.54 0.68
Deep-Ensemble-5 0.86 0.80 0.54 0.77 0.58 0.68
MC-Dropout-5 0.80 0.80 0.48 0.65 0.51 0.54
MC-Dropout-10 0.83 0.82 0.49 0.67 0.52 0.55
Ours 0.93 0.89 0.56 0.71 0.59 0.76

Table C.2: AUROC for different sets of actions for different epistemic uncertainty methods. The
actions on top indicate the training ID actions and the ones below them indicate the test OOD
actions.

C.2.2 Motion Clustering

This section presents visualizations demonstrating the separability of our data points before and
after the clustering process. In Figure C.5, we observe that raw data points are not well-separated.
Training with only the reconstruction loss improves the separability, and finally, joint optimization
of the reconstruction loss and deep clustering makes data clearly distinguishable in the learned
feature space.

To derive EpU, we opted to use clustering in the representation space instead of alternative
methods, such as action recognition models or the action labels of existing human pose datasets,
e.g., Human3.6M. There are several differences between a motion and an action when dealing
with human pose sequences: 1) the actions are limited, whereas motions can be much more
varied; 2) multiple consecutive distinct motions usually constitute an action. Motion clustering is
also generalizable to datasets without action labels and real-world settings. Here, we show three
motion examples in Figure C.6 where the first two are from the Purchases action and the third
one is from the Walking action. As can be seen, the last two motions are very similar, although
they have different action labels.
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Figure C.4: ROC curve for a model trained on the first actions and tested on both first and second
actions. The objective is to distinguish between these sets by utilizing uncertainty estimates. (a)
Walking - Purchases (b) Walking - TakingPhoto (c) Smoking - Phoning (d) Smoking - Sitting (e)
Discussion - Directions (f) w/o Sitting - Sitting
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(a) (b) (c)

Figure C.5: t-SNE visualization of the test set of Human3.6M (a). The reconstruction loss helps
in shaping the feature space (b). Joint optimization of the reconstruction loss and deep clustering
leads to a clear distinction of data (c).

Figure C.6: Three motions corresponding to the action classes Purchases (at the top), and Walking
(at the bottom). It is best viewed using Adobe Acrobat Reader.
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Forecasting in Noisy Observations

Here, we extend our comparisons in Chapter 6:

1. We compared our model’s performance with the models that reported A-MPJPE upto
different horizons in Table D.1. Our setting was changed to predict 25 frames given 10
observation frames on the Human3.6M dataset down-sampled to 25 fps with the subset
of 22 joints (Setting-D), following the settings of [174]. The evaluation of the models
was conducted on all actions except walking together. Our model outperforms those
GCN-based models.

Model 80ms 160ms 320ms 400ms 560ms 1000ms

Zero-Vel 18.1 28.7 46.9 54.6 67.7 93.3
STSGCN [159] 10.2 17.3 33.5 38.9 51.7 77.3
GAGCN [174] 10.1 16.9 32.5 38.5 50.0 72.9
TCD (ours) 7.4 14.0 27.7 33.9 44.7 66.5

Table D.1: Comparison with deterministic models on Human3.6M [140] Setting-D in A-MPJPE
(mm) at different prediction horizons.

2. We conducted another experiment to compare our model’s performance with others that
reported their results on Human3.6M Setting-E, as shown in Table D.2. In this setting, 25
frames are predicted given 10 observation frames down-sampled to 25 fps with the subset
of 17 joints. Our model outperformed others, particularly in longer horizons.

3. In Table 6.2, we compared the performance of different models on Human3.6M [140]
Setting-B. The detailed results on all categories are reported in Table D.3. We observe that
in almost all categories, ours beats previous models.
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Model 80ms 160ms 320ms 400ms 560ms 1000ms

Zero-Vel 17.1 31.9 54.8 63.8 78.3 100.0
LDRGCN [223] 10.7 22.5 45.1 55.8 – 97.8
MPT [279] 8.3 18.8 39.0 47.9 65.3 96.4
TCD (ours) 8.3 18.8 37.8 44.9 55.9 76.9

Table D.2: Comparison with deterministic models on Human3.6M [140] Setting-E in MPJPE
(mm) at different prediction horizons.

Scenarios Walking Eating Smoking Discussion
Model 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 33.9 109.8 145.9 154.4 150.7 140.2 16.5 55.3 81.3 94.4 100.7 102.1 17.3 57.1 80.3 91.4 98.1 101.1 24.5 76.8 108.7 123.5 131.5 135.3
Res. Sup. 23.2 61.0 71.6 72.5 76.0 79.1 16.8 53.5 74.9 85.9 93.8 98.0 18.9 57.5 78.1 88.6 96.6 102.1 25.7 80.0 109.5 122.0 128.6 131.8

convSeq2Seq 17.7 56.3 72.2 77.2 80.9 82.3 11.0 40.7 61.3 72.8 81.8 87.1 11.6 41.3 60.0 69.4 77.2 81.7 17.1 64.8 98.1 112.9 123.0 129.3
LTD 12.3 39.4 50.7 54.4 57.4 60.3 7.8 31.3 51.5 62.6 71.3 75.8 8.2 32.8 50.5 59.3 67.1 72.1 11.9 55.1 88.9 103.9 113.6 118.5
HRI 10.0 34.2 47.4 52.1 55.5 58.1 6.4 28.7 50.0 61.4 70.6 75.7 7.0 29.9 47.6 56.6 64.4 69.5 10.2 52.1 86.6 102.2 113.2 119.8

PGBIG 10.6 36.6 49.1 53.0 56.0 58.6 6.3 28.7 49.2 60.4 68.9 73.9 7.1 30.1 49.2 58.9 66.4 71.2 9.9 50.9 86.2 102.3 112.8 118.4
Ours 9.9 35.7 44.1 46.2 49.8 53.6 6.1 29.0 44.5 52.0 59.2 65.1 6.6 31.4 47.6 55.2 62.4 68.1 9.6 54.9 85.7 96.2 103.6 110.9

Scenarios Directions Greeting Phoning Posing
Model 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 18.8 64.4 91.6 103.8 114.9 121.1 30.8 97.3 130.6 144.8 156.3 160.5 19.9 66.8 96.5 111.0 121.6 127.5 24.7 87.2 132.4 157.9 179.8 195.0
Res. Sup. 21.6 72.1 101.1 114.5 124.5 129.5 31.2 96.3 126.1 138.8 150.3 153.9 21.1 66.0 94.0 107.7 119.1 126.4 29.3 98.3 140.3 159.8 173.2 183.2

convSeq2Seq 13.5 57.6 86.6 99.8 109.9 115.8 22.0 82.0 116.9 130.7 142.7 147.3 13.5 49.9 77.1 92.1 105.5 114.0 16.9 75.7 122.5 148.8 171.8 187.4
LTD 8.8 46.5 74.2 88.1 99.4 105.5 16.2 68.7 104.8 119.7 132.1 136.8 9.8 40.8 68.8 83.6 96.8 105.1 12.2 63.1 110.2 137.8 160.8 174.8
HRI 7.4 44.5 73.9 88.2 100.1 106.5 13.7 63.8 101.9 118.4 132.7 138.8 8.6 39.0 67.4 82.9 96.5 105.0 10.2 58.5 107.6 136.8 161.4 178.2

PGBIG 7.2 43.5 73.1 88.8 100.5 106.1 13.4 63.1 100.4 117.7 130.5 136.1 8.4 38.3 66.3 82.0 95.4 103.3 9.8 56.5 101.5 127.8 149.9 165.3
Ours 7.0 46.9 70.6 79.8 90.7 100.3 13.0 68.8 98.2 106.2 116.4 126.1 8.0 39.6 65.1 77.3 88.8 98.0 9.0 59.7 99.5 120.3 138.5 154.1

Scenarios Purchases Sitting Sitting Down Taking Photo
Model 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 27.0 80.6 112.1 127.2 139.7 148.0 17.0 56.0 85.2 101.0 114.4 122.7 24.5 74.8 111.0 129.6 144.4 155.1 17.0 57.2 88.4 105.2 118.3 127.2
Res. Sup. 28.7 86.9 122.1 137.2 148.0 154.0 23.8 78.0 113.7 130.5 144.4 152.6 31.7 96.7 138.8 159.0 176.1 187.4 21.9 74.0 110.6 128.9 143.7 153.9

convSeq2Seq 20.3 76.5 111.3 129.1 143.1 151.5 13.5 52.0 82.4 98.8 112.4 120.7 20.7 70.4 106.5 125.1 139.8 150.3 12.7 52.1 84.4 102.4 117.7 128.1
LTD 15.2 64.9 99.2 114.9 127.1 134.9 10.4 46.6 79.2 96.2 110.3 118.7 17.1 63.6 100.2 118.2 133.1 143.8 9.6 43.3 75.3 93.5 108.4 118.8
HRI 13.0 60.4 95.6 110.9 125.0 134.2 9.3 44.3 76.4 93.1 107.0 115.9 14.9 59.1 97.0 116.1 132.1 143.6 8.3 40.7 72.1 90.4 105.5 115.9

PGBIG 12.9 60.1 95.6 111.1 123.1 130.6 9.0 42.5 74.7 91.3 105.2 114.0 14.5 58.0 95.7 114.9 130.1 140.8 8.1 40.1 72.0 90.2 105.2 115.4
Ours 12.1 60.9 88.9 100.0 112.3 123.3 8.7 43.8 71.3 85.2 98.5 108.1 14.1 61.3 94.2 110.3 124.6 135.7 8.2 42.6 70.5 84.8 96.5 106.9

Scenarios Waiting Walking Dog Walking Together Average
Model 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 21.8 72.4 104.6 117.1 125.8 130.3 37.0 99.6 126.7 140.9 154.9 160.8 26.5 85.9 116.5 121.8 123.1 122.7 23.8 76.0 107.4 121.6 131.6 136.6
Res. Sup. 23.8 75.8 105.4 117.3 128.1 135.4 36.4 99.1 128.7 141.1 155.3 164.5 20.4 59.4 80.2 87.3 92.8 98.2 25.0 77.0 106.3 119.4 130.0 136.6

convSeq2Seq 14.6 58.1 87.3 100.3 110.7 117.7 27.7 90.7 122.4 133.8 151.1 162.4 15.3 53.1 72.0 77.7 82.9 87.4 16.6 61.4 90.7 104.7 116.7 124.2
LTD 10.4 47.9 77.2 90.6 101.1 108.3 22.8 77.2 107.8 120.3 136.3 146.4 10.3 39.4 56.0 60.3 63.1 65.7 12.2 50.7 79.6 93.6 105.2 112.4
HRI 8.7 43.4 74.5 89.0 100.3 108.2 20.1 73.3 108.2 120.6 135.9 146.9 8.9 35.1 52.7 57.8 62.0 64.9 10.4 47.1 77.3 91.8 104.1 112.1

PGBIG 8.4 42.4 71.0 84.6 95.6 103.2 19.9 72.8 105.5 119.4 135.5 146.1 8.8 35.4 54.4 61.0 64.8 67.4 10.3 46.6 76.3 90.9 102.6 110.0
Ours 7.9 46.2 74.1 84.8 93.4 101.4 18.9 74.7 101.9 111.5 126.3 139.6 8.5 36.0 48.5 49.9 53.3 57.9 9.9 48.8 73.7 84.0 94.3 103.3

Table D.3: Comparison with deterministic models on Human3.6M [140] Setting-B in MPJPE
(mm) at different prediction horizons in different actions. The best results are highlighted in bold,
and the second-best ones are marked with underscores.
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