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Abstract
Modeling the seismic response of historical masonry buildings is challenging due to many 
aleatory and epistemic uncertainties. Additionally, the interaction between structural units 
further complicates predictions of the seismic behavior of unreinforced masonry aggre-
gates found throughout European city centers. This motivated the experimental campaign 
on half-scale, double-leaf stone masonry aggregates within the SERA (Seismology and 
Earthquake Engineering Research Infrastructure Alliance for Europe)—Adjacent Inter-
acting Masonry Structures project. The experimental campaign included a blind predic-
tion competition that provided participants with data on materials, geometry, construction 
details, and seismic input. After the test, the actual seismic input and all recorded and pro-
cessed data on accelerations, base-shear, and displacements were shared with participants. 
Instead of a single analysis for the prediction phase, we performed broader stochastic incre-
mental dynamic analyses to answer whether the common assumptions for aggregate mod-
eling of either fully coupled or completely separated units yield safe predictions of aggre-
gate behavior. We modeled buildings as equivalent frames in OpenSEES using a newly 
developed macroelement, which captures both in-plane and out-of-plane failure modes. 
To simulate the interaction between two units, we implemented a new material model 
and applied it to zero-length elements connecting the units. Our results demonstrate the 
importance of explicitly modeling the non-linear connection between the units and using 
probabilistic approaches when evaluating the aggregate response. Although modeling sim-
plifications of the unit interaction and deterministic approaches might produce conserva-
tive results in predicted failure peak ground acceleration, we found that these simplified 
approaches overlook the likely damage and failure modes. Our results further stress the 
importance of calibrating material parameters with results from equivalent quasi-static 
cyclic tests and using appropriate damping models.
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1  Introduction

This paper covers the prediction and postdiction of the experimental campaign “Adja-
cent Interacting Masonry Structures” (SERA-AIMS) (Tomić et al. 2022a). The experi-
mental campaign consisted of a shake-table test conducted at the National Laboratory 
for Civil Engineering (LNEC), Portugal, on two unreinforced stone masonry buildings 
forming an aggregate. The test was a joint research project between the École Polytech-
nique Fédérale de Lausanne (EPFL); the University of Pavia; the University of Califor-
nia, Berkeley; and the RWTH Aachen University. The shake-table test was accompanied 
by a blind prediction competition (Tomić et  al. 2022b). This paper more specifically 
covers the prediction submitted by the EPFL team, which we have extended with a 
broader stochastic analysis to illustrate the sensitivity of the results concerning the mod-
eling hypotheses of the unit-to-unit interface, and investigates the differences between 
prediction and experimental results via postdiction analyses.

As an introduction to the presented analyses, we review the literature regarding 
modeling experimental case studies featuring masonry aggregates, modeling masonry 
aggregates in general, and existing large-scale assessment procedures. In the following, 
a unit or a structural unit refers to a single building within an aggregate.

1.1 � Modeling masonry aggregates

While there are many papers on modeling free-standing masonry buildings, there is very 
little on the modeling of masonry aggregates, most likely because of both the large size 
of the models required for analyzing these aggregates and the scarcity of experimen-
tal results available for validating the models. So far, only two models (Senaldi et  al. 
2019b; Vanin et al. 2020b) were validated against the only large-scale shake table test 
on a masonry aggregate (Senaldi et al. 2019a; Guerrini et al. 2019). Both were equiva-
lent-frame models, though the first only captured the in-plane failure modes while the 
second captured both in-plane and out-of-plane failure modes. However, this shake-
table test is limited in its applicability to aggregates in European cities that were often 
built with weak interlocking at the joint or with a dry joint, as the test aggregate con-
nected the two units well through interlocking stones and floor beams. As such, the joint 
between the two units opened up only marginally during testing; hence the two units 
could be modeled as fully connected. For European aggregates, though, modeling units 
as perfectly connected overestimates the interface strength and the stiffness of the whole 
aggregate.

To study various modeling hypotheses for the interaction between units, several studies 
compared the predicted performance of a unit within an aggregate (Senaldi et  al. 2010; 
Formisano et al. 2015; Formisano and Massimilla 2018). All studies found that the mod-
eling hypotheses influence the predicted performance of a unit within an aggregate. Fur-
thermore, the studies found that modeling the units as fully separated can result in both 
conservative or unconservative estimates, depending on the position of each unit in the 
aggregate and the material and geometrical properties of the neighboring units. However, 
some differences exist with regard to which units within an aggregate are affected, in which 
manner, and in which direction. For example, Senaldi et  al. (2010) concluded that the 
impact of aggregate behavior in the transverse direction could be ignored, while Formisano 
and Massimilla (2018) came to the same conclusion for the longitudinal direction.
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Other research aimed to develop procedures for large-scale assessments of masonry 
aggregates. Formisano et al. (2015) numerically calibrated a procedure derived from the 
well-known existing vulnerability form of masonry buildings (Benedetti and Petrini 1984; 
Benedetti et al. 1998). This procedure integrated the following five parameters accounting 
for the aggregate conditions among adjacent units: the presence of adjacent buildings with 
different heights, the position of the building in the aggregate, the number of staggered 
floors, the structural or typological heterogeneity among adjacent structural units, and the 
different percentages of opening areas among adjacent façades. The procedure was vali-
dated and calibrated against pushover analyses of two case study aggregates modeled as 
fully connected equivalent frames and analyzed using 3MURI. In contrast to the original 
assessment procedure (Benedetti and Petrini 1984; Benedetti et al. 1998), negative scores 
allowed units within aggregates to be less vulnerable than free-standing buildings. Overall, 
it was found that the most vulnerable buildings were sandwiched between shorter build-
ings or were positioned at either the corner or the end of the aggregate. In some cases, the 
seismic vulnerability of an aggregate building could be larger than that of a free-standing 
one. All of this previous research analyzed single units or accounted for the impact of the 
aggregate through either elastoplastic links (Formisano and Massimilla 2018) or simplified 
procedures depending on five aggregate and unit properties (Formisano et al. 2015). How-
ever, the common link between all these cases is that the reference analyses performed on 
whole masonry aggregates modeled the aggregate units as perfectly connected.

While these studies give useful and much-needed results on the influence of modeling 
hypotheses on the predicted response of a unit within an aggregate, they also have certain 
limitations: (i) Except for Stavroulaki (2019) and Malcata et al. (2020), who modeled the 
masonry aggregate using a solid FE model, all other studies used equivalent-frame models. 
Of these, all but the study by Vanin et al. (2020b) could not capture out-of-plane failure 
modes. (ii) All studies, except Vanin et al. (2020b), modeled the wooden floors as perfectly 
connected to the walls without the necessary non-linear interface for a slab-to-wall con-
nection. (iii) None of the studies performed dynamic analyses with simultaneous input in 
the two horizontal directions. (iv) All studies benchmarked the response against aggregates 
that did not see an opening in the interface between units, either because the benchmark 
was a numerical model with a perfectly connected interface or because the only test on a 
masonry aggregate until then did not show significant nonlinearity in the interface between 
the two units.

1.2 � Objectives and structure of this paper

Based on these previous works, we herein focused on modeling the interaction between the 
two units. In general, our modeling is similar to that of Vanin et al. (2020b), using the mac-
roelement that captures both in-plane and out-of-plane failure modes. While Vanin et al. 
(2020b) modeled an aggregate where the joint between the units did not play a significant 
role, we extended their model here by implementing a new nD material model for simulat-
ing the behavior of an interface that can be represented by a stiff axial spring with limited 
tensile strength and a Mohr–Coulomb law in shear, for which the shear force capacity is 
dependent on the instantaneous axial force. This model is described in Sect. 2, which also 
describes the case study aggregate, material and modeling properties, and their respective 
normal and lognormal distributions used for the analyses performed prior to the shake-
table campaign (Model 1). In Sect. 3, we use this model to test the sensitivity of the mod-
eling hypotheses concerning the unit-to-unit interface on the predicted aggregate results. 
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Finally, the results of the newly developed interface model are compared to simpler, more 
common approaches. These are: modeling the units as separated units, as fully connected 
units, or uncoupling the shear and axial interface behavior.

The second part of the paper deals with the postdiction analyses where this initial model 
(Model 1) was first subjected to the actual acceleration applied by the shake-table cam-
paign (Sect.  4). Because of the significant difference between predicted and experimen-
tal results, two aspects of the model were updated (Model 2 and 3, Sect. 5): the masonry 
stiffness—using two approaches for obtaining estimates of the stiffness values from shear-
compression tests instead of simple compression tests—and the damping model. The paper 
concludes with findings on modeling unreinforced masonry aggregates using a probabilis-
tic approach and the lessons learned from calibrating numerical models against experimen-
tal campaigns.

2 � Equivalent‑frame model of the SERA‑AIMS aggregate

This section describes the geometry of our equivalent-frame model for the SERA-AIMS 
aggregate (Sect.  2.1), the material model for the zero-length elements implemented in 
OpenSEES to model the unit-to-unit interface (Sect. 2.2), and the material parameters used 
for the equivalent-frame model, including their assumed distributions and correlations 
(Sect. 2.3).

2.1 � Geometry of the test unit and the equivalent‑frame model

The SERA-AIMS project aggregate comprised the following two units (Tomić et  al. 
2022a): Unit 1 had a U-shaped footprint with plan dimensions of 2.5 × 2.45 m2 and a total 
height of 2.2 m. Unit 2 had a closed-square footprint with plan dimensions of 2.5 × 2.5 m2 
and a total height of 3.15 m. Unit 2 had additional masses of 1.5 tons evenly distributed per 
floor. The two units were connected by a layer of mortar without interlocking stones. The 
wall thicknesses were 30 cm for Unit 1 and 35 and 25 cm for Unit 2 for the first and second 
floors, respectively. The walls were built from double-leaf irregular stone masonry. The 
timber floors of the two units were oriented differently, with Unit 1 beams spanning in the 
x-direction and Unit 2 beams spanning in the y-direction. The thickness of the spandrels 
underneath the openings was decreased to 15 cm. The geometry of the test units, including 
the orientation of the coordinate system, is shown in Fig. 1. In the following, the term lon-
gitudinal direction is used for the y-direction and transversal direction for the x-direction.

For the simulations conducted in this study, we have opted to use the equivalent frame 
model approach. This choice is considered a favorable compromise between the level of 
detail and computational resources, particularly when a substantial number of analyses 
need to be performed (Bracchi et  al. 2015). Moreover, this modeling approach is exten-
sively utilized in engineering practice, thus enhancing the applicability of our findings. In 
the equivalent frame model, the facades of buildings are idealized as frames comprising 
vertical pier elements, horizontal spandrel elements, and rigid nodes. This frame idealiza-
tion is suitable for buildings with a relatively regular layout of openings, as commonly 
found in many residential masonry structures (Quagliarini et al. 2017). Within the equiv-
alent frame models, the behavior of individual piers and spandrels is captured through 
macro-elements that phenomenologically replicate the force–displacement response of 
these elements. Various macro-element models have been proposed for unreinforced 
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masonry, and a comprehensive review can be found in Quagliarini et al. (2017). The sim-
plicity of this modeling approach enables efficient execution of multiple static and dynamic 
analyses within a short timeframe. Additionally, by conducting a large number of such 
analyses, it becomes feasible to address both material and modelling uncertainties. Differ-
ent modelling approaches used to predict the response of the SERA AIMS aggregate were 
discussed in detail in Tomić et al. (2022b).

Our equivalent-frame model is shown in Fig. 2. The height of the piers corresponds to 
the height of the adjacent openings (Bracchi et al. 2015; Quagliarini et al. 2017), and the 
spandrels were assigned an average thickness so that the area of the rectangular cross-sec-
tion of the model was equal to the area of the actual cross-section. Nodal panels between 
piers and spandrels were considered rigid.

Apart from the unit-to-unit interface, for which we implemented a new model 
(Sect.  2.2), we applied the same modeling principles as Vanin et  al. (2020b). We used 
the macroelement by Vanin et al. (2020a), which builds upon the macroelement by Penna 
et al. (2014) for the in-plane response and extends the formulation such that one-way out-
of-plane bending can also be precisely captured. This approach eliminates the need for 

Fig. 1   Case study: Floor plan layout and view of the façades of the two units

Fig. 2   a Equivalent-frame model of the SERA-AIMS aggregate and b definition of the local and basic sys-
tem of the macroelement for modeling the in-plane and out-of-plane response (Vanin et al. 2020a, b)
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separate analyses and provides a framework for analyzing the impact of in-plane and out-
of-plane failure modes on collapse capacity. As in Vanin et al. (2020b), the wall-floor and 
wall-wall connections were modeled using non-linear springs. All elements were imple-
mented in OpenSEES (McKenna et al. 2000).

2.2 � Modeling the unit‑to‑unit interface

Two previous studies on masonry aggregates (Formisano and Massimilla 2018; Stavrou-
laki 2019) modeled the interface response between adjacent units using link elements, to 
which 1D linear or non-linear material models were assigned. This was certainly a step for-
ward compared to modeling the units as either isolated or fully connected, but this strategy 
still ignored the complex non-linear response behavior that can occur at the joint between 
units. For example, modeling the interface response with 1D links neglects any interaction 
between the Mode I and Mode II interface displacements. This might not have been very 
relevant in past studies where the aggregates were always subjected to only uni-directional 
excitation, but it might become relevant when we apply bi-directional excitation. At the 
same time, studies applying this approach, such as the ones by Formisano and Massimilla 
(2018) and Stavroulaki (2019), used the full aggregate models to calibrate the link ele-
ments. However, in these models, the units were again perfectly connected, so the com-
plexity of the response of the full model was not addressed.

To model the response of the interface between two units, an nD material model named 
CohesionFriction3D was implemented into OpenSEES (McKenna et  al. 2000). In the 
direction normal to the interface (x-direction of the interface), a uniaxial material model 
is assigned. The shear displacement is computed as the resultant from the displacements 
in the y- and z-direction of the interface, which are the in-plane directions of the interface. 
The shear force that can be transmitted by the interface is limited by the friction force, 
which is computed from the instantaneous axial force that acts across the interface, a fric-
tion coefficient, and an exponentially degrading cohesion law. It was built upon the work 
by Lourenco (1996) and Vanin et  al. (2017) and extended the latter from a 2D to a 3D 
problem. In the first step of the iterative material cycle, the axial force acting on the inter-
face is computed based on the uniaxial material model assigned to the axial direction. In 
the second step, the calculated axial force is used to compute a yield function for the shear 
stress in the local y–z plane by implementing an iterative return-mapping algorithm. The 
degradation of the cohesion is modeled through the input of the fracture energy value, and 
the frictional force is evaluated from the axial force and the friction coefficient. The input 
parameters for this interface model are, therefore: a uniaxial material model, the cohesion 
force of the interface (ci), Mode II fracture energy of the interface (Gf,II), and a friction 
coefficient of the interface (μi). Two simple monotonous examples of the interface model 
are shown in Fig. 3. These numerical models assume a cohesion of 1 kN, a friction coef-
ficient of µ = 0.4, and a Mode II fracture energy of the interface Gf,II = 15 Nm. The first 
example (Fig. 3a) shows the application of a constant axial load of 1 kN and a shear dis-
placement in the y-direction. The second example (Fig. 3b) again maintains the constant 
axial load (1 kN), though the shear displacement is applied in the y–z plane at 45 degrees 
to the y and z axes. The corresponding cyclic responses for the same parameters and load-
ing directions are shown in Fig. 4. An illustration of the CohesionFriction3D model applied 
to a unit-to-unit connection is shown in Fig. 5.

Many of the input parameters describing the interface response are difficult to esti-
mate. Therefore, when evaluating their impact on the global behavior of the aggregate, it is 
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Fig. 3   CohesionFriction3D monotonic behavior for a shear displacement applied in the y-direction and b 
shear displacement applied in the y–z plane at 45 degrees to the y and z axes

Fig. 4   CohesionFriction3D cyclic behavior with a shear displacement applied in the y-direction and b shear 
displacement applied in the y–z plane at 45 degrees to the y and z axes

Fig. 5   Illustration of the CoihesionFriction3D model for unit-to-unit connections
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important to consider uncertainties related to these and other modeling parameters. Refer-
ence values for material parameters, including the interface parameters, are described in 
the following section.

2.3 � Material parameters for the equivalent‑frame model

All piers and spandrels were assigned the same material properties, meaning that the spa-
tial variability of the material properties was not considered in any of the models. The 
masonry material parameters were: Em, modulus of elasticity; Gm, shear modulus; fcm, 
compressive strength; μm, friction coefficient; and cm, the cohesion of masonry. Mean 
values were chosen according to the experimental campaign performed on masonry of a 
similar typology by Guerrini et al. (2017, 2019) and Senaldi et al. (2018, 2019a). Standard 
deviations were chosen based on information reported in the literature or engineering judg-
ment. The mean values and standard deviations that we assumed for these parameters are 
summarized in Table 1.

The deformable timber floors were modeled as an orthotropic elastic membrane, with a 
higher stiffness in the main direction of the floor, parallel to the beams, and a lower stiff-
ness in the orthogonal direction. The membrane was therefore defined by the modulus of 
elasticity in two directions, the shear modulus, and the thickness, and the corresponding 
values were computed as E1 = 10 GPa and E2 = 0.5 GPa according to Vanin et al. (2020b) 
and G = 10 MPa according to Brignola et al. (2008, 2012). The factor kfloor multiplies the 
shear stiffness of the floor. The wall-to-floor connection was modeled with a zero-length 
element to which a frictional model was assigned. The value of the friction coefficient μf-w 
was based on the work by Almeida et al. (2020). Sliding was assumed to occur when the 
beam moved away from the wall in the direction perpendicular to the wall, and pounding 
was assumed to occur in the opposite direction. It is also possible to model the slip in the 
direction parallel to the wall (Vanin et al. 2020b), but for this study, the connection in the 
direction parallel with the wall was assumed as linear elastic, taking the stiffness values 
from Vanin et al. (2020b).

The connections between orthogonal walls were also modeled using zero-length ele-
ments. The connection simulated the potential formation of a vertical crack, which could 
lead to the out-of-plane failure of a wall. The 1D material for the interface was defined as 
featuring a damage tension law with exponential softening and a linear elastic model in 

Table 1   Model 1: Distributions of material and modeling parameters that can be calibrated against shear-
compression tests

Parameter Probability distribution Mean Standard deviation References

Em Normal 3.5 GPa 1.0 GPa Guerrini et al. (2017), Senaldi et al. 
(2018)

Gm Lognormal 1.5 GPa 0.5 Guerrini et al. (2017), Senaldi et al. 
(2018)

fcm Normal 1.3 MPa 0.35 MPa Guerrini et al. (2017), Senaldi et al. 
(2018)

μm Lognormal 0.25 0.3 Guerrini et al. (2017), Senaldi et al. 
(2018)

cm Lognormal 0.233 MPa 0.5 Guerrini et al. (2017), Senaldi et al. 
(2018)
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compression (Vanin et  al. 2020b). The material was defined by the elastic modulus, the 
tensile strength, and the Mode I fracture energy, with parameters taken according to Vanin 
et  al. (2020b). Estimating the material parameters for the wall-to-wall connection is dif-
ficult because of the absence of mechanical models. To capture the uncertainty, we intro-
duced the factors fw1 and fw2 as multipliers of the default wall-to-wall connection strength 
of the first and second unit, respectively. The drift capacities in flexure and shear, δc, flexure 
and δc, shear, are the limit collapse flexural and shear drifts at which the lateral stiffness 
of the macroelement is set to zero, chosen according to Vanin et  al. (2017). Aggregate 
interface parameters were defined as: Ei, interface modulus of elasticity; Gi, interface shear 
modulus; ft,i, tensile strength in the axial direction; Gf,I,i, Mode I fracture energy; ci, inter-
face cohesion force; Gf,II.i, Mode II fracture energy; and μi, interface friction. When appli-
cable, the aggregate interface parameters were directly applied to the interfaces between 
the units. To calculate the damping coefficients, the Rayleigh damping ratio was applied 
together with the first six modal periods. Parameters for the material properties other than 
the masonry material are summarized in Table 2.

Additionally, correlation coefficients were imposed between certain parameters, which 
are shown in Table  3. A strong correlation was imposed between the modulus of elas-
ticity, shear modulus, and compressive strength, as these values are often correlated in 

Table 2   Models 1–3: Distributions of material and modeling parameters that require more extensive experi-
mental campaigns for calibration

Parameter Probability distribution Mean Standard deviation References

kfloor Lognormal 1.0 0.5 Brignola et al. (2008, 2012)
fw1 Lognormal 1.0 0.3 –
fw2 Lognormal 1.0 0.3 –
μw-f Lognormal 1.0 0.3 Almeida et al. (2020), 

Vanin et al. (2020a)
δc, flexure Lognormal 0.01035 0.2 Vanin et al. (2017)
δc, shear Lognormal 0.007 0.2 Vanin et al. (2017)
Ei Normal 3.5 (GPa) 1.0 (GPa) –
Gi Normal 1.5 (GPa) 0.7 (GPa) –
ft,i Lognormal 20 (kN) 0.5 –
Gf,I,i Normal 100 (Nm) 30 (Nm) –
ci Lognormal 20 (kN) 0.5 –
Gf,II,i Normal 100 (Nm) 30 (Nm) –
μi Normal 0.6 0.3 –
ξ Normal 0.02 0.005 Vanin et al. (2020b)

Table 3   Assumed correlation 
coefficients between sets of input 
parameters

Correlated parameters Correlation 
coefficient

Strength of correlation

Em, Gm, fcm 0.7 Strong
fw1, fw2 0.5 Moderate
ft,i, Gf,I,i,, ci, Gf,II,i 0.5 Moderate
δc, flexure, δc, shear 0.5 Moderate
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experimental campaigns. A moderate correlation was imposed between wall-to-wall inter-
locking in the two units, assuming that workmanship regarding details such as interlocking 
was similar between units of the same aggregate. The other parameters were the same for 
the two units. Interface parameters regarding the strength and fracture energy for Mode 
I (normal) and Mode II (transversal) were selected as moderately correlated. Finally, a 
moderate correlation was imposed between collapse drift values in flexure and shear for 
masonry elements. It should be noted that the imposed correlation coefficients between the 
parameters are based on the authors’ judgement and not experimental evidence.

3 � Sensitivity of the predicted aggregate response to the modeling 
hypotheses regarding the unit‑to‑unit interface 

In Sect. 2.2, we introduced a material law for modeling the interface between two units. 
This nD material law represents the interface with a stiff axial spring with limited tensile 
strength and a Mohr–Coulomb law in shear, for which the shear force capacity depends on 
the instantaneous normal force. This modeling hypothesis is more complex than mode-
ling hypotheses adopted in the literature (see Sect. 1.1). Here, we established four different 
classes of models that differed only in how we modeled the interfaces between Unit 1 and 
Unit 2; all other modeling choices and assumptions were identical. Case A contained the 
newly developed nD material model. For Case B, every degree of freedom at the interfaces 
was modeled by a separate 1D non-linear spring that was linear elastic in compression and 
with limited strength and exponential softening in tension; in other words, the shear capac-
ity was not dependent on the instantaneous normal force across the interface. Case C fea-
tured two units with no interaction. In Case D, the two units were perfectly connected by 
applying the equivalent degree of freedom (EQDOF) command, which constructs a multi-
point constraint between nodes. The four cases are shown in Table 4.

To compare the effect of the modeling hypotheses for the interface, we first compared 
the modal properties of the four individual cases using mean values for each material 
parameter. We then performed an incremental dynamic analysis that considered the param-
eter distributions and correlations, as described in Sect. 2.3.

3.1 � Earthquake record

For these incremental dynamic analyses, bi-directional time history analyses were per-
formed using the Montenegro Albatros 1979 record with a peak ground acceleration (PGA) 
of 0.21 g in the E-W direction and 0.18 g in the N-S direction, shown in Fig. 6 (Luzi et al. 

Table 4   Four different classes of models used in this work

Case A Interfaces were modeled with the newly implemented nD material model

Case B Interfaces were modeled with 1D material models
Case C The two units were modeled as fully separate. The nodes of Units 1 and 

2 at the interface were not connected
Case D The two units were modeled as fully connected. The nodes of Units 1 

and 2 at the interfaces always experienced the same absolute displace-
ment
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2016). Because none of the four models failed for this PGA level, the acceleration was 
increased in steps of 50% up to the point of failure.

3.2 � Modal analyses

In this section, we compare the modal properties for the mean set of input parameters 
shown in Table 1. Modal periods for the four cases are shown in Table 5. We observed the 
same modal shapes and similar modal periods for the model with nD interfaces (Case A), 
the model with 1D interfaces (Case B), and the model with the fully connected units (Case 

Fig. 6   Processed acceleration time histories of the Montenegro 1979 earthquake recorded at the Albatros 
station, with the scaled time step in the: a east–west direction; b north–south direction (Luzi et al. 2016). 
PGA = peak ground acceleration

Table 5   Modal periods of the four models, depending on the interface model

Mode number Case A
nD interface (s)

Case B
1D interface (s)

Case C
Separate units (s)

Case D
Fully con-
nected units 
(s)

I 0.060 0.060 0.061 0.059
II 0.048 0.047 0.060 0.047
III 0.046 0.046 0.059 0.043
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D). This was expected, as the elastic interface properties of Case A and B are the same. 
However, as the elastic interface stiffness was very high, the periods were only slightly 
lower than those in the model with the fully connected units (Case D). The separate units 
model (Case C) showed lower stiffness and longer periods. Figure 7 shows the first modal 
shape for all four models. As expected, Case A, B, and D show the same modal shape—
transversal (x-direction) deformation of Unit 2—while the separate units model (Case C) 
shows transversal deformation of Unit 1, which is U-shaped when not restrained by the 
adjacent unit.

3.3 � Incremental dynamic analysis

3.3.1 � Material parameter uncertainty

In addition to the model uncertainty regarding the unit-to-unit joint, we account for uncer-
tainty in the material and modelling parameters through incremental dynamic analyses 
(IDAs) of sets of models (Vamvatsikos and Cornell 2002; Fragiadakis and Vamvatsikos 
2009; Vamvatsikos and Fragiadakis 2009). Several authors have approached the topic of 
uncertainty in modeling historical masonry buildings (e.g., Dolšek 2009; Rota et al. 2014; 
Bracchi et al. 2016; Cattari et al. 2018; Franchin et al. 2018; Saloustros et al. 2019). As 
was done by Dolšek (2009), we use IDA and sample material properties according to 
Latin hypercube sampling. However, unlike Dolšek (2009), we focus only on material 

Fig. 7   Modal shapes of the first vibration mode of the four models
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and modelling uncertainty and do not consider aleatory uncertainty related to the ground 
motion record characteristics, as we only use a single ground motion (Sect. 3.1).

A total of 19 material parameters were chosen to perform the uncertainty analysis. 
These were:

•	 Masonry material parameters (Em, Gm, fcm, μm, cm)
•	 Floor stiffness factor (ffloor)
•	 Wall-to-wall connection factors (fw1, fw2)
•	 Wall-to-floor friction coefficient (μw-f)
•	 Drift capacity (δc, flexure, δc, shear)
•	 Aggregate interface parameters (Ei, Gi, ft,i, Gf,I,i, ci, Gf,II,i, μi,)
•	 Damping (ξ)

The distributions of the material parameters were defined in Sect. 2.3. Latin hypercube 
sampling was performed to create 400 sets of parameters. The generated matrix thus had 
dimensions of 19 × 400, where each column contained one set of parameters for a single 
incremental dynamic analysis. To avoid unrealistic sample sets, correlation matrices were 
also assigned between the parameters (Table 3); for example, a sample was assigned an 
upper bound for the modulus of elasticity and a lower bound for the compressive strength. 
Once all parameters were assigned their values, we calculated the correlation matrix and 
compared it to the intended matrix. The difference between the two was evaluated by the 
norm between the intended and the obtained correlation matrix. To minimize the norm of 
the difference, we performed permutations of random elements within vectors of one mate-
rial parameter in a method termed simulated annealing (Vořechovský and Novák 2003) 
that was also applied by Dolsek (2009). After each permutation, the norm was re-eval-
uated, and if the norm decreased, the iteration was accepted. Otherwise, it was rejected. 
Sets of material and modeling parameters were then used to perform incremental dynamic 
analyses.

3.3.2 � Results

Results of the IDA are discussed in terms of the differences between the seismic fragil-
ity curves for all four modeling approaches (nD non-linear interfaces, 1D interfaces, sepa-
rate units, and fully connected units) in Fig. 8; all four curves have very similar shapes, 
wherein the offset of initiation of failure probability depended on the modeling approach. 
As expected, the separate unit model is the most fragile, having almost double the prob-
ability of failure at PGA 0.6 g compared to the nD non-linear interface model. It might 
seem unexpected that the fully connected units model appeared more fragile than the nD 
interface model, which would mean that the ability of units to separate can be beneficial 
even with a possibility of pounding. Instead, it underscores the influence of the interac-
tions between the units on the type of damage and failure as well as its location. For the 
fully connected units model, we observed an increase in out-of-plane failures in the second 
story of Unit 2, especially in the x-direction, compared to the nD interface model (Fig. 11). 
At the same time, failure was localized in Unit 1 in only 3% of the cases. Additionally, in 
the nD non-linear interfaces model, Unit 1 accounted for 30% of the failures, and a large 
majority of these failures were in-plane. Assuming that the nD interface model best rep-
resents the real behavior, modeling the units as either fully separated or fully connected 
could be conservative and still overlook probable failure mechanisms.
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All four modeling approaches showed a correlation between the modulus of elasticity, 
shear modulus, compressive strength, drift capacities, Rayleigh damping ratio, and floor-
to-wall friction with the failure PGA. The values for the linear correlation coefficients were 
similar for the modulus of elasticity, shear modulus, and compressive strength in all four 
models. Similarly, the linear correlation coefficients were almost identical for the limit 
flexure and shear drift values with the failure PGA for all four modeling approaches. The 
highest linear correlation coefficient was seen in the Rayleigh damping ratio for all mod-
eling approaches except the fully connected units model, which includes floor friction. This 
underlines the importance of choosing the damping coefficient for non-linear time history 
analyses of masonry buildings and is in line with findings by Vanin et al. (2020b). Addi-
tionally, the nD interface model showed a correlation between the friction coefficient of the 
interface and the failure PGA. For the 1D interfaces model, the shear stiffness of the inter-
face negatively correlated with the failure PGA, which was confirmed by the positive corre-
lation between the shear stiffness with the seismic demand parameters for both nD and 1D 
interface models. Interestingly, the collapse capacity in all four modeling approaches was 
affected more by the friction between the floor and the wall than the effect of the floor stiff-
ness parameter. In fact, the floor stiffness parameter only correlated significantly (P < 5%) 
with the failure PGA in the 1D interface model. Together with friction at the interface 
between the two units in the nD interface model, these results highlight the importance of 
connections when evaluating the collapse capacity. Figure 9 shows the correlations for all 
four cases. The importance of connections is especially relevant because of the ability of 
the macroelement to model both the in-plane and out-of-plane failure mode (Fig. 10). 

When the failure mode was examined in the nD non-linear interfaces model, units were 
dominated by in-plane failures, as shown in Fig. 11. The separate unit model had 7% out-
of-plane failures, which accounted for 56% of the failures for Unit 1. This is considerably 
more than for the nD interfaces model, where out-of-plane failures occurred in just a few 
cases (< 1%). This result was not surprising because Unit 1 has a U-shaped layout, which 
makes it vulnerable to out-of-plane failures if the interaction with Unit 2 is not modeled. 
However, Unit 1 is also shorter and has slightly thicker walls than Unit 2 with no additional 
weight, which prevented a drastic increase in out-of-plane failures. For the fully connected 
units model, only 5% of the failures were out-of-plane, but all of these were localized in the 

Fig. 8   Comparison of seismic 
fragility curves for four aggregate 
modeling approaches
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b)

c) 

d) 

a)

Fig. 9   P-test values and correlation coefficients between input parameters and PGA at failure for the four 
models: a nD interfaces model; b 1D interfaces model; c Separate units model; d Fully connected units 
model
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second story of Unit 2 in the x-direction; no out-of-plane failures were located in Unit 1. 
At the same time, the failure PGA increased in comparison with the separate units model 
since the collapse of Unit 1 was prevented.

For any modeling approach, in-plane failures dominated, and flexural in-plane fail-
ures specifically accounted for 96–97% of the total in-plane failures. For the nD interfaces 
model, most of the in-plane and out-of-plane failures were localized in the upper story of 
Unit 2 in the y-direction, a behavior observed in the experiment (Tomić et al. 2022a). The 
nD interfaces model was also the only one to correctly capture both the in-plane and out-
of-plane damage in Unit 1 in the x-direction, also as observed in the experiment (Tomić 
et al. 2022a). Both the 1D interfaces model and the separate units model predicted a larger 
number of out-of-plane failures of Unit 1 in the y-direction, though this was especially the 
case for the latter model. At the same time, modeling the aggregate with fully connected 
units neglected the most probable failure location in Unit 1, which was the most vulnerable 
in the transversal direction in the experiment (Tomić et  al. 2022a). Our results strongly 
support the idea that correctly modeling the interface changes the failure location and/or 
the failure mode.

However, it should be noted that all four classes of models in the prediction underes-
timated out-of-plane behavior. As further elaborated in the following sections, this was 
primarily due to overdamping the out-of-plane behavior due to the adoption of Rayleigh 
initial-stiffness and mass-proportional damping. Figure  11 shows the failure modes and 
locations, with Table 6 explaining the naming of the failure locations.

To summarize, by comparing models A–D, we draw the following conclusions on the 
modeling sensitivity of unit-to-unit interfaces in unreinforced masonry aggregates:

•	 Modeling hypotheses for the unit-to-unit interface influence the predicted PGA at fail-
ure, failure mode, and failure location in an aggregate.

•	 Even though modeling units as separate (Case C) was the most conservative approach 
regarding the PGA at failure when compared to the nD interface model (Case A), there 
is a danger of incorrectly predicting failure mechanisms because of simplified interface 
modeling, which can be especially harmful if the goal of the analysis is to design a ret-
rofit intervention.

Fig. 10   Examples of out-of-plane and in-plane failure (nD non-linear interfaces model)
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•	 Compared to the experimental results, the nD interface model (Case A) was the only 
one to correctly capture the localization of the damage in the y-direction in the 2nd 
story of Unit 2 for both in-plane and out-of-plane failures.

•	 The nD interface model (Case A), the 1D interface model (Case B), and the separate 
units model (Case C) correctly captured the localization of in-plane damage in the 

a)

b)

Fig. 11   Statistics on the mode of failure (OOP or IP), failed unit (Unit 1 or Unit 2), and failure location: a 
nD interfaces model; b 1D interfaces model; c separate units model; d fully connected units model
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x-direction of Unit 1, while modeling units as fully connected (Case D) did not. 
Hence, if the joint between units is expected to open up, one should avoid modeling 
the units as fully connected.

d)

c)

Fig. 11   (continued)
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•	 For the nD interfaces model (Case A), the PGA at failure was correlated with the fric-
tion coefficient at the interface, confirming its influence on the behavior of the aggre-
gate, as was also found by Tomić et al. (2022a).

4 � Model 1: Prediction model with actual input 

The blind prediction required a submission stemming from a single model, with the 
adopted material properties corresponded to the mean values given in Sect. 2.3. However, 
the actual accelerations recorded on the shake table differed from the nominal ground 
motions, as described in Tomić et al. (2022a, b). For this reason, postdiction analyses were 
performed with the actual accelerations recorded on the shake table, as shown in Table 7.

4.1 � Prediction with the actual accelerations recorded at the shake table

The original model that we used to derive the blind prediction entries was based on the mean 
values of material parameters (Em, Gm, fcm, μm, cm) and the Rayleigh initial-stiffness and 
mass-proportional damping with 1% critical damping ratio computed according to first and 
sixth modal period. This original model was re-run with the actual shake-table accelerations 
recorded during testing. For the blind prediction competition, we requested only deterministic 
response values. Here we also determine the probabilistic response by creating 20 material 
parameter sets. We obtained material parameter distributions by pairing the mean values from 

Table 6   Failure location, divided 
by units, floors, and directions U1 x-dir Unit 1 in x-direction

U1 y-dir Unit 1 in y-direction
U21 x-dir Unit 2, 1st floor in x-direction
U21 y-dir Unit 2, 1st floor in y-direction
U22 x-dir Unit 2, 2nd floor in x-direction
U22 y-dir Unit 2, 2nd floor in y-direction

Table 7   Actual applied testing sequence of the SERA AIMS shake-table test in Tomić et al. (2022a, b)

Run notation Direction Level of shaking 
(shake-table capacity) 
(%)

Nominal PGA Actual PGA

0.1 y 12.5 0.110 g 0.113 g
0.2 x 12.5 0.078 g 0.075 g
0.3 Bidirectional 12.5 0.110 (y)/0.078 (x) g 0.114 (y)/0.072 (x) g
1.1 y 25 0.219 g 0.170 g
1.2 x 25 0.156 g 0.178 g
1.3 Bidirectional 25 0.219 (y)/0.156 (x) g 0.208 (y)/0.174 (x) g
2.1 y 50 0.438 g 0.593 g
2.1S y 50 0.438 g 0.615 g
1.2S x 25 0.156 g 0.258 g
2.2S x 50 0.313 g 0.425 g
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Sect. 2.3 with the Coefficients of Variation (CoVs) assigned according to Vanin et al. (2017), 
as shown in Table 8. The displacement quantities compared with the experimental response 
are shown in Fig. 12; these were the quantities requested in the blind prediction competition.

Figure 13 illustrates the principal damage mechanisms observed during the experimental 
campaign. Figure 14 shows the maximum recorded flexural drifts with this original model. 
This and the following group of models all correctly predicted that the shear drifts were small 
and did not lead to shear cracking; for this reason, they are not displayed here or in the next 
figures. The results reported in Fig. 15 confirm that the original model is too stiff and thus 
underestimated the displacements, especially those recorded in Unit  2. Interface openings 
were satisfactorily predicted in the transversal direction but were underestimated in the longi-
tudinal direction. The predictions of the base shear values were better than the predictions for 
displacements and interface openings.

5 � Model 2 and 3: Postdiction analyses

Due to the poor match between the results obtained with the prediction model versus the 
experimental data (see previous section), it was necessary to reconsider the choice of mate-
rial properties. Previously, mean values for the probabilistic analysis were taken from 

Table 8   Mean values obtained 
from the prediction model and 
Coefficient of Variation (CoV) 
assigned according to Vanin et al. 
(2017)

Parameter Mean CoV StDev

E (MPa) 3500 0.5 (Vanin et al. 2017) 1750
G (MPa) 1500 0.5 (Vanin et al. 2017) 750
fc (MPa) 1.30 0.3 (Vanin et al. 2017) 0.39
µ 0.25 0.2 (Vanin et al. 2017) 0.05
µres 0.20 0.2 (Vanin et al. 2017) 0.04
c (MPa) 0.23 0.8 (Vanin et al. 2017) 0.18
Gc 3.60 0.5 1.8
DropDrift 0.004 0.5 0.002

Fig. 12   Compared displacement quantities for the blind prediction submissions. Displacements relative to 
the ground (Rd1–6) and interface opening (Id1–4)
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Fig. 13   Illustrations of principal damage mechanisms observed during the SERA-AIMS experimental cam-
paign (Tomić et al. 2022a)

Fig. 14   Maximum recorded 
flexural drifts for the postdiction 
analysis with the original model
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Fig. 15   Comparing the original single prediction model (Model 1) and probabilistic response based on the 
single prediction model with the experimental results
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vertical and diagonal compression tests performed by Guerrini et  al. (2017) and Senaldi 
et al. (2018) on the masonry of a similar typology (Tomić et al. 2022b), while CoV values 
were taken from references in the literature.

5.1 � Model 2: Re‑calibration of material properties based on wallette tests

5.1.1 � Updated material properties

Next to the vertical and diagonal compression tests, shear-compression tests were also car-
ried out by Guerrini et  al. (2017) and Senaldi et  al. (2018). While this data was shared 
with all participants of the blind prediction competition, we only used it to determine drift 
capacities. Therefore, to obtain a new set of stiffness values, we simulated the shear com-
pression tests performed by Guerrini et al. (2017) and Senaldi et al. (2018) using the Mac-
roelement3D (Vanin et al. 2020a, b) in OpenSEES. Using Latin hypercube sampling, 200 
sets of material parameters were created, and the results were compared with the experi-
mental ones in terms of: (i) secant stiffness between 0 and 70% of maximum shear force, 
(ii) maximum shear force, (iii) residual force, and (iv) displacement at 20% force drop. In 
Table 9, the best parameter sets for each wallette were chosen. It is to be noted that for the 
flexure-dominated wallette, shear parameters are bolded out and not accounted for. The 
same was done for the flexural parameters for the shear-dominated wallette.

Based on these findings, we defined new mean values for the masonry material param-
eters paired with CoV values taken from Vanin et al. (2017) (Table 10). From this, we gen-
erated 20 sets of material parameters to run postdiction analyses.

5.1.2 � Model 2 with initial stiffness proportional damping

Postdiction analyses were run using the 20 generated material and modeling parameter 
sets and classical Rayleigh initial-stiffness and mass-proportional damping with a 1% criti-
cal damping ratio. To account for uncertainties, the results were plotted as median, 16th, 

Table 9   Best set of material parameters based on OpenSEES simulation of shear-compression tests on wal-
lettes

Wallette CT01 CT02 CS01 CS02 Mean

ALR 0.3 0.2 0.3 0.45 -
h/l 1.26 1.26 3 3 -
Failure mode—observed Shear Flexure Flexure Mixed -
Failure mode—predicted Shear Flexure Flexure Flexure -
E (MPa) 2490 1620 1540 2460 2030
G (MPa) 747 487 462 739 609
fc (MPa) 4.5 1.91 2.97 3.9 2.93
µ 0.25 0.34 0.20 0.22 0.25
µres 0.24 0.179402 0.098325 0.204668 0.24
c (MPa) 0.17 1.29E+05 1.39E+05 2.10E+03 0.17
Gc 1.56 4.922411 5.737773 0.905606 1.56
DropDrift 0.005 0.005 0.004 0.002 0.005



	 Bulletin of Earthquake Engineering

1 3

and 84th percentile and were compared to experimental values in Fig. 16. Even with an 
improvement over the prediction using the actual acceleration record, the response in this 
new model was still too stiff, and the displacements were severely underestimated. This 
was attributed to overdamping the out-of-plane behavior with the present damping model, 
which was updated in the following section.

5.1.3 � Model 2 with secant stiffness proportional damping

To improve Model 2, the analyses were re-run using the same 20 generated material param-
eter sets along with a novel secant stiffness proportional damping model (Vanin and Beyer 
2023) and a 5% critical damping ratio computed for the first and sixth modes. To account 
for uncertainties, we plotted the median and 16th/84th percentile curves. The stochastic 
response shown in Fig. 17 was satisfactory and improved on the analysis that used Ray-
leigh initial-stiffness and mass-proportional damping parameters. While the base shear in 
the x-direction was overestimated, interface openings and upper-story displacements were 
more accurately predicted than via the model with initial-stiffness damping (Fig. 16) by at 
least correctly capturing the order of magnitude, especially at the 84th percentile.

Overall, the postdiction Model 2 that used secant stiffness proportional damping and 
material parameters calibrated against shear-compression tests produced significantly bet-
ter estimates of the displacement demands and dominant damage mechanisms observed 
during testing. Conversely, all models featuring classical Rayleigh initial-stiffness and 
mass-proportional damping and material parameters from vertical compression tests under-
estimated the displacements and failed to reproduce the damage mechanism. In addition, 
these previously used models often predicted damage in the lower story of Unit 2 instead 
of in the upper story where the soft-story mechanism occurred in the experiment.

5.2 � Model 3: Updating material properties considering the axial load ratio 

While the predictions obtained with Model 2 were much better than those obtained with 
Model 1, the mean values of the displacement demands predicted by Model 2 were still 
significantly smaller than the experimental results. We thus hypothesize that this error 
could be due to the difference in axial load ratios (ALRs) imposed on the walls in the 
shake-table test versus those applied in the shear-compression tests, from which we back-
calculated the E-modulus. Because the literature suggests that the lateral stiffness of a 
wall is proportional to the applied ALR (see Sect. 5.2.1), we herein investigated the ALR. 

Table 10   Model 2: Mean values 
obtained by fitting against shear-
compression tests, and CoV 
assigned according to Vanin et al. 
(2017)

Parameter Mean CoV StDev

E (MPa) 2030 0.5 (Vanin et al. 2017) 1020
G (MPa) 609 0.5 (Vanin et al. 2017) 305
fc (MPa) 2.93 0.3 (Vanin et al. 2017) 0.88
µ 0.25 0.2 (Vanin et al. 2017) 0.049
µres 0.24 0.2 (Vanin et al. 2017) 0.048
c (MPa) 0.17 0.8 (Vanin et al. 2017) 0.13
Gc 1.56 0.5 0.78
DropDrift 0.005 0.5 0.0025
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Fig. 16   Comparing the stochastic response of 20 postdiction models updated with material parameters calibrated 
according to shear-compression tests (Model 2) and 1% initial stiffness and mass-proportional damping
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Fig. 17   Comparing the stochastic response of 20 postdiction models updated with material parameters cali-
brated according to shear-compression tests (Model 2) and 5% secant stiffness proportional damping
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Table 11 shows ALRs at mid-heights of the walls within the shake-table unit, assuming a 
stone masonry density of ρ = 2000 [kg/m3] and a masonry compressive strength of fc = 1.30 
[MPa] (Table 1). The ALRs were computed at the mid-height of each story, as shown in 
Table 11.

5.2.1 � Dependency of E on ALR in the literature

Vanin et al. (2017) analyzed 123 shear-compression tests documented in the literature and 
reported a linear trend between effective stiffness and axial load, normalized to compres-
sive strength fc. They thus proposed an equation for the effective stiffness as a function of 
compressive strength and ALR:

For masonry topology A as per Vanin et al. (2017), 
(

E

fc

)

ref
 = 400 and represents the 

modulus of elasticity to compressive strength ratio characteristic for each masonry 
typology. Taken together with fc  =  1.30 MPa and the mean axial load ratio �

0
∕fc = 

0.031 (Table  11), we obtain Eeff  = 56.5 MPa and E=  113  MPa, where E is an initial 
uncracked stiffness, and Eeff  is an effective or cracked stiffness equal to 50% of the ini-
tial stiffness, according to CEN (2005). It should be noted that the author states that this 
formula is limited when the ratio of applied to axial loads is close to zero, which is the 
case for SERA-AIMS. Reference values of the ratio refer to an ALR of around 30%. 

(1)Eeff =

(

E

fc

)

ref

⋅ fc ⋅

�
0

fc

0.30
.

Table 11   Axial load ratios (ALRs) of façades within the SERA-AIMS aggregate (Fig.  1), assuming 
fc = 1.30 [MPa], at a height above the foundation where the ALR was computed

Unit 1 Height (m) ALR

Façade 1 1.10 0.03
Façade 2 1.10 0.02
Façade 3 1.10 0.02

Unit 2 Height (m) ALR

Façade 2
 1st story 0.83 0.04
 2nd story 2.40 0.02

Façade 3
 1st story 0.83 0.04
 2nd story 2.40 0.02

Façade 4
 1st story 0.83 0.06
 2nd story 2.40 0.03

Façade 5
 1st story 0.83 0.04
 2nd story 2.40 0.02

Average 0.031
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Comparing masonry topologies in Fig. 18, we can see that this is unrelated to the typol-
ogy, as when ALR < 0.05, Eeff

fc
≤ 100 , pointing to Eeff ≤ 130 MPa for fc = 1.3 MPa.

5.2.2 � Estimating the E‑modulus from shear‑compression tests accounting for the ALR

Table 12 shows the shear-compression tests (Guerrini et al. 2017; Senaldi et al. 2018) 
used to estimate the E-modulus accounting for ALR. It shows that the average ALRs 
applied in the shear-compression tests were around 10 times higher than those in the 
walls of the shake-table test unit (Table 11).

Figure  19 shows the E-moduli derived from the four shear-compression tests. For 
Model 2, these four values were averaged to obtain the mean E-modulus. For the 
updated Model 3, we assumed that the E-modulus is linearly proportional to the ALR 
(EALR = 6256.8 × ALR). As we cannot capture the ALR dependency in the equivalent-
frame model, we need to compute a fixed value for a representative ALR. We choose 
here the mean ALR from Table 11. As such, when fc = 1.3 MPa and ALR = 0.031, we 
obtain E ≈ 200 MPa. Based on these findings, in Table 13, we define new mean values 
for the E-modulus and the G-modulus (G = 0.4E). Finally, Table 14 compares E values 
for the three models.

Fig. 18   Relationship between effective stiffness and axial load, normalized to the compressive strength fc 
(Vanin et al. 2017)

Table 12   Wallettes tested in shear compression by Guerrini et al. (2017) and Senaldi et al. (2018)

CT01 CT02 CS01 CS02

h/l 1.26 1.26 3.0 3.0
ALR 0.3 0.2 0.3 0.45
Failure mode Shear Flexure Flexure Mixed
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5.2.3 � Postdiction results with updated material properties considering ALR and secant 
stiffness proportional damping

The stochastic response of Model 3 with 5% secant stiffness proportional damping 
improved upon that of Model 2 with the same damping properties (Fig. 20). Here, a very 
good match was attained, especially when observing the 84th percentile in comparison to 
the experimental results. This shows that the model is not too sensitive to a relatively low 
value of the modulus of elasticity but also that the hypotheses found in the literature on the 
linear correlation between effective modulus of elasticity and ALR seem reasonable. This 
merits further investigation in future research.

Fig. 19   A first-degree polyno-
mial fit of a relationship between 
ALR and modulus of elasticity

Table 13   Model 3: Mean values 
obtained by fitting against shear-
compression tests, including the 
dependency of E on ALR and 
CoV assigned according to Vanin 
et al. (2017)

Parameter Mean CoV StDev

EALR (MPa) 200 0.5 (Vanin et al. 2017) 100
GALR (MPa) 60 0.5 (Vanin et al. 2017) 30
fc (MPa) 2.93 0.3 (Vanin et al. 2017) 0.88
µ 0.25 0.2 (Vanin et al. 2017) 0.049
µres 0.24 0.2 (Vanin et al. 2017) 0.048
C (MPa) 0.17 0.8 (Vanin et al. 2017) 0.13
Gc 1.56 0.5 0.78
DropDrift 0.005 0.5 0.0025

Table 14   Overview of generated groups of models. Model 1 is the prediction model; Model 2 is calibrated 
against shear-compression tests; Model 3 is calibrated against shear-compression tests and also includes the 
dependency of E on ALR

Mean values E (MPa) G (MPa) fc (MPa)

Model 1 3500 1500 1.3
Model 2 2030 609 2.93
Model 3 200 60 2.93
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Fig. 20   Comparing the stochastic response of 20 postdiction models updated with material parameters calibrated 
according to shear-compression tests and 5% secant stiffness proportional damping, with E = f(ALR) (Model 3)
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6 � Conclusion

The modeling of unreinforced masonry aggregates is commonly simplified by considering 
the aggregate units as either perfectly connected or isolated. However, even if a simplified 
approach results in a satisfying or conservative value, there is a risk of overlooking pos-
sible damage and collapse mechanisms, and a lack of experimental data has stalled most 
progress in this area. To address this gap, this paper examines the prediction and postdic-
tion of a shake-table test on a half-scale stone masonry aggregate tested by incremental 
bidirectional excitation. The discrepancies between the predicted and experimental results 
were used to detect which material and modeling parameters hindered the simulation. To 
demonstrate the lessons learned from these mistakes, we then updated the model for the 
postdiction analysis.

To better represent the interaction between aggregate units, an n-dimensional non-linear 
material model for the interface was implemented in OpenSEES. The methodology was 
applied to a case study of a masonry aggregate, which was modeled by using equivalent-
frame models and four common modeling approaches for the connection between the two 
units: (1) new nD non-linear interfaces, (2) 1D non-linear interfaces, (3) no connection 
for separate units, and (4) perfectly connected units. To consider the material and model-
ling uncertainties, we used Latin hypercube sampling to create 400 sets of 19 material and 
modeling parameters, distributed according to normal and lognormal distributions. Then 
for each model and each set of parameters, incremental dynamic analyses were performed 
in OpenSEES until the aggregate failed or collapsed using a macroelement that can capture 
in-plane and out-of-plane responses.

The analyses showed that the initial assumptions about the approach to modeling the 
interface between units could lead to different predictions of seismic fragility, which may 
be conservative in terms of the failure PGA compared to the most detailed representation 
through an nD interfaces model (Case A). This means that with a simplified modeling 
approach for masonry aggregates, such as modeling fully separate or connected units, may 
not adequately predict the damage location (between units and within units) and the failure 
mode. Therefore, simplified modeling of masonry aggregates can produce only seemingly 
satisfactory or conservative results, but missing key damage and failure mechanisms.

Due to the discrepancies in the nominal and applied accelerations, it was difficult to 
directly compare the prediction model with experimental results. Therefore, the com-
parison was performed by re-running the initial prediction model with the applied accel-
erations. The predicted results poorly matched the experimental ones for the previously 
selected material parameters and damping model. To address this, we first re-calibrated 
the material parameters according to quasi-static shear-compression tests instead of verti-
cal and diagonal compression tests–leading to improved results. However, here again the 
discrepancies between numerical and experimental results were too large to be ignored. 
So we next applied a novel secant damping model, which allowed the models to success-
fully capture the out-of-plane behavior. This showed that this damping model is essential 
for avoiding overdamping the out-of-plane behavior and incorrectly estimating the damage 
mechanism, something that was common for all four model classes in the prediction. At 
the same time, this model finally corrected the order of magnitude of displacements, espe-
cially when accounting for the 84th percentile. These conclusions highlight the need for 
adopting a probabilistic approach instead of the deterministic one when modeling histori-
cal masonry aggregates due to the effects of many material and modeling parameters. The 
results also support an assumption that material parameters should be calibrated according 
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to shear-compression tests, if available, rather than simply taking the values from verti-
cal and diagonal compression tests. Finally, we investigated the discrepancy in the ALR 
between shear-compression tests and actual half-scale shake-table tests. We found that 
assuming a linear correlation between the modulus of elasticity and the ALR based on 
the findings in the literature, we observed an even better comparison of experimental and 
numerical results. This finding justifies further investigation of the modulus of elasticity 
and the ALR in the future.
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