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Abstract

In response to the growing trend towards end-to-end learning, we propose a novel framework

advancing towards an end-to-end multi-camera multi-object tracking (MC-MOT) solution

that addresses challenges like occlusions, viewpoint variations, and illumination changes.

Although current strategies treat detection, feature extraction, association, and trajectory

generation as separate stages, our approach fuses these stages, marking a stride towards an

end-to-end approach.

Our method introduces a mechanism for neural association that effectively links object identi-

ties across frames and cameras, adeptly handling object appearance and disappearance. This

mechanism keeps track of object identities across camera views, reducing identity switches

and track losses found in prior techniques. Our method is capable of performing online,

meaning it can process and update tracking information as new data is received, making it

suitable for applications requiring immediate action.

Through experimentation, we demonstrate that our system achieves performance levels

similar to those of existing state-of-the-art (SOTA) multi-camera multi-object tracking (MC-

MOT) techniques, both in accuracy and robustness, while being able to perform online. We

also introduce a benchmark dataset with a tool used to create it to assess our MC-MOT

framework’s capabilities. For other multi-camera systems, we suggest using object appearance

through a Multi-View Retrieval setup.

While fully realizing end-to-end learning remains an open challenge in MC-MOT, the proposed

method’s integrated nature marks a promising step towards such a paradigm in future MC-

MOT research.

Keywords: end-to-end learning, multi-camera multi-object tracking (MC-MOT), neural

association, graph neural networks, online tracking, benchmark dataset, multi-view retrieval
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Résumé

En réponse à la tendance croissante vers l’apprentissage de bout en bout, nous proposons un

nouveau cadre d’apprentissage qui progresse vers une solution de suivi multi-objets et multi-

caméras de bout en bout (MC-MOT) qui relève des défis tels que les occultation, les variations

de point de vue et les changements d’illumination. Contrainement aux stratégies actuelles

qui traitent la détection, l’extraction de caractéristiques, l’association et la génération de

trajectoires comme des étapes disparates, notre approche fait converger ces étapes, marquant

une avancée significative vers l’apprentissage de bout en bout.

Notre méthode introduit un mécanisme d’association neuronale qui associe efficacement les

identités des objets à travers les images et les caméras, en gérant adéquatement l’apparition

et la disparition des objets. Notre méthode est capable de fonctionner en ligne, ce qui signifie

qu’elle peut traiter et mettre à jour les informations de suivi à mesure que de nouvelles données

sont reçues. Ce mécanisme gère les identités des objets, réduisant ainsi les changements

d’identité et les pertes de pistes constatées dans les techniques antérieures.

Grâce à l’expérimentation, nous démontrons que notre système atteint des niveaux de per-

formance similaires à ceux des techniques de suivi multicaméras multi-objets (MC-MOT) de

pointe existantes (SOTA), tant en termes de précision que de robustesse, tout en étant capable

de fonctionner en ligne. Nous présentons également un ensemble de données de référence

avec un outil de création pour évaluer les capacités de notre cadre MC-MOT. Pour d’autres

systèmes multi-caméras, nous suggérons d’utiliser l’apparence des objets par le biais d’une

configuration de récupération multi-vues.

Bien que la réalisation complète de l’apprentissage de bout en bout reste un défi ouvert dans

le MC-MOT, la nature intégrée de la méthode proposée marque une étape prometteuse vers

un tel paradigme dans la recherche future sur le MC-MOT.
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1 Introduction

Recently, a shift from traditional, algorithm-based programming to neural software has been

taking place. Instead of manually coding software using explicit rules in traditional languages,

the future involves accumulating training datasets and crafting objectives to train neural

networks. In this context, the learned parameters of the neural network effectively become

the software itself, ready for deployment.

For example, image classification has evolved from using hard-coded algorithms to employing

convolutional neural networks that learn to recognize patterns. This approach replaces

manual feature engineering, resulting in an optimization process that outperforms human

capabilities, and signifies a transition towards end-to-end learning (Krizhevsky et al., 2012).

Currently, the focus is on designing the overall system and objectives, while machine learning

algorithms determine specific computations. Consequently, a significant proportion of code is

now represented by the weights in neural networks.

This shift has broad implications, as seen in fields like multi-object tracking, which increasingly

uses neural solvers, aiming for for end-to-end learning (Brasó and Leal-Taixé, 2019). Another

important area where this shift can make an impact is in multi-view multi-object tracking.

Multi-view multi-object tracking, as the name suggests, entails tracking multiple objects across

numerous camera views. This task is challenging due to the diverse perspectives, varying

lighting conditions, object occlusions, and unpredictable object motions in blind spots that

often characterizes the environment of multiple cameras. These challenges often lead to

difficulties in distinguishing and re-identifying individuals across different views, contributing

to inaccuracies in tracking.

In thesis we aim to explore and address the challenges of multi-view multi-object tracking, with

an emphasis on creating an efficient neural solution for tracking that uses object appearance.

1



Chapter 1. Introduction

1.1 Scope of the Work

This section outlines the progression of work undertaken during this thesis. The initial aim of

this work was to integrate appearance features into the tracking framework developed by Ali

et al. (2023) at Invision AI1. The tracking framework was based solely on geometric principles

for associating tracklets across multiple camera views with a probabilistic solver. The efforts to

improve the tracking led to the development of the neural association algorithm. The detailed

sequence of work conducted is outlined as follows:

Incorporation of Appearance Features. The initial objective of this work was to improve the

tracking cluster by incorporating appearance features. The idea was to enrich the geometric

basis of the tracking framework by Ali et al. (2023), offering a potential for more robust tracking

associations.

Dataset Creation for Appearance Feature Evaluation. In alignment with the objective of in-

corporating appearance features into the tracking cluster, we created a dedicated dataset. This

dataset was developed to enable testing and evaluation of the improvements made through

the integration of appearance features.

Retrieval (ReID) Model Training and Integration. To achieve the incorporation of appear-

ance features into the tracking framework, we use a ReID model. This trained ReID model was

adapted to operate within the multi-view context of the tracking framework, thereby integrat-

ing appearance information with geometric tracking. We show the results in the proposed

Multi-View Retrieval setup.

Multi-View Framework with Neural Association. Following the successful integration of

appearance features through the ReID model, the focus shifted to further improving the

tracking results. To achieve this, we developed an online neural tracking framework that

works in a multi-view setting. This approach builds upon the improvements made through

appearance integration and single-view tracking approaches (Brasó and Leal-Taixé, 2019) to

further optimize the tracking in a multi-view setting.

1.2 Research Contribution

We propose a novel framework that ties together different steps of MC-MOT, moving towards

an all-in-one learning solution. We present a mechanism for neural association in a multiview

setting, to keep track of object identities better, reducing mistakes and lost tracks. We show

through experiments that our system yields competitive performance when compared to

existing MC-MOT methods, while being able to perform online. Alongside this, we propose

a new benchmark dataset and an accompanying tool for its creation2 to test the capabilities

of the proposed MC-MOT tracking framework. For other multi-camera systems that utilize

standard approaches, we propose using object appearance with a Multi-View Retrieval setup.

We provide a promising direction for future research to develop a fully all-in-one MC-MOT

solution.

1https://invision.ai/
2https://github.com/ivanvrkic/multicam-gt
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1.3 Thesis Structure

1.3 Thesis Structure

Following this introduction, Chapter 2 gives some background of the field required for un-

derstanding the concepts used throughout the the thesis, readers familiar with the field may

skip this chapter. We provide an overview of the benchmark dataset in Chapter 3. Chapter

4 explains our method for learning appearance in a multi-view setting. Chapter 5 goes into

detail on how we designed and built the neural graph association algorithm for our multi-

view tracking tool, and how we tested its performance. Chapter 6 wraps up the work with

a summary of what we found and ideas for future research in multi-camera multi-object

tracking.
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2 Background

The following sections offer an introduction to basic machine learning concepts that we use

throughout the thesis such as supervised learning, and delve into more advanced topics like

neural networks that operate on graphs for understanding the neural association algorithm.

Given the vastness of the field, this overview is by no means exhaustive, and it omits other

topics to maintain thesis relevance. For deeper understanding, further exploration in machine

learning literature and resources is recommended, such as Goodfellow et al. (2016); Bishop

(2006).

2.1 Introduction to Machine Learning

Machine learning focuses on discovering an appropriate model f within a given set of models

F , for solving some task.

A set of parametric models that learn the target mapping consists of functions represented as

F = {
fθ∈Θ

}
, where the function fθ(x) is fF (θ,x) for a certain function that maps the parameter

spaceΘ and domain D to output spaceO, with θ ∈Θ and x ∈D. The function fF incorporates

the prior knowledge used to create our model set, while θ identifies a specific member of this

set and will be learned. The layout of fF and consequently that of F determines the nature of

solutions that can be obtained, restricting the potential behaviors that the model can learn.

Learning signifies the procedure of trying to identify the most appropriate member f ∗ from

a set of models F to solve a particular task. For a parametric set of models, this equates

to finding the optimal parameter value θ∗ ∈ Θ. As the solution is often not closed-form,

this generally involves an iterative optimization process aimed at reducing some measure

of discrepancy, also referred to as a loss function, between the output of the model and the

desired output. If we consider X as a distribution over D and L as a suitable loss function, we

can express this as:

f ∗ := argmin
f ∈F

Ex∼X (L (x, f )) (2.1)

5



Chapter 2. Background

Here, Ex∼X (L (x, f )) represents the expected loss that we see if we sample inputs x from the

distribution X and evaluate the model’s predictions for those inputs. However, in real-world

scenarios, we have of set observations D = {xi }N
i=1 where N is the set size and each xi ∈D is

drawn from X , commonly referred to as the training dataset. We therefore do not have access

to the empirical distribution X Then, the empirical error, which is an estimate of the expected

loss, can be written as:

f ∗
E := argmin

f ∈F

1

N

N∑
i=1

L (xi , f ) (2.2)

2.1.1 Supervised Learning

The training approach can vary based on the specific task. Commonly, these strategies can be

classified into supervised learning and unsupervised learning.

In case of supervised learning, samples x ∈D are expressed as

x = (u,y) ∈ (U,O) (2.3)

In this context, U andO denote possible values for u and y, respectively, with u representing

the input data and y representing the target data. Here we usually assume U to be a high

dimensional Euclidean space: U=Rd . In these cases, the objective is to determine the genuine

conditional π(y | u) based on the data set D = {(
ui ,yi

)}N
i=1 where each pair (ui ,yi ) is a random,

independent, and identically distributed sample drawn from the joint distribution X (u,y).

From a probabilistic perspective, we may think of the model fθ as conditional probability

density function pθ(y | u).

Classification

In classification, the objective is to label each input sample u. A standard example is the MNIST

dataset, in which the input samples are images displaying a single digit. The task required by

this data set is to identify the digit in the current image and output the corresponding tag y .

Hence, the labels areO= {0,1,2,3,4,5,6,7,8,9}.

Binary classification refers to a task where we want to predict one of two possible outcomes.

For example, predicting whether an email is spam or not spam. O contains exactly two

elements. We can interpret the output as a probability of success for a binary outcome (i.e.,

Bernoulli distribution). The binary cross-entropy, a metric for distribution similarity, between

conditional Bernoulli distribution and the true conditional distribution X (y | u) is utilized as

our loss:
LBCE

(
y,u, fθ

)=−y log pθ(y | u)− (1− y) log pθ(1− y | u)

=−y log fθ(u)− (1− y) log
(
1− fθ(u)

) (2.4)

6



2.1 Introduction to Machine Learning

Multi-class classification, on the other hand, applies when there are more than two potential

mutually exclusive labels. A standard strategy here is to use one-hot encoding for the output.

Meaning, the output from the model is a vector of dimension k, where k denotes the total

number of potential classes, i.e. ŷ ∈ Rk . Let O = {d1,d2, . . . ,dk } be the set of all dimensions,

each representing a class. If pdi denotes the probability of a given input belonging to class di ,

then the vector representation of the output ŷ is:

ŷ = [pd1 , pd2 , . . . , pdk ] (2.5)

The label vector y ∈Rk is a one-hot encoded vector representing the actual class of the input.

If the input belongs to class di , then:

y = [0,0, . . . ,1, . . . ,0] (2.6)

Here, 1 is at the i -th position. Here the negative log likelihood serves as a loss metric, and it

simplifies to the binary case’s cross-entropy when there are only two classes. The negative log

likelihood’s equation is:

LNLL
(
y,u, fθ

)=∑
i
−yi log pθ

(
yi | u

)=∑
i
−yi log fθ(u)i (2.7)

Here, pθ
(
yi | u

)
denotes the probability of example u being in class i .

Multi-label classification involves making several independent predictions for the same data

point. This approach is seen in scenarios such as predicting a movie category, where several

possible categories need to be predicted for the same movie. Here, each decision is treated as

a classification task, and our objective or loss is the mean of each random variable.

Regression

The output spaceO is continuous in regression tasks. We usually take a simplified covariance

matrix Σ=σ2I , where σ is kept constant and the mean is denoted by fθ. Hence,

pθ(y | u) =N
(
y; fθ(u),Σ

)
(2.8)

The commonly used loss in this case is the mean square error (MSE) criterion:

LMSE
(
y,u, fθ

)= (
y− fθ(u)

)2 (2.9)

2.1.2 Unsupervised Learning

In an unsupervised setting, no labels y are associated with inputs u. The aim is to uncover

hidden patterns within the dataset. Several algorithms fall into this category, with some

examples like clustering and dimensionality reduction.

7



Chapter 2. Background

Clustering, seeks to segment the data into clusters based on the similarity among samples.

One example is the k-Means algorithm (Lloyd, 1982).

Techniques for dimensionality reduction, like principal component analysis (PCA) or UMAP

(McInnes et al., 2020), seek to simplify input data by reducing its dimensionality while preserv-

ing the most important features.

2.2 Neural Networks

Neural Networks (NNs) have layers of neurons: the input layer, hidden layers, and the output

layer. Data is passed to the input layer u, processed in hidden layers through intermediate

calculations, and the results are produced by the last layer ŷ ∈Rk .

The model parameters - the weights and biases, are learned through an iterative optimization

process. The goal of the model is to produce an output ŷ similar to or equal to the target y

given an input u. This could mean aligning the output ŷ with a characteristic of a probability

distribution p(y|u). The method to measure the difference during this optimization is model-

dependent and task-dependent. In this model, the input layer is represented as u, i.e. h(0) = u.

We have a series of hidden layers denoted as h(l ),1 ≤ l ≤ L, where L is the count of hidden

layers, each performing a nonlinear transformation of the input, which can be represented as:

h(l ) =σ(l )
(
W(l )h(l−1) +b(l )

)
(2.10)

at layer l . Here, σ(l ) indicates a fixed nonlinearity, such as a sigmoid or ReLU function. The

matrix W(l ) indicates the connection between layers l and l −1. Bias is linked to each layer

and models the average activation of a specific unit, denoted as b(l ),1 ≤ l ≤ L. The weights and

biases in this case are the model parameters.

The output ŷ can be obtained by:

ŷ =σ(L) (W(L)h(L−1) +b(L)) (2.11)

If the network has more than one hidden layer, we often call it deep. One key notion is that

as we move towards these deeper layers in the network, the hidden units have the ability to

discover more intricate and complex features compared to those located in the initial layer.

2.2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are commonly utilized for image processing tasks,

with their main component being the convolutional layer. Given an input tensor X(l−1) with

dimensions of width W , height H , and C (l−1) channels, the convolution operation at l -th layer

8



2.2 Neural Networks

performs an update at position (i , j ) as:

x(l )
i j = ∑

(∆1,∆2)∈K

W(l )
∆1,∆2

x(l−1)
∆1+i ,∆2+ j +b(l ) (2.12)

Here, x(l−1)
(·,·) ∈RC (l−1)

is a channel vector that indexes the first two dimensions in input tensor

X(l−1). Similarly, W(l )
(·,·) is the channel weight matrix that indexes the first two dimensions in

weight tensor W ∈ Rk×k×C (l )×C (l−1)
at l-th layer and b ∈ RC (l )

represents the bias. The set K

represents all changes in the spatial domain when using a kernel of size k and is defined as

K = F (k)×F (k) where F (k) = {−
⌊

k
2

⌋
, · · · ,

⌊
k
2

⌋
}. In essence, CNNs use the convolution process

to recognize different features in images, ranging from basic edges to intricate patterns.

2.2.2 Graph Neural Networks

Conventional deep learning methods do not apply readily when working with graphs. For

instance, Convolutional Neural Networks (CNNs) work best with grid-structured data, such as

images, while recurrent neural networks (RNNs) are more suited to sequentially structured

data, such as text. These structures are not invariant to permutations but are assumed to be

invariant to translation. Thus, to enable deep learning on general graphs, a new type of deep

learning architecture needs to be defined.

A naive approach to apply deep learning to graphs is to use the graph’s adjacency matrix A

as input to a neural network. For instance, an entire graph’s embedding could be created by

flattening the adjacency matrix f f l at ten(A) such that f f l at ten :R|V |×|V | →R|V |·|V | and feeding it

into a Multi-Layer Perceptron (MLP) to get a global graph representation:

zg = MLP( f f l at ten(A)), (2.13)

However, this approach is based on the arbitrary order of nodes in the adjacency matrix, which

is an issue. Thus, neural networks for graphs should be permutation invariant f
(
PAP⊤)= f (A)

or equivariant f
(
PAP⊤)= P f (A) with P being the permutation matrix.

Let G = (V ,E ) indicate a graph composed of a set of nodes V and a set of edges E . A GNN can

be structured such that it takes a graph G as input, where nodes are associated with feature

vectors xi where i ∈ V and edges can also have feature vectors xi j where i , j ∈ V ×V . The graph

structure then dictates the subsequent message passing updates to obtain updated hidden

edge and node representations, denoted with hi and hi j respectively, as follows (Gilmer et al.,

2017):
h(l )

i j = fE
(
xi j , h(l−1)

i ,h(l−1)
j

)
h(l )

i = fV

(
xi , h(l−1)

i ,
∑

j∈Ni

h(l )
j i

)
(2.14)

9



Chapter 2. Background

We can set initial hidden representation of the node to be h(0)
i = xi here. This flavor of GNN is

called the message-passing neural network and can be considered as a general model. This

network may be used for node- and edge-level tasks. If we want to classify the whole graph

(e.g. classification for chemical compounds), the final output of the GNN is aggregated into a

global representation hg =∑
i∈V hi or hg =

∑
i∈V hi

|V | .

Models like graph attention networks (Veličković et al., 2018) fit within framework of Equation

2.14. The transformer architecture (Vaswani et al., 2017) can be viewed within the context of

MPNN when the MPNN represents a fully connected graph. There are models which are more

expressive than MPNN (Battaglia et al., 2018).

Graph Convolutional Networks

This section provides an overview of the graph convolutional network (GCN), a subclass of

message-passing networks, introduced by Kipf and Welling (2017). We consider h(l )
i ∈Rd (l )

as

the hidden representation vector for node i ∈ V at the l-th layer. The GCN model performs a

single message passing step at layer l as follows:

h(l )
i =σ(l )

(
W(l )

selfh
(l−1)
i + ∑

j∈Ni

ci j W(l )
neighh(l−1)

j

)
, (2.15)

Here, σ(l ) refers to an element-wise non-linearity, e.g. ReLU. W(l )
self ∈ Rd (l )×d (l−1)

and W(l )
neigh ∈

Rd (l )×d (l−1)
represent weight matrices at layer l , while Ni is in the neighborhood of node i . The

term ci j = 1/
√

Di ,i D j , j is a constant used for normalization based on the degree of node i ,

represented by Di ,i . We can represent this in the matrix form as:

H(l ) =σ(l )
(
H(l−1)W(l )⊤

self +D− 1
2 AD− 1

2 H(l−1)W(l )⊤
neigh

)
, (2.16)

Here, D is the diagonal node degree matrix. The sum over neighboring nodes is replaced by

multiplying with the normalized adjacency matrix D− 1
2 AD− 1

2 . H(l ) ∈RN×d (l )
is the activation

matrix at layer l , where H(0) = X, with X ∈RN×F represents the node feature matrix with node

feature of length F .

Overfitting may occur with the model in Equation 2.16 if there is not enough labeled nodes,

but can be rectified using a single weight matrix as:

H(l ) =σ(l )
(
H(l−1)W(l )⊤ +D− 1

2 AD− 1
2 H(l−1)W(l )⊤

)
, (2.17)

Kipf and Welling (2017) have shown that renormalizing the adjacency matrix with identity

matrix additionally boosts the performance empirically when using a single paramater model.

10



2.2 Neural Networks

This single parameter variant of GCN can thus be written as follows:

H(l ) =σ(l )
(
D̃− 1

2 (A+ I)D̃− 1
2 H(l−1)W(l )⊤

)
(2.18)

Here, D̃i ,i =
∑

j Ai j +1.

For example, in task where we have to classify nodes, we may use a two layer renormalized

single parameter model:

Ŷ = fθ(X,A) = softmax
(
D̃− 1

2 (A+ I)D̃− 1
2 ReLU

(
D̃− 1

2 (A+ I)D̃− 1
2 XW(1)⊤

)
W(2)⊤

)
. (2.19)

Here, W(1) ∈RF×d (1)
represents the weights for hidden layer of dimension d (1). W(2) ∈Rd (1)×k

is an output weight matrix where k represents the number of classes. The elements of D̃− 1
2

may be computed before the forward pass. The softmax operator is applied row-wise, we can

define it as:

softmax(xi ) = exp(xi )∑
j exp

(
x j

) (2.20)

The denominator sums over all entries in the row.

2.2.3 Universal Approximation of Neural Networks

The Universal Approximation Theorem (UAT) provides a justification for using neural networks

as learning models. The UAT states that a continuous function f :D→O, mapping from the

unit hypercube in D to an output space in O, can be approximated with arbitrary precision by

a neural network with one hidden layer (Hornik et al., 1989).

Proof by Hornik et al. (1989) verifies the existence of the approximation without providing

a method to obtain the specific model parameters. In contrast, constructive proofs, which

provide a method for obtaining a solution, exist for MLPs with two hidden layers (Scarselli and

Chung Tsoi, 1998).

However, these proofs suggest that even for simple functions, a large number of hidden units

may be needed, potentially rendering the model impractical due to computational inefficiency

or overfitting risks. So, although a neural network can theoretically mimic any function, the

required number of hidden units may limit its practical use.

This limitation brings us to the question of network architecture. While multi-layer feed-

forward networks are confirmed universal approximators, their architecture development

remains largely empirical. The Universal Approximation Theorem does not address the

networks’ learnability, despite various architectures potentially reaching identical optimal

approximations under suitable parameters.

This expansive parameter space represents a significant challenge for deep learning practi-

tioners. Deep learning uses gradient descent optimization, but it doesn’t ensure convergence
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Chapter 2. Background

to global minima when applied to non-convex functions, which highlights the importance of

network architecture. This architecture shapes the parameter space landscape, with different

ones creating diverse terrains.

Network architecture can boost learnability by affecting convergence speed, network stability,

initial condition robustness. Theoretically modeling these features is a challenge, with most

proposed methods assessed on empirical data. Consequently, the field of deep learning

primarily uses an empirical paradigm that incorporates effective priors to adapt to new data.

2.3 Optimization

Previously, we saw how the process of training neural networks can be viewed as a problem of

optimization. Our goal is to find the best suitable function, denoted f ∗, from a set of potential

functions F . The optimization approach can sometimes be misleading due to the issue of

overfitting, as we often minimize a surrogate loss, i.e. the empirical loss on some specific

training dataset. However, it is important to note that our main goal is not to find a model

that minimizes this surrogate loss, but one that reduces the expected loss. It is important to

note that, for neural networks, this loss is typically nonconvex, making it difficult to analyze

mathematically the convergence properties of this optimization method. The key is usually

to reduce the said empirical loss through an optimization method. In the following sections,

we will briefly cover some of these gradient-based optimization methods commonly used in

learning.

2.3.1 Gradient Descent

Gradient descent (GD) is a method that uses first-order derivatives of a differentiable loss

function L quantifies the user-specified difference between the model’s output and the labels

based on the model parameters θ. This function is usually non-convex. The procedure is

iterative, at every timestamp t , given the value of the present parameter θt , a Taylor series of

first-order loss function L around θt is evaluated. We see that going in the negative direction

of the gradient decreases this Taylor series’ value. Assuming that the step size is sufficiently

minor, the approximation of L remains valid, and it will reduce the actual function L in the

process. We denote the gradients via the Jacobian row vector

∇L =
[
∂L

∂θ1
,
∂L

∂θ2
, ...,

∂L

∂θnθ

]
(2.21)

The pseudocode for implementing the gradient descent algorithm is outlined below. Each

gradient at t is multiplied by the learning rate ηt ∈R+ to adjust the step size.

In practice, a more efficient method involves approximating the step∆θ that Gradient Descent

takes using only a single or a small number of data examples, which improves the speed of

convergence (Lecun et al., 1998). This adaptation gives rise to Stochastic Gradient Descent

12



2.3 Optimization

Algorithm 1 Gradient Descent

1: Set θ0 = INIT()
2: for t = 1...T do
3: Set ∆θ = 0
4: for each x ∈D do
5: Update ∆θ =∆θ− (∇L (x, fθt ))⊤

6: end for
7: Update θt+1 = θt +ηt∆θ

8: end for

(SGD) or Mini-batch Gradient Descent (MGD). In this context, a mini-batch indicates a set

of examples from the training set that contribute to the gradient calculation. We outline the

algorithm for SGD below.

Algorithm 2 Stochastic Gradient Descent

1: Set θ0 = INIT()
2: for t = 1 to T do
3: Set xi = random sample ∈D

4: Set ∆θ = (∇L (xi , fθt ))⊤

5: Update θt+1 = θt −ηt∆θ

6: end for

These stochastic techniques rely on gradient estimates that generally point towards the de-

sired direction, thus allowing faster convergence towards a local minimum and help escape

undesired narrow minima.

Mini-batch GD offers an advantage over SGD by minimizing the variation in gradient estimates

through the use of multiple examples at almost no additional overhead through the use of

libraries for vectorization. This reduction in variance allows a larger learning rate η, which

again is arguably leading to faster convergence.

One additional variant involves the introduction of momentum (Nocedal and Wright, 2006),

which uses a moving average of the gradients. Other methods focus mainly on customizing

the learning rate, sometimes assigning a unique learning rate to each parameter (Schaul and

LeCun, 2013). Commonly used optimizer nowadays is Adam (Kingma and Ba, 2014).
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3 Dataset

Multi-camera tracking in fields like autonomous driving and surveillance requires quality

datasets. Many existing datasets fall short in areas such as view overlap, recording duration, or

they deal with low-resolution videos and staged setups.

Addressing these shortcomings, we present the INVISION dataset. Captured at a busy train

station, it features eight synchronized cameras with overlapping views, showcasing real-world

challenges like occlusions and blind spots. It includes over 300,000 annotated bounding boxes

and represents more than 150 individuals, making it ideal for deep learning detectors and

trackers.

Further sections will delve into dataset specifics, calibration, and the annotation process. We

will use this dataset to evaluate the performance of frameworks using object appearance in a

multi-view setting.

3.1 Related Work

In the multi-camera, multi-object tracking domain, several data sets have served as a basis for

research. One of the earliest was the EPFL dataset (Fleuret et al., 2008; Berclaz et al., 2011), a

Figure 3.1: Views from eight synchronized cameras and their respective annotations.
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Chapter 3. Dataset

collection of Laboratory, Campus, and Terrace sequences, along with a Passageway sequence.

These datasets, spanning from 2.5 to 20 minutes, covered both indoor and outdoor environ-

ments and showcased features such as actor tracking, calibrated cameras, overlapping views,

albeit with a limited number of distinct ID annotations.

The Issia Soccer dataset (D’Orazio et al., 2009) deviated from the actor-tracking approach

and, instead, focused on tracking non-actors across a 2-minute, high-definition soccer game

recorded by six calibrated cameras. The Apidis Basket dataset (Vleeschouwer et al., 2008)

followed a similar trajectory.

The PETS2009 dataset (Ferryman and Shahrokni, 2009) has 3 sequences of varying tracking

difficulty. It has been widely despite calibration inaccuracies and synchronization issues,

indicating the demand for better data sets.

The KITTI dataset (Geiger et al., 2012) introduced sequences with car and pedestrian an-

notations captured via mobile stereo cameras. In NLPR MCT series (Chen et al., 2016) and

USC Campus dataset (Kuo et al., 2010a) the cameras have non-overlapping views and lack

calibration. The CamNeT dataset (Zhang et al., 2015a) integrated elements from previous

datasets and introduced a blend of indoor and outdoor scenes captured by 5-8 cameras, but it

still lacked calibration.

The SALSA dataset (Alameda-Pineda et al., 2015) utilized multiple static cameras, although its

long-duration video primarily featured static pedestrians, which is not a challenging tracking

problem.

The EPFL-RLC dataset (Chavdarova and Fleuret, 2017) featured high-resolution, high frame

rate video from three calibrated static cameras and overlapping views. Still, only the final 300

frames included ground truth annotations.

Similarly, the WILDTRACK dataset (Chavdarova et al., 2018) was recorded with seven static

cameras with overlapping views, but ground truth annotations were only available for the last

400 frames.
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3.1 Related Work

Table 3.1: Existing datasets for multi-camera multi-object tracking
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Chapter 3. Dataset

3.2 Acquisition and Calibration

The setup consists of 8 static cameras at busy train station with resolution of 1920×1080 pixels

recording at 15 FPS.

The station was recorded using a GoPro Max 360 camera. The recording was done by walking

through the station to capture all the necessary details. The recorded visuals were then

reconstructed using Structure from Motion (SfM) software, namely OpenSfM and COLMAP.

These tools converted the 360-degree videos into a 3D model.

To calibrate the cameras, for each camera view, correspondences between the 3D model and

the view were manually identified. Floor tiling was also used as a guide to help identify straight

lines. The camera-specific intrinsic matrix Kc can be written as:

Kc =

 fxc sc u0c

0 fyc v0c

0 0 1


Here, fxc and fyc are the focal lengths along the X and Y axes for camera c , sc is the skew factor,

and u0c and v0c are the coordinates of the principal point for camera c. The extrinsic matrix

Ec represents the pose of camera c in the world coordinates:

Ec =
[

Rc tc

0 1

]

Here, Rc is a 3x3 rotation matrix representing the orientation of the camera c, and Tc is a

3x1 translation vector representing the position of the camera c in the world. Furthermore,

we consider distortion parameters that contribute to the intrinsic matrix for each camera c.

For simplicity, we only take into account the first two radial distortion parameters k1c and

k2c , and assume that the tangential distortion parameters are zero. Therefore, our distortion

coefficients for camera c become Dc = [k1c ,k2c ,0,0,0]. Given a dataset Dc containing N

corresponding projections in the view of camera c, specifically: Dc =
{

pc
i

}N
i=1

, where pc
i ∈R2.

We aim to determine projection matrix Pc , whose elements are included in {Kc ,Ec ,Dc } and the

3D points Mc = {mi }N
i=1 ,mi ∈R3 in such a way that:

K∗
c ,E∗

c ,D∗
c := argmin

Dc ,Kc ,Ec ,M

N∑
i=1

∣∣pc
i −Pc mi

∣∣2
2 , (3.1)

Here, | · |2 denotes the Euclidean norm, and Pc is the projection matrix for camera c whose

parameters are contained in {Kc ,Ec ,Dc }. This formulation represents the optimization prob-

lem for each individual view, with its own set of intrinsic and extrinsic parameters, which are

optimized to minimize the re-projection error of the points in that view. We use Ceres C++

18



3.3 Annotation

library to jointly optimize intrinsic and extrinsic parameters from Eq. 3.1 for each camera c.

3.3 Annotation

In our approach, we adjust the position, dimensions, and orientation of a 3D bounding box so

that its projections accurately correspond across all views with the object being marked. To

gain correspondence across views, we reproject the base of the annotated bounding boxes

onto the world ground plane. We provide the code for the tool1.

Given the homogeneous pixel coordinates ũi of the object’s base point in the view from camera

i , along with the intrinsic matrix Ki , rotation matrix Ri , and translation vector ti of camera

i , we compute an intermediate ray direction l = R⊤
i ·K−1

i · ũi and the camera’s position in

world coordinates ci =−R⊤
i · ti . The ray from the optical center of camera i through the pixel’s

image coordinate in 3D space is given by Qi (λ) = ci +λ · li , where z is the third component

of the respective vectors. By setting z = 0, the world point is found by scaling l by the factor

λ=−ciz /lz , ensuring that the ray intersects the ground plane at the correct point. The world

point p, reflecting the intersection of a ray with a plane in 3D space, is given by:

p = ci − l · ciz

lz
(3.2)

Given the reprojected ground point, the projection to the 2D image plane in homogeneous

coordinates can be written for any other camera view j :

ũ j = K j · (R j ·p+ t j ) (3.3)

Here, ũ j represents the projected coordinates in the 2D image plane corresponding to the

view from camera j.

By using the accurate camera calibration and the precise ground plane information, the pro-

jected bounding boxes across the multiple views can be aligned accurately. This reprojection

to the world ground helps overcome the inherent ambiguity and potential occlusion issues

when annotating in a single view. This process is similar to the adjustment of a 3D position

as proposed by Chavdarova et al. (2018) but now incorporates the adjustment of orientation

and dimensions. Specifically, we represent the object using its dimensions: height, width,

and length, along with the position of the base in the world (x, y, z), and a rotation θ around

the z-axis. In the procedure of converting a cuboid from the ground to the world coordinate

system, we define the eight vertices of the cuboid based on these dimensions. We store the

transformation to the world coordinate system in a single cuboid-to-world transformation

matrix Tc2w

1https://github.com/ivanvrkic/multicam-gt
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Chapter 3. Dataset

(a) Bird’s-eye view (BEV) of the cameras and their respective fields of view.

(b) Overlap between the camera views.

Figure 3.2: Bird’s-eye view (BEV) of the cameras and their overlap.
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Figure 3.3: Pedestrian count per frame.

Cam Pedestrian Count Mean

1 43890 34.64
2 21868 17.26
3 23961 18.91
4 62132 49.04
5 44786 35.35
6 79254 62.55
7 20685 16.33
8 55307 43.65

Figure 3.4: Annotation statistics
for each camera.

Tc2w =


cos(θ) −sin(θ) 0 x

sin(θ) cos(θ) 0 y

0 0 1 z

0 0 0 1

 (3.4)

The matrix Tc2w encapsulates both the rotation around the z-axis and the translation by the

world point (x, y, z). With this transformation matrix, we obtain the transformed vertices of

the cuboid in the world coordinate system.

The 3D points that have been transformed can be subsequently projected onto the image

plane, resulting in the 2D representation of the object’s bounding box from different camera

perspectives.

3.4 Dataset Statistics

We denote a frame I t as set of images from the cameras {I t
i }8

i=1 at timestep t . We provide

manual annotations for 1274 frames. Distribution of people across frames is shown in Figure

3.3. Single view statistics are shown in Figure 3.4. This results to a total of 351883 detections.
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4 Learning Appearance

Appearance learning plays an important role in image retrieval to establish correspondence

between images from different viewpoints. Given a reference image, the goal of a image

retrieval system is to identify another image containing the same object but viewed from an

alternate perspective. This approach has applications in domains such as product retrieval for

online shopping (Cai et al., 2020; Liu et al., 2012), localization for deliveries (Zhu et al., 2018),

and management in urban planning (Tang et al., 2019, 2020).

In the context of tracking objects over time and across varied camera configurations, appear-

ance is crucial. This becomes important in applications that include autonomous vehicles

and robotics. However, leveraging appearance for consistent and accurate tracking has its set

of challenges. First, there is the possibility of misidentifying objects that have similar appear-

ances. Factors like lighting variations, background dynamics, changes in camera positions

and angles, occlusions, or other external elements can impact the consistent perception of

an object’s appearance across separate captures. Creating representations that are resistant

to these intraclass changes is important. Efforts to address this range from improving visual

features to in-depth metric learning. Another problem is annotation, as it requires significant

resources when working with large datasets with bounding boxes and object associations. In

addition, the number of training images for each ID of the object is often limited, which affects

the learning of the variance of the object.

Image retrieval (or re-identification in this context) and multi-object tracking (MOT – or MC-

MOT if we are working with multiple cameras) stand out as different methods with specific

purposes and evaluation metrics. While retrieval system focuses on ranking distances relative

to a particular query, MOT determines if two images are the same or not. They are judged by

distinct standards: retrieval system examines the accuracy of ranking, and MOT evaluates the

precision of classification. They require different learning approaches.

In calibrated multi-camera setup with overlapping views, capturing objects from various

angles can overcome limitations like occlusions or variable lighting. Using multiple crops

of the same object from different angles, we propose a multi-view retrieval framework that

offers a more comprehensive representation of objects compared to traditional single-crop

methods.
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Chapter 4. Learning Appearance

Figure 4.1: UMAP visualization of learned model embeddings for INVISION dataset. Seman-
tically similar features cluster closely together.
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4.1 Related Work

Early studies emphasized the role of human appearance using color histograms and texture

patterns (Chen et al., 2011a; Kuo et al., 2010b; Gilbert and Bowden, 2006). Enhanced discrimi-

nation is achieved using saliency data (Martinel et al., 2014) or specialized characteristics for

different attributes of pedestrians (Kuo et al., 2010b).

State-of-the-art techniques use deep learning (He et al., 2015; Liu et al., 2021). Recent works

employ pedestrian attributes for multitask learning (Wang et al., 2018; Lin et al., 2017; Su et al.,

2016) and use pedestrian alignment and local spatial cues (Yi et al., 2014; Sun et al., 2017; Li

et al., 2017), some integrating pose estimation (Zheng et al., 2017a; Suh et al., 2018; Su et al.,

2017) and human parsing (Kalayeh et al., 2018) for enhanced matching. In an effort to avoid

model overfitting and improve results, data enhancement is used (Zhong et al., 2017). One

area of research is to use a GAN to generate new samples (Zheng et al., 2017b).

Loss functions play an important role in retrieval solutions. Most of the methods in the

field are based on deep metric learning (Liu et al., 2016b; Jun et al., 2019; Diao et al., 2021),

where deep learning models transform images into vector representations. When ranking, the

query embedding is compared with the gallery embedding to find the most similar matches.

Earlier methods, such as those in (Zhang et al., 2017), used cross-entropy loss, considering

appearance learning as a multi-class classification problem. Nowadays, there is a shift towards

ranking losses. Schroff et al. (2015) introduce the triplet loss which directly optimizes the

embedding. Hermans et al. (2017) demonstrated that triplet loss can be used for end-to-end

learning when combined with hard example mining. Although triplet loss outperforms many

methods, it faces challenges with computationally intensive hard negative sampling, potential

suboptimal minima, and susceptibility to outliers and noisy labels (Do et al., 2019; Yuan et al.,

2019; Zhang et al., 2020b; Zhou et al., 2017).

4.2 Multi-View Retrieval

Given a multi-camera setup, we represent object i as a set of detections Xi = {xi
j }k

j=1, where k

is the number of cameras from which the object is visible, and each detection xi
j ∈ Rd . The

instance set, which contains m objects, is given by I = {X1,X2, . . . ,Xm}. The associated labels

for these samples are in the label vector y ∈ {1,2, . . . ,C }m where C is the number of IDs.

Each detection xi
j ∈ Xi , is mapped to an l-dimensional space unit sphere by the function

fθ,κ :Rd → Sl . Here, f is a neural network with parameters θ and κ is a L2 normalization layer.

Considering two camera data sets, Xa and Xb , we construct a set of similarity scores, Sab ,

containing the pairwise dot products between their members after they are passed through

the neural network. Specifically, for each xa
i in Xa and xb

j in Xb , a score is calculated:

Si j = fθ,κ(xa
i )⊤ fθ,κ(xb

j ) (4.1)

25



Chapter 4. Learning Appearance

Figure 4.2: Proposed Multi-View Retrieval Results. Since we are working with calibrated
multi-camera setup, one object can be seen from from multiple views, thereby enhancing the
results. In this figure a query is seen from 3 different views. First retrieved result is seen from 3
different views, whereas the second result is seen from 2 different views. False positives are
shown in red.

Thus, Sab contains a×b scores and can be represented as Sab = {S11,S12, . . . ,Sab}. The overall

similarity between Xa and Xb is derived from Sab as:

Similarity(Xa ,Xb) =⊕
(Sab) (4.2)

Here
⊕

represents some permutation-invariant operation such as sum, mean, or maximum.

4.2.1 Object Position and Dimension

Let us denote the camera’s intrinsic matrix as K and its extrinsic parameters as rotation matrix

R and translation vector t. Given the image points at the bottom (ub , vb) and top (ut , vt ) of the

bounding box, we can back-project these points to 3D rays in the camera-centric coordinates

as:

pb
c = K−1

ub

vb

1

 , pt
c = K−1

ut

vt

1

 . (4.3)

For simplicity, we assume that the distortion coefficients are 0 here. A point pc in the camera’s

frame and its corresponding point Q(λ) in the world frame are related by:

Q(λ) = R−1(λpc − t) (4.4)

The bottom of the bounding box, denoted as Qb , is considered as a reference point located on

the ground surface, where the elevation or height (in terms of the z-coordinate) is defined as 0.
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4.2 Multi-View Retrieval

From which, λb can be derived as:

λb = R−1
3 · t

R−1
3 ·pb

c

(4.5)

Here, R−1
3 indexes the third row in R−1. Plugging in λb into the ray Equation 4.4 we get the base

point in the world frame. Considering Qt as the top of the bounding box and being vertically

aligned with Qb , then Q2x = Q1x and Q2y = Q1y . Using these relations we get:

λt =
R−1

1 (λb ·pb
c )

R−1
1 ·pt

c
(4.6)

Height is then given by:

h = Qtz = R−1
3 (

R−1
1 (λb ·pb

c )

R−1
1 ·pt

c
pt

c − t) (4.7)

4.2.2 Crop Extraction

The extraction process for image crops is carried out so that the bounding box defined by

the height of the object h and a fixed factor ml lies in the plane perpendicular to the camera

ray projected on the ground that pierces the base of the object. This is carried out through a

combination of geometric transformations.

We calculate the camera position in the object coordinates co as:

co = (−R⊤ · t)−bw (4.8)

where R⊤ is the transpose of the camera rotation matrix, and t is the camera translation vector,

and bw is the base point of the object in world coordinates. −R⊤ · t represents the camera

position in the world coordinates. We assume flat ground, i.e. z = 0 for all object base points.

Next, we find a vector (denoted v) perpendicular to the camera ray piercing the object base.

This is computed as a cross product of co and the unit vector of the z-axis:

v = co ×

0

0

1

 (4.9)

This vector is normalized and scaled by a fixed factor ml :

vl = ml ·
v

||v|| (4.10)

We use ml = 0.3 (30cm) in our experiments. A z-margin mz is introduced to account for
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calibration error for the four corners of the bounding box in world coordinates (denoted as plb
w ,

plt
w , prb

w , and prt
w for the left bottom, left top, right bottom, and right top point, respectively).

We use mz = 0.1:

plt
w = vl +bw +

 0

0

mz +h

 , prt
w =−vl +bw +

 0

0

mz +h


plb

w = vl +bw +

 0

0

−mz

 , prb
w =−vl +bw +

 0

0

−mz


(4.11)

where h is the size of the detected object along the Z-axis, i.e. height. The bounding box

in world coordinates is defined as Pw = [plb
w ,prb

w ,prt
w ,plt

w ], which is then converted into a

homogeneous representation in the image coordinates.

Ũ = K · [R|t] · P̃⊤
w (4.12)

where K is the camera matrix, R is the camera rotation matrix, and t is the camera translation

vector. We normalize the homogeneous representation of the points [x ′, y ′, w ′] in Ũ to get the

representation U in Cartesian coordinates, i.e., [x ′, y ′] = [x ′/w ′, y ′/w ′].

To get the final representation of the crop, we apply perspective warping of the bounding box

in the image plane represented by U using a 3x3 homography transformation matrix H. We

find H such that the points in U are transformed into known points in the crop of fixed size

Ucr op , i.e. Ũcr op = H · Ũ

With this, we can successfully extract the region of interest from the image, making it suitable

for subsequent analyses. An example implementation in C++ using Eigen (Guennebaud et al.,

2010) and OpenCV (Bradski, 2000) is provided in the Appendix A.2.

4.2.3 Feature Extraction

We use Swin Transformer (Liu et al., 2021) as the primary feature extraction backbone. The

Swin Transformer captures both local and global features due to its hierarchical structure and

shifted window mechanism, making it effective for retrieval system tasks. We also use ResNet

(He et al., 2015) as a baseline.

We use a surrogate classification loss related to identity and circle loss to directly optimize the

embedding. The identity classification loss is described as:

LID =−
C ID∑
c=1

yc log
(
ŷc

)
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4.2 Multi-View Retrieval

(a) Failure case of standard single-view retrieval approach.

(b) Results of the proposed approach.

Figure 4.3: Comparison of the single-view and multi-view setup.

where C ID is the total number of identity classes.

We use circle loss (Sun et al., 2020) as it is a more general formulation of triplet loss (Schroff

et al., 2015). Given a detection of some object i , i.e. xi
j ∈ Xi , and its embedding fθ(xi

j ), we

consider there to be K within-class similarity scores and L between-class similarity scores

related to embedding fθ(xi
j ), represented as {sk

p }K
k=1 and {sl

n}L
l=1 respectively. We use the

simplified two-margin variant defined as:

Lcircle = log

[
1+

K∑
i=1

L∑
j=1

exp
(
γ

([
s j

n +mn

]
+ (s j

n −mn)−
[

2− (mp + si
p )

]
+ (si

p −mp )
))]

(4.13)

where γ is the scale factor, while mn and mp indicate the negative and positive margin,

respectively. The collective objective function used during the training process is:

L =λi LID +λcLcircle (4.14)

We augment our data using Random Erasing (Zhong et al., 2017), making the model resilient

against occlusions and diversifying feature focus. During training, we introduce linear warm-

up to stabilize early training epochs by gradually adjusting the learning rate.
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4.3 Experiments

Our approach was implemented in PyTorch. For reproducibility, seeds were fixed across all

runs. We use mean, max and median as an aggregator for similarity in Eq. 4.2. We use Rank@k

to quantify the proportion of correct top-k matches. We focus on the proposed INVISION

dataset (Chapter 3) for evaluation. We use Swin and ResNet backbones pretrained on ImageNet

(Deng et al., 2009). We train the models on a 3150 frame sequence using noisy labels from

Ali et al. (2023), and evaluate the the model on a non-overlapping annotated data containing

1274 frames discussed in Chapter 3. We denote circle loss and random erasing as CL and

RE, respectively. We introduce temporal consistency (TC) such that ti < t j when comparing

objects i and j , applicable in tracking. To make the results comparable with a multi-view

setting, we select only the top-scoring crop for each object at a given time in a single-view

setting and we also ignore results from the same timestamp and object as the query.

4.3.1 Results and Ablation

We present the results in Table 4.1. The basic ResNet model without temporal consistency (TC)

and Multi-View Retrieval (MVR) records a Rank@1 score of 0.475. Adding TC to the ResNet

boosts the Rank@1 score to 0.514. With MVR, different aggregators (mean, median, maximum)

affect performance. Maximum consistently performs best for ResNet configurations. Adding

Circle Loss (CL) and Random Erasing (RE) improves performance. Swin combined with RE,

CL, MVR, and TC achieves the highest Rank@1 score of 0.973. In comparable configurations,

the Swin backbone outperforms ResNet.

Name MVR TC AGG Rank@1 Rank@5 Rank@10

ResNet N/A 0.475145 0.573410 0.621195
ResNet ✓ N/A 0.513455 0.593570 0.682340
ResNet ✓ MEDIAN 0.713333 0.773333 0.800000
ResNet ✓ ✓ MEDIAN 0.660000 0.806667 0.860000
ResNet ✓ MEAN 0.846667 0.926667 0.953333
ResNet ✓ MAX 0.846667 0.953333 0.973333
ResNet ✓ ✓ MAX 0.913333 0.963333 0.993333
ResNet+CL ✓ ✓ MAX 0.926667 0.976667 0.993333
Swin+CL ✓ ✓ MAX 0.946667 0.983333 0.993333
Swin+RE ✓ ✓ MAX 0.96667 0.986667 0.993333

Swin+RE+CL ✓ ✓ MAX 0.973333 0.986667 0.993333

Table 4.1: Rank@k performance on the INVISION dataset. MVR denotes the proposed Multi-
View Retrieval approach, while TC denotes a flag enforcing temporal consistency.
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4.3.2 Discussion

Single-view capture methods can struggle with occlusions and variable lighting, as shown in

Figure 4.3. Using multiple crops of an object from different angles, can avoid the limitations of

traditional single-crop methods. Our approach, grounded in basic camera geometry, provides

a more robust representation of objects without added complexity. We show the effectiveness

and robustness of the approach through experiments on a multi-camera dataset.
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5 Multi-View Tracking

Multi-camera multi-object tracking (MC-MOT) has applications in robotics, surveillance,

augmented reality, and sports analytics. However, it’s challenged by occlusions, viewpoint

variations, and changes in illumination. Traditional methods handle MC-MOT by breaking

down the process into separate stages: detection, feature extraction, association, and trajectory

generation.

There’s now a shift towards combining these stages for an end-to-end solution. This is where

Graph Neural Networks (GNNs) become relevant due to their ability to process structured

data, making it possible to learn the inter-camera and intra-camera associations. However, the

diversity in data from different camera views requires a specialized network. Heterogeneous

GNNs, designed to process varied data types, offer a potential solution for MC-MOT.

In this chapter, we present a framework that uses heterogeneous GNNs for MC-MOT, aiming

to address the challenges and streamline the process in an online manner.

5.1 Related Work

This summary reviews prior research in individual detection, methods for multiple views,

machine learning applications in tracking, and various optimization strategies in MC-MOT

tracking, contrasting these with our neural graph based approach.

5.1.1 Object Detection

Before deep learning, traditional methods were predominant Felzenszwalb et al. (2010) and

were utilized in MOTChallenge sequences (Leal-Taixé et al., 2015). However, with the intro-

duction of the recent MOT challenges, deep learning-based detectors demonstrated improved

accuracy (Ren et al., 2016; Liu et al., 2016a; Ge et al., 2021).
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5.1.2 Single-Camera Tracking

In single-camera multi-object tracking (MOT), initial methods utilized Kalman filtering (Mittal

et al., 2003). These faced drift errors, prompting a shift to tracking-by-detection techniques

that trace objects across video frames using a global function (Andriluka et al., 2008). Merging

Kalman filtering with these techniques enhanced tracking (Bewley et al., 2016; Zhang et al.,

2021). Traditional strategies employed hand-crafted appearance features (Fleuret et al., 2008;

Milan et al., 2014). Various algorithms are used for data association, from Conditional Random

Fields to Network Flow Programming and binary quadratic optimization (Lafferty et al., 2001;

Milan et al., 2013; Shitrit et al., 2014; Tang et al., 2015, 2017; Dehghan et al., 2015; Zamir et al.,

2012; Henschel et al., 2016). Graph based approaches include K-Shortest Paths (KSP) and

Successive Shortest Paths (SSP) (Berclaz et al., 2011; Pirsiavash et al., 2011). Emphasis in

the field has moved towards end-to-end systems integrating detection and data association

(Schulter et al., 2017; Zhang et al., 2020a; Bergmann et al., 2019), with a pivot towards neural

graph-based methods in recent research (Brasó and Leal-Taixé, 2019)

5.1.3 Multi-Camera Tracking

Partially overlapping views can merge their data (Zhang et al., 2015b). For systems with fully

overlapping views, the challenge is how to fuse the information (Kamal et al., 2013). In known

camera layouts, spatial relationships are mapped to the world frame (Chen et al., 2011b; Zhang

et al., 2015a). For unknown layouts, estimation is done via video, either by tracking identities

or comparing camera pairs (Wan and Li, 2013; Cai and Medioni, 2014).

Plethora of research uses single-camera trajectories as input directly, evaluating associations

across cameras without taking into account the trajectory errors from the tracker (Bredereck

et al., 2012; Chen et al., 2011b, 2015; Zhang et al., 2015a; Wen et al., 2017; Lan et al., 2020;

Nguyen et al., 2021). Formulations of the problem include Minimum Cost Bipartite Matching

(Cai and Medioni, 2014) and Multi-Label Markov Random Fields (Lan et al., 2020).

Another area of research in multi-view tracking is to estimate accurate 2D or 3D occupancy

maps to account for different perspectives and object occlusions. Methods range from

foreground-background distinctions (Mittal and Davis, 2002), ground plane homographs

(Khan and Shah, 2006), to integrating CNNs with other algorithms (Ong et al., 2020; You and

Jiang, 2020a) for enhanced multi-camera detections.

5.2 Method

5.2.1 Problem Definition

In a system with C cameras, each camera detects objects across its video frames. This can be

represented by a collection of object detections O = {Oc }C
c=1, with Oc = {oc

i }nc

i=1, where nc is the

number of detections from the c-th camera. Each detection oc
i ∈Oc includes the bounding
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box pixels, coordinates in the image frame, coordinates in world frame, and the timestamp,

denoted as oc
i = (ac

i , pc
i , wc

i , t c
i ) respectively.

For each camera, a trajectory is a series of detections that follow an object over time. It’s

defined for the c-th camera as T c
i = {oc

i j
}
nc

i

j=1, with nc
i being the count of detections that make

up trajectory i for the c-th camera.

Two detections oc1
i j

and oc2
ik

of object i from cameras c1 and c2 are considered to be the same

if their timestamps match, i.e. t c1
i j

= t c2
ik

. We define the union of two trajectories T c1
i and T c2

i

where c1 ̸= c2 for object i as :

T c1
i ∪T c2

i := {oc1
i j
∈ T c1

i }∪ {oc2
ik
∈ T c2

i | ∄oc1
i j
∈ T c1

i ∧ t c1
i j

= t c2
ik

} (5.1)

Trajectory of object i across all cameras can be then represented as T ∗
i =⋃C

c=1 T c
i . The goal is

to find the best set of trajectories across all cameras T∗ = {T ∗
i }M

i=1 where M is the total number

of unique objects detected across all cameras.

5.2.2 Heterogeneous Graph Formulation

We define a heterogeneous graph (HG) as G = (V ,E ,φn ,φe ), where V =⋃C
c=1 Vc is the unified

set of vertices, composed of C distinct node sets Vc = {i c }nc

i=1, each corresponding to a different

camera c, and E ⊂ V ×V . Each node i ∈ V has an associated feature vector xi derived from

detection oki ∈ O of object k and each edge (i , j ) ∈ E has a feature vector xi j . Nodes are

associated with a node type mapping function φn : V →Cn , where Cn = {r c
n}C

c=1 is the node

type set such that φn(i c ) = r c
n for i c ∈ Vc .

The edge set is defined as E = E s∪E t∪E v , representing spatial, temporal, and view dimensions

respectively. Edges are associated with a type mapping function φe : E → Ce , where Ce =
{r s

e ,r t
e ,r v

e } denotes the edge type set.
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c) Spatial Links

b) Temporal 
Links

T

T+1

C1

C2

C3

C1
C3

C2

Figure 5.1: Multi-View Graph Construction. a) View Links connect identical detections
across views at the same timepoint. b) Temporal Links connect detections in the same view at
different timepoints, forming a fully connected graph (only ground truth connections shown
for clarity). c) Spatial Links connect detections to nearby ones in the same view at the same
timepoint.
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Temporal Linking

Within the defined heterogeneous graph, we define the temporal edge subset E t as:

E t := {(i , j ) | (i , j ) ∈ V ×V ∧ j ̸= i ∧ ti < t j ∧φn(i ) =φn( j )} (5.2)

Here φe (i , j ) = r t
e for every (i , j ) ∈ E t . The task can now be translated into a graph-based

problem, where the aim is to partition the nodes within each Vc into distinct clusters, where

each cluster represents a trajectory. We represent it as an edge classification task, where the

labels are defined as set of edges that form a trajectory. Formally, we aim label the edges using

a function f cl f
t : E t → {0,1} defined as:

f cl f
t

(
i , j

)
:=

1, if (i , j ) ∈ T ∗
k ∧∃T ∗

k ∈T ∗∧φn(i ) =φn( j )

0, else
(5.3)

The system assumes a synchronized and a calibrated setup. The representation of this problem

includes the following components: a) Node Feature Matrix X ∈R|V |×Fn containing specific

features per node of length Fn . b) Adjacency Matrix At ∈R|V |×|V | representing the connectivity

of the graph c) Edge Feature Matrix Zt ∈R|E |×Fe representing features of edges of length Fe .

d) Prediction Target Ŷt ∈R|E t |×1
[0,1] signifying the likelihood of object association.

To parallelize temporal message passing across multiple graphs representing different cameras,

we represent the setup for C cameras as:

At =


At

1
. . .

At
C

 , X =


X1
...

XC

 , Zt =


Zt

1
...

Zt
C

 , Yt =


Yt

1
...

Yt
C

 (5.4)

Here, At
c , Xc , Zt

c , and Yt
c correspond to the adjacency matrix, node features, edge features, and

target features for camera c, respectively. As At is sparse, only non-zero entries can be stored,

creating a sparse connectivity matrix E ∈N2×|E t |. The application of temporal parallelization

technique offers: 1. Consistency: Individual graphs are isolated, allowing temporal message

passing scheme to function unmodified. 2. Efficiency: The method avoids unnecessary

computational or memory overhead without needing node or edge feature padding. We only

additionally store node vector m containing node mappings φn(i ) for every i ∈ V to easily

index components of individual cameras.

View (Inter-Camera) Linking

The inter-camera context captures relationships between detections of the same object across

different cameras. This connection is done by constructing edges that link corresponding
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detections.

The coordinates of each detection in the world coordinates for camera c are denoted as

Sc ∈ R|Vc |×3. Given C cameras and a set of detections for each camera, we construct the

inter-camera edges using a k-nearest neighbors (k-NN) graph, where k = x · (C −1) and x is a

hyperparameter. The k-NN graph can be constructed for each camera by:

Kc := kNN(Sc ,S−c ,k) (5.5)

where S−c represents the features from all cameras except c, Kc ∈N|Vc |×k , represents the k-NN

indices matrix for camera c, where each row contains the indices of the k nearest detections

from other cameras to the corresponding detection in camera c.

Now, the inter-camera edges E v can be defined as:

E v := {(i , j ) | (i , j ) ∈ V ×V ∧ j ∈ Kc,i ∧ ti = t j ∧φn(i ) ̸=φn( j )} (5.6)

Here Kc,i indexes k nearest detections for the i -th detection in camera c, and φe (i , j ) = r v
e

for every (i , j ) ∈ E v . We represent the inter-camera edges as the edge connectivity matrix

Ev ∈ N2×|E v | containing pairs of linked detection indices across different cameras. and the

corresponding edge feature matrix can be computed based on the features of connected

detections. The goal is to label the edges using a function f cl f
v : E v → {0,1} with the value

being 1 if there is a connection between the object across cameras at a specific timepoint, and

0 otherwise. Formally,

f cl f
v

(
i , j

)
:=

1, if (i , j ) ∈ T ∗
k ∧∃T ∗

k ∈T ∗∧φn(i ) ̸=φn( j )

0, else
(5.7)

Spatial Linking

The spatial linking within each camera view takes into account the spatial relationships

between different detections captured by the same camera.

For each camera c , we consider pairs of nodes {si ,s j } ∈ Sc , where i , j ∈ Vc ×Vc , i ̸= j , and t c
i = t c

j .

The Euclidean distance di j between detections i and j within camera c at time t is computed

as:

di j = |si −s j |2, (5.8)

where | · |2 denotes the L2 norm. If this computed distance di j is less than a spatial threshold

γ (hyperparameter), we establish a link between detections i and j such that φe (i , j ) = r s
e .

Formally, the set of spatially linked detections within camera c can be defined as:

E s := {(i , j ) | (i , j ) ∈ V ×V ∧ i ̸= j ∧ ti = t j ∧di j < γ∧φn(i ) =φn( j )}, (5.9)
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Encoder RNN StorageCombine Aggregate

Multi-View
Track Creator

 

GNN

 

 

Figure 5.2: Simplified schema of the proposed approach. We update the graph at every times-
tamp, feeding its encoded dynamics into the multi-view track creator. The framework’s output
is a matrix that determines active temporal and view (inter-camera) edges. Track predictions
are made in the form of a directed graph with soft temporal edge weights, indicating potential
links between consecutive frames. Active inter-camera edges are used to merge tracks across
cameras.

We represent the spatially linked detection indices within each camera view as Es ∈N2×|E s |,
containing pairs of spatially-linked detection indices.

5.2.3 Rolling Window Formulation

We use a rolling window of size W for our graph to keep it online, always covering a span

from t −W to t at any any given point t . Formally, G (t −W, t ) = (V (t −W, t ),E (t −W, t ),φn ,φe ).

Moving forward, for nodes active within the rolling window, we define a node set V (t −W, t ),

such that V (t −W, t ) := {i | t −W ≤ ti ≤ t }. Similarly, the set of edges within this timeframe is

defined as E (t −W, t ) := {(i , j ) | t −W ≤ ti , t j ≤ t }. Node set V (t −W, t ) and edge set E (t −W, t )

have associated node feature matrix X(t −W, t ) ∈R|V (t−W,t )|×Fn and edge feature matrix Z(t −
W, t ) ∈R|E (t−W,t )|×Fe , respectively.

5.2.4 Message Passing

Initial Representation

We encode each detection from the set of detections and represent it as the initial node feature:

xi =
[
x, y, z, x1, y1, w,h

] ∈R7 (5.10)

h(0)
i = MLPenc (xi ) (5.11)

where x, y, z represent the 3D object position, known in world coordinates due to a calibrated

system. The dimensions of the 2D bounding box are denoted by x1, y1, w,h. Similarly, the
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initial embedding of a temporal edge between nodes i and j is initialized as:

h(0)
i j = h(0)

i −h(0)
j (5.12)

Temporal Message Passing

The embedding of the edge between nodes i and j is updated based on its previous embedding

and the previous embeddings using edge-specific MLP:

h(l )
i j = MLPφe (i , j )

([
h(l−1)

i j ,h(l−1)
j ,h(l−1)

i

])
, s.t. φe (i , j ) = r t

e (5.13)

Node i is updated by its neighboring edges using a learnable update function:

h′
i = RNN

hi , hi +
∑

j∈Nr v
e

(i )
hi j

 (5.14)

where Nr v
e

(i ) = {
j | (i , j ) ∈ E ∧φe (i , j ) = r v

e

}
represents neighborhood of node i with temporal

links. Here RNN implements a learnable recurrent module such as long short-term memory

network (LSTM) (Hochreiter and Schmidhuber, 1997) or gated recurrent unit (GRU) (Cho et al.,

2014).

Spatial and View Message Passing

We follow Veličković et al. (2018) and and update the embedding of node i by its neighboring

nodes connected by a view or spatial edge at l-th layer as:

h(l )
i = W(l )h(l−1)

i + ∑
j∈Nr v s

e
(i )
α(l−1)

i j W(l )h(l−1)
j (5.15)

where W ∈Rd (l )×d (l−1)
is the weight matrix and Nr v s

e
(i ) = { j | (i , j ) ∈ E ∧φe (i , j ) ∈ r v s

e = {r v
e ,r s

e }}

represents neighborhood of node i with spatial and view links.

The relation-specific attention coefficient is computed as:

α(l )
i j =

exp
(
LeakyReLU

(
a⊤Wφe (i , j )

[
h(l )

i −h(l )
j

]))
∑

k∈N (i ) exp
(
LeakyReLU

(
a⊤Wφe (i ,k)

[
h(l )

i −h(l )
k

])) (5.16)

where N (·) represents the neighborhood of a node, and Wφe (i , j ) is the edge-specific transfor-

mation matrix for nodes i and j where φe (i , j ) ∈ {r v
e ,r s

e }.
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5.2.5 Edge Classification

For temporal edge classification, the output is derived using a simple one layer MLP with tem-

poral edge embedding. In the case of view edge classification, we use MLP on the concatenated

node embeddings.

ŷ t
i j =σ

(
Wcl f
φe (i , j )h(l )

i j +bcl f
φe (i , j )

)
s.t. φe (i , j ) = r t

e (5.17a)

ŷ v
i j = MLPcl f

φe (i , j )

([
h(l )

i ,h(l )
j

])
s.t. φe (i , j ) = r v

e (5.17b)

5.2.6 Loss Definition

We use a binary cross-entropy loss (BCE) for each temporal edge as the temporal loss, with

the ground truth indicating if the edge is part of the trajectory. For the view loss, we consider

if the detections in different views are identical using BCE. The cumulative training loss in a

multi-view setting is then:

L =λt Ltemporal +λvLview (5.18)

5.3 Experiments

This section provides a overview of our evaluation setting, the datasets, the metrics, and

the nature of the input detections used to construct the graph. Following this, Section 5.3.1

presents our online tracking results, and offers a comparison with current state-of-the-art

benchmarks. In Section 5.3.2, we talk the rationale behind our design choices and explain the

advantages of our contributions through ablation studies.

Datasets

We evaluate our approach on Wildtrack (Chavdarova et al., 2018) and PETS2009 Ferryman and

Shahrokni (2009). We follow the official train/test splits unless stated otherwise. Wildtrack

has 7 overlapping cameras with last 400 frames annotated, capturing 313 pedestrians in total.

PETS2009 includes three sequences varying in density. These sequences are known have

poor quality and camera calibration problems. We evaluate our method on the first sequence

(S2-L1).

Evaluation Metrics

Based on Bernardin and Stiefelhagen (2008), we utilize these metrics: a) MOTA: Evalu-

ates tracking accuracy, accounting for false negatives (FN), false positives (FP), and identity

switches (IDs). b) MOTP: Assesses precision by penalizing differences between true positives

and actual objects. c) IDF1: Measures alignment between predicted and actual trajectories

using the F1 score. d) MT: Tally of objects tracked for at least 80% of their duration. e) ML:
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Counts objects missing for 80% or more of their lifespan. f) We also record the number of ID

switches.

Detections

We use the detections provided by Zhou et al. (2020) to construct the heterogeneous graph in

our experiments for Wildtrack.

5.3.1 Results

Table 5.1 details the performance metrics of multiple tracking methods on the Wildtrack

dataset. LMGP (Nguyen et al., 2021), an offline method, achieves the highest MOTA at 97.1%,

IDF1 at 98.2%, MT at 97.6%, and the lowest ML at 1.3%. Our online method registers a MOTA

of 92.7, IDF1 of 94.1, ML of 3.4, and MT of 96.2, placing it second on this benchmark. The

performance on the PETS2009 dataset, specifically the S2-L1 sequence, is shown in Table

[reference missing, presumed 5.2]. The LMGP method achieves a MOTA of 97.8, MOTP of 82.4,

MT of 100, and has 2 identity switches. In comparison, our approach achieves a MOTA of 96.2,

MOTP of 80.3, MT of 100%, and registers 3 identity switches. It follows MLMRF (Lan et al.,

2020) in terms of overall performance.

Method MOTA ↑ IDF1 ↑ ML ↓ MT↑
GLMB-YOLOv3 (Ong et al., 2020) 69.7 74.3 21.6 79.5
GLMB-DO (Ong et al., 2020) 70.1 72.5 22.8 93.6
DMCT Stack (You and Jiang, 2020b) 74.6 81.9 4.9 65.9
DO+KSP+ptrack (Chavdarova et al., 2018) 72.2 78.4 - -
MVFlow (Engilberge et al., 2023) 91.3 93.5 - -
LMGP (Nguyen et al., 2021) 97.1 98.2 1.3 97.6

Ours 92.7 94.1 3.4 96.2

Table 5.1: Performance on the Wildtrack compared to SOTA baselines. The best result is shown
in red and the second best in blue.

Sequence Method MOTA ↑ MOTP ↑ MT ↑ ML ↓ IDs ↓

S2-L1

HJMV (Hofmann et al., 2013) 91.7 79.4 94.7 0.0 45
MVFLow (Engilberge et al., 2023) 93.3 64.0 - 0.0 -
STVH (Wen et al., 2017) 95.1 79.8 100.0 0.0 13
MLMRF (Lan et al., 2020) 96.8 79.9 100.0 0.0 2
LMGP 97.8 82.4 100.0 0.0 2

Ours 96.2 80.3 100.0 0.0 3

Table 5.2: Performance on the PETS2009 compared to SOTA baselines. The best result is shown
in red and the second best in blue.
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Figure 5.3: Performance w.r.t. View Links and Rolling Window Length

5.3.2 Ablation

We conducted an ablation study on the Wildtrack dataset to assess the significance of individ-

ual components in our multi-camera tracking framework, as shown in Table 5.3. Eliminating

spatial linking (with γ= 0) results in a MOTA of 90.8% and IDF1 of 93.4%. Without view linking

(k = 0), the performance declines more notably, with MOTA dropping to 87.7% and IDF1 to

89.8%. While both components contribute to the overall performance, the absence of view

linking results in a more significant performance drop. We conclude that view linking plays an

important role and contributes to the effectiveness of our tracking approach.

Dataset Method MOTA ↑ IDF1 ↑ ML ↓ MT↑

Wildtrack
w/o spatial linking (γ= 0) 90.8 93.4 5.3 94.9
w/o view linking (k = 0) 87.7 89.8 12.4 93.6

Ours (all components) 92.7 94.1 3.4 96.2

Table 5.3: Ablation of heterogeneous graph formulation.

5.3.3 Discussion

In testing, our system achieves competitive performance while being able to perform online.

The top-performing LMGP is an offline approach that relies on single-camera tracklets, post-

processed without accounting for errors stemming from imprecise single-camera trajectories.

Our approach directly addresses this challenge, suggesting that it can potentially surpass

current top score with further refinement, which we’ll try address in future research. Notably,

our method also offers real-time potential for many useful applications, including human

robot interaction and autonomous driving. These advancements can also support industries

relying on precise motion analysis, such as sports analytics and filmmaking. However, while

the advancements offer potential benefits, they also raise concerns related to privacy and

misuse, requiring strong regulatory frameworks and ethical considerations.
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Figure 5.4: Qualitative results of the proposed approach on sample Wildtrack sequence.
Ground truth is in grey, while dotted lines of various colors represent predicted trajectories for
different pedestrians.
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6 Conclusion

We have proposed a framework for multi-camera multi-object tracking (MC-MOT) in line

with the move towards end-to-end learning, converging the process of trajectory creation.

We have introduced a neural association mechanism that works in a multi-view setting,

making it easier to link object identities across different frames and cameras. This reduces

common problems like identity switches and track losses. In testing, our system achieves

competitive performance while being able to perform online. The integrated nature of our

approach suggests that it can potentially surpass current state-of-the-art results (SOTA) with

further refinement, as SOTA methods rely on single camera tracking results. We also present a

benchmark dataset, along with the tool we used for its creation, to evaluate the performance

of MC-MOT frameworks. For traditional multi-camera tracking setups, we present a simple

approach for using appearance in a multi-view setting. One interesting area of research would

be to employ a model similar to NRI (Kipf et al., 2018) to adjust the detections, but we leave

this as future work. We are still on the journey to a fully end-to-end MC-MOT solution, but

our current progress indicates a promising direction.
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A Code Snippets

Listing A.1: Definitions in C++

1 struct AP_Pose {
2 double matrix [12]; // 3x4 column -major matrix , i.e. Eigen ::

AffineCompact3d
3 };
4

5 // OpenCV camera calibration model.
6 struct AP_Calibration
7 {
8 double fx , fy , cx , cy;
9 double k1 , k2 , p1 , p2;

10 AP_Pose pose;
11 };
12

13 struct AP_Detection
14 {
15 float boundingBox [4]; // [x0 , y0 , x1 , y1]
16 // Cuboid local coordinate system is as follows :
17 // z = 0 is on the ground
18 // x,y,z = 0 is the center of the bottom facet
19 // [- dimensions [0]/2 , dimensions [0]/2] is the range of the cuboid

along axis x
20 // [- dimensions [1]/2 , dimensions [1]/2] is the range of the cuboid

along axis y
21 // [0, dimensions [2]] is the range of the cuboid along axis z
22

23 // the cuboidToWorld matrix convert from these local coordinates to
world coordinates .

24 AP_Pose cuboidToWorld ;
25

26 float dimensions [3]; // length , width , height , in this order.
27 };
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Appendix A. Code Snippets

Listing A.2: Crop Extraction in C++

1 cv:: Mat getCrop (const AP_Detection & detection , const AP_Calibration &
calib , const cv:: Mat& frame){

2 Eigen :: AffineCompact3d cuboidToWorld ;
3 cuboidToWorld . matrix () = Eigen ::Map <const Eigen :: Matrix <double , 3, 4>>(

detection . cuboidToWorld . matrix );
4 Eigen :: AffineCompact3d poseMatrix ;
5 poseMatrix . matrix () = Eigen ::Map <const Eigen :: Matrix <double , 3, 4>>(

calib.pose. matrix );
6 Eigen :: Vector3d cuboidWorld = cuboidToWorld . translation ();
7 Eigen :: Vector3d camWorld = -poseMatrix . linear (). transpose () *

poseMatrix . translation ();
8 Eigen :: Vector3d cameraCuboid = camWorld - cuboidWorld ;
9 cameraCuboid [2] = 0; // set z to 0

10 Eigen :: Vector3d vNorm = 0.3 * cameraCuboid .cross(Eigen :: Vector3d (0, 0,
1)). normalized (); // scale by 30cm

11

12 double zMargin = 0.1; // use 10cm Z margin
13 Eigen :: Vector3d leftPointBottomWorld = vNorm + cuboidWorld + Eigen ::

Vector3d (0, 0, -zMargin );
14 Eigen :: Vector3d leftPointTopWorld = vNorm + cuboidWorld + Eigen ::

Vector3d (0, 0, zMargin + detection . dimensions [0]);
15 Eigen :: Vector3d rightPointBottomWorld = -vNorm + cuboidWorld + Eigen ::

Vector3d (0, 0, -zMargin );
16 Eigen :: Vector3d rightPointTopWorld = -vNorm + cuboidWorld + Eigen ::

Vector3d (0, 0, zMargin + detection . dimensions [0]);
17 Eigen :: Matrix <double , 3, 4> pointsMatrix ;
18 pointsMatrix << leftPointBottomWorld , rightPointBottomWorld ,

rightPointTopWorld , leftPointTopWorld ;
19

20 cv:: Mat cameraMatrix = (cv::Mat_ <double >(3, 3) << calib.fx , 0, calib.cx
, 0, calib.fy , calib.cy , 0, 0, 1);

21 Eigen :: Matrix <double , 3, 3> cameraMatrixEigen ;
22 cv:: cv2eigen ( cameraMatrix , cameraMatrixEigen );
23

24 Eigen :: Matrix <double , 3, 4> pointsCam = poseMatrix * pointsMatrix ;
25 if (( pointsCam .row (2).array () <= 0).any ()){ return cv:: Mat ();}
26 Eigen :: Matrix <double , 3, 4> pointsCam2d = cameraMatrixEigen * pointsCam ;
27 Eigen :: Matrix <double , 2, 4> points2d = pointsCam2d . topRows (2).array () /

pointsCam2d .row (2).array (). replicate (2 ,1);
28

29 cv:: Mat srcPoints = (cv::Mat_ <float >(4, 2) << points2d (0 ,0) , points2d
(1 ,0) , points2d (0 ,1) , points2d (1 ,1) , points2d (0 ,2) , points2d (1 ,2) ,
points2d (0 ,3) , points2d (1 ,3));

30 cv:: Mat dstPoints = (cv::Mat_ <float >(4, 2) << 0, cropHeight -1,
cropWidth -1, cropHeight -1, cropWidth -1, 0, 0, 0);

31 cv:: Mat M = cv:: getPerspectiveTransform (srcPoints , dstPoints );
32

33 cv:: Mat warped ;
34 cv:: warpPerspective (frame , warped , M, cv:: Size(cropWidth , cropHeight ));
35 return warped ;}
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Listing A.3: Appearance Feature Extraction of Detections in C++

1 void extractFeatures (const std :: vector <cv::Mat >& crops , const std :: vector
<int >& indices , AP_Descriptor ** descriptors ){

2 torch :: Tensor image_tensors = cvMatsToTensor (crops); // Convert the
input image to a LibTorch tensor

3 if (torch :: cuda :: is_available ()) { image_tensors = image_tensors .to(at
:: kCUDA); } // Move the tensor to the GPU

4 torch :: Tensor output_tensors = torch_module . forward ({ image_tensors }).
toTensor (); // Forward pass with TorchScript model

5 for (int i = 0; i < output_tensors .size (0); ++i)
6 {
7 // Extract the descriptor for the current image
8 torch :: Tensor output_tensor = output_tensors [i];
9 AP_Descriptor descriptor = tensorToDescriptor ( output_tensor );

10 int descIndex = indices [i];
11 descriptors [ descIndex ] = new AP_Descriptor ( descriptor );
12 }
13 }

Listing A.4: Feature Comparison using Cosine Similarity in C++

1 static double compareDescriptors (const AP_Descriptor * a, const
AP_Descriptor * b){

2 if (!a || !b) { return 0; }
3 return double (a-> vector .dot(b-> vector ) / (a-> vector .norm () * b-> vector .

norm ()));
4 }
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