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Abstract

Agent-based simulations have been widely applied in many disciplines, by scientists and

engineers alike. Scientists use agent-based simulations to tackle global problems, including

alleviating poverty (Dou et al., 2020), reducing violence (Jones, 2015; Lim et al., 2007), and

predicting the impact of pandemics (Imperial College COVID-19 Response Team, 2020). In

industry, engineers use agent-based simulations to reduce cost and improve efficiency, by

creating virtual worlds to model different scenarios and explore various designs with fast

feedback at low cost (Fraccascia et al., 2020; Iannino et al., 2020; Zoellner et al., 2019). Agent-

based simulations play an increasingly prominent role in modern society.

Despite their significance, agent-based simulations have benefited little from the recent

progress in computer science, especially on the fronts of parallel computing and data manage-

ment. While there has been a growing need to simulate at an ever-increasing scale with finer

details, developments on systems that support fast execution of large-scale simulations and

efficient integration of simulations with existing data science pipeline operators are dragging

behind. This creates new challenges and opportunities for computer scientists.

In this work, we make the first foray into defining a clean semantics that serves as the foun-

dation of agent-based simulations, an abstraction that facilitates users to integrate simula-

tions into data science pipelines, a scalable system architecture with efficient optimizations,

and a high-level user-friendly programming model. In particular, we generalize the bulk-

synchronous parallel (BSP) processing model to make it better support agent-based simu-

lations. Such simulations frequently exhibit hierarchical structure in their communication

patterns which can be exploited to improve performance. We allow for the creation of tem-

porary artificial network partitions during which agents synchronize only locally within their

group in a way that does not compromise the correctness of a simulation. We also propose

to encapsulate simulations via a Simulate operator, which enables users to compose and

nest simulations just like other data science pipeline operators. In addition, we have designed

and developed an open-source distributed system for large-scale agent-based simulations,

CloudCity, which implements our semantics to improve the locality of computation, commu-

nication, and synchronization in simulations. This system contains efficient optimizations to

allow fast execution and efficient query of simulation results. To accommodate users from

different backgrounds, we have also developed a user-friendly domain-specific language (DSL)
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embedded in the programming language Scala, which allows users to write parallel agent pro-

grams easily, even with little or no background in distributed computing. We experimentally

evaluate the performance of our system on a benchmark suite of agent-based simulations

and compare it against existing state-of-the-art BSP-like distributed systems, including Spark,

GraphX, Giraph, and Flink Gelly, obtaining insights into the impact of various system design

choices and optimization on simulation engine performance.

Key words: agent-based simulations, distributed systems, bulk-synchronous parallel process-

ing, compilation, query languages
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Résumé

Les simulations à base d’agents ont été largement appliquées dans de nombreuses disciplines,

tant par les scientifiques que par les ingénieurs. Les scientifiques utilisent les simulations à

base d’agents pour s’attaquer à des problèmes mondiaux tels que l’eradication de la pauvreté

(DOU et al., 2020), la réduction de la violence (JONES, 2015; LIM et al., 2007) et la prédiction

de l’impact des pandémies (IMPERIAL COLLEGE COVID-19 RESPONSE TEAM, 2020). Dans

l’industrie, les ingénieurs utilisent les simulations à base d’agents pour réduire les coûts et

améliorer l’efficacité, en créant des mondes virtuels pour modéliser des scénarios différents et

pour explorer des conceptions diverses avec un retour rapide à faible coût (FRACCASCIA et al.,

2020 ; IANNINO et al., 2020 ; ZOELLNER et al., 2019). Les simulations à base d’agents jouent un

rôle de plus en plus éminent dans la société moderne.

Malgré leur importance, les simulations à base d’agents ont peu bénéficié des progrès récents

en informatique, en particulier dans les domaines du calcul parallèle et de la gestion des

données. Alors que la nécessité de simuler à une échelle de plus en plus grande avec des détails

plus fins ne cesse de croître, les développements de systèmes permettant une exécution rapide

de simulations à grande échelle et une intégration efficace des simulations avec les opérateurs

de pipelines des données existants sont en retard. Cela crée de nouveaux défis et opportunités

pour les informaticiens.

L’idée centrale de cette thèse est de définir pour la première fois une sémantique concise et

précise qui sert de fondement aux simulations à base d’agents, une abstraction qui facilite l’in-

tégration des simulations dans les pipelines des données, une architecture système évolutive

avec des optimisations efficaces et un modèle de programmation facile à utiliser. En particulier,

nous généralisons le modèle Bulk-Synchronous Parallel (BSP) afin de le rendre plus adapté

aux simulations à base d’agents. De telles simulations présentent fréquemment une structure

hiérarchique dans leurs schémas de communication, qui peut être exploitée pour améliorer

les performances. Nous autorisons la création de partitions réseau artificielles temporaires au

cours desquelles les agents se synchronisent uniquement localement au sein de leur groupe,

sans compromettre l’exactitude d’une simulation. Nous proposons également d’encapsuler

les simulations via un opérateur Simulate, qui permet aux utilisateurs de composer et de

hiérarchiser les simulations de la même manière que les autres opérateurs de pipelines des

données. De plus, nous avons conçu et développé un système distribué open-source pour les

simulations à base d’agents à grande échelle, CloudCity, qui met en œuvre notre sémantique
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pour améliorer la localité du calcul, de la communication et de la synchronisation dans les

simulations. Ce système contient des optimisations efficaces permettant une exécution rapide

et une interrogation efficace des résultats des simulations. Pour accueillir des utilisateurs de

différents secteurs, nous avons également développé un langage spécifique au domaine (DSL),

intégré au langage de programmation Scala, qui permet aux utilisateurs d’écrire facilement

des programmes d’agents parallèles, même avec peu ou pas de connaissances en informatique

distribuée. Nous évaluons expérimentalement les performances de notre système sur une

suite de benchmarks de simulations à base d’agents et le comparons à des systèmes distribués

de type BSP existants à la pointe de la technologie, notamment Spark, GraphX, Giraph et Flink

Gelly, afin d’obtenir des connaissances sur l’impact des différents choix de conception du

système et des optimisations sur les performances du moteur de simulation.

Mots clefs : Simulations à base d’agents, systèmes distribués, modèle Bulk-Synchronous

Parallel, compilation, langages de requête.
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1 Introduction

Agent-based simulations are simulations in which a number of agents, each with their own

thread, code, and state, interact in a virtual environment. An agent may execute arbitrary code,

affecting its own state as well as the state of the virtual world and any other agents living within.

These simulations enable users to make changes to the behavior of one or more individual

agents at the micro-scale and observe the collective impact of such changes on the population

at the macro-scale.

Developing precise agent-based simulations is relatively simple: The desired individual be-

havior of an agent can be coded directly, rather than requiring the crafting of complex mathe-

matical models (such as systems of partial differential equations) that describe the collective

behavior of all agents indirectly in the aggregate. To see this, consider the classic SIR model

that characterizes the spread of an infectious disease in a population as a whole via the follow-

ing differential equations (“The SIR Model for Spread of Disease - The Differential Equation

Model”, 2004):

∂s

∂t
=−αi s,

∂i

∂t
= 0− ∂s

∂t
− ∂r

∂t
,

∂r

∂t
=βi ,

(1.1)

where s, i , and r are functions of time t that denote the fraction of the population in suscepti-

ble (S), infected (I), and recovered (R) states respectively. This model assumes that a person

can only be in one of these states, thus the sum of s, i , and r equals one for any time t . When

susceptible agents contact infected agents, only a proportion (described by constant α) of

these interactions cause susceptible agents to become infected. The infected population recov-

ers at a fixed rate, modeled by another constant β. While these equations can characterize the

aggregated behavior of how disease spreads over time, they require non-trivial changes when

the complexity of a simulation increases to consider more factors, such as social networks and

commute patterns. Agent-based simulations offer a more flexible approach, allowing users to

1
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(a) Initial state (b) After 10 rounds

Figure 1.1: Schelling’s Model of Segregation experiment over a 50×50 2D grid using NetLogo
(Tisue & Wilensky, 2004). We assume that the population occupies 65% of the cells in the grid.
Arrows represent people agents and white cells represent empty locations. The population
consists of two equal-numbered races, distinguished by the color of arrows (orange and blue).
In each round, every agent checks its neighbors and moves if unhappy. (a) Initially, agents are
placed randomly and society is homogeneous. (b) After 10 rounds, society is segregated.

easily adjust agents’ states and behavior.

One of the most influential early examples of agent-based simulations is Schelling’s Model of

Segregation (Schelling, 1969), which demonstrated that discriminatory individual choices can

cause then-observed segregation by skin color in the demographic map of the United States.

In the original experiment, Schelling abstracted society as a 1D line (Schelling, 1969). He

randomly distributed equal numbers of black and white agents, represented by the symbols

“+” and “0”, along the line. The neighborhood of an agent is defined as extending four agents

in both the left and right directions. Schelling assumed that an agent is happy if at least half of

its neighbors share the same color as itself. If not, the agent will move to the nearest point in

either the left or right direction where it will be happy. Under this assumption, the experiment

demonstrated that as agents move, individual preferences cause segregation to occur in the

initially homogeneous society. Schelling extended the 1D model to a more complex 2D model

in (Schelling, 1971), where society is abstracted like a checkerboard. Every agent occupies a

square. The neighborhood consists of eight surrounding squares. The criteria for determining

if an agent is happy is identical to that of the 1D experiment. If unhappy, an agent moves to

the nearest vacant square that makes it happy. Just like the 1D model, the 2D experiment

again demonstrated that agents’ individual preferences can lead to segregation in an initially

integrated society, as illustrated in Figure 1.1.

Since then, agent-based simulations have become exceedingly complex and played an impor-

tant role in many fields, including finance and economics (Buchanan, 2009; Chattopadhyay

et al., 2020; Chen et al., 2015; Dou et al., 2020; Farmer & Foley, 2009; Raberto et al., 2001; Wu

et al., 2019; Zoellner et al., 2019), sustainability research (Chattopadhyay et al., 2020; Colon

2
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et al., 2021; Mercure et al., 2021; Möhring et al., 2016; Niamir et al., 2020; Orach et al., 2020;

Rai & Henry, 2016), epidemiology (Adam, 2020; Ferguson et al., 2005; Kersting et al., 2021;

Mukherjee et al., 2021; Silverman et al., 2021; Trauer et al., 2021), population dynamics (Cantor

et al., 2015; Dalziel et al., 2021; Hellweger et al., 2014), and many others (Jones, 2015; Tang

et al., 2015; Waldrop, 2018).

For example, a COVID study by epidemiologists at Imperial College in the spring of 2020

(Imperial College COVID-19 Response Team, 2020) garnered worldwide media attention

because it predicted that the then-prevalent strategy of the British and US governments to

approach COVID by inaction, hoping for the population to achieve herd immunity, could

lead to more than half a million deaths in a relatively short time span in the UK alone, and

to about 2.2 million deaths in the US. The prediction results were obtained by adapting a

highly complex agent-based simulation model first developed for avian influenza (H5N1) in

Southeast Asia (Ferguson et al., 2005). This simulation model used rich information about

social networks, commute patterns, occupations, social classes, and the school system on

the level of individuals (Ferguson et al., 2005; Imperial College COVID-19 Response Team,

2020). In many cases, data was unavailable or incomplete – for instance, population density

data as a basis of social network data in rural areas was reconstructed from satellite images –

and gaps in datasets were filled using a combination of clever data engineering and auxiliary

simulations. The document (Ferguson et al., 2005) describes this highly complex data science

pipeline that combines a number of simulation models. Agent-based simulations are now

crucial tools that help make decisions of monumental importance to modern society.

1.1 Motivation

Practitioners who develop agent-based simulations for their target applications often face

a dilemma. On the one hand, the number of available agent-based simulation frameworks

appears high on the paper: A recent survey (Pal et al., 2020) listed over 90 frameworks for

agent-based simulations, 36 are open-source and general-purpose (as opposed to a specialized

framework that is designed for one target application, for example, traffic simulations). On the

other hand, the high heterogeneity in the landscape of agent-based simulation frameworks

makes it more difficult, as opposed to easier, for users to find the right tool. These simulation

frameworks often have inconsistent and incompatible assumptions about agent-based simu-

lations, such as what agents are and how they communicate or synchronize, which drastically

increase the learning cost for users.

We illustrate the issue of inconsistent assumptions regarding agent-based simulations in

current frameworks by examining three popular general-purpose, agent-based simulation

frameworks below, namely NetLogo (Tisue & Wilensky, 2004), Repast family (N. Collier &

North, 2011; North et al., 2013), and FLAME (Coakley et al., 2012). For simplicity, we refer to

“agent-based simulations” simply as “simulations”.

In NetLogo (Tisue & Wilensky, 2004), a simulation consists of agents in a 2D world, where the

3



Chapter 1 Introduction

world is discretized like a checkerboard. There are four built-in agent types: patches, links,

turtles, and the observer: A patch is the smallest square in the 2D world, a link connects two

turtles, and turtles move along the patches. The observer instructs what other agents should

do in each discrete time tick. The communication model depends on agent types. While the

observer can communicate with any other agents, two turtles can communicate only when

they have moved to the same patch (“NetLogo Dictionary”, n.d.), and two patch agents or link

agents cannot communicate directly.

In the Repast family, including Repast Simphony (North et al., 2013) and Repast HPC (N. Collier

& North, 2011), users create a simulation by specifying agent definitions, a model, and at least

one context and projection. Agent definitions are data structures that contain agent states

and methods for accessing or updating the states. The model defines the action of agents

scheduled at discrete time ticks. Every agent needs to be in a context, a data structure that

contains references to agents, which is commonly used to represent a discrete space that

agents live in. The relationship between an agent and its context is described by a projection.

In Repast Simphony, communication between agents is done by directly modifying the value

of other agents’ states. Agents can obtain references to other agents through a shared context,

which enable them to directly modify the state of others. In RepastHPC, communication

between agents requires sending a serialized copy of the sender agent to the receiver. The

receiver modifies the state of a deserialized sender agent locally, and (optionally, as specified

by users) synchronizes the local copy of the sender agent with other such copies.

In FLAME (Coakley et al., 2012), agents are state-machine-like and users specify agents’ states

and state transitions in XML. Given agents’ current states and available transitions, the FLAME

system determines which agents to execute next. Sending a message between two agents is

through broadcasting the message to message lists, where each list represents a specific type

of messages that an agent can receive according to its state transition, to all machines in a

distributed system (FLAME developers, 2021).

This problem of disparate framework-dependent presumptions concerning what agent-based

simulations are can be attributed to the lack of a concise and precise abstraction that captures

core features of agent-based simulations. Because of this, users can find it difficult to under-

stand what a simulation framework does and how agents behave, which hinders their ability

to reason about the correctness of a simulation developed using a third-party simulation

framework and their willingness to adopt a framework.

Consequently, users often opt to implement a complex simulation from the ground up, wasting

precious time reinventing the wheel to build simulation infrastructure (also referred to as

simulation engine) (Cantor et al., 2015; Chattopadhyay et al., 2020; Chen et al., 2015; Colon et

al., 2021; Efferson et al., 2020). In the aforementioned COVID study (Imperial College COVID-

19 Response Team, 2020), authors also used an in-house agent-based simulation model that

was adapted from their previous work (Ferguson et al., 2005), which was built from scratch.

Agent-based simulations can greatly benefit from a concise abstraction that captures the core
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features of agent-based simulations and a general-purpose, scalable simulation engine that

can be extended by user-level libraries to be domain-specific.

Agent-based simulations have also become increasingly prevalent as building blocks of data

science pipelines and impose significant data science and data engineering challenges. They

are data-intensive, as a simulation’s state can be very large. Simulations can be thought

of as operators (even queries) to be composed with other data management and analysis

operations in the pipeline. For example, users may be interested in questions such as “How

many people are infected after three months, averaged over 5 repeated simulations”. Though

such use cases are very common, little progress have been made in bridging the semantic gap

between the user-level view of agent-based simulations as a tool that constitutes only part

of the problem-solving process, and the framework-level view of simulations as standalone

programs for large-scale, complex simulations. This creates a need for suitable optimization

techniques. A simulation’s start state and parameterization come from databases and analytics

upstream. The analysis of simulation traces and outcomes downstream requires complex data

transformation, aggregation, time series analysis, and machine learning. As such, agent-based

simulations are of interest to the data management research community.

Today, there is an increasing need to simulate at an unprecedented large scale, driven by

the never-ending pursuit of finer details that expands complex simulations with even more

agent behaviors and interactions, but is constrained by the status quo of existing agent-based

simulation frameworks. This is a call-to-arm for computer scientists. The main idea of this

thesis is to fully unleash the power of agent-based simulations by addressing the observed

pitfalls in current simulation frameworks as we have discussed. We aim to provide

• a concise semantics for agent-based simulations that defines what agents are and how

agents communicate and synchronize,

• a programming model that allows users to perform complex queries over the output of a

simulation, and allows simulations to be integrated into complex data science pipelines,

and

• an efficient architecture for general-purpose, agent-based simulation frameworks that

can scale to a very large number of agents.

1.2 Challenges

To this day, agent-based simulations have seen very little foundational research from core

computer science. This leads us to two main challenges:

1. We need a clean abstraction of agent-based simulations, with a precise semantics that

helps us understand the commonalities with and differences from established models
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of distributed computation in computer science. This allows us to draw from previous

research and facilitates further work.

2. We need to create and understand foundations and architectures for systems (engines)

for running agent-based simulations at large scale – for instance, to simulate billions of

humans in an economic or epidemics simulation.

Scaling these simulations up and out is challenging. While simulations are naturally massively

parallel (they are programmed to run as large collections of parallel threads), what makes

the problem difficult is the flexibility of the agent-based simulation paradigm. The amount

of necessary communication, coordination, and synchronization among agents and their

environment is frequently very high when compared to the amount of local computation

performed by agents. Also, given the different roles played by the agents in a simulation,

the computation and communication patterns among the set of agents in a simulation may

be highly heterogeneous and skewed. Thus, the key challenge is to tame the complexity of

synchronization between threads (agents) while ensuring consistency according to a suitable

semantics. A main goal is to transform the agent-based simulation problem into one that can

profit from optimized synchronization, “embarassing” parallelism, increased data locality,

and, ultimately, if possible, well-established, optimized data-parallel processing architectures

and systems.

Traditionally, executing large numbers of heterogeneous threads belongs to the domain of

operating systems. However, general-purpose operating systems (1) do not satisfactorily scale

to today’s needs of agent-based simulations (often billions of agents / threads), and (2) do not

take advantage of the communication and synchronization patterns specific to agent-based

simulation. Allowing and requiring agents to perform unconstrained interprocess communica-

tion and implement their own synchronization protocols leaves much performance potential

untapped.

One important simplifying factor is that, in many domains, the builders of simulations desire

semantics of a highly synchronous “round-based” flavor (like in many board games), which is

relatively intuitive and easy to understand. In a round, agents act individually: they perform

computations, process incoming messages, and send messages of their own.1 This is followed

by global synchronization and message reshuffling and delivery across the entire simulation

at the end of each round. The amount of computation done by each agent in each round is

typically moderate, making such simulations relatively synchronization-heavy.

Bulk-synchronous parallel processing (Valiant, 1990) (BSP) systems such as Map-Reduce (Dean

& Ghemawat, 2004), Spark (Zaharia et al., 2012), and Pregel (Malewicz et al., 2010) have become

an industry standard for processing massive amounts of data in parallel, and are successfully

used in many big data processing and data science applications. The BSP model seems well-

1For simplicity, but without loss of generality, we assume a shared-nothing model in which each agent has
its private state, and agents interact only by messaging; the purpose of synchronization is purely to ensure that
message orderings (with respect to round boundaries) are consistent with the simulation semantics.

6



Introduction Chapter 1

aligned with the round-based simulation model just described. This must be weighed against

the above-observed heavy skew present in many simulations: Vanilla BSP is considered not to

be as well-suited if the amount of work to be done to the data segments is highly skewed. Also,

given that the skew in such simulations may be very volatile and the simulation semantics

prescribes very frequent global synchronization (thus the embarrassingly parallel phases

between synchronizations are relatively short), one cannot expect wonders from established

load-balancing techniques. Still, BSP, as a family of architectures, remains a prime candidate

for designing agent-based simulation engines.

Large simulations frequently exhibit (temporary) hierarchies of groups of agents such that

the communication latency constraints are hierarchical – the delivery latencies for messages

across group boundaries are allowed to be greater than for message delivery among agents

in the same group. For instance, in an epidemics simulation, agents may be grouped by city

or country, with infections spreading between groups more slowly than within a group, due

to the latencies caused by travel or quarantine measures. Even if the simulation semantics

is based on global synchronization between rounds, to simulate actions of varying duration,

agents may be inactive for some rounds or send messages that take several rounds to arrive

at their destination, to approximate varying amounts of passed real-time. This means that

the need for frequent global synchronization in an actual simulation may be less stringent

than its abstract semantics dictates. A simulation engine that can leverage this fact may be

able to partition its workload and perform the necessary synchronizations more efficiently: It

may execute rounds and synchronize the agents within a group faster as data is more local

and synchrony (consensus) needs to be achieved for smaller groups of agents than otherwise,

while performing global synchronization less frequently and preserving the desired semantics.

To be able to leverage these implicit hierarchies in simulations for obtaining performance

benefits, we need to make research progress on a number of fronts, including

• a suitable, easy-to-use programming model that allows to express waiting through

rounds and relaxed message delivery latencies in a way that can be understood and

leveraged by the system,

• a formulation of a simulation semantics that allows to show that certain relaxed syn-

chronization choices are correct and equivalent to full round-based synchronization,

• algorithms for creating hierarchies of agents that allow for the semantically correct

weakening of global synchrony, and techniques for exploiting the performance benefits

that become thus obtainable, and

• a system architecture that supports the optimization and execution of simulations while

embedded within a data science pipeline.

Progress on this front may allow for faster, larger, and thus more accurate agent-based simula-

tions, which allow to obtain better insights and predictions.
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1.3 Contributions

We propose a clean semantics for agent-based simulations based on a model of generalized

BSP computation that is suitable for processing simulations efficiently, in which we re-purpose

the abstraction of partition-tolerance in distributed systems. Network partitions are usually

outside of our control, and a distributed system needs to cope with them. In this work, we

turn them into a tool for more efficient simulations. We seek to form groups of agents such

that synchronized communication across group boundaries is not required in every round.

The system is tolerant to a network partition along group boundaries for a certain number of

rounds, as messages sent across the boundary during the partition do not need to be delivered

immediately. So, conceptually, we can create a brief artificial network partition during which

we do not need to synchronize globally (just locally, among the agents of each group) without

compromising the correctness of the simulation. To this end, we formalize the notion of K -

availability, which models the acceptable latency by which pairs of agents may communicate.

Distinguishing between agents within a group that synchronizes at a high rate and those

synchronizing across group boundaries at a lower rate permits optimizing the execution of a

large simulation. This is achieved by aligning the hierarchy of agent groups with the hardware

and memory hierarchy and leveraging (data) locality. The simulation is equivalent to an

unaltered run in which no partition is introduced. We formalize and develop this idea into a

model of generalized BSP computation, which we refer to as weighted hierarchical BSP.

Based on this model, we develop a system architecture for agent-based simulation engines,

which we have also implemented in a scalable engine called CloudCity.2 In our architecture,

a simulation is presented as a data science pipeline operator Simulate that maps an initial

simulation state (a set of initial agent states) to a time series of simulation states that captures

the simulation run. This time series can be easily queried by a collection-based query lan-

guage, and our system supports the optimization of simulation execution and querying by

deforestation; that is, the recording (logging) of the time series as the simulation is running is

optimized to only include the output required downstream. The optimizations supported by

this system include:

• Groups of collocated agents are de-parallelized by turning threads into coroutine objects

via thread merging. The degree of parallelism is reduced to better match the number of

available hardware threads. A hierarchy of agents can be automatically aligned to the

hardware hierarchy.

• The round-based semantics dictates that messages sent in one round arrive at the

beginning of a later round. This does not immediately allow to turn local message

passing into direct read and write accesses to other agents’ states without violating event

orders under our semantics. We introduce optimizations that fuse send and receive

operations to turn message passing into direct memory accesses, and thus remove

significant message-passing related compute and communication overheads.

2The Cloud City in Star Wars is located “hierarchically” above BeSPin.
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• For simulations in which agents are embedded in a graph, we can leverage the spatial

attribute of the simulation to reduce the number of agents and messages, by transform-

ing agents into tile agents, which conceptually correspond to a fixed group of vertices in

the embedded graph.

• We also explore ways to reduce the semantic gap between application-level user queries

and our data model for better performance and improved usability. For instance, we

allow users to specify a halting condition via SimulateUntil. The user-defined halting

condition is evaluated at the end of every round, in the context of the time series

obtained so far. A simulation terminates if either the prescribed total number of rounds

has passed or the halting condition is evaluated to be true.

• We have also introduced the notion of virtual rounds, which allows users to hide cer-

tain rounds from advancing agents’ clocks, such as those induced by application-level

concurrency protocol. This makes it easy for users to calculate aggregated properties of

agents without introducing clock agents in their applications.

We introduce a benchmark suite that includes a diverse set of workloads for scenarios such as

population dynamics, economics, and epidemiology, which are representative of the types

of problems that agent-based simulations are commonly used to address. The goal of the

benchmark suite is to provide researchers with a basic skeleton code that can be easily adapted

or built upon for their own research purpose. To achieve this, we evaluate in detail how various

application-level parameters can be tuned to achieve different outcomes that are of interest

to researchers. For our purpose, however, this benchmark suite for agent-based simulations

is used to cross-compare the performance of different BSP-like systems when executing

representative agent-based simulations.

We compare CloudCity with current state-of-the-art distributed systems that support BSP-like

computations, specifically Spark (Zaharia et al., 2012), GraphX (Gonzalez et al., 2014), Flink

Gelly (Carbone et al., 2015; Developers, n.d.), and Giraph (Apache Giraph Developers, 2011).

Since such systems have different programming models, we explain important details con-

cerning how we implemented the benchmark suite to ensure that the agent code in a workload

behaves the same across systems. Regarding the relative performance of these systems, even

though GraphX, Flink Gelly, and Giraph are all designed for large-scale graph processing, our

intuition is that their performances when executing agent-based simulations will depend

on the underlying system designs. To convey this intuition, we summarize various system

features that are most relevant to obtaining efficient executions of agent-based simulations,

including in-place updates and efficient local messaging, and investigate the applicability of

these features for each system. This high-level analysis is accompanied by empirical evalua-

tion, which demonstrates that the relative performance of different systems can indeed differ

by orders of magnitude due to their alternative design choices.

For the experiments, we start with tuning each system, for example, by varying the number

of workers per machine, and adopting their best configuration for other experiments. As
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the number of agents and machines increases, our experimental results show that across all

workloads, CloudCity is 2× faster than Flink Gelly, one to two orders of magnitude faster than

Spark and GraphX, and more or less on par with Giraph. After that, we run microbenchmarks

to stress test each system, by increasing the number of messages sent per round to other

agents as well as the number of rounds until the computation is resumed. As expected, the

execution time of all systems increases as the number of messages increases to 30×; CloudCity

and Giraph have similar performance, and both systems are 2-10× faster than Flink Gelly, and

over 100× faster than Spark and GraphX. When introducing idle periods of up to 20 rounds,

the overall average time per round drops for all systems, but to different extents. CloudCity

has built-in support to speed up intermittent computation, which leads to a performance

advantage. With idle periods of 20 rounds, CloudCity is over an order of magnitude faster than

both Giraph and Flink Gelly, and two orders of magnitude faster than Spark and GraphX.

Finally, we evaluate CloudCity-specific optimizations and exploit hierarchical communication

latency constraints with K -availability separately. Fusing send and receive operations is up

to 2× faster than messaging, though using a low-level language with fine-grained memory

management, like C/C++, can lead to a higher speedup (6×). We evaluate the effectiveness

of tiling using population dynamics. In this example, tiling leads to up to 20× performance

improvement for one million agents. To evaluate SimulateUntil, we consider a typical user

query for an epidemics simulation, “When does at least half of the population become exposed

to the disease?”, where the population is generated from a random graph. For 100,000 people,

SimulateUntil is up to 300× faster than Simulate. Deforestation can potentially eliminate

almost all of the overhead of materializing the time series for a simulation, and the speedup

depends on the selectivity of the user query and the number of user-defined attributes. In our

experiments, deforestation improves performance by up to 5×. For hierarchical communica-

tion, synchronizing different components only every 20 rounds also improves performance by

2× in all workloads.

In a nutshell, the contribution of this thesis can be summarized below:

• a precise and concise theoretical foundation that captures what we believe is the core of

agent-based simulations. Our computational model generalizes the well-established

bulk-synchronous parallel (BSP) (Valiant, 1990) model, which is widely adopted in popu-

lar distributed frameworks in computer science (Apache Giraph Developers, 2011; Dean

& Ghemawat, 2004; Malewicz et al., 2010; Zaharia et al., 2012), for efficient processing of

agent-based simulations;

• a rich programming model that allows simulations to be integrated into complex data

science pipelines as an ordinary analytical operator. Users can express questions about

the result of a simulation as queries in a collection-based query language. People who are

familiar with object-oriented programming but are not experts in parallel programming

can still define parallel agent programs that run in distributed systems at ease using our

programming model;
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• a scalable system architecture for large-scale agent-based simulation engines, which

can serve as a guide for practitioners who develop simulation frameworks; and

• an efficient, open-source, general-purpose, distributed agent-based simulation frame-

work that implements our proposed semantics, programming model, and system ar-

chitecture, together with efficient system optimizations. We evaluate the performance

of our system by comparing it with state-of-the-art open-source BSP-like systems, in-

cluding Spark, GraphX, Flink Gelly, and Giraph. Our experimental data show that our

system achieves on-par or better performance than these systems when evaluated using

a comprehensive benchmark suite for agent-based simulations.

Thesis Outline

The content of this thesis expands on our paper (Tian et al., 2023). In Chapter 2, we introduce

our programming model, which showcases how users can interact with our distributed simula-

tion engine through a self-contained example. In Chapter 3, we delve into the computational

model of our system, explaining how computation proceeds in a distributed simulation and

how agents synchronize. Our system architecture is designed for efficient execution of our

computational model, illustrated in Section 4. In Chapters 5 and 6, we provide details on

translating DSL in the programming model to Scala and exploring system optimizations,

respectively. We then describe our benchmark suite and compare our system with other

state-of-the-art BSP systems, analyzing both high-level insights on designing scalable systems

for agent-based simulations and empirical results that evaluate the performance of our system

and the effectiveness of system optimizations in Chapter 7. In Chapter 8, we describe existing

distributed agent-based simulation frameworks and their scalability bottlenecks. Finally, we

summarize key insights and future work in Chapter 9.
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At its core, CloudCity is a distributed agent-based simulation engine. Users define parallel

agent programs using a domain-specific language (DSL) embedded in the programming

language Scala. A simulation in our system is a round-based concurrent execution of single-

threaded agents that communicate by sending messages. For illustration, in this section we

regard a simulation as proceeding in a sequence of rounds separated by global synchroniza-

tions.1

Our programming model makes queries over the outcome of a simulation easy by introducing

a data model for simulations and integrating simulations into data science pipelines, which

allow users to express an end-to-end decision process that involves agent-based simulations

(also referred to as simulation pipelines). Users can query and transform the data model of a

simulation just like other collections, such as lists or sequences.

In this chapter, we describe our DSL in detail and show how simulations can be composed

with other data science pipeline components through Simulate. We demonstrate how users

can express an entire problem-solving process as a simulation pipeline via a concrete example,

where a simulation pipeline consists of different phases that can be composed arbitrarily,

including preprocessing, simulation, and postprocessing.

1We will explain how agents can synchronize differently later in Chapter 3.

Figure 2.1: A visualization of a sample data science pipeline involving simulations.
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2.1 Agent Definition

Agent-based simulation practitioners come from a broad range of fields. We would like

users to express parallel agent programs easily using high-level instructions without worrying

about low-level details, such as establishing a communication channel between two remote

machines prior to sending a message.

To ease the burden of parallel programming, we assume that every agent is single-threaded.

Users define an agent type by creating a subclass of Agent provided by the CloudCity library.

An agent is an object instantiated from a subclass of Agent.

The assumption that user programs in a distributed framework are single-threaded might

appear counter-intuitive, but is not uncommon in practice: Google’s MapReduce (Dean &

Ghemawat, 2004) and its successors (Apache Hadoop Developers, 2006; Gates et al., 2009;

Thusoo et al., 2009; Zaharia et al., 2012) provide a functional interface, where users specify a

desired transformation over a parallel collection as a function, in the same way as defining a

function over a non-parallel collection in a single-threaded program; Microsoft’s Dryad (Isard

et al., 2007) structures a distributed application as a dataflow graph and developers provide

sequential programs for computational vertices in the graph; NVIDIA’s shader language (Mark

et al., 2003) allows users to program massively-parallel GPUs using sequential C-like syntax.

Additionally, we assume that agents communicate by sending messages. Each agent is

uniquely addressable and has a mailbox. In particular, incoming messages are buffered in the

mailbox, waiting passively to be processed by the agent. Below, we describe communication

instructions in our DSL. To send a message, an agent uses

send(rid : Long,m : Message) : Unit,

where rid is the id of receiver agent and m is a message object. Message class is also defined in

our library and can be extended. Sending a message is fire-and-forget. To retrieve a message

from the mailbox, an agent calls

receive() : Option[Message],

which returns None if the mailbox is empty.

The send and receive instructions implement a simple message-passing protocol, which

is commonly used in distributed applications. In this protocol, each thread has a unique

id that is known to other threads in the application. A thread specifies the receiver id when

sending a message. This provides a hardware-independent abstraction, that each thread is

uniquely addressable regardless of its physical placement, allowing an application developed

on a single machine to run directly in a distributed system without any modification to how

threads communicate.

By default, we assume a static delay where messages take one round to arrive. The underlying
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system (our distributed engine) is responsible for delivering messages between agents. Some

messages can tolerate a longer delay. For example, an agent may process messages once

every 20 rounds. Not all messages to this agent need to arrive in the next round. Our library

defines TimedMessage, which is a subclass of Message with additional attributes sentTime

and delay, in the unit of rounds. The attribute sentTime (i.e., the time of sending) is set by

our system. A timed message is an instance of TimedMessage that arrives after delay rounds.

The message-passing protocol places little restriction on what messages contain and how

messages are processed. Specifically, a message can be ill-formed and does not contain all

arguments that are required for processing. In practice, it is desirable to ensure that messages

are well-formed. Hence, we also support remote procedure calls (RPCs) in our DSL, a special

type of message-passing protocol that limits senders to only send valid messages that can

be processed by receivers. RPCs have two types of messages, requests and replies. In our

programming model, the public methods in an agent program are considered RPC methods.

An RPC request message contains the identifier of an RPC method defined in the receiver.

When processing an RPC request, the receiver looks up the corresponding RPC method and

invokes it locally. For performance reasons, we differentiate two types of RPC requests in our

DSL, depending on whether a receiver sends an RPC reply message: a two-sided RPC request

requires the receiver to send an RPC reply message back to the sender, which contains the

return value of the local call; a one-sided RPC request does not have an associated reply.

Agents send a two-sided RPC request message with

asyncCall(receiver.API(args∗) : T,delay : Int) : Future[T],

which returns a future object used by the sender to check whether the RPC reply has arrived

and to retrieve the return value in the RPC reply. A future object has type Future[T], which is

defined in our library, but with a similar usage as that in the standard Scala library. T is a type

variable that denotes the type of return value in an RPC reply associated with a future object.

Sending a one-sided RPC request can be done using

callAndForget(receiver.API(args∗) : T,delay : Int) : Unit,

which has similar signature as asyncCall, but returns nothing. RPC request messages gen-

erated by asyncCall and callAndForget can be distinguished by a sessionId attribute,

which is None for messages generated for callAndForget.

To retrieve an RPC message, agents can use receive repeatedly. Alternatively, our DSL allows

a receiver to retrieve and process RPC requests in batch via

handleRPC() : Unit,

which traverses received messages in an arbitrary order. For each RPC request, the receiver

calls the corresponding method and sends a reply message when applicable. An RPC reply has
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Figure 2.2: DSL stack of CloudCity. Our DSL is embedded in the host language Scala and
contains three components: message-passing, RPCs, and synchronization. While message-
passing instructions can be implemented as Scala functions directly, instructions in RPCs
and synchronization (shown in red) are code generators that require binding-time analysis to
dynamically generate corresponding Scala instructions (see Chapter 5).

the same delay and sessionId as the corresponding request.

We point out that RPC instructions like asyncCall and callAndForget are higher-order

functions that take another function expression receiver.API(args) as an input. While this

abstraction is convenient for users by isolating them from low-level implementation details

such as how to package the corresponding RPC message, this makes it necessary for our

system to automatically derive available RPC methods from agent class definitions and assign

these methods a unique method identifier before generating the corresponding message. In

other words, such instructions are code generators that emit different instructions based on

static analysis. Similarly, though handleRPC is not a higher-order function, it is also a code

generator that can produce different instructions for different agent class definitions.

Computations of parallel agents proceed in a sequence of rounds, separated by global syn-

chronization. We introduce a synchronization instruction

wait(n : Int) : Unit.

In round t , an agent that executes wait(n) becomes idle until round t +n starts, and only then

it will resume executing instructions that follow wait(n). wait is also a code generator. The

wait instructions split instructions defined in the body of an agent program and generate an

array of continuations for the separated instructions as well as the corresponding control logic

for executing a continuation when computation resumes.

Overall, our DSL consists of three components: message-passing, RPCs, and synchronization,

built on top of the host language Scala, summarized in Figure 2.2. Being an embedded

language, our DSL can reuse Scala instructions. We illustrate this in Figure 2.3, which contains

the agent definition for a minimal epidemics example, described below.
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1 @lift
2 class Person extends Agent{
3 var infectious: Boolean = Random.nextBoolean ()
4 // include for clarity; outNeighbors is actually defined in Agent
5 // specified during preprocessing phase
6 var outNeighbors: Seq[Person] = Seq[Person ]()
7

8 def infect (): Unit = {
9 infectious = true

10 }
11

12 def main(): Unit = {
13 while (true) {
14 handleRPC ()
15 if (infectious){
16 outNeighbors.filter (_=> Random.nextBoolean ())
17 .foreach(i=>callAndForget(i.infect (), 1))
18 }
19 wait (1)
20 }
21 }
22 }

Figure 2.3: Pseudocode of agent definition for Example 2.1.

Example 2.1. We model the spread of a disease. For simplicity, we assume that a person is

either healthy or infectious, represented by a Boolean attribute infectious. A healthy person

becomes infectious when in contact with an infectious person. An infectious person remains

infected indefinitely. The disease spreads as infectious people randomly contact others.

Agent definition in Figure 2.3 resembles a typical object-oriented program. Each person agent

has attributes (lines 3–6) and methods (infect, main). The infect method (lines 8–10) can

be specified in RPC requests for execution. On line 17, we use callAndForget to send RPC

requests for infect. A healthy person becomes infectious after processing RPC requests. This

agent definition is staged (annotation on line 1) via Squid (Parreaux & Shaikhha, 2020; Parreaux

et al., 2017) to let code generators produce instructions in the generated agent program that

contains only Scala instructions. Users transform a staged agent program into Scala as shown

in Figure 2.4.

The round-based behavior of a person agent is defined in main (lines 12–21): in every round,

an agent processes all RPC requests using handleRPC (line 14). If infectious, an agent infects

neighbors randomly selected from outNeighbors (lines 15–18). wait(1) (line 19) divides the

computation of while(true) loop (lines 13–20) into different rounds.

Our DSL makes it easy for users to define parallel agent programs using high-level instructions.

For example, users do not need to explicitly establish a communication channel between

sender and receiver machines before sending a message, nor do they need to write additional

instructions for declaring a message type or an RPC service. Even without any background in
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1 object Example extends App {
2 // use Squid classlifting to transform Person definition into IR
3 // IR still contains code generators in CloudCity DSL
4 val cls1: ClassWithObject[Person] = Person.reflect(IR)
5 // rewrite squid IR into Scala in the generated Person class
6 // denote the generated class as generated.Person to distinguish
7 compile(cls1)
8 }

Figure 2.4: Pseudocode of transforming the staged Person class definition to let code
generators in our DSL produce instructions in the generated Scala class definition
generated.Person

Figure 2.5: A step-by-step breakdown of how two agents A1 and A2 in Example 2.1 communicate
in the view of users. We highlight DSL instructions in blue.

parallel computing, users who are familiar with object-oriented programming can write agent

programs that run on a distributed system. Figure 2.5 shows a step-by-step breakdown of how

two agents in a distributed simulation communicate using our DSL, in the view of users.2

Agent A1 sends a one-sided RPC request to call an RPC method infect defined in A2. The

“CloudCity Runtime” (our distributed engine, described later in Chapter 4) shown in Figure 2.5

is responsible for delivering messages between different machines.

2.2 Preprocessing

The preprocessing phase specifies application-dependent parameters for a simulation, such

as how agents are connected and the number of different types of agents. For our running

example, we assume that the connectivity of agents is modeled using a random graph model,

the Erdős-Rényi model (ERM) (Erdős & Rényi, 1960), where each pair of distinct people agents

are connected with the same probability p, shown in Figure 2.6. Users can tune the number

of people agents and the value of p for the random graph (line 2). In this example, we create

agents (line 3) and connect them as specified by the ERM graph (lines 5–6) for preprocessing.

The output of this stage is a collection of agents that can be executed by CloudCity.

2We simplify details such as how the system knows when all agents become idle, which do not concern users.
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1 object preprocess {
2 def apply(population: Int , p: Double): Col[Agent] = {
3 // generated.person denotes the generated Person class
4 val people = (1 to population).map(new generated.Person)
5 // ErdosRenyiGraph , connect outNeighbors
6 people.map(n => n.outNeighbors =
7 people.filter (_ => _!=n && Random.nextDouble ()<p))
8 }
9 }

Figure 2.6: Psuedocode of preprocessing for Example 2.1.

2.3 Simulate Operator

We add to the arsenal of data scientists a new operator Simulate, which enables simulations

to interoperate with other components of the data science pipeline through the following

interface

Simulate(agents : Col[Agent],total : Int) : Seq[Col[Agent]],

where Col[T ] and Seq[T ] are collections and sequences of a type variable T , respectively.

Simulate is called with a collection of agents and the total number of rounds total to

be executed by the simulation. To support wide-range user queries over the output of a

simulation, which may include nesting different simulations, our data model comprises the

time series of all agents, i.e., a sequence of snapshots, where each snapshot is a collection

of agent objects taken at the end of each round. The agent collection that is part of the

input to Simulate can come from either preprocessing or the time series generated by other

simulations, thus allowing different simulations to be nested and composed.

In large-scale simulations, auxiliary simulations are common for reconstructing missing data

or comparing different configurations, as seen in the epidemics study from (Imperial College

COVID-19 Response Team, 2020) in Chapter 1. Such simulations form complex data science

pipelines and can greatly benefit from composing simulations as an operator with other

components in the pipeline, as we will show in the discussion of postprocessing below.

2.4 Postprocessing

In postprocessing, users express analytical questions over the output of a simulation. While

different in nature, we draw parallels to typical data management and querying problems:

questions about an agent-based simulation can be seen as queries (in the usual sense) over

the time series using a collection-based language.

To illustrate, we summarize some typical questions for the epidemic simulation in Example 2.1

and present their corresponding query expressions in Table 2.1. Our questions are representa-
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Table 2.1: Sample questions for epidemic simulations and the respective query expressions
using the Simulate operator.

Q1 How does the total number of infected people change over time?
Simulate(agents,90).map(_.filter(_.asInstanceOf[Person].infectious).size)

Q2 How many individuals are infected at the end of the simulation, averaged over 10 simulations?
Range(1,10).map(Simulate(agents,90).last.filter(_.asInstanceOf[Person].infectious).size).average

Q3 How many people are infected at the end of the simulation, if the value of p in the random
graph model is 0.001, 0.01, or 0.1, respectively?
Seq(0.001,0.01,0.1).map(p⇒ Simulate(preprocess(10000,p),90).last

.filter(_.asInstanceOf[Person].infectious).size)

Q4 Start a new simulation from day 30 of an existing simulation. What is the infected population
at day 30 of the new simulation?
Simulate(Simulate(agents,30).last,30).last.filter(_.asInstanceOf[Person].infectious).size

tive of a range of analytical questions. Users can calculate a statistical property of all agents

in the time series (Q1), aggregate results from multiple simulations (Q2 and Q3), and nest

different simulations (Q4). The Simulate operator makes it easy for users to express such

questions, shown in Scala pseudocode. We assume that each round represents a day and a

simulation runs for 90 rounds by default. The number of agents is 10,000.

We now show the pseudocode of an end-to-end example for Example 2.1 in Figure 2.7, using

Q1 as a sample user query in postprocessing.

1 object EpidemicSimulation{
2 def apply(population: Int , p: Double): Seq[Int] = {
3 // Preprocess
4 val agents = preprocess(population , p)
5 // Start simulation
6 val timeseries = Simulate(agents , 90)
7 // Postprocess , query evaluation
8 timeseries.map(t => t.filter(a => a
9 .asInstanceOf[Person ]. infectious ==true).size)

10 }
11 }

Figure 2.7: Pseudocode of an end-to-end example for Example 2.1.
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As presented so far, we have explained that an agent is single-threaded and communicates

with other agents by sending messages. We have also mentioned that an agent-based simu-

lation in our system is a round-based execution of parallel agents, but have yet to justify the

motivation behind this design choice or explain the underlying mechanisms for computation,

communication, and synchronization. This is the main focus of the current chapter.

3.1 Desiderata

Conceptually, each agent has attributes that correspond to its own characteristics and a mental

model of the world, which we will elaborate on shortly. These agent attributes are private and

can only be accessed by the owner agent. Agents also have behaviors, which are defined by

instructions that may read and write their attributes, including communicating with other

agents by messaging.

A world is a sandbox in which agents live and can be modeled in distinct ways. On one end of

the spectrum, a world is a shared container with mutable states, where any within agent can

modify the state of the world and such changes are immediately visible to other agents in the

world. In other words, the world is a global variable shared by agents.

The idea of implementing a world as a global variable has been employed in existing agent-

based simulation frameworks like Repast Simphony (North et al., 2013), where the “context”

of a simulation corresponds to a mutable container that represents the world. While intuitive

to understand, the downside of this approach is that concurrent modifications to this global

variable can cause race conditions and data corruption. However, in Repast Simphony, such

concurrency concerns do not arise, because the execution is single-threaded. Users schedule

at which time tick should an event be executed, which can modify the global variable. The user-

level concurrency model is that multiple events can be scheduled to occur at the same tick.

Yet, the scheduled events are placed into an event queue and executed strictly sequentially

(North et al., 2013; Repast HPC developers, 2023).
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Parallelizing a simulation where a world is a global variable requires substantial changes

to both simulation engines and existing user programs, compared with its non-parallelized

counterpart. For starters, a world should be implemented using a concurrent data structure

that supports parallel operations. User programs need to be adapted to use low-level atomic

instructions when describing how agents interact with a world, which is error-prone and

drastically increases the learning curve of simulation developers.

On the other end of the spectrum, a world can be viewed as an abstraction for its constituent

agents. Put differently, a simulation contains only a collection of communicating agents, who

conceptualize the notion of a world in its mental model through interacting with other agents.

This simplifies what an agent-based simulation is: An agent-based simulation is a parallel

program that consists of single-threaded communicating processes, i.e. agents. This model of

parallel programs has been investigated in classic theoretical computer science, encompassing

various process calculi such as CCS (Milner, 1980), π-calculus (Milner, 1999), CSP (Hoare,

1978), and ACP (Bergstra & Klop, 1985). Moreover, abstract parallel machines, including

bulk-synchronous parallel (BSP) processing model (Valiant, 1990) and its hierarchical variants

(Beran, 1999; Cha & Lee, 2001; Torre & Kruskal, 1996), are also designed for this model of

parallel programs.

The two approaches to modeling a world can give rise to different design patterns at the user

level. To clarify, consider a simple ecology simulation example where the world is a 2D array

and each grid/cell contains some amount of grass and may be occupied by a wolf or rabbit.

Rabbits eat grass and wolves eat rabbits. Rabbits and wolves can move to different grids.

• In the first approach, users can simulate rabbits and wolves as agents and consider

the world as a shared 2D array. Rabbits and wolves directly modify the content of the

world. For single-threaded execution, changes to the world are applied consecutively.

For parallel execution, however, it is up to users to ensure that concurrent updates to the

world are executed as intended, without causing any data corruption or inconsistency;

• In the second approach, there are multiple ways to implement the simulation. One

possibility is to introduce a world agent that interacts with rabbit and wolf agents. Rab-

bits and wolves communicate with the world agent by sending messages. Alternatively,

users can simulate each grid in the 2D array as an agent, which may contain a rabbit,

wolf, or some grass. Grids communicate to implement the desired simulation behavior.

Agents can be easily parallelized.

We point out that in the second approach, while users avoid using low-level error-prone

atomic instructions, they still need to implement possible conflict resolution logic in agent

programs to handle concurrency, by specifying how an agent processes messages. For instance,

if multiple rabbits want to move to the same cell simultaneously, then the world agent will

receive one message from each of the rabbits and should process these messages sequentially

in a way that satisfies the application requirement.
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In general, we do not assume ordering for concurrent messages that arrive in the mailbox of an

agent. An agent can process these messages in any order. However, if users want to make sure

that a collection of messages are always processed in the same order, then users can program

the receiver agent to always sort messages before processing them. Messages can be sorted by

the numeric value of sender ids (if there are no concurrent messages from the same sender

agent at the receiver) or other desired key values that are encoded in messages.

Another desired feature that is prevalent in agent-based simulations is round-based semantics,

like in a board game. Intuitively, the popularity of round-based semantics lies in its straight-

forward event ordering. An event is a user-level abstraction of a block of instructions that

will be executed atomically in a desired round. Events that occur in an earlier round should

happen strictly before events in a later round, and events that occur in the same round are

considered concurrent1, therefore can be interleaved arbitrarily. In the round-based seman-

tics, a simulation proceeds in a sequence of rounds. Per round, all events in the current round

are executed in parallel. After these events have been completed, the simulation advances

to the next round. For example, Repast Simphony is round-based, where users define events

and schedule these events at different ticks, each tick corresponding to a round. A simulation

proceeds by executing all events scheduled at the current tick, though sequentially in Repast

Simphony, and then adding the tick by one.

Unlike asynchronous semantics, where every agent has a logical clock that can diverge arbi-

trarily, round-based semantics lifts the burden of synchronizing parallel agents from users. An

agent in round t knows that all other agents, specifically neighboring agents that it commu-

nicates with, are also in the same round. The round-based semantics greatly simplifies the

programming model of a system.

In light of our discussions, it is easy to see why we consider an agent-based simulation as a

round-based execution of parallel agents, which are single-threaded and communicate by

sending messages, without any mutable global variables. The round-based semantics closely

resembles BSP, where computation proceeds in a sequence of supersteps. Subsequently,

we first make some basic notions clear. After that, we investigate the suitability of BSP and

hierarchical BSP as a computational model for agent-based simulations, while making it

precise the computation, communication, and synchronization mechanisms of these models.

3.2 Preliminary

Definition 3.1 (Agents). An agent is single-threaded (sequential) and communicates with other

agents by sending messages. For this purpose, every agent has a mailbox that buffers incoming

messages.

Each agent has an associated logical clock (initially 0) that changes in discrete ticks. Per agent,

round t ends when its logical clock is incremented to t +1, and execution begins with round 0.

1Regardless of how these events are physically executed, which can be sequential.
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The agents’ logical clocks are not general logical clocks but much more well-behaved: They

are updated only through the synchronization mechanism of a system, as described in the

corresponding computational model, and can’t be otherwise manipulated, in particular not by

agents themselves.

The clock of every agent gets updated in increments of one. Therefore, a time series of a

simulation can be defined as the sequence q0, q1, q2, . . . where every qi contains a snapshot of

all agents’ states and their mailboxes right before the agents’ clock got incremented to i , and

where q0 contains all the initial states.

We explain each model in terms of the following agent instructions:

• send(m,B): send message m to agent B.

• wait: wait for the next synchronization (a syntactic sugar for wait(1)) – the agent can

continue working after its clock has been incremented by one.

• receive: fetch an arbitrary message from the mailbox (or return nothing if the mailbox

is empty).

This matches our description in Chapter 2. We further assume that all messages sent during

the simulation are unique.

For a collection of agents, we describe how such agents can be partitioned and merged using

weighted hierarchical partition. Assume there exists a recursive partition of the agents. Per set

C in this recursive partition, we can fix a separate number K (the “weight” of C ), indicating

that this set of agents is synchronized every K rounds. We define the weighted hierarchical

partition more precisely below.

Definition 3.2 (Weighted hierarchical partition). Let S = {A1, . . . ,An} be the set of all agents.

A weighted hierarchical partition of S is a tree C = (V ,E) with two vertex-labeling functions

C : V → 2S and K : V →N such that

• for the root vertex r we have C (r ) = S;

• for any non-leaf vertex v of C with set of children Nv , we have

1. |Nv | ≥ 2 and
(
C (w)

)
w∈Nv

is a partition of C (v) and

2. for every w ∈ Nv there exists an integer αw > 1 such that K (v) =αw K (w); and

• for any leaf vertex v, we have K (v) = 1.

We call the sets C for which there exists a vertex v in C such that C =C (v) the components

of C . Note that every component appears as the label of exactly one vertex, allowing us to

identify vertices and components. Hence, if C =C (v) is a component and w1, . . . , wn are the

children of v , then we let K (C ) = K (v) and call C (w1), . . . ,C (wm) the children of C .
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{A1,A2,A3,A4,A5,A6,A7}100

{A1,A2,A3,A4}10

{A1,A2}1 {A3,A4}1

{A5,A6,A7}20

{A5}1 {A6}1 {A7}1

Figure 3.1: A hierarchical partition of a set of 7 agents.

Example 3.3. Figure 3.1 depicts an example hierarchical partition of the agents A1, . . . ,A7. The

labels indicate the parameters K (C ).

By definition, it is easy to see that a weighted hierarchical partition can be used to describe

statically how to partition and merge agents for the entire duration of a simulation. Informally,

agents in each component C are synchronized every K (C ) rounds. We explain this in more

detail when describing partitioned execution later in Section 3.4.

Messages between agents in different components are delivered only when synchronization

occurs. Hence, for an arbitrary algorithm where some messages need to arrive in a predeter-

mined number of rounds, a weighted hierarchical partition can violate the message latency

constraint. For example, for a message m that needs to arrive in 5 rounds, if its sender and re-

ceiver components synchronize every 10 rounds in a weighted hierarchical partition, then the

latency constraint cannot be satisfied. In other words, for a given algorithm, some weighted

hierarchical partitions can be invalid. We capture this by defining the condition for valid

weighted hierarchical partition below.

For ease of presentation, we make message delay explicit in send(m,B,k). We say m is expected

to arrive at time t +k, where t is the time of A at the point of sending. Agent B can process a

message m only if its clock has reached the expected arrival time of m.

Condition 3.4. With fixing C we impose a restriction on the usage of send instructions in

order to match the intuitive meaning of C we described before: If agent A executes send(m,B,k)

in round r , then it is required that k ≥ k0 where k0 is the smallest positive integer such that

r +k0 ≡ 0 (mod K (C (A,B))), where C (A,B) is the lowest common ancestor of A and B.

If an agent A in a simulation attempts to send a message violating Condition 3.4, an exception is

thrown, and the simulation is aborted. When this occurs, we say partition C (in Condition 3.4)

is not valid for the simulation. Otherwise, C is valid.

Agents that are separated into different components can only communicate locally with other

agents in the same component, until components merge. In other words, the availability of

one agent to those in other components, where a request message should be delivered and

possibly result in a response in a distributed system (Gilbert & Lynch, 2002),2 is impacted by

the partition. Messages sent between agents in different components are delivered only when

2In our case, we only consider one-sided messages that do not generate responses.
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Figure 3.2: An example of K -availability (At (A2,A1,3))

merging, which occurs after K rounds. We describe this property as K -availability, shown in

Figure 3.2.

Definition 3.5 (K -availability). We discuss the K -availability of agents only in the context of

BSP-like models, where there exists a mechanism to synchronize A and B and ensure that their

clocks always have the same value. Let A and B be two agents. In round t, we say that A is

K -available3 to B, if messages from B to A sent in the interval [t , t +K −1], are expected to arrive4

at A at time t +K or later, represented as At (A,B,K ). It follows that if A is K -available to B in

round t for some K > 1, then necessarily, A is (K −1)-available to B in round t +1.

While weighted hierarchical partitioning can be viewed as a global configuration, K -availability

is an individual property of agents. We examine the relationship between them, such as how

to obtain one from another and vice versa. We start with determining K -availability based on

a weighted hierarchical partition.

Determine K -availability based on weighted hierarchical partition. We can obtain the

K -availability of an agent (referred to as “target agent” in our discussion below) to other agents

by walking down the path from the root in C to the leaf component that contains the target

agent. In each component C that contains the target agent, the availability of the target agent

to other agents in the same component is updated to K (C ), shown in Figure 3.3. To illustrate,

Table 3.1 demonstrates how to compute the availability of A1 in Figure 3.1 using this algorithm.

This availability result applies to every K round. In other words, the target agent is K -available

to another agent in round αK , where α ∈N.

We point out that our weighted hierarchical partition is a theoretical model that describes par-

titioning abstractly for ease of presentation. Component shown in Figure 3.3 closely matches

the description of the weighted hierarchical partition, also for illustration; in practice, storing

agents repeatedly in each level of the tree is inefficient.

3This is different from K -safety, where a system has K replicas of data.
4For messages with fixed message delay, this refers to the expected arrival time of a message. For messages that

take an arbitrary number of rounds to arrive, their expected time to arrive is conceptually infinite, hence any K ≥ 1
would satisfy.
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1 // A weighted hierarchical partition is a tree
2 class Component(
3 val agents: List[Agent], // agents in a component
4 val K: Int , // K value
5 val children: Seq[Component] // Empty if leaf
6 )
7

8 def kavailability(c: Component , target: Agent): Map[Agent , Int] = {
9 // store the target agent ’s availability to other agents

10 val result: Map[Agent , Int] = Map[Agent , Int]()
11

12 // walk the tree
13 while (c.agents.contains(target)) {
14 // update "result" with the component ’s K value
15 c.agents.foreach(a => result(a) = c.K)
16

17 if (!c.children.isEmpty) {
18 c = c.children.filter(i => i.agents.contains(target)).head
19 } else {
20 // return target ’s kavailability for other agents
21 return result.filterKeys (_ != target)
22 }
23 }
24 result.filterKeys (_ != target)
25 }

Figure 3.3: Pseudocode for calculating the K -availability of a target agent to other agents,
based on a weighted hierarchical partition.

A2 A3 A4 A5 A6 A7 Component
A1 100 100 100 100 100 100 {A1,A2,A3,A4,A5,A6,A7}
A1 10 10 10 100 100 100 {A1,A2,A3,A4}
A1 1 10 10 100 100 100 {A1,A2}

Table 3.1: Compute A1’s K -availability with respect to other agents for Figure 3.1, by traversing
from the root component to the leaf that contains A1. Each row corresponds to one traversal
and the last row is final. In each component C , the availability of the target agent to others
in the same component is updated to K (C ). Each cell in a row contains the updated value
for A1’s K -availability to the agent in the corresponding column after visiting a component
(shown in the last column).
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0 K0

A0(A,B,K0)
K0 +K1

AK0 (A,B,K1)

∑i
n=0 Kn

A∑i
n=0 Kn

(A,B,Ki+1)

Figure 3.4: Visualization of A’s K -availability to B in a simulation, at different time t

0 K
A0(A,B,K )

2K
AK (A,B,K )

i K
Ai K (A,B,K )

Figure 3.5: Visualization of A’s K -availability to B in a simulation, after applying Equation (3.7).
To distinguish, we drop the subscript t and denote such a sequence as A (A,B,K ) to represent
that A is K -available to B every K rounds.

Determine weighted hierarchical partition based on K -availability. We now describe how

to determine a valid weighted hierarchical partition based on K -availability, which is more

subtle because K -availability is defined for any round value t , whereas weighted hierarchical

partition describes periodic behavior that repeats every K rounds. To illustrate, consider the

availability of an agent A to B in different rounds t described by the following sequence:

A0(A,B,K0),AK0 (A,B,K1), . . . ,A∑i
n=0 Kn

(A,B,Ki+1), . . . . (3.6)

In round 0, A is K0-available to B. By the definition of K -availability, A is necessarily (K0 − t)-

available to B in round t , for 0 < t < K0; in round K0, A is K1-available to B. Consequently, A is

(K1 − t )-available to B in round K0 + t , for 0 < t < K1; so on and so force. We can visualize this

sequence in Figure 3.4.

To determine a weighted hierarchical partition from K -availability, we first need to transform

the sequence in Equation (3.6) via the following rewrite rule:(
A∑i

n=0 Kn
(A,B,Ki+1)

)
i∈N→ (

Ai K (A,B,K )
)

i∈N, (3.7)

where K is a common divisor of Ki (i ∈N) that is greater than 0. After rewriting, A is K -available

to B every K rounds. To distinguish, we use A (A,B,K ) to represent such a sequence, dropping

the time-dependent subscript t in At (A,B,K ) to indicate that A is now K -available to B every

K rounds, as shown in Figure 3.5 and Figure 3.6. In the discussion below, we only consider

K -availability of the form A (A,B,K ).

In the case that B does not send any message to A in a simulation, we assume K is infinite,

A (A,B,∞). For our purpose, any positive integer is considered a divisor of ∞.

It is worth pointing out that K -availability is an asymmetric relation. For instance, after

applying Equation (3.7), A can be 10-available to B every 10 rounds, but B may be 15-available

to A every 15 rounds, shown in Figure 3.7. This clearly poses a problem when determining how

frequently A and B should synchronize.

We address this by synchronizing A and B at an interval K that corresponds to a positive
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Figure 3.6: An example of periodic, time-independent K -availability (A (A2,A1,3), notice that
there is no subscript t )

0 K AA (A,B,K A): 2K A i K A

0 KBA (B,A,KB ): 2KB i KB

Figure 3.7: Visualization of K -availability being asymmetric. It can happen that A is 10-
available to B every 10 rounds (K A = 10), but B is 15-available to A every 15 rounds (KB = 15).

common divisor of their respective K A and KB . To distinguish, we denote K -availability

relations that are symmetric using A s(A,B,K ), where s stands for symmetric (see Figure 3.8):

A (A,B,K A)∧A (B,A,KB ) =⇒ A s(A,B,K ). (3.8)

It is easy to see that

A s(A,B,K ) ⇐⇒ A (A,B,K ) =A (B,A,K ).

A s(A,B,K ) corresponds to a component in a weighted hierarchical partition, which contains

two agents A and B, and the weight of the component is K .

For any simulation, we apply Equation (3.8) to every pair of agents in the simulation, af-

Figure 3.8: An example of symmetric, periodic K -availability (A s(A2,A1,3), notice the super-
script s)
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0 KA (A,B,K ): 2K i K

0 KA (B,A,K ): 2K i K

Figure 3.9: Visualization of A s(A,B ,K ) (the superscript s stands for “symmetric”). After
applying the rewrite rule in Equation (3.8), both A and B are now 5-available to each other
every 5 rounds (K =5), where 5 is a common divisor of K A = 10 and KB = 15.

ter applying Equation (3.7). For instance, consider a simulation that contains four agents

(A1,A2,A3,A4), their availability with respect to other agents, after applying the rewrite rules

Equation (3.7) and Equation (3.8), can be

A s(A1,A2,1),A s(A3,A4,1),A s(A1,A3,10),A s(A1,A4,20),A s(A2,A3,∞),

also shown in Figure 3.10.

We have created a collection of components, each containing exactly two agents with possibly

different labels. An agent can be duplicated in these components. Next we need to combine

these components to ensure that agents in these components are disjoint.

We first identify leaf components, where K = 1, as “unvisited” child components. After that,

we randomly combine a set of unvisited child components to form a parent component

that contains the union of agents in the children. However, not all such combinations of

components are valid as a parent component. To be considered as a parent component, the

K value of this combined component should satisfy the following conditions, which follow

directly from the definition of weighted hierarchical partition:

• K is a multiple of the weight of each child component, and

• K is a common divisor of the set of values Ki that appear in A s(Ai,Aj,Ki ), for all Ai, Aj
that are separated in different child components.

If the combined component is a parent, then the child components are marked as “visited”.

Otherwise, the child components are added back to the collection of unvisited child compo-

nents. If the parent component contains all agents, then it is the root component and we have

built a weighted hierarchical partition. Otherwise, the newly formed parent component is also

added to the collection of unvisited child components and can be combined with others.

In Figure 3.10, leaf components are C (A1, A2) and C (A3, A4). There is only one combination

of the leaf components. Combining them results in a parent component C (A1, A2, A3, A4),

and the K value of this parent component is gcd(10,20,∞) = 10, where gcd stands for the

greatest common divisor function. 10 is also a multiple of the weights of child components.

This parent component contains all agents and hence is also the root component. Figure 3.11

shows the hierarchical partition tree that is constructed for this minimal example.
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{A1,A2}1 {A3,A4}1 {A1,A3}10 {A1,A4}20 {A2,A3}∞

Figure 3.10: An example that contains four agents and their pairwise, symmetric K -availability
after applying rewrite rules in Equation (3.7) and Equation (3.8). A s(A1,A2,1) corresponds to a
component C in weighted hierarchical partitioning that contains agents A1, A2 with weight K .

{A1,A2,A3,A4}10

{A1,A2}1 {A3,A4}1

Figure 3.11: A hierarchical partition constructed from components in Figure 3.10.

3.3 BSP Model

The Bulk-Synchronous Parallel (BSP) model is a theoretical model that bridges the program-

ming model of high-level parallel algorithms with that of a parallel machine (Valiant, 1990). A

BSP machine assumes several (abstract) cores and a router that delivers messages point to

point between pairs of cores. In addition, the BSP machine assumes facilities for periodically

synchronizing all cores. The synchronization mechanism can be switched off for a subset of

cores (Valiant, 1990).

A main advantage of BSP is its clear and intuitive program semantics. The computation of a

parallel algorithm on a BSP machine proceeds in a sequence of supersteps. In each superstep,

every core executes a task that consists of local computations and communication with other

cores by sending and receiving messages. After completing executing a task, cores wait for the

current superstep to end before continuing with the next task. A superstep ends if all cores

have completed their tasks. Messages arrive at the beginning of a superstep.5

BSP has been adopted as the computational model for many state-of-the-art distributed

frameworks, including MapReduce (Dean & Ghemawat, 2004, 2010) and Pregel (Malewicz

et al., 2010). These frameworks often implement BSP using driver-worker architecture, as

illustrated in Figure 3.12: The driver coordinates workers to synchronize, shown as “control

flow”, and workers can communicate point-to-point, shown as “data flow”.

MapReduce. MapReduce was a framework used internally in Google (Dean & Ghemawat,

2004) for distributed data analytics, such as computing word frequency. This framework gave

rise to a new programming paradigm under the same name, which inspired many open-source

distributed frameworks, including Hadoop (Apache Hadoop Developers, 2006) and Spark

(Zaharia et al., 2012), that have now gained wide popularity. In MapReduce, each worker

contains a subset of the distributed data. The computation of a program repeatedly proceeds

5Though (Valiant, 1990) does not restrict the message latency, i.e. messages can take one or more supersteps to
arrive, frameworks including MapReduce and Pregel commonly assume messages have latency one.
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Figure 3.12: Driver-worker architecture: Driver coordinates workers via control messages,
shown as control flow; workers are fully connected and can directly send data to other workers,
shown as data flow.

in three stages: map, shuffle, and reduce, as illustrated in Figure 3.13b. At the beginning of a

map or reduce stage, the driver sends the task to all workers in the next stage. Each worker

executes the task over its data in parallel with other workers and notifies the driver when

it completes. After all workers in the current stage have completed, the intermediate data

generated by the workers are shuffled and delivered before the next stage starts. Each map or

reduce stage can be viewed as a BSP superstep.

Pregel. Pregel is designed for large-scale graph processing, such as finding the shortest path

between two vertices, in a distributed graph that spans multiple machines. It advocates for

“vertex-centric” programming paradigm, in which graph algorithms should be described in

terms of how a vertex computes and communicates iteratively, very similar to agent-based

programming. The input to Pregel is a graph and a vertex program, which contains a Compute

method. Each worker contains a portion of the input graph. A vertex is active if it has received

a message at the beginning of a superstep (except the first superstep, where all vertices are

active), and inactive otherwise. In each superstep, every active vertex receives messages sent

in the previous superstep, executes the Compute method, and sends messages, exactly as

described in the BSP model. Figure 3.13c demonstrates how executions proceed in Pregel,

showing only active vertices.

It is straightforward to see how BSP can be utilized to describe the computation, communica-

tion, and synchronization mechanisms for agent-based simulations.

As a model for agent-based simulations (non-partitioned execution). Every agent can be

abstracted as a BSP core that can perform arbitrary local computation and communicate

through messaging through send and receive instructions (see Section 3.2). Computation

proceeds in “global rounds” where after every round, all agents are synchronized. Each

simulation round corresponds to a superstep in BSP. The wait instruction represents that a
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(a) BSP (b) MapReduce (c) Pregel

Figure 3.13: Logical views of executions in BSP-like systems (a) an abstract BSP model, where
each circle represents a core that performs local computations; (b) MapReduce, where each
circle represents a worker in a map or reduce stage; and (c) Pregel, where each circle represents
an active vertex labeled by its id. Synchronization occurs at the end of each superstep or stage.

core has completed executing the task of the current superstep. If all cores have completed

their tasks, the current superstep ends and the next one begins. Hence, we refer to this model

of execution as non-partitioned execution, defined below.

We assume a separate global leader process that governs the synchronization. Whenever an

agent calls wait, it notifies the leader, blocks, and waits for a response. The global leader, in

turn, waits to get such notifications from all agents. Once they have all arrived, it sends out

the responses. In this situation, all agents’ clocks are incremented by one, and all pending

messages get put into their destination mailbox.

3.4 Hierarchical BSP Model

BSP has gained wide popularity in practice due to its simplicity and clarity, making it easy for

users to reason about the behavior of their parallel programs. However, a key limitation of

BSP is that different subsets of cores in a BSP machine cannot communicate and synchronize

locally (Valiant, 1990), which hinders its ability to fully exploit communication locality. The

hierarchical BSP model addresses the lack of local communication within subsets of cores

in BSP, by allowing a BSP machine to partition into multiple BSP machines (Beran, 1999;

Cha & Lee, 2001; Torre & Kruskal, 1996), where each new BSP machine contains a disjoint

subset of the cores of the parent BSP that now communicate locally, as shown in Figure 3.14.

The hierarchical BSP model also allows multiple BSP machines to be merged into one BSP

machine. After merging, cores that are previously separated on different BSP machines have

now become local and can communicate and synchronize.

The hierarchical BSP model has mainly been a topic of interest for theoreticians. For instance,

some parallel algorithms, typically divide-and-conquer, have been shown through algorithmic

analysis to achieve better performance, when executed on hierarchical BSP instead of BSP

(Beran, 1999; Cha & Lee, 2001; Torre & Kruskal, 1996). In practice, however, hierarchical BSP

has not been widely adopted by large-scale distributed systems. To the best of our knowledge,

Paderborn University BSP library (PUB) (Bonorden et al., 1999) is the only application that
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Figure 3.14: A logical view of partitioning in the hierarchical BSP. Initially, there is a single BSP
machine that contains 6 cores, shown in level 1. After partitioning, the 6-core BSP machine in
level 1 is separated arbitrarily into two BSP machines that contain 4 and 2 cores respectively in
level 2. This process can repeat for each BSP machine. The BSP machine with 4 cores in level 2
is partitioned into two machines in level 3, each with 2 cores.

supports hierarchical BSP. We describe PUB briefly below, focusing on how it implements the

partition and merge operations.

Paderborn University BSP library (PUB). PUB is a parallel library developed in the program-

ming language C that supports hierarchical BSP (Bonorden et al., 1999). In this library, an

abstract BSP machine is implemented as a BSP object that contains fields such as the identifier

of the BSP machine, IDs of the first and last cores in the BSP machine, and a pointer to the

immediate parent BSP object. New BSP machines are created and removed in a stack-like

order (Bonorden et al., 1999).

The syntax for partitioning a BSP machine is (using C syntax, same below)6

BSP bsp_partition(BSP bsp, BSP subbsp, int n, int[] part),

where the variable bsp is a pointer to the current BSP machine that will be partitioned; subbsp

is the return value of this instruction and points to the newly generated BSP machine on top

of a BSP stack7; n denotes the total number of the newly generated BSP machines, and part is

an array of integers that lists the number of cores that each new BSP machine should contain

respectively.

To merge the generated BSP machines, users call

void bsp_done(BSP subbsp),

which takes a pointer to the generated BSP machinessubbsp that is returned bybsp_partition

6We renamed the type name for a BSP object from tbsp in (Bonorden et al., 1999) to BSP for clarity.
7Though authors of the library mentioned that the BSP machines are managed in a stack-like order, the paper

(Bonorden et al., 1999) does not state explicitly about the existence of a “BSP stack”. There is no source code
available to check how the stack-like order is implemented. Here we use the term “BSP stack” speculatively, which
refers to a data structure that facilitates managing BSP machines in a stack-like order.
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as the input and removes these generated BSP machines.

Hierarchical BSP can also be used as a computational model for agent-based simulations. To

describe the hierarchical structure of agents created by partition and merge operations, we

use weighted hierarchical partition (see Section 3.2).

As a model for agent-based simulations (partitioned execution). Let S be a set of agents

and C be a weighted hierarchical partition of S. Synchronization is governed by local leader

processes for the components, instead of a global leader.8 Execution under this model is

referred to as partitioned execution, explained below.

Consider some clock value t . For every agent, there exists some component C in C that is

closest to the root such that t +1 ≡ 0 (mod K (C )). This is the same component for all agents

in C . At some point, all agents in C have their clock at t . Then the next synchronization of C is

handled by a local leader for C . The interaction of the agents in C with this leader is precisely

as described in the non-partitioned execution (see Section 3.3). In particular, when the leader

has received notifications from all agents in C , the clocks of all agents in C get incremented to

t +1. In general, if C is a component in C , then the agents in C get synchronized every K (C )

rounds of their local clocks.

3.5 Partition-Tolerant BSP Model

While hierarchical BSP enables temporary local communication in a BSP machine for better

performance, this requires an existing BSP program to be modified with partition and merge

operations, as described in the previous section. For instance, PUB implements the hierarchi-

cal model by providing user-level instructions that allow users to create partitions or merge

explicitly.

We propose partition-tolerant BSP model to leverage the communication locality of a BSP

program as an optimization. From a high level, our model combines the simple and intuitive

semantics of BSP with the efficient execution of hierarchical BSP. When implemented in

a system, this model allows users to develop programs at the abstraction level of BSP, but

during the execution, BSP cores may get temporarily partitioned and communicate only

locally, like hierarchical BSP. Partitioning is artificially introduced in a controlled way, only

to enable temporary local communication. In distributed systems, the ability of a system to

continue operating despite partial network failure is referred to as partition tolerance (Gilbert

& Lynch, 2002). Although the underlying mechanisms that cause partitions are different, our

requirement that a BSP program should continue executing even when cores are partitioned,

can be viewed as a form of partition tolerance, as reflected in the name of our model.

8The leader for the root component is the global leader from before.
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The key property of partition-tolerant BSP is that a BSP program should behave the same,

both in non-partitioned execution mode (like BSP) and partitioned execution mode (like

hierarchical BSP). In the context of agent-based simulations, we characterize the behavior

of a simulation by the time series generated at the end of each superstep. More concretely,

every time series of a simulation under non-partitioned execution should also be a time series

under partitioned execution, and vice versa.

The challenge is that partitioning under partitioned execution can cause messages to be

delayed and reordered, compared with non-partitioned execution. We examine three distinct

cases, each characterized by different assumptions on whether messages have fixed latency.

Firstly, messages take an arbitrary number of rounds (more than one) to arrive. Users do

not specify when a message is expected to arrive. This makes it impossible for a receiver to

distinguish between delays due to partitioning versus those caused by longer transmission

times. We refer to this refined model as asynchronous partition-tolerant BSP (symbolized by

Masync). For any partition configuration, we show that every time series under non-partitioned

execution is also a time series under partitioned execution, and in reverse.

Secondly, messages take a fixed number of rounds to arrive, which may vary among messages.

This fine-tuned model is called synchronous partition-tolerant BSP (indicated by Msync). Here,

messages cannot be reordered or delayed. We limit ourselves to only valid partitions for

a simulation (as explained in Section 3.2). For any valid partition, every time series under

non-partitioned execution is also a time series under partitioned execution, and conversely.

Finally, some messages, not necessarily all, have a fixed delay, which is termed partially-

synchronous partition-tolerant BSP (denoted by Mpart−sync). Only messages that have fixed

delay cannot be reordered or delayed. Similar to Msync, we only consider valid partitions

and show that every time series under non-partitioned execution is also a time series under

partitioned execution, and the reverse is also true.

Below we describe Masync, Msync, and Mpart−sync in detail and discuss the relationship be-

tween them. In particular, we show that for a simulation executed under partition-tolerant BSP,

a person is unable to distinguish which model (Masync, Msync, or Mpart−sync) this simulation is

generated from, based on simulation behavior. In addition, for Masync, we compare it with an

asynchronous model that does not assume any synchronization mechanism, and show that a

simulation under Masync can also be obtained from this asynchronous model, and conversely.

Asynchronous Partition-Tolerant BSP (Masync). In Masync, messages take an arbitrary num-

ber of rounds to arrive. More concretely, for a message m sent using send(m,B), m is delivered

when B’s clock gets incremented to t +n, where t is the time of sender A at the point of sending

and n ≥ 1. Agent B can process a message m only if its clock is greater than the sent time of m.

Below, we show that every time series of S under non-partitioned execution is a time series

under partitioned execution, and vice versa.
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(a) Non-partitioned execution (b) Partitioned execution

Figure 3.15: Logical views of executions in partition-tolerant BSP model: (a) non-partitioned
execution, same as the BSP model, and (b) partitioned execution, agents are separated into dif-
ferent components after the partition begins and synchronize locally within each component
until the partition ends.

Proof. Let C be an arbitrary hierarchical partition of a set of agents S. Suppose we have a

partitioned execution producing a particular time series. As enforced by the semantics of

partitioned execution, between any two subsequent synchronizations of a component C , the

same number of rounds have passed for all agents in C . Converting the local synchronizations

(incrementing t to t +1) into global ones by aligning the points of synchronization does not

alter any computation or communication. Messages that arrive earlier in the target mailbox

due to this change remain locked until the clock of the receiver is greater than the sent time of

messages. Applying this to all synchronizations yields an execution in the non-partitioned

mode that produces the same time series.

For a non-partitioned execution, the global synchronizations can likewise be turned into

local ones (according to C ). Due to this, some messages will reach their target mailbox

later. Because messages take an arbitrary number of rounds to arrive, such delay poses no

problem. Therefore, this again does not affect the computation or communication, and yields

a partitioned execution producing the same time series.

Synchronous Partition-Tolerant BSP (Msync). In this model, messages arrive exactly in a

prescribed number of rounds, which may vary between different messages, defaulting to one.

Conceptually, a set of agents can be partitioned into different subsets in round s temporarily

for k rounds, if and only if agents in each subset have agreed in round s to communicate only

locally for the next k rounds, as shown in Figure 3.15. In other words, the information that

there exists a partition at the beginning of round s, which separates subsets of agents in a

way that there will be no communication between any pair of agents in different subsets for

the next k rounds, needs to be known before round s starts. In our model, we assume such

information is given through a valid partition configuration.

Here we show that in Msync, every time series of S under non-partitioned execution is a time

series under partitioned execution with a valid partition configuration C , and conversely.
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Proof. The proof is identical to that of Masync, except for the following. When converting

local synchronizations into global ones, messages that arrive earlier in the target mailbox

now remain locked until their scheduled arrival time. Likewise, when converting global

synchronizations into local ones, some messages reach their mailbox later, but such delay

poses no problem, as the next synchronization where they can arrive is at most their scheduled

arrival time due to Condition 3.4.

Partially-Synchronous Partition-Tolerant BSP (Mpart−sync). Here we consider the case

where users specify a fixed delay only for a subset of messages, hence the name partially-

synchronous. We reserve an invalid message delay value −1 to represent that a message can be

arbitrarily delayed. Similar to synchronous partition-tolerant BSP, we assume messages are

delivered using send(m,B,k). If k ̸= −1, message m is delivered when B’s clock gets incremented

to t +k, t is the time of sender A at the point of sending. Otherwise, m is delivered when B’s

clock gets incremented to t +n, n ≥ 1. The scheduled arrival time is defined only for messages

sent with k ̸= −1.

We now show that in Mpart−sync, every time series of S under non-partitioned execution is a

time series under partitioned execution with a valid partition configuration C , and conversely.

Proof. The proof is identical to that in Msync, except for the following. When converting

local synchronizations into global ones, messages that arrive earlier in the target mailbox

remain locked until their scheduled arrival time if their delay is not −1, otherwise, until the

receiver’s clock is greater than the send time of the message. Similarly, when converting global

synchronizations into local ones, some messages reach their mailbox later. If such messages

have scheduled arrival time, then Condition 3.4 guarantees that the next synchronization

where they can arrive is at most their scheduled arrival time. Otherwise, these messages can

be arbitrarily delayed. In both cases, such delay does not cause the behavior of a simulation to

change under different execution modes.

Relationship Between Masync, Msync, and Mpart−sync. In our current setup, the only differ-

ence between Masync, Msync, and Mpart−sync is whether the delay of messages, in the unit of

rounds, is prescribed. Intuitively, after a program completes its execution, the delay of every

message will be determined, regardless of whether such delays are the same as the expected

delay. Here we make this intuition precise, by examining the relationship between Masync,

Msync, and Mpart−sync.

For each agent instruction presented in Section 3.2, we introduce a corresponding event that

is generated during a simulation (equivalently, an execution of a simulation),

• A send event s t
A→B(m) occurs when agent A issues send(m,B) in round t .

• A wait event waitt occurs when A issues wait in round t .
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• A receive event r t
A←B(m) occurs when A fetches message m from its mailbox using receive

in round t .

An agent executes a sequence of instructions during a simulation, which generates a series of

such events. A simulation can be described by a set of events and their relationship.

Depending on the model of partition-tolerant BSP, events are subject to different constraints.

To simplify our discussion, we consider a scenario where agents process messages as soon as

possible. In other words, a message is fetched using receive immediately after the message

is unlocked in the mailbox, in the same round.

• In Masync, events are ordered exactly as described in the happened-before relation

(Lamport, 1978).

– Local computation: for any two events a and b in the same agent, a happens

before b (denoted as a → b) if the instruction that generates a comes before that

of b in the agent.

– Message constraint: for any message m ∈ M , s t
A→B(m) → r t ′

A←B(m), where M denotes

the set of all messages in a simulation.

– Transitive closure: for any event a, b, and c, if a → b and b → c, then a → c.

• In Msync, events are likewise subject to the happened-before relation. Additionally, this

model is parameterized by a function L that assigns a delay for each message m ∈ M and

introduces a constraint on message latency.

– Message latency: for any m ∈ M and its corresponding events s t
A→B and r t ′

A←B(m),

t ′− t = L(m).

• In Mpart−sync, event ordering constraints are identical to Msync, with the only difference

that L is defined only for a subset of messages M ′ ⊆ M . The constraint on message

latency is updated to the following.

– Message latency: let M ′ ⊆ M . For any m ∈ M ′ and its corresponding events s t
A→B

and r t ′
A←B(m), t ′− t = L(m).

We say that a simulation can be obtained under Masync if its events are ordered by the

happened-before relation. In addition to the happened-before relation, if there exists a

function L : M →N that assigns a message delay for each message, then this simulation can

be obtained under Msync, with L being a parameter that specifies a fixed latency for each

message. Similarly, if events in a simulation are ordered by the happened-before relation and

there exists a function L : M ′ →N defined for a subset of the messages in a simulation, then

this simulation can be obtained under Mpart−sync, with L being the parameter that prescribes

a latency for a subset of messages.
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In general, for a simulation obtained under a model Masync, Msync, or Mpart−sync, we show be-

low that a user is unable to tell which model this simulation is obtained from, by demonstrating

that it can also be obtained under other models.

Proof. By definition, it is easy to see that for every simulation under Msync or Mpart−sync, this

simulation can also be obtained under Masync.

The converse is also true. We begin by showing that for any simulation under Masync, this

simulation can also be obtained under Msync. More specifically, we need to find a function

L that assigns each message an expected latency value consistent with the simulation. This

can be achieved by defining L for each message m based on this message’s send event s t
A→B

and receive event r t ′
A←B(m) in the simulation, L(m) = t ′− t . Hence, this simulation can also be

obtained under Msync with L being a parameter. The proof that this simulation can also be

obtained under Mpart−sync is similar, by constructing L only for a subset of messages. Hence, a

simulation under Masync can also be obtained under Msync or Mpart−sync, and vice versa.

Similarly, we can show that for any pair-wise combination (M1,M2) of the models Masync,

Msync, and Mpart−sync, for a simulation under M1, this simulation can also be obtained under

M2, and vice versa.

Masync vs Asynchronous. Recall that we say a simulation can be obtained under Masync if its

events are ordered by the happened-before relation. This happened-before relation is also

characteristic of asynchronous systems, where messages can arrive at any time (Lamport,

1978). We compare these two models here.

Previously, we use events when describing a simulation under Masync. Each event has a

timestamp value t that denotes the round value when an event occurs in a simulation. In an

asynchronous system, there is no synchronization mechanism that is equivalent to “round”.

Hence, we need to show that for any simulation under Masync, this simulation can also be

obtained under an asynchronous system, that is, with the same timestamp value for each

event, and vice versa.

We begin by introducing a timestamp algorithm that updates an agent’s clock in an asyn-

chronous system (similar to Lamport’s clock (Lamport, 1978)), for each of the agent instruc-

tions below.

• send(m,B): send message m to agent B. The send timestamp of m is t , the time of the

sender agent at the point of sending.

• wait: increment its clock by one and continues working after its clock has been incre-

mented.

• receive: fetch an arbitrary message from the mailbox (or return nothing if the mailbox
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is empty). If the send timestamp t of the message is greater than or equal to the current

time of the receiver, then update the receiver’s clock to t +n, where n ≥ 1.

We now revisit the timestamp of events from our previous section. For send and wait events,

the timestamp t is the clock value of an agent at the point when a corresponding instruction is

executed. For a receive event, however, its timestamp denotes the value of an agent’s clock

after it has been updated.

• A send event s t
A→B(m) occurs when agent A issues send(m,B) at time t .

• A wait event waitt occurs when A issues wait at time t .

• A receive event r t
A←B(m) occurs when A fetches message m from its mailbox using receive

and the clock has been updated to time t , which is greater than the send timestamp of m

by at least one.

By construction, it is easy to see that events in an asynchronous system have the same times-

tamp value as their Masync counterpart. Hence, a simulation obtained under Masync can also

be obtained under the asynchronous system, and vice versa.
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The distributed simulation engine in CloudCity is designed to support our partition-tolerant

BSP model described in Chapter 3. We have introduced three flavors of partition-tolerant BSP:

Masync, Msync, and Mpart−sync. As we have explained, at the system level, the main difference

between these models concerns how agents can be partitioned in partitioned execution. For

instance, Msync and Mpart−sync are defined only for valid partitions, that is, messages with a

predefined delay can be delivered in such a partition without violating the message latency

constrain, whilst Masync allows agents to be arbitrarily partitioned.

We design our engine in a modular way that can support all three flavors. The difference

between the refined models regarding how agents can be re-partitioned is manifested only

in the partition algorithm that is used by one driver component, partition adapter. Our

description of other driver components is independent of, therefore applies equally well to, all

refined models of partition-tolerant BSP.

By default, our engine supports Msync and Mpart−sync for usability. In many simulations,

allowing users to specify when a message should arrive can greatly simplify the design of

application logic. We describe how our engine can support Masync in detail in Appendix B.

The overall structure of CloudCity follows driver-worker architecture. Each worker has a

subset of agents, which we refer to as its local agents. Workers can communicate directly with

each other to deliver messages efficiently. The driver-worker architecture naturally forms a

two-level hierarchy. The driver corresponds to the global leader in Chapter 3. For partitioned

execution, the driver synchronizes with all workers every K (S) rounds, where S is the set of all

agents. For ease of illustration, we assume that the user-defined number of rounds to execute

(total) is a multiple of K (S). If K (S) exceeds the number of remaining rounds, then the

driver synchronizes workers when total rounds have been reached. Workers have recursive

components according to a weighted hierarchical partition of S. Each component C has a

local leader that synchronizes its local agents every K (C ) rounds. Non-partitioned execution

is a special case when the system has only one component and K (S) = 1.
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(a) Non-partitioned execution (b) Partitioned execution

Figure 4.1: Logical views of our system in two execution modes (a) non-partitioned execution,
all agents that are currently executing are in the same round; and (b) partitioned execution,
agents in different components can be out of sync while the network partition has not ended.
Agents that are currently running on the cores are highlighted with yellow shade.

4.1 Logical View

The logical view abstracts away implementation details of the driver or workers, such as

how synchronization is achieved between workers and the driver, and summarizes how our

distributed engine implements the computational model from a high level. Figure 4.1 shows

our system under the two execution modes of partition-tolerant BSP. The data flow and

control flow among the driver and workers are separated into the data plane and control

plane respectively. Each worker contains a number of cores and a thread queue. We illustrate

agents that are currently utilizing the cores of each worker using a circle labeled with the

agent id. The thread queue buffers agents that are waiting to be scheduled in the current

round. Messages between agents are delivered either via the network or by passing in-memory

pointer references to message objects. Each worker or driver contains a schedule,1 shown in a

dotted square. On the schedule, agents that are currently being executed are highlighted with

the shade of brown.

For demonstration, we consider only four agents and two workers in Figure 4.1. Each worker

contains two cores and a thread queue. In the non-partitioned execution (shown in Fig-

ure 4.1a), all agents in the system proceed in lockstep, synchronizing after every round.

Figure 4.1b shows a partitioned execution with two components. Agents A1 and A2 are

in component 1, and A3 and A4 are in component 2. The components are separated into

different workers. The partition begins in the first round. Every worker executes indepen-

dently until the partition ends. During this time, agents in different workers can be out of sync:

Agents in worker 1 are in round 3, but agents in worker 2 are in round 2.

The physical view of our distributed engine is shown in Figure 4.2, along with applicable

software optimizations. We show the software stack for our system in Figure 4.3. The core

1In our system, users specify the symmetric, periodic K -availability of agents (of the form A s (A,B ,K )), as
described in Section 3.2. The schedule is generated based on such availabilities.
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Figure 4.2: System architecture of a scalable, distributed simulation engine

Figure 4.3: Software stack of the system. The core refers to the distributed engine. Users
interact with the core indirectly via the programming model in the frontend. The applicable
software optimizations for the distributed engine are summarized in the layer optimizations.
The backend refers to the low-level distributed library used in our implementation.

refers to the distributed engine. Users interact with the core via the programming model in

the frontend. The DSL instructions in the programming model are compiled to Scala during

the code generation, which we explain in Chapter 5. The optimizations layer summarizes

applicable system optimizations for the distributed engine (see Chapter 6). The backend refers

to the low-level library used in our implementation. Below, we describe the four modules in

the driver: round controller, query engine, message controller, and partition adapter.

4.2 Round Controller

At the beginning of every K (S) rounds, the round controller in the driver instructs each worker

to execute K (S) rounds and waits for their completion. Each worker informs the driver when

it finishes. If total rounds have passed, then the round controller terminates the simulation.

4.3 Query Engine

The query engine evaluates user queries expressed in a collection-based language against

the time series generated by Simulate, as listed in Table 2.1. If there is no user query, then

this unit outputs the time series when the simulation ends. After executing K (S) rounds, each
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Figure 4.4: A more detailed illustration, including the control flow between driver and workers,
of the interaction between two agents in Figure 2.5.

worker forwards the log of its local agents over the past K (S) rounds to the log controller of the

driver, which aggregates logs from all workers. When applicable, the query engine performs

deforestation (see Chapter 6) before materializing the log data for query evaluation.

4.4 Message Controller

In our system, an agent can start executing a round only after receiving all messages that

should have arrived. The message controller provides such information to agents through

expect-from lists.

The synchronization of local agents in workers is described in Chapter 3. At the end of K (S)

rounds, each worker collects messages from its local agents that are sent to other workers and

informs the driver which workers it will send messages to via a send-to list.

The message controller processes the send-to lists from all workers and generates an expect-

from list for each worker. Upon receiving the expect-from list, each worker sends messages to

other workers in batch and waits for messages from workers on the expect-from list before

resuming the local agents. Additionally, communication profiling can be enabled in the

Message Controller, to provide message analyses per worker.

4.5 Partition Adapter

The partition adapter separates agents into components, as described in Chapter 3. Per com-

ponent, the partition adapter may de-parallelize agent threads to reduce resource contentions

using thread merging and apply locality-based optimizations, such as direct memory accesses
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(which will be described later in Chapter 6).

We consider two partition strategies for the partition adapter, static and dynamic. The strategy

determines whether and how agents can be dynamically re-partitioned based on runtime

message analysis. Depending on the variant of partition-tolerant BSP, the partition adapter

adopts different strategies.

• In Msync and Mpart−sync, some components need to synchronize periodically at a pre-

scribed interval, to ensure that messages with a fixed delay arrive as expected. For these

two models, the partition adapter allows only the static partition strategy, separating

agents exactly as specified in the partition configuration.

• In Masync, there is no such restriction on synchronization frequency a priori for any

agents, and messages can be arbitrarily delayed and reordered. Hence, the partition

adapter allows both static and dynamic partition strategies.

Supporting static partitioning in the partition adapter is straightforward. However, facilitating

dynamic partition requires the system to collect message statistics, construct a communication

graph for each worker, and analyze communication graphs to determine how to re-partition

agents. We describe the dynamic partitioning strategy in detail in Appendix B.
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CloudCity provides a compiler that translates agent definitions written in our DSL into Scala.

We integrate different phases of compilation, such as syntax analysis, semantic analysis,

optimizations, and code generation into a single, streamlined process by using the multi-stage

programming (MSP) paradigm to design the compiler.

More specifically, we use Squid library (Parreaux et al., 2017) that provides support for class

lifting (Parreaux & Shaikhha, 2020), which transforms agent class definitions using our DSL into

a lifted representation that can be further optimized before being compiled into executable

code. We summarize the flow of our compiler in Figure 5.1. The input is a user program written

in our DSL (left), which is first lifted using Squid into A-normal form (ANF) (Flanagan et al.,

1993). Afterward, we transform the ANF intermediate representation (IR) into an executable

program in plain Scala (right).

Recall from Figure 2.2 that our DSL contains three components: message-passing, RPCs,

and synchronization. The message-passing instructions send and receive can be directly

implemented as Scala functions; other DSL instructions are code generators that produce

specialized instructions based on static analysis of agent class definitions.

For instance, consider the instruction callAndForget(n.cont act (),1), where n is an instance

of the agent type Person and cont act is a public method defined in the class definition of

Squid

DSL ANF

Scala

ANF Scala

Figure 5.1: T-diagrams of CloudCity. The input is a user program written in our DSL (left),
which is first lifted using Squid into the ANF representation, which is then transformed into
an executable program in plain Scala (right).
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1 // code pattern match in Squid
2 // cde is the lifted DSL
3 cde match {
4 case code"callAndForget [$mt]({${ m@MethodApplication(msg)}}:mt, $t:

Int)" =>
5 val receiverActorVar = msg.args.head.head
6 val argss = msg.args.tail.map(a => a.map(arg => code"$arg"))
7 val methodId = methodIdMap(msg.symbol.asTerm.name)
8

9 // CloudCity IR that represents send
10 // Generating Scala instructions is straightforward
11 Send[T]( receiverActorVar , methodId , t, argss)
12 }

Figure 5.2: Pseudocode of generating instructions for lifted callAndForget using Squid
pattern match.

Person. In our programming model, this instruction should generate an RPC request that

contains the method identifier for contact. To do so, the compiler needs to first derive from

this instruction that the target RPC method symbol of interest is contact defined in the

Person class, before looking up the corresponding identifier for this RPC method. This can be

done using code pattern match in Squid, as shown in Figure 5.2. Other RPC instructions can

be similarly transformed.

In this chapter, we focus on explaining how the synchronization instruction wait is imple-

mented. From a high level, we can view wait as a coroutine instruction. Recall that an agent

executing wait(n) waits idly until n rounds have passed before continuing its computation.

Such behavior can be implemented using coroutine, which changes the control flow of a pro-

gram: The execution of a program yields to the runtime system and is later resumed from the

point where the program is paused. We start with a brief introduction of what coroutines are

and explain how we implement wait(n) as coroutines, by generating an array of continuations

together with the corresponding control logic for executing a continuation upon resuming.

Coroutines

The notion of coroutines was introduced in the early 1960s as a general control abstraction

(Moura & Ierusalimschy, 2009). Marlin’s thesis (Marlin, 1980) is widely acknowledged as a

reference for coroutines, which summarized the fundamental characteristics of a coroutine as

• the local variables of a coroutine persist between successive calls, and

• the execution of a coroutine is suspended when the control leaves it. At some later time,

the control re-enters the coroutine to carry on where it left off.

These characteristics stand in contrast with those of subroutines, such as a method defined
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1 def execute = coroutine {() => {
2 var counter: Int = 0
3 while (true) {
4 counter += 1
5 yield(counter)
6 }
7 }
8 }
9

10 // Create a coroutine instance
11 val generator = call (execute ())
12 // Execute a coroutine instance
13 generator.resume ()
14 generator.value () // 1

Figure 5.3: Pseudocode of implementing a counter using coroutines

in an object: After a subroutine completes, all local variables declared in the subroutine are

gone and can no longer be referenced; the execution of a subroutine can not be suspended or

re-entered.

We illustrate the basic usage of coroutines with a simple example in Figure 5.3, implementing

a counter that returns the total number of counts. On line 1, we define execute as a coroutine

definition by wrapping a method body p with coroutine(() => p). We can create a coroutine

instance from the coroutine definition with call (line 11). To execute a coroutine instance,

we use resume (line 13), which starts from the last continuation point and runs until the next

yield (line 5), or if there is no more yield, then until the coroutine completes. The values of

local variables in a coroutine (counter on line 2) are persisted between successive executions

of a coroutine instance.

Implement wait(n) Using Coroutines

An agent that executes wait(n) in round t pauses the computation and waits until round

t +n starts. Conceptually, when executing wait(n), an agent proposes the number of rounds

that it is waiting for (referred to as proposeInterval, initially n) to the local leader of the

component. After receiving such values from all agents in the component, the local leader

increments the logical clock of the agents by the minimum of the proposed values and resumes

the agents. The agent checks the logical clock and repeats the process until the round t +n.

The control transfer between a local leader and an agent can be modeled using a run method

and a Boolean variable yieldFlag (initially false) in the generated agent program after com-

pilation, as shown in Figure 5.4. The local leader resumes an agent by calling the run method

of the agent; an agent yields the control to the local leader when run terminates.

More specifically, a generated agent program contains an array of continuations (instructions,

line 1) and an “instruction pointer” that is an index of the array (nextInst, line 2), initially 0.
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1 val instructions = Array [() => Unit ]()
2 var nextInst = 0
3 // wait(n) changes proposeInterval and yieldFlag
4 var proposeInterval = 1
5 var yieldFlag = false
6

7 // wait (1)
8 instructions (0) = (() => {
9 proposeInterval = 1

10 yieldFlag = true
11 nextInst = 1
12 })
13 ...
14

15 def run(): Int = {
16 yieldFlag = false
17 while(! yieldFlag){
18 instructions(nextInst)()
19 }
20 proposeInterval
21 }

Figure 5.4: Pseudocode of a generated agent program in CloudCity after compilation.

Each continuation contains a sequence of non-control instructions and updates the value of

nextInst to specify the index of the next continuation that should be evaluated. The control

logic for executing a continuation is the run method (line 15). To clarify, we show a sample

continuation generated by wait(1) in lines 8 – 12.1 wait(n) changes proposeInterval (line

4) in the same way as we have described and sets yieldFlag (line 5) to true, which causes

run to stop.

There are many benefits to using coroutines to achieve fine-grained concurrency control than

multi-threading, as we explain below.

Improved usability. The generated run method is similar to the Compute method of Pregel:

both serve as an agent or vertex API that is invoked at each round by the system. However,

we emphasize that run is generated, thus taking the burden of separating computations into

different rounds off users. To illustrate, we consider a simple simulation that models the

behavior of a traffic light that repeatedly iterates over three colors, showing the code skeleton

(the concrete implementations for the actual behavior such as how to inform vehicles to stop

are not shown, which are not important for our demonstration) in both Pregel (see Figure 5.5)

and CloudCity (see Figure 5.6).

For this example, users need to separate computations for different supersteps in the vertex

program in Pregel by comparing the current value of a superstep at run-time with a pre-

1wait(1) actually generates multiple continuations, such as checking whether a number of rounds have passed,
which are omitted in Figure 5.4 for brevity.
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1 class TrafficLight extends Vertex <double , void , int > {
2 public void Compute(MessageIterator* msgs) {
3 if (getSuperstep () % 3 == 0) {
4 // red
5 } else if (getSuperstep () % 3 == 1) {
6 // yellow
7 } else if (getSuperstep () % 3 == 2) {
8 // green
9 }

10 }
11 }

Figure 5.5: Psuedocode of describing a traffic light that transitions sequentially through the
colors red, yellow, and green in Pregel.

1 class TrafficLight extends Actor {
2 def main(): Unit = {
3 while (true) {
4 // red
5 wait (1)
6 // yellow
7 wait (1)
8 // green
9 wait (1)

10 }
11 }
12 }

Figure 5.6: Psuedocode of describing a traffic light that transitions sequentially through the
colors red, yellow, and green in CloudCity.

defined superstep number (lines 5–10 in Figure 5.5). In contrast, CloudCity automatically

determines how computations should be separated into different rounds based on wait(n)

(lines 5–9 in Figure 5.6). Additionally, our wait(n) instruction makes it easy for users to modify

the behavior of a traffic light to wait for an arbitrary number of rounds between different

colors instead of 1.

Improved performance. Besides better usability, the coroutine implementation of wait(n)

has improved performance due to better scheduling. If a thread does not have a mechanism

to transfer the control back to the system, then in the view of a fair scheduler in a system,

each thread should have the same share of the core, alternating their execution for the same

amount of time, as shown in execution 1 in Figure 5.7. But this is sub-optimal because A1 is

simply busy waiting. A more efficient schedule is for A1 to yield the control to the system and

waits to be resumed after a message has arrived, as in execution 2.

53



Chapter 5 Compiler

Figure 5.7: Using coroutines leads to more efficient scheduling. This example contains two
long-running agent threads A1 and A2 competing for the same core. A1 does some computa-
tions and waits for a message from A2 before continuing. If an agent thread does not have a
mechanism to transfer the control back to the system, then in the view of a fair scheduler in a
system, each agent thread should have the same share of the core, alternating their execution
for the same amount of time, as shown in execution 1. But this is sub-optimal because A1 is
simply busy waiting. A more efficient schedule is for A1 to yield the control to the system and
waits to be resumed after a message has arrived, as in execution 2.
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Our system optimizations focus on decreasing the degree of concurrency through thread merg-

ing, fusing send and receive operations to reduce the overhead of message-passing, exploiting

spatial information to reduce the number of agents and messages by transforming agents into

tile agents through tiling, specifying a dynamic halting condition using SimulateUntil, and

reducing intermediate data when evaluating user queries through deforestation, described be-

low. These optimizations are designed for a single simulation. We also consider optimizations

for parallel simulations, described in Appendix C.

6.1 Thread Merging

By default, every agent in our system is a thread. As the number of agents increases, the

degree of concurrency in the system grows, which worsens resource contention and leads

to inefficient hardware utilization. We address this by sharing a thread among multiple

agents through thread merging. We refer to such threads and agents as merged threads and

merged agents respectively. The merging order describes how a collection of agents are merged

sequentially into the same merged thread. Every merged agent is transformed into a coroutine

instance. Furthermore, thread merging allows merged agents to obtain agent references for

each other. The merged thread resumes the computation of merged agents sequentially as

defined by the merging order in each round.

It is natural to ask why not simply use a thread pool, which is a standard approach for highly

concurrent systems, such as web servers, to achieve efficient resource utilization by limiting

the maximum number of active threads. We begin with a brief description of what a thread

pool is and how it is used before explaining why we introduce thread merging.

In the thread pool-based approach, a system preallocates a fixed number of threads and places

them in a designated thread pool, as demonstrated in Figure 6.1. More specifically, each thread

has different states, including idle (abbreviated as label “I”) and running (abbreviated as label

“R”). A thread pool is usually coupled with a task queue. Each thread can execute only one task
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Thread Pool

N threads are preallocated,
initially idle (I)

R R I

Task Queue

R

New tasks are placed
in a task queue

If there is an idle thread,
then the task at the head
of the queue is assigned
to a random idle thread

A thread turns idle and is
available for a new task
after completing its task

Figure 6.1: Illustration of how to use a thread pool to limit the maximum number of active
threads in a system when executing a parallel program.

from the task queue at a time. Such threads can either be managed in a push-based approach,

i.e. an idle thread is being notified when a new task has arrived and assigned the next task

to execute, or a poll-based approach, where idle threads repeatedly check whether there are

available tasks to be executed in the task queue and consume them if applicable. For our

purpose of illustrating the differences between thread pool and thread merging, how threads

in a thread pool are managed can be regarded as an unimportant low-level implementation

detail. For ease of demonstration, we assume a push-based approach. When a new task

arrives, it is placed in the task queue. The system checks if there is any idle thread in the thread

pool. If so, the system assigns the task to an idle thread. Otherwise, the task is stored in a

queue and will be executed when a thread has completed executing its task and becomes idle.

Sharing threads in a thread pool among concurrent tasks allows the system to avoid the

overhead of dynamically creating and destroying threads when executing concurrent tasks.

Furthermore, using a thread pool ensures that no more than a prescribed number of tasks are

executed concurrently, which leads to more efficient resource utilization. Hence, thread pools

are prevalent in concurrent programming, including web servers and general-purpose parallel

frameworks, to manage the execution of concurrent tasks efficiently.

However, if the number of tasks in a task queue far exceeds the number of threads in a

thread pool, which is configured to be the number of hardware threads on a machine for

better hardware utilization, then the task scheduling overhead – the time between when a

thread immediately becomes idle after completing a task and the time when the thread starts

executing a new task again – becomes a concern. The task scheduling overhead worsens

if each task takes relatively a short time to complete. In such cases, it is more desirable to

combine multiple tasks into a single task for better performance, as illustrated in Figure 6.2.
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thread
T1 T2

Execute task Ti Task scheduling overhead

T3

thread
[T1, T2, T3, T4]

T4

Many short-running tasks

Combine short-running tasks into long-running ones

Figure 6.2: Illustration of task scheduling overhead when using a thread pool. When there
are a large number of short-running tasks, it is desirable to combine such tasks into a few
long-running tasks to amortize task scheduling overhead, as we do in thread merging.

In CloudCity, each agent is by default single-threaded. Per round, an agent executes its run

method to the completion. If we use a thread pool to share threads among agents, then each

agent should obtain a thread before it executes the step function and returns the thread when

the step function has been completed. In other words, a task corresponds to running the step

function of an agent Ai in a round t . But the computation of an agent in a round is relatively

simple and short-running, using a thread pool naively can lead to poor performance for a

large number of agents, as we just explained. This can be addressed by thread merging, as

shown in Figure 6.3.

While a merged thread task in Figure 6.3 can be viewed as a sequence of agent tasks, a merged

thread is more than a sequence of agents. In particular, a merged thread exposes the sequential

execution ordering of the merged agents to these agents. After being transformed into a

coroutine object, each merged agent now contains references to other agents that share the

same merged thread.1 This allows optimizations that exploit the sequential execution of tasks,

such as direct memory accesses, which we will explain in detail below.

6.2 Fuse Send and Receive Operations

Message-passing is general-purpose and oblivious to how messages are processed. Sending a

message always pays the computation overhead of packing a message object and the memory

overhead of buffering a message. Similarly, receiving a message also has the computation

overhead of unpacking a message object and deciding how to process it, such as looking up

1Due to shared resources and shared agent references, thread merging might raise concerns about data privacy.
Thread merging is done in a way that isolates the local states of agents; states of another agent can be addressed
only through messaging. The references to other agents in the same shared thread are only conveyed at runtime
and cannot be accessed through the original code of the agent. Any additional privacy requirements (such as
multi-owner and privacy-sensitive protocols) could be added through user libraries.
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the number of threads reflects
the number of cores,
much smaller than the
number of agents

Task Queue

Agents

Each task corresponds
to executing the step
function of Ai in round t ,
shown as (Ai , t ) (A1, 0)(A2, 0)

A1A2Am

(Am , 0)

Thread Pool

(a) Before thread merging.

the number of threads
reflects the number of cores

Task Queue

Agents

Transform agents into
coroutine instances in
merged threads Ci

(C1, 0)(C2, 0)

A1A2Ax

(Cn , 0)

Merged threads
C1= [Ai , A j , . . . , Al ]

C2= [Am , An , . . . , Ak ]
C1C2Cn

the number of merged threads
is much smaller than
the number of agents

Thread Pool

(b) After thread merging.

Figure 6.3: Illustration of how thread merging transforms a large collection of short-running
agent tasks into a few long-running merged thread tasks: (a) before thread merging, and (b)
after thread merging.
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thread

A1 A2 A3 Synchronization

A2: callAndForget(A1.RPC(), 1)

1. Generate an RPC request m and send it

Dynamically create a message and buffer it

2. Message is collected and sent when A2 completes

Memory overhead of buffering a message and associated computation
overhead, such as sorting by receiver id

A1: handleRPC()

3. Message m arrives at A1in the next round,
and is processed immediately

Computation overhead of unpacking a message

and looking up corresponding RPC method

sources of inefficiencyMessage-passing overhead

m

m

Figure 6.4: Illustration of message-passing overhead. A1, A2, and A3 are three agents that
are executed sequentially in this order and share the same thread. A2 sends an RPC request
message m to A1 at the end of a round with a delay of one using callAndForget; A1 processes
m immediately at the beginning of the next round using handleRPC. The message-passing
overhead for each step of generating, sending, and receiving m is explained in black, and the
corresponding source of inefficiency is explained in red.

the corresponding RPC method, and possibly the memory overhead if received messages need

to be buffered for delayed processing.

To illustrate, Figure 6.4 contains three agents A1, A2, and A3 that are executed sequentially in

this order on a core. We assume that A2 sends an RPC request message m to A1 at the end of a

round with a delay of one using callAndForget (shown in blue); A1 processes received RPC

messages immediately at the beginning of each round using handleRPC (shown in purple).

We clarify the message-passing overhead in each step of generating, sending, and receiving m,

and explain sources of inefficiency in red.

For communication-intensive workloads, the overhead of message-passing exacerbates and

can become a performance bottleneck, as is the case for agent-based simulations. Agents

spend the majority of their time sending and processing messages. Reducing the overhead of

message-passing can lead to significant performance benefits.

We can fuse the operations of sending and receiving messages to bypass message-passing

overhead by transforming messaging to direct memory accesses (DMA). Intuitively, if a receiver

thread encapsulates instructions for how to process a message in a public method, which can

also be invoked by a sender thread, then the sender may invoke such a method in the receiver

directly (which we refer to as direct memory accesses,2 abbreviated as DMA). This way, a

2We overload the notion of direct memory accesses, which typically refers to a technique used by devices to
transfer data to or from memory without CPU involvement, enabling high-speed data transfer and reducing CPU
utilization.
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thread

A1 A2 A3 Synchronization

A2: callAndForget(A1.RPC(), 1)

Call the RPC method in A1 directly

Fuse send and receive operations

A1: handleRPC()

Conceptually, the phantom message
m is processed as the first message

No message m is generated!

DMA

Figure 6.5: Illustration of fusing the send and receive operations for agents in Figure 6.4. A2

invokes A1.RPC() directly, without ever generating message m. This allows agents to bypass
message-passing overhead.

“message” can be viewed as sent immediately and processed in a single operation, effectively

fusing send and receive operations.

Figure 6.5 demonstrates how to fuse send and receive operations for the previous example in

Figure 6.4. If A2 invokes A1.RPC() directly, then there is no need for message m, avoiding the

message-passing overhead entirely.

However, applying DMA naively can cause data corruption and change event orderings com-

pared with message-passing. For our purpose, an event refers to an atomic execution3 of a

sequence of instructions in an agent program. The granularity of an event – in terms of the

number of instructions – varies, ranging from a single instruction to a block of instructions,

depending on what we want to model.

In what follows, we start by explaining naive DMA and its limitations, clarifying our assump-

tions and explaining basic notions that are used in the rest of this section, such as state

transitions. After that, we explore different programming paradigms that make programming

agents using DMA primitives more straightforward.

6.2.1 Naive DMA

In our setup, direct memory access (DMA) refers to the mechanism in which a sender agent

directly invokes an RPC method defined in a receiver agent directly and waits for the com-

pletion of the RPC method’s execution. This is in contrast to the message-passing approach,

which requires creating a message to invoke an RPC method and then sending this message to

the receiver for execution.

While the idea of DMA is straightforward and resembles calling a public method defined in a

3In the sense that it runs to completion without being interrupted by other agents.
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thread

A1 A2 A3 Synchronization

A2: callAndForget(A1.RPC(), 1)

Call the RPC method in A1 directly A1: handleRPC()

thread

A4 A5 A6 DMA

A5: callAndForget(A1.RPC(), 1)

Call the RPC method in A1 directly

Figure 6.6: Illustration of how DMA can cause data corruption if invoked concurrently. Both A2

and A5 invoke A1.RPC() directly, which can cause data corruption: The invocation from A2 can
accidentally overwrite a variable in A1 that is modified concurrently by the invocation from A5,
leading to undesired data corruption.

different object in a plain old object-oriented program, there are some technical challenges

when applying DMA in highly concurrent distributed applications, especially as an optimiza-

tion to replace message-passing. In what follows, we examine such challenges and describe

how we address them.

Atomicity

For starters, every agent is by default single-threaded. In the most general case, every agent

can be executed by a different thread. Executing a method in a remote thread can cause data

corruption if this method is not executed atomically: An invocation may overwrite a variable

that is modified concurrently by another invocation, as shown in Figure 6.6. If both A2 and A5

invoke A1.RPC(), then the invocation from A2 can accidentally overwrite a variable in A1 that is

modified concurrently by the invocation from A5, leading to undesired data corruption.

To address this, we restrict DMA to be applicable only if the sender shares the same thread

with the receiver, as is the case for the example in Figure 6.4. Hence, for any RPC method,

no concurrent DMA invocations are possible. A DMA always runs to completion atomically.

In CloudCity, this requirement can be easily achieved by applying DMA only if sender and

receiver agents are merged in the same thread.
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Programming Model

We would like DMA to be applied as a system optimization. Syntactically, users define agent

programs under the same message-passing abstraction: Agents communicate by sending

messages using our DSL instructions, but during execution, the system may compile messages

away and use DMA. In other words, instead of executing instructions that create and send

messages, the system executes instructions that invoke remote methods directly.

Annotate RPC method with “allowDirectAccess”. We let users determine whether event

reordering due to fusing send and receive operations for a particular RPC method is acceptable

depending on the application requirement. In particular, such event reordering does not

assume any particular agent merge order, hence covering all possible event reorder where

agents can be merged into any number of threads in any order. If such reordering is allowed,

then users can annotate an RPC method with a modifier “allowDirectAccess”.

Fuse send instruction callAndForget. Our compiler inserts DMA instructions statically

when translating communication instructions in DSL. Recall that each public method in an

agent program encapsulates the instructions for how an RPC request message should be

processed. In addition, we consider fusing send and receive operations only if a sender agent

does not expect to obtain a reply from the receiver. This narrows our choice down to only

callAndForget, which does not return anything.

Figure 6.7 shows how our compiler translates callAndForget, where lines 8–12 are added

(compared with Figure 5.2) for generating DMA instructions: line 8 ensures that only methods

annotated with the modifier “allowDirectAccess” are eligible to be accessed via DMA; line 9

ensures that DMA can only be applied if both the sender and receiver agents are merged into

the same thread; and line 10 generates the actual instruction that corresponds to invoking a

method defined in a different object directly in Scala.

In short, for communication instruction callAndForget in the DSL, our system executes

instructions for DMA rather than instructions for message-passing if and only if both of the

following conditions are satisfied:

• the sender shares the same thread with the receiver; and

• the RPC method receiver.API specified in callAndForget is annotated with

allowDirectAccess.

Customize merge order. Users have fine-tuned control over the merge order of agents and

can decide how agents should be merged into a prescribed number of merged threads.
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1 cde match {
2 case code"callAndForget [$mt]({${ m@MethodApplication(msg)}}:mt, $t:

Int)" =>
3 val receiverActorVar = msg.args.head.head
4 val argss = msg.args.tail.map(a => a.map(arg => code"$arg"))
5 val methodId = methodIdMap(msg.symbol.asTerm.name)
6

7 // IR
8 if (methodsMap(msg.symbol).compileTimeModifiers.contains ("

allowDirectAccess ")){
9 IfThenElse(code"$ actorSelfVariable.reachableAgents.contains ($

receiverActorVar.id)",
10 ScalaCode(m), // If DMA , then call directly
11 Send[T]( receiverActorVar , methodId , t, argss)
12 } else {
13 Send[T]( receiverActorVar , methodId , t, argss)
14 }
15 }

Figure 6.7: Pseudocode of updated callAndForget that generates instructions to support
DMA.

Following the above discussion, it becomes apparent that for any time series of a simulation

obtained where agent programs do not contain RPC methods with annotation “allowDi-

rectAccess” (also referred to as non-annotated), this time series can also be obtained after

transforming every RPC method in agent programs to include this annotation (also referred to

as annotated), by simply separating each agent into a distinct thread: Even with the annotation

allowDirectAccess, DMA instructions are not executed due to the requirement that the

sender and receiver must share a thread. For the other direction, there exists time series

obtained with annotated agent programs that cannot be obtained otherwise due to event

reordering after fusing send and receive operations.

However, if agents are merged into pre-determined merged threads and DMA instructions

are indeed executed, then it is in general not true that every time series obtained under

non-annotated agent programs can also be obtained under annotated agent programs.

Observability

Fusing the send and receive operations can reorder events and possibly change what users ob-

serve compared to message-passing. We make this concrete in this section, start by clarifying

some basic notions.

State Transition. We use state transitions to model how events change the value of agent

attributes locally in an agent during a simulation: Each state is a data structure that contains

the value of some agent attributes, and each transition corresponds to an event that changes a

starting state to a different state, labeled with the event name.
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Without “allowDirectAccess"

With “allowDirectAccess"

Figure 6.8: For any time series of a simulation obtained where agent programs do not contain
RPC methods with annotation “allowDirectAccess”, this time series can also be obtained
after transforming every RPC method in the simulation to include this annotation, by simply
separating each agent into a distinct thread: Even with the annotation allowDirectAccess,
DMA instructions are not executed due to the requirement that the sender and receiver must
share a thread. For the other direction, there exists time series obtained with annotated agent
programs that cannot be obtained otherwise, due to possible event reordering after fusing
send and receive operations.

By default, we use the transition label D to represent a DMA event and C for calling handleRPC,

unless specified otherwise. We point out that for simplicity, we do not distinguish DMAs from

different sender agents that occur in different rounds in the label notation, though these are

distinct events. For each following example where state transitions are presented, we will

clarify which sender agents make DMA and when DMA occurs in the context of given cases.

Observable Agent Attributes. We assume that for any agent in a snapshot of a time series,

users can only observe user-defined agent attributes, that is, agent attributes specified in the

source code of an agent program before compilation. In particular, agent attributes that are

introduced by our system either at compile time or run time, such as current round number,

cannot be observed or queried by users. We also refer to non-observable agent attributes as

auxiliary attributes.

On the one hand, making the distinction between observable and non-observable agent

attributes allows our system to apply more aggressive optimizations without being observed

by users. For instance, in generalized double-buffering, our system makes a copy of each

observable agent attribute and separates the effect of DMA and message-passing by trans-

forming the generated code for RPC methods to modify non-observable agent attributes when

executing DMA and observable agent attributes when executing message-passing.

On the other hand, separating agent attributes into observable and non-observable aligns

well with the intuition of how users observe a time series. For agent attributes that are added

by our system, users do not know about the very existence of such variables, let alone their

names, which are necessary for querying and observing them.

64



Optimizations Chapter 6

Indistinguishability. For a simulation, users observe the time series generated by an exe-

cution of the simulation, which is a sequence of snapshots. Each snapshot contains a set of

all agent objects taken at the end of a round, immediately after each agent has completed

its execution. This is notably different from waiting until all agents have completed their

execution for the current round before taking a snapshot.

Definition 6.1. Let S be a time series generated by a simulation with DMA enabled. If S can also

be obtained with DMA disabled, such as by removing all allowDirectAccess annotations or

separating each agent into a separate thread, then a user cannot distinguish whether DMA has

been applied to the simulation. Otherwise, a user can distinguish.

For a simulation, it is often desirable that users cannot distinguish whether DMA has been

applied. But this is difficult to achieve, as we illustrate via the following examples.

Examples

We demonstrate the challenges of achieving indistinguishability in naive DMA through ex-

amples. We use color red to highlight values in state transitions that are observed by users.

Additionally, since wait(n) is a control instruction that does not change the value of any

user-observed states,4 we omit wait(n) when illustrating how the value of agent attributes

changes using state transitions.

Example 6.2. Consider three agents, A1, A2, and A3, that are merged together in this order.

A2 models a shared counter with a variable counter (initially 0) and an operation inc. In

every round, A1 and A3 send an RPC request using callAndForget(A1.inc(),1); A2 processes

all messages. The definition of A2 is shown in Figure 6.9.

We now show that users can distinguish whether a time series is obtained under message-

passing or DMA by observing the value of counter in the time series generated by Example 6.2.

Proof. We demonstrate that users observe different values for counter under message-

passing and DMA for Example 6.2. The value of counter is initially 0. With message-passing,

in the first snapshot, counter is 0, since no messages have arrived yet. For DMA, because

A1 is merged before A2, A1 calls inc and modifies the value of counter before A2 runs. In

the first round, the value of counter saved in the snapshot is 1, which is different from 0

under message-passing. Thus, users can distinguish whether a time series is generated under

message-passing or DMA.

Figure 6.10 and Figure 6.11 demonstrate how counter changes in the first four rounds under

message-passing and DMA respectively.

4wait(n) changes the value of the local clock in an agent, but the clock is a system variable that cannot be
queried or observed by users.
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1 class Counter extends Agent {
2 var counter: Int = 0
3

4 @allowDirectAccess
5 def inc(): Unit = {
6 counter += 1
7 }
8

9 def main(): Unit = {
10 while (true) {
11 handleRPC ()
12 wait (1)
13 }
14 }
15 }

Figure 6.9: Pseudocode of A2 definition for Example 6.2.

0
C−→ 0

C−→ 2
C−→ 4

C−→ 6 · · ·

Figure 6.10: State transition that shows how the value of counter changes in the first four
rounds under message-passing for Example 6.2.

0
D−→ 1

C−→ 1
D−→ 2

D−→ 3
C−→ 3

D−→ 4
D−→ 5

C−→ 5
D−→ 6

D−→ 7
C−→ 7 · · ·

Figure 6.11: State transition that shows how the value of counter changes in the first four
rounds under DMA for Example 6.2, where A1, A2 and A3 are merged sequentially together.
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thread

A1 A2 A3

Execution

Control

Data A1

A2(c:0)

A3

(c:0) (c:0)

(a) Message-passing.

thread

A1 A2 A3

Execution DMA

Control

Data A1

A2(c:0)

A3

(c:1) (c:1) (c:1) (c:2)

(b) DMA.

Figure 6.12: Illustration of how DMA can alter event order and change the value of a user-
observable attribute counter (shortened as c) for Example 6.2: (a) message-passing, and
(b) DMA. In the snapshot taken for the first round, c has value 0 in (a) and 1 in (b). Notably,
DMA from A3 that changes c to 2 in (b) happens after A2 has completed and been saved to the
snapshot, hence c still has value 1 in the snapshot.

Now consider a slight variation of Example 6.2, by merging agents differently.

Example 6.3. This example is identical to Example 6.2 except for the merging order. A2 is

now merged first, followed by A1 and A3. DMAs from A1 and A3 to A2 arrive only after A2 has

completed its execution and saved to the corresponding snapshot. The agent definitions remain

unchanged from Example 6.2.

We show that users cannot distinguish whether a time series is generated under message-

passing or DMA by observing the value of counter in the time series for Example 6.3. Fig-

ure 6.13 demonstrates how counter changes under DMA in the first four rounds in this

example.

Proof. In Figure 6.9, A2 only reads or writes counter via inc. For simplicity, we refer to

counter as v and inc as H . H can be viewed as a function of v : H(v) = v +1. The value of v

can be described as H k (v0), where v0 is the initial value of v , 0 in this example, and k is the

number of times that H has been invoked so far since a simulation has started, by either DMA

or processing an RPC request message that calls H .

Users observe the same value for v under both message-passing and DMA if and only if, for

any snapshot taken in round t , the number of times that H has been invoked is the same in

both cases.
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0
C−→ 0

D−→ 1
D−→ 2

C−→ 2
D−→ 3

D−→ 4
C−→ 4

D−→ 5
D−→ 6

C−→ 6 · · · .

Figure 6.13: State transition that shows how the value of counter changes in the first four
rounds under DMA for Example 6.3, where A2,A1 and A3 are merged sequentially together.

A1 A2

A3

Figure 6.14: DMA graph for Example 6.2. Every vertex represents an agent. For each agent that
uses callAndForget in its agent program, a directed edge is added from the receiver to the
sender, if not already present. Topological sorts for this DAG include A2,A1,A3 and A2,A3,A1.

For message-passing, a message sent in round t will arrive and invoke H (upon processing) in

round t +1, since message latency is 1 and A2 calls handleRPC at the beginning of each round.

Since there are two remote agents and each sends one message to A2 per round, the number

of times that H is invoked in A2 for the snapshot in round t (t ≥ 0) is 2t .

For DMA, the number of times that H is invoked depends on the number of sender agents

that are merged before A2, because in round t each of such sender agents starts executing

round t before A2 starts and invokes H immediately. In Example 6.3, A2 is merged first, thus

the number of times that H has been invoked remains the same in both message-passing and

DMA. Therefore, users cannot distinguish whether a time series is generated under message-

passing or DMA for Example 6.2.

DMA Graph. Examples 6.2 and 6.3 demonstrate that what users observe in a time series can

depend on how agents are merged. We explain this dependency using DMA graph, which is

a directed graph that models how agents communicate using callAndForget: Every agent

is added as a vertex to the DMA graph. For each agent that uses callAndForget in its agent

program, a directed edge is added from the receiver to the sender, if not already present. To

clarify, Figure 6.14 presents the DMA graph constructed for Example 6.2. While adding an

edge that points from the receiver to the sender can appear counter-intuitive, it will become

clear soon when we discuss the topological sorts of a DMA graph.

A topological sort of a directed graph is a linear ordering of all vertices in the graph, such that

for every directed edge ei , j from vertex i to j , i is ordered before j . A topological sort exists if

and only if the directed graph is acyclic (DAG). A DAG can have more than one topological sort.

In particular, the DMA graph for Example 6.2 shown in Figure 6.14 is acyclic; both A2,A1,A3

and A2,A3,A1 are topological sorts for Figure 6.14.
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Notice that the topological sort A2,A1,A3 for Figure 6.14 is also the merge order of agents in

Example 6.3, in which users observe the same time series under both DMA and message-

passing. This is not a coincidence, as we explain below.

Let all messages in a simulation have latency 1 and each agent calls handleRPC at the begin-

ning of every round. We show that for any time series, if a topological sort of the DMA graph

for the agents exists and agents are merged according to a topological sort, then users cannot

distinguish whether a time series is generated under message-passing or under DMA.

Proof. For message-passing, a message that is sent in round t to agent A for an RPC method H

will be executed at the beginning of the following round t +1, since all messages have latency

1 and agents call handleRPC at the beginning of each round.

To be indistinguishable from message-passing, we need to show that the same is true for DMA:

DMA that invokes H defined in A in round t will conceptually only be executed in round t +1.

While this sounds contradicting to the promise of the immediate execution of DMA, this in fact

follows directly from agents being executed sequentially according to a topological ordering of

the DMA graph after merging. In round t , an agent that sends a DMA to A starts executing only

after A has completed and saved to the snapshot. Hence, from A’s perspective, a DMA sent

from a remote agent in round t only invokes H in the beginning of round t +1, in the same

way as message-passing.

For agents that are merged sequentially according to a topological ordering, a DMA can be

viewed as a partial evaluation of handleRPC, which processes a corresponding message that

otherwise will be created, sent, and received under message-passing.

To summarize, in this section, we have

• motivated why fusing send and receive operations is a promising optimization that can

lead to considerable speedup for agent-based simulations; and

• explained technical challenges, including atomicity, programming model, and observ-

ability, when applying fusion in highly concurrent applications, and described how we

address these challenges.

In particular, we have highlighted risks when applying fusion, such as event reordering that

can possibly generate a time series that is not otherwise possible under message-passing,

through examples Example 6.2 and Example 6.3. Based on the application requirement,

users specify whether such arbitrary event reordering due to fusion is allowed, and if so,

annotate the corresponding RPC methods with “allowDirectAccess”, a primitive provided in

our programming model.

We have also examined under what condition is the indistinguishability result satisfied. Specif-

ically, we prove that if the DMA graph of a simulation has a topological sort and agents are
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merged according to a topological sort of the DMA graph, then users cannot distinguish

whether a time series is generated under DMA or message passing, given that all messages

have latency 1 and all agents call handleRPC at the beginning of each round.

Subsequently, we explore different programming paradigms that make programming agents

using primitives for naive DMA, including callAndForget and “allowDirectAccess”, more

straightforward. Notably, we examine the aforementioned example Example 6.2, which does

not satisfy the indistinguishability result because agents are not merged according to a topo-

logical ordering, in the context of each programming paradigm, and show how the indistin-

guishability result is now satisfied.

6.2.2 Multi-Versioning DMA

Multi-versioning DMA is centered around the notion of versioned variables. Rather than

assuming that there is a single version of an agent attribute and DMAs modify this attribute in

situ when being executed, multi-versioning DMA assumes that agent attributes are versioned,

and invocations now need to provide a desired version number before updating the value of

an agent variable. For ease of explanation, in any round t , we refer to the value of a versioned

variable for version number t as the visible value of a versioned variable. This ensures that

a DMA from a remote agent in round t with version number t + 1 will only modify agent

attributes with version t +1, irrespective of whether this DMA is executed before or after the

receiver agent has completed its execution for round t .

Computation instructions that involve versioned variables are updated accordingly. An RPC

method now takes an additional input argument that denotes a version number and only

updates the value of agent attributes for the specified version. Sender agents pass the same

version number as an input argument, regardless of whether making a DMA or sending a

message. Multi-versioning can decouple the actual execution time of a DMA from the expected

execution time of a DMA that is required to be indistinguishable from message-passing.

To clarify, we examine Example 6.2 in the context of multi-versioning DMA in Example 6.4.

Example 6.4. This example is a multi-versioning variant of Example 6.2. Unlike Example 6.2,

counter is a versioned variable, and inc takes a version number v as an input argument

and updates only the value of the corresponding version. In round t, the outdated version

of counter with key t −1 is removed. A1 and A3 now pass a version number when sending

messages to A2 using callAndForget(A2.inc(time+1),1), where time is the local clock time

of a sender. The merging order is A1, A2,A3.

Figure 6.17 shows the definition of A2 for Example 6.4. The agent attribute counter is a

versioned variable (line 2), which is implemented by a hash map, where version numbers

are stored as keys. The RPC method inc has been updated to take a version number v as an

input argument (lines 5–7) and update only the value of the corresponding version (line 6).
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{0 : 0}
D−→ {0 : 0,1 : 1}

C−→ {0 : 0,1 : 1}
R−→ {0 : 0,1 : 1}

D−→ {0 : 0,1 : 2}

D−→ {0 : 0,1 : 2,2 : 3}
C−→ {0 : 0,1 : 2,2 : 3}

R−→ {1 : 2,2 : 3}
D−→ {1 : 2,2 : 4}

D−→ {1 : 2,2 : 4,3 : 5}
C−→ {1 : 2,2 : 4,3 : 5}

R−→ {2 : 4,3 : 5}
D−→ {2 : 4,3 : 6} · · · (6.5)

Figure 6.15: State transition that shows how the value of a multi-versioned variable counter
changes in the first three rounds under DMA in Example 6.4.

{0 : 0}
C−→ {0 : 0}

R−→ {0 : 0}
C−→ {0 : 0,1 : 2}

R−→ {1 : 2}
C−→ {1 : 2,2 : 4}

R−→ {2 : 4} · · ·

Figure 6.16: State transition that shows how the value of a multi-versioned variable counter
changes in the first three rounds under message-passing in Example 6.4.

Since there is no other local computation in main that writes counter, we garbage-collect the

outdated version at the end of each round (lines 12-15).

More concretely, the state transition in Figure 6.15 and 6.16 show how the value of counter

changes in the first three rounds in Example 6.4, with user-observed value in the snapshot

highlighted in red. We use label “R” to denote the local computation that removes an old

version (lines 12-15). The visible value of counter in a snapshot is highlighted in red after R.

Clearly, if users can observe all versions of a versioned variable, then Figure 6.15, which

describes how counter changes under DMA, can be easily distinguished from that of message-

passing in Figure 6.16, which only updates the visible value. In this and the following examples,

for the indistinguishability result, we assume that users only observe visible values of versioned

agent attributes.

We now prove that in Example 6.4, users are unable to distinguish whether a time series of a

simulation is obtained under DMA or message-passing.

Proof. We abbreviate the visible value of multi-versioned counter for version number t as vt ,

and inc as H . The value of vt in Example 6.4 can be described as vt = kt + vt−1, where v0 = 0

and kt is the number of times that H has been invoked with input argument t , by either DMA

or processing an RPC request message that calls H . Then users observe the same vt under

both message-passing and DMA if and only if kt is the same in both cases.

This is straightforward to see for multi-versioning, because DMAs that are sent in round t by

A1 and A3 in Example 6.4 have input arguments t +1, regardless of whether senders are merged

before or after A2. Executing such DMAs in round t only increases the number of times that H

has been invoked for a future version t +1, in the same way as sending messages with delay 1

in round t that get processed by handleRPC at the beginning of round t +1.
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1 class Counter extends Agent {
2 val counter = Map[Int , Int](0 -> 0)
3

4 @allowDirectAccess
5 def inc(v: Int): Unit = {
6 counter(v) = 1 + counter.getOrElse(v, counter(v-1))
7 }
8

9 def main(): Unit = {
10 while (true) {
11 handleRPC ()
12 // drop the old version of counter
13 if (time > 0) {
14 counter.remove(time - 1)
15 }
16 wait (1)
17 }
18 }
19 }

Figure 6.17: Pseudocode of A2 in Example 6.4, which is implemented using multi-versioning.

Limitations. In the agent definition in Figure 6.17 for Example 6.4, a new version of counter

is initialized with the value of the previous version (line 6). This is application-dependent

and exploits the fact that once a new version of counter is created in a new round, previous

versions of counter, possibly including the currently visible version, no longer change.

But the assumption that the value of an old version is read-only once a more recent (higher-

numbered) version is created is in general not true. For instance, if main modifies counter in

round t , then this can change the currently visible version t after a new version t +1 may have

already been created and updated due to DMAs.

There are several reasons why the value of an old (not the most recent) version t in a versioned

variable can be modified. Above all, an agent can also receive messages from sender agents

that are not merged into the same thread as itself. Consequently, when processing messages

from such agents in round t , the receiver agent is updating the value of counter for the

currently visible version t . But if there are DMAs from sender agents merged before, then

a more recent version of counter with version number t +1 has already been created and

updated, prior to the receiver agent processing messages. In addition, it is also common for

main to contain other local computations over currently visible agent attributes.

To clarify application-dependent limitations of the synchronization method of Example 6.4,

where a new version is created based on the value of a previous version, we consider the

following two examples, Example 6.6 and Example 6.7, both modifying the value of the cur-

rently visible version of counter after a more recent version of counter has been created

due to DMAs, because of processing messages and performing other local computations

respectively. In both of the modified examples, we show that users can distinguish if a time
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{0 : 0}
D−→ {0 : 0,1 : 1}

C−→ {0 : 0,1 : 1}
R−→ {0 : 0,1 : 1}

D−→ {0 : 0,1 : 1,2 : 2}
C−→ {0 : 0,1 : 2,2 : 2}

R−→ {1 : 2,2 : 2}

D−→ {1 : 2,2 : 2,3 : 3}
C−→ {1 : 2,2 : 3,3 : 3}

R−→ {2 : 3,3 : 3} · · ·

Figure 6.18: State transition that shows how the value of counter changes in the first three
rounds in Example 6.6 when DMA is applied. Agents A1 and A2 are merged sequentially
together. A3 communicates with A2 by sending messages.

{0 : 0}
C−→ {0 : 0}

R−→ {0 : 0}
C−→ {0 : 0,1 : 2}

R−→ {1 : 2}
C−→ {1 : 2,2 : 4}

R−→ {2 : 4} · · ·

Figure 6.19: State transition that shows how the value of counter changes in the first three
rounds in Example 6.6 under only message-passing.

series is obtained under message-passing or DMA.

For the limitations discussed in this section, we describe how they can be addressed via

staged multi-versioning in the next section. There we will revisit Example 6.6 and Example 6.7,

showing that users cannot distinguish whether a time series is generated under message-

passing or DMA.

Example 6.6. This example is identical to Example 6.4, except that only A1 and A2 are merged

together sequentially. A3 sends messages to A2.

For Example 6.6, we show the state transitions for DMA and message-passing in Figure 6.18

and Figure 6.19 respectively. In the third round, users observe value 3 under DMA, but 4 under

message-passing, hence the indistinguishability result of Example 6.4 is no longer satisfied.

As another example, we introduce local computation inside main, as described in Example 6.7.

The corresponding agent definition for A2 is presented in Figure 6.20.

Example 6.7. This example is a slight variation of Example 6.4 by introducing additional local

computation over counter in main: Every round, after processing all messages, the visible value

of counter in A2 is multiplied by two.

Similar to Example 6.6, the indistinguishability result is no longer true in Example 6.7. Fig-

ure 6.21 and Figure 6.22 show state transition that describes how counter changes in Exam-

ple 6.7 under DMA and message-passing respectively. Users observe that the visible value of

counter is 8 in the third round under DMA, but 12 under message-passing.
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1 class Counter extends Agent {
2 val counter = Map[Int , Int](0 -> 0)
3

4 @allowDirectAccess
5 def inc(v: Int): Unit = {
6 counter(v) = 1 + counter.getOrElse(v, counter(v-1))
7 }
8

9 def main(): Unit = {
10 while (true) {
11 handleRPC ()
12 counter(time) = counter(time) * 2
13 // drop the old version of counter
14 if (time > 0) {
15 counter.remove(time - 1)
16 }
17 wait (1)
18 }
19 }
20 }

Figure 6.20: Pseudocode of A2 in Example 6.7, which introduces local computation in main.

{0 : 0}
D−→ {0 : 0,1 : 1}

C−→ {0 : 0,1 : 1}
L−→ {0 : 0,1 : 1}

R−→ {0 : 0,1 : 1}
D−→ {0 : 0,1 : 2}

D−→ {0 : 0,1 : 2,2 : 3}
C−→ {0 : 0,1 : 2,2 : 3}

L−→ {0 : 0,1 : 4,2 : 3}
R−→ {1 : 4,2 : 3}

D−→ {1 : 4,2 : 4}

D−→ {1 : 4,2 : 4,3 : 5}
C−→ {1 : 4,2 : 4,3 : 5}

L−→ {1 : 4,2 : 8,3 : 5}
R−→ {2 : 8,3 : 5}

D−→ {2 : 8,3 : 6} · · ·

Figure 6.21: State transition that shows how the value of counter changes in the first three
rounds in Example 6.7 under DMA. Agents are merged sequentially according to the merge
order A1, A2, and A3.

{0 : 0}
C−→ {0 : 0}

L−→ {0 : 0}
R−→ {0 : 0}

C−→ {0 : 0,1 : 2}
L−→ {0 : 0,1 : 4}

R−→ {1 : 4}

C−→ {1 : 4,2 : 6}
L−→ {1 : 4,2 : 12}

R−→ {2 : 12} · · ·

Figure 6.22: State transition that shows how the value of counter changes in the first three
rounds in Example 6.7 under message-passing.
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Staged Multi-Versioning. On the one hand, the assumption that for a versioned variable, a

not-the-most-recent version should be read-only and not modified again after a new version

has been updated, like in Example 6.4, entirely avoids the need to synchronize between differ-

ent versions after a new version has been created. Conceptually, the only “synchronization”

between different versions is upon initialization: A more recent version is initialized with the

same value as a previous version. This greatly simplifies the programming model of versioned

variables, since users do not need to worry about providing separate synchronization methods.

On the other hand, this assumption is too strong for user-observable agent attributes, where it

is common for main to have local computations over such variables, as seen in Example 6.6

and Example 6.7.

To address this, we propose staged multi-versioning. Instead of transforming a user-observable

agent attribute to a versioned variable, we can use a versioned variable to stage incremental

changes to an agent attribute with different version numbers when calling RPCs.

More concretely, we show how to transform Example 6.6 and Example 6.7 to use staged multi-

versioning, as illustrated in Example 6.8 and Example 6.9 respectively, and show that the

indistinguishability result is now again true for both examples.

Example 6.8. This example is a staged multi-versioning variant of Example 6.6. A2 has two

attributes, where counter is an integer and delta is a versioned variable. The RPC method inc

takes a version number and increments the corresponding value of delta for a given version.

Separately, A2 aggregates staged updates visible in the current round and combines it with

counter after calling handleRPC in each round.

Figure 6.23 shows the definition of A2 in Example 6.8. Line 3 defines a new versioned variable

delta that stages incremental changes to counter when calling inc. The counter variable

is a plain integer (line 2). The RPC method inc stages updates to the corresponding version in

delta and does not modify counter directly (lines 6–8). In each round, A2 aggregates staged

updates visible in the current round and combines it with counter (line 14) after executing

handleRPC. Outdated versions of delta are removed when no longer needed (lines 18–20).

In the state transitions that describe how counter changes, we introduce a new event label

S for aggregating the staged updates and merging with an agent attribute, as defined in line

14 in Figure 6.23. We assume that users observe only the value of counter, and highlight its

value at the end of each round in red.

We now show that in Example 6.8, users cannot distinguish whether a time series is generated

under DMA or message-passing.

Proof. We abbreviate the multi-versioned variable delta as dt , where t denotes a version

number, counter as v , and inc as H . Since dt is initially 0 for any t , the value of dt equals the
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1 class Counter extends Agent {
2 var counter: Int = 0
3 val delta = Map[Int , Int](0 -> 0)
4

5 @allowDirectAccess
6 def inc(v: Int): Unit = {
7 delta(v) = 1 + delta.getOrElse(v, 0)
8 }
9

10 def main(): Unit = {
11 while (true) {
12 handleRPC ()
13 // apply staged updates to counter
14 counter += delta(time)
15 // drop old versions
16 if (time > 0) {
17 delta.remove(time - 1)
18 }
19 wait (1)
20 }
21 }
22 }

Figure 6.23: Pseudocode of A2 in Example 6.9, a staged multi-versioning variant of Example 6.6.

({0 : 0},0)
D−→ ({0 : 0,1 : 1},0)

C−→ ({0 : 0,1 : 1},0)
S−→ ({0 : 0,1 : 1},0)

R−→ ({0 : 0,1 : 1},0)

D−→ ({0 : 0,1 : 1,2 : 1},0)
C−→ ({0 : 0,1 : 2,2 : 1},0)

S−→ ({0 : 0,1 : 2,2 : 1},2)
R−→ ({1 : 2,2 : 1},2)

D−→ ({1 : 2,2 : 1,3 : 1},2)
C−→ ({1 : 2,2 : 2,3 : 1},2)

S−→ ({1 : 2,2 : 2,3 : 1},4)
R−→ ({2 : 2,3 : 1},4) · · ·

Figure 6.24: State transition that shows how the value of counter changes in the first three
rounds under DMA in Example 6.8. A1 and A2 are merged sequentially; A3 communicates with
A2 by sending messages.

({0 : 0},0)
C−→ ({0 : 0},0)

S−→ ({0 : 0},0)
R−→ ({0 : 0},0)

C−→ ({0 : 0,1 : 2},0)
S−→ ({0 : 0,1 : 2},2)

R−→ ({1 : 2},2)

C−→ ({1 : 2,2 : 2},2)
S−→ ({1 : 2,2 : 2},4)

R−→ ({2 : 2},4) · · ·

Figure 6.25: State transition that shows how the value of counter changes in the first three
rounds under message-passing in Example 6.8.
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1 class Counter extends Agent {
2 var counter: Int = 0
3 val delta = Map[Int , Int](0 -> 0)
4

5 @allowDirectAccess
6 def inc(v: Int): Unit = {
7 delta(v) = 1 + delta.getOrElse(v, 0)
8 }
9

10 def main(): Unit = {
11 while (true) {
12 handleRPC ()
13 // apply staged updates to counter
14 counter += delta(time)
15 // local computation
16 counter = counter * 2
17 // drop old versions
18 if (time > 0) {
19 delta.remove(time - 1)
20 }
21 wait (1)
22 }
23 }
24 }

Figure 6.26: Pseudocode of A2 in Example 6.9, a staged multi-versioning variant of Example 6.7.

number of times that H has been invoked with input (version number) t . Therefore, the value

of v in the snapshot for round t (vt ) can be described as vt = dt + vt−1, where v0 = 0.

Users observe the same value for v under message-passing and DMA if and only if, for any

snapshot in round t , dt has the same value in both cases. The proof for this is identical to

our previous proof for Figure 6.17, with the only difference that the number of times that H is

invoked with version number t is denoted as dt instead of kt , hence omitted here.

Example 6.9. This example is a staged multi-versioning variant of Example 6.7. Compared

with Example 6.8, the only difference of this example is that A2 doubles the value of counter

after aggregating changes.

Figure 6.26 shows the definition of A2 in Example 6.9, where line 16 contains newly added

local computation that doubles the value of counter. Figure 6.27 and Figure 6.28 model how

the value of counter changes under DMA and message-passing respectively in Example 6.9.

In the first three rounds, users observe the same values.

Below we prove that users cannot distinguish whether a time series is obtained under message-

passing or DMA for Example 6.9.

Proof. The proof is identical to Example 6.8, except that the value of v in the snapshot of t is

described as vt = 2(dt+vt−1), notice the constant 2 that is being multiplied, which corresponds
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({0 : 0},0)
D−→ ({0 : 0,1 : 1},0)

C−→ ({0 : 0,1 : 1},0)
S−→ ({0 : 0,1 : 1},0)

L−→ ({0 : 0,1 : 1},0)

R−→ ({0 : 0,1 : 1},0)
D−→ ({0 : 0,1 : 2},0)

D−→ ({0 : 0,1 : 2,2 : 1},0)
C−→ ({0 : 0,1 : 2,2 : 1},0)

S−→ ({0 : 0,1 : 2,2 : 1},2)
L−→ ({0 : 0,1 : 4,2 : 3},4)

R−→ ({1 : 2,2 : 1},4)
D−→ ({1 : 2,2 : 2},4)

D−→ ({1 : 2,2 : 2,3 : 1},4)
C−→ ({1 : 2,2 : 2,3 : 1},4)

S−→ ({1 : 2,2 : 2,3 : 1},6)

L−→ ({1 : 2,2 : 2,3 : 1},12)
R−→ ({2 : 2,3 : 1},12) · · ·

Figure 6.27: State transition that shows how the value of counter changes in the first three
rounds under DMA in Example 6.9. A1 and A2 are merged sequentially; A3 communicates with
A2 by sending messages.

({0 : 0},0)
C−→ ({0 : 0},0)

S−→ ({0 : 0},0)
L−→ ({0 : 0},0)

R−→ ({0 : 0},0)

C−→ ({0 : 0,1 : 2},0)
S−→ ({0 : 0,1 : 2},2)

L−→ ({0 : 0,1 : 2},4)
R−→ ({1 : 2},4)

C−→ ({1 : 2,2 : 2},4)
S−→ ({1 : 2,2 : 2},6)

L−→ ({1 : 2,2 : 2},12)
R−→ ({2 : 2},12) · · ·

Figure 6.28: State transition that shows how the value of counter changes in the first three
rounds under message-passing in Example 6.9.

to local computation added in Example 6.9.

6.2.3 Generalized Double-Buffering DMA

We have shown how multi-versioning DMA and its variant staged multi-versioning DMA can

be used to implement Example 6.2 in a way that ensures users cannot distinguish whether

a time series is generated under message-passing or DMA respectively. In this section, we

describe another programming paradigm, generalized double-buffering DMA.

The intuition is that since messages take exactly one round to arrive and are processed imme-

diately at the beginning of each round, DMAs from sender agents that are merged before A2

need to be delayed by precisely one round, hence only two versions are needed.

More precisely, recall that in Example 6.4, the visible value of counter in round t observed by

users can be described as vt = kt + vt−1, where kt is the number of times that inc is invoked

with input argument t . For generalized double-buffering with only two versions, vt can now

be described as vh(t ) = kt + vh(t−1), where h(t ) = t mod 2.

Example 6.10. This example is identical to Example 6.4, except that counter is restricted

to have only two versions with keys 0 and 1 respectively. The RPC method inc is updated

accordingly, by checking whether the passed version is even or odd and update the corresponding

version of counter. Sender agents A1 and A3 remain unchanged from Example 6.4.
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1 class Counter extends Agent {
2 // counter has only 2 versions with key 0, 1
3 val counter = Map[Int , Int](0 -> 0)
4

5 @allowDirectAccess
6 def inc(v: Int): Unit = {
7 counter(v % 2) = 1 + counter.getOrElse(v % 2, counter ((v-1) % 2)))
8 }
9

10 def main(): Unit = {
11 while (true) {
12 handleRPC ()
13 wait (1)
14 }
15 }
16 }

Figure 6.29: Pseudocode of an attempted implementation of A2 for Example 6.10 that uses
generalized double-buffering with only two versions (0 and 1). The modulo operation is de-
noted with % operator. In this implementation, newer versions of counter are not initialized
correctly (line 7) due to hash collision after modulo 2.

{0 : 0}
D−→ {0 : 0,1 : 1}

C−→ {0 : 0,1 : 1}
D−→ {0 : 0,1 : 2}

D−→ {0 : 1,1 : 2}
C−→ {0 : 1,1 : 2}

D−→ {0 : 2,1 : 2}

D−→ {0 : 2,1 : 3}
C−→ {0 : 2,1 : 3}

D−→ {0 : 2,1 : 4} · · ·

Figure 6.30: State transition of how counter changes in Example 6.10 under DMA, if A2 is
implemented as Figure 6.29.

At first sight, it is tempting to define A1 as shown in Figure 6.29, which limits the number

of keys in the versioned variable counter to 0 and 1 (line 3), and updating the appropriate

version based on whether a specified version number in the input is even or odd (lines 6–8).

But there is one caveat. In Example 6.4, a new version of counter is initialized with the value

of the previous version (lines 5–7 in Figure 6.17). This is no longer true in Example 6.10 due to

the hash collision that can arise after modulo by 2. For instance, both 0 and 2 are hashed to

key 0. At the beginning of round 2, we would like version 2 to be initialized with the value of

version 1. Instead, line 7 will increase the value of version 0 by 1, which is wrong and will cause

users to observe that DMA has been applied, as shown in the state transition in Figure 6.30.

Another attempt is to define A2 as Figure 6.31, trying to fix the hash collision problem of

Figure 6.29 by removing an existing version explicitly at the end of each round. Now a newer

version t will be initialized with the value of the previous version t −1 (line 7) because the

previous value with version t has been dropped. But this causes yet another problem: the

removed value can contain results due to DMA in the current round. To clarify, the state
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1 class Counter extends Agent {
2 // counter has only 2 versions with keys 0, 1
3 val counter = Map[Int , Int](0 -> 0)
4

5 @allowDirectAccess
6 def inc(v: Int): Unit = {
7 counter(v % 2) = 1 + counter.getOrElse(v % 2, counter ((v-1) % 2)))
8 }
9

10 def main(): Unit = {
11 while (true) {
12 hanelRPC ()
13 if (time > 0) {
14 counter.remove ((time -1) % 2)
15 }
16 wait (1)
17 }
18 }
19 }

Figure 6.31: Pseudocode of an attempted implementation of A2 for Example 6.10 that uses
generalized double-buffering with only two versions (0 and 1). The modulo operation is
denoted with % operator. This implementation fixes the hash collision issue of Figure 6.29 by
explicitly removing a previous version (lines 13–15), but now DMA results stored in counter

can also be removed.

{0 : 0}
D−→ {0 : 0,1 : 1}

C−→ {0 : 0,1 : 1}
R−→ {0 : 0}

D−→ {0 : 0,1 : 1}

D−→ {0 : 1,1 : 1}
C−→ {0 : 1,1 : 1}

R−→ {1 : 1}
D−→ {0 : 2,1 : 1}

D−→ {0 : 2,1 : 2}
C−→ {0 : 2,1 : 2}

R−→ {0 : 2}
D−→ {0 : 2,1 : 3} · · ·

Figure 6.32: State transition that shows how counter changes under DMA for Example 6.10
where A2 is defined as Figure 6.31.

transition in Figure 6.32 shows how counter changes in Figure 6.31.

Having demonstrated why naive attempts to define A2 for Example 6.10 do not work, we

propose different approaches to address this issue, explained below.

Separate Version Number for Synchronization from Update. Firstly, we can separate the

version number that is used for checking whether synchronization should take place from

the version number that is used for updating the corresponding value in a versioned variable,

possibly after hashing.

Figure 6.33 shows a sample definition of A2 for Example 6.10 under this approach. It introduces

another variable lastSeen (line 4) to explicitly check whether a new version should be created,
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1 class Counter extends Agent {
2 // counter has only 2 versions with keys 0, 1
3 val counter = Map[Int , Int](0 -> 0)
4 var lastSeen: Int = 0
5

6 @allowDirectAccess
7 def inc(v: Int): Unit = {
8 if (lastSeen < v){
9 counter(v % 2) = 1 + counter ((v-1) % 2)

10 lastSeen = v
11 } else {
12 counter(v % 2) = 1 + counter(v % 2)
13 }
14 }
15

16 def main(): Unit = {
17 while (true) {
18 handleRPC ()
19 wait (1)
20 }
21 }
22 }

Figure 6.33: Pseudocode of A2 for Example 6.10, which separates the version number for
synchronization from update.

separately from updating the value of a versioned variable counter (lines 7–14). In particular,

inc checks whether an input version number v is greater than lastSeen, if so, a new version

(after modulo 2) is created and initialized with the previous version, before increasing by one.

Otherwise, the corresponding version value increments by one.

We demonstrate the state transition of how (counter,lastSeen) changes in Figure 6.33 for

the first three rounds in Figure 6.34. Now users again observe a sequence of even numbers,

just like under message-passing.

Now we show that users cannot distinguish whether a time series is generated under DMA or

message-passing for Example 6.10, where A2 is defined as Figure 6.33.

({0 : 0},0)
D−→ ({0 : 0,1 : 1},1)

C−→ ({0 : 0,1 : 1},1)
D−→ ({0 : 0,1 : 2},1)

D−→ ({0 : 3,1 : 2},2)
C−→ ({0 : 3,1 : 2},2)

D−→ ({0 : 4,1 : 2},2)

D−→ ({0 : 4,1 : 5},3)
C−→ ({0 : 4,1 : 5},3)

D−→ ({0 : 4,1 : 6},3) · · ·

Figure 6.34: State transition that shows how (counter,lastSeen) changes in the first three
rounds in Example 6.10 after separating version number for synchronization from update.
The definition of A2 is shown in Figure 6.33.
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1 class Counter extends Agent {
2 val counter: Map[Int , Int] = Map[Int , Int](0 -> 0, 1 -> 0)
3

4 @allowDirectAccess
5 def inc(v: Int): Unit = {
6 counter(v % 2) +=1
7 }
8

9 def merge (): Unit = {
10 // Copy the currently updated version to the other
11 if (counter (0) > counter (1)){
12 counter (1) = counter (0)
13 } else {
14 counter (0) = counter (1)
15 }
16 }
17

18 def main(): Unit = {
19 while (true) {
20 // System calls merge at the beginning of a round ,
21 handleRPC ()
22 wait (1)
23 }
24 }
25 }

Figure 6.35: Pseudocode of A2 for Example 6.10 by introducing additional merge merge.

Proof. The value of counter at round t in Figure 6.33 can be described by vh(t ) = kt + vh(t−1),

where h(t ) = t mod 2, kt denotes the number of times that inc has been invoked with an input

argument t , and v0 = 0. Consequently, users cannot distinguish if a time series is generated

under message-passing or DMA if and only if the value of kt is the same for both cases.

The proof for this is identical to that for Example 6.4, since sender agents A1 and A3 remain

unchanged when transforming A2 from multi-versioning to generalized double-buffering.

Additional Merge Method. Alternatively, we can move the synchronization between different

versions of a versioned variable to a dedicated merge method that is invoked at the beginning

of each round. In this example, merge takes the maximum value of both versions of counter

as the most recent value and updates both versions (with keys 0 and 1) to this value. The inc

method now only updates the corresponding version of counter after computing the hash

of an input version (modulo 2) by adding one. Note that the merge method is called by the

system at the beginning of a round t , before any agent starts executing the given round t .

We prove below that for this example, users cannot distinguish whether a time series is

obtained under DMA or message-passing, for A2 defined as in Figure 6.35. The state transition

of A2 under DMA for the first three rounds is shown in Figure 6.36, where the label M denotes

calling merge at the beginning of each round (except the first) by the system.
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{0 : 0,1 : 0}
D−→ {0 : 0,1 : 1}

C−→ {0 : 0,1 : 1}
D−→ {0 : 0,1 : 2}

M−→ {0 : 2,1 : 2}
D−→ {0 : 3,1 : 2}

C−→ {0 : 3,1 : 2}
D−→ {0 : 4,1 : 2}

M−→ {0 : 4,1 : 4}
D−→ {0 : 4,1 : 5}

C−→ {0 : 4,1 : 5}
D−→ {0 : 4,1 : 6} · · · .

Figure 6.36: State transition that shows how counter changes under DMA for Example 6.10
after introducing a separate merge method.

Proof. The value of counter observed by users in round t can be described by

vh(t ) = max(v0, v1)+kt for agent definition shown in Figure 6.35, where h(t) = t mod 2, kt

denotes the number of times that inc has been invoked with an input argument t , v0 = 0,

and v1 = 0. Similarly to before, users cannot distinguish if a time series is generated under

message-passing or DMA if and only if the value of kt is the same for both cases. The proof for

this is identical to that of Example 6.4 because sender agents A1 and A3 remain unchanged.

6.3 Tiling

While fusing send and receive operations is one way to reduce the number of messages in a

simulation, we can also exploit spatial information, when applicable, to tile an underlying

graph that is embedded in a simulation, and send vector messages between tiled agents. In the

scope of this thesis, we consider the technique of tiling as yet another programming paradigm,

in which users define tile agents rather than cell agents when developing simulations.

For instance, we demonstrate an example that embeds a 2D grid in Figure 6.37. Assume that

each cell has eight neighbors. Per round, instead of each cell sending one message to each

neighbor, every tile agent sends one message to each neighbor. Depending on the size of the

tile, this can reduce the number of messages in every round by orders of magnitude.

In general, tiling can be applied to any graph, as long as the structure of the graph remains

static, as illustrated in Figure 6.39.

6.4 SimulateUntil Operator

Recall that the Simulate operator runs a simulation for a pre-determined number of total

rounds. This semantics does not allow a simulation to terminate early, that is, fewer rounds

than the specified value of total, based on a condition. However, in practice, this is often a

desired feature. For instance, in an epidemics simulation, users may be interested in questions

like “When does at least half of the population get infected?” or “When does the disease

stop spreading, i.e. the number of all infected people remains unchanged for 5 consecutive

rounds?”
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(a) An agent represents one cell and every mes-
sage contains the state of one cell.

(b) After tiling, an agent represents a tile of the
2D grid and every message contains the state
of a vector of cells.

Figure 6.37: Exploit spatial information to tile agents and reduce the number of messages in
a 2D grid. The representation of an agent and a message is highlighted in green and yellow
respectively. (a) Under naive message-passing, a simulation shuffles and processes a large
number of small messages. (b) After tiling, the number of messages that are generated and
shuffled in a simulation can be reduced by orders of magnitude.

Figure 6.38: We can pad a tile agent (white) with preallocated cells (yellow) for storing vector
messages received from neighbors, assuming that each cell communicates only with directly
connected neighbors.
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Tile Agent 1
Tile Agent 2

Figure 6.39: Tile agents can also be defined for a random graph, as long as the structure of the
graph remains static. The vector messages exchanged between tile agents can be asymmetric.
In this example, tile agent 1 sends a vector message of size 3 to tile agent 2 but expects a vector
message of size 4 from tile agent 2.

For such questions, a simulation should stop and return immediately once a given condition

is met. To this end, we introduce SimulateUntil operator:

SimulateUntil(agents : List[Actor],total : Int)

(halt : (timeseries : Seq[Col[Actor]]) => Boolean).

Compared with Simulate, this operator takes an additional argument

halt : (timeseries : Seq[Col[Actor]]) => Boolean, which is a function that returns a Boolean

value upon execution. At the end of each round, halt function is evaluated against the current

time series: If true, the simulation stops; otherwise, the simulation continues until total

rounds have passed.

For the aforementioned questions, we can easily express them using SimulateUntil operator

as

SimulateUntil(agents,90)((ts : Seq[Col[Actor]]) => ts.last.filter(

_.asInstanceOf[Person].infectious).size) > population/2),

and

SimulateUntil(agents,90)((ts : Seq[Col[Actor]]) => ts.takeRight(5)

.map(i=> i.filter(_.asInstanceOf[Person].infectious).size).unique.size== 1),

respectively. It is easy to see that Simulate can be viewed as a special case of SimulateUntil,

where cond= (ts : Seq[Col[Agent]]) => false.
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6.5 Virtual Round

Sometimes there is a semantic gap between a round in our system and what users perceive

as an application-level time tick. For instance, consider a minimal traffic simulation where

each cell may contain at most one car. An empty cell agent can receive multiple concurrent

request messages from neighboring agents, all want to move their cars to this cell. In this case,

users need to implement an application-level concurrency protocol. In the simplest case, the

receiver cell replies true to the first request message that is retrieved from the mailbox, and

false to later messages. This can be understood as only one of the senders obtains a “lock” to

this cell, and its car is allowed to move.

The application-level concurrency protocol introduces extra messages and delays. In our

traffic example, a car needs to wait for an arbitrary number of rounds, induced by trying to

acquire a lock, before it can actually move. Once a lock has been acquired, then the action of

moving takes exactly one round. While such a concurrency protocol is necessary to ensure

the semantics of a simulation, this makes it difficult, if not impossible, for users to implement

high-level properties, such as the speed of a car, directly in the unit of rounds. Instead, users

need to introduce a clock whose notion of time is independent of the underlying rounds and

express the speed of a car in terms of this new time unit. This clock advances only after all cars

have obtained their locks and are ready to move.

Depending on the application requirement, users may want some rounds, such as those

induced by concurrency protocol, to not be counted. To facilitate this, we introduce virtual

rounds, which perform a barrier synchronization to ensure that messages are sent and received,

but without incrementing the value of agent clocks. Specifically, a virtual round corresponds to

the instruction wait(0): an agent proposes to wait for 0 round, yields the execution of control

to the system, and waits to be resumed. The system takes the minimum of all the proposed

rounds, 0 in this case, and adds 0 to the clock of all agents. Upon resuming, the condition on

line 7 returns false, hence the agent continues its computation (line 11). We illustrate this in

the pseudocode shown in Figure 6.40.

The main concern of using virtual rounds is that this can cause non-terminating simulations.

In the case of livelock, one or more agents repeatedly send request messages to other agents,

trying to acquire shared resources, but are always rejected and unable to make progress.

Without virtual rounds, a simulation will still terminate after a prescribed total number of

rounds. If agents use virtual rounds, however, a simulation may not terminate, because some

agents always propose 0.

This non-terminating problem can be easily addressed by placing an upper bound on the

number of consecutive virtual rounds, defaulting to the user-supplied total number of rounds.

In particular, our system introduces a virtual round counter. Per round, if none of the agents

has proposed 0, then this counter is cleared to 0. Otherwise, the virtual round counter incre-

ments by one. Before resuming agents, the system checks whether the virtual round counter

has reached the specified upper bound, if so, the simulation terminates.
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1 // wait (0)
2 target = time + 0
3 propose 0
4 yield
5

6 resume:
7 while (time < target) {
8 propose target -time
9 yield

10 }
11 // continue

Figure 6.40: Pseudocode for how virtual round works, which corresponds to wait(0).

Virtual rounds can also lead to the log controller of our system receiving multiple snapshots

for the same round value. Only the last one of such snapshots is stored in the time series.

6.6 Deforestation

The Simulate operator generates a time series in the form of a sequence of snapshots of all

agents (see Chapter 2). Although the time series let a user nest different simulations, such

flexibility comes at the cost of a high volume of intermediate data and is not always needed.

When a user query is composed with Simulate, we can apply deforestation (Wadler, 1988) to

reduce such costs.

Deforestation eliminates intermediate data structures created when evaluating functional

expressions by fusing them. For instance, consider the following functional expression

(1 to n).map(i => square(i )).sum,

evaluating this expression needs to dynamically create and destroy two collections of size n,

one for (1 to n) and another generated by map, which is unnecessary and costly. Deforestation

eliminates such intermediate data structures by transforming this functional expression into a

more efficient program like

sum= 0

for i from 1 to n

sum= sum+square(i ).

In CloudCity, we apply deforestation to reduce the volume of time series by applying the user

query to each local worker. To illustrate, we revisit Q1 in Table 2.1, which concerns how the
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infectious population changes as the disease progresses.

Simulate(agents,90).map(snapshot

=> snapshot.filter(_.asInstanceOf[Person].infectious).size).

We assume the non-partitioned execution mode. Generalizing the technique presented here

to partitioned executions is straightforward.

At the end of each round, a worker applies a function m over its local snapshot before material-

izing the timeseries:

m : Col[Agent] => Int= (snapshot: Col[Agent])

=> snapshot.filter(_.asInstanceOf[Person].infectious).size,

to project the agent states only to the measure of interest, which reduces the log size before

being forwarded to the query engine (see Chapter 4). The original query has the form of

Simulate(agents,90).map(m).

The log controller in the query engine maintains a partial result for Q1, a sequence of the total

number of infectious people in each round so far. The new log received from all workers in

this round is reduced by the log controller via function r before being appended to the partial

result,

r : Col[Int] => Int= (logs : Col[Int]) => logs.sum.
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In this chapter, we assess the performance of CloudCity and compare it against current state-

of-the-art distributed systems. While we also examined existing general-purpose distributed

agent-based simulation engines (Coakley et al., 2012; N. Collier & North, 2011; N. T. Collier

et al., 2020), such engines do not support efficient parallel computation or leave the problem

of parallelization to the user (see Chapter 8). Given the synchronous round-based simulation

semantics that we use in this thesis, we evaluate our system by comparing it with state-of-

the-art distributed systems that support BSP-like computation: Spark (Zaharia et al., 2012),

GraphX (Gonzalez et al., 2014), Giraph (Apache Giraph Developers, 2011; Ching et al., 2015),

and Flink Gelly (Carbone et al., 2015; Developers, n.d.). For hardware, we use a cluster of

servers for all experiments. Each server has 24 cores (two Intel Xeon E5-2680, 48 hardware

threads), 256GB of RAM, and 400GB of SSD. Each server connects to routers through two 10Gb

Ethernet network interface cards.

The structure of this section is as follows. In Section 7.1, we describe examples selected

from representative fields where agent-based simulations are prevalent to benchmark these

systems. Next, we demonstrate how the benchmark examples can be tuned to achieve different

application-level outcomes in Section 7.2. Before benchmarking different systems, Section 7.3

describes important details concerning different systems when implementing the benchmark

suite on such systems. In Section 7.4, we examine the suitability of different systems for

running agent-based simulations using our benchmark suite. In the base case without any

optimizations, our system achieves on-par performance with Giraph, whose system design

is closest to CloudCity, two to ten times faster than Flink Gelly, and two to three orders of

magnitude faster than Spark and GraphX, across all microbenchmark experiments, including

scalability, communication frequency, and computation interval. With all optimizations

enabled, our system is 10-20× faster than even Giraph, for 10,000 agents on one machine.
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7.1 Benchmark Description

For a comprehensive evaluation of the efficiency of different frameworks when executing

agent-based simulations, we introduce a benchmark suite that includes a diverse set of work-

loads for scenarios such as population dynamics, economics, and disease propagation over

different social graphs, which are representative of the types of problems that agent-based

simulations are commonly used to address.

7.1.1 Population Dynamics

We model the dynamics of a population modeled after Conway’s Game of Life, which simulate

how the population changes as people are born and existing population die due to overpopula-

tion and underpopulation. The world is simplified to a 2D grid, where every cell is represented

by an agent. Each agent is connected to eight neighboring agents on the grid. For cells on an

edge of the grid, their neighbors are wrapped around on the opposing edge of the grid. Every

agent has a Boolean attribute that denotes whether it is alive. Per round, each agent sends a

message to every neighbor, informing them whether it is alive. Messages arrive in one round.

An agent processes all received messages and updates its attribute according to the following

rules:

1. If an agent is alive and the number of alive neighbors is either less than two or more

than three, then the agent dies of under- or over-population respectively;

2. If an agent is dead and the number of alive neighbors is exactly three, then the agent

becomes alive, which simulates reproducing new agents;

3. Otherwise, the state of an agent remains unchanged.

7.1.2 Economics

We model an evolutionary stock market where the share price of a stock is seen as an emergent

property of the buy or sell behavior of traders (Palmer et al., 1994). The stock market has one

stock. The dividend per share is modeled as a stochastic variable. Both traders and stock

markets are agents. The market and traders form a two-level hierarchy, where the market

agent communicates with trader agents. There is no communication between traders.

In each round, every stock market notifies all traders of the latest share price, dividend per

share, and a list of conditions. A condition describes an event that a trader takes into account

when making buy or sell decisions, such as whether the average share price over the last 50

rounds has increased or whether the dividend per share has increased.

Traders are rule-based systems that aim to maximize their wealth, which consists of bank
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savings and stock shares. The update rule for the trader’s wealth in time t +1 is

w(t +1) = (1+ r )M(t )+h(t )p(t +1)+h(t )d(t +1),

where M(t ) is the amount of savings in time t , r is the interest rate, h(t ) is the number of stock

shares, p(t +1) is the new price of the stock share in time t +1, and d(t +1) is the amount of

cash dividend per share in time t +1.

A condition-action rule of a trader decides whether the trader should buy or sell a stock share,

based on conditions received from the market. For simplicity, we consider only the following

five rules, which can be expanded to make the simulation more realistic, see (Palmer et al.,

1994). By default, if neither buy nor sell conditions are met, then the trader agent does nothing.

• Buy if the stock dividend has increased and sell if the stock dividend has decreased.

• Buy if the 100-day average of the stock price has decreased and sell if the 10-day average

has increased. If both conditions are met, then prioritize selling.

• Buy if the 10-day average of the stock price has decreased and sell if the 10-day average

of the stock price has increased.

• Randomly buy or sell by flipping a coin, as long as the available cash or the number of

stocks remaining allows such an action.

• Buy if the 50-day average of the stock price has decreased and sell if the 50-day average

of the stock price has increased.

Rules are ranked according to their strength, initially zero. Every trader has a mental model

that learns how good the condition-action rules are based on past experience. If the wealth

of a trader has increased after applying a rule, then the strength of this rule increases by one;

otherwise, it decreases by one. In each round, traders act according to the strongest rule for

the given conditions with a certain probability.

7.1.3 Epidemiology

The classic SIR model takes a top-down approach and describes how an infectious disease

spreads in a population via a set of differential equations that model the rate of changes for

different states. This makes it difficult to evaluate the aggregated impact of (1) behavioral

changes at the level of individuals, such as introducing quarantine requirements that isolate

agents for some time, and (2) spatial changes when agents move and interact with different

people. Adapting the equations of a SIR model to include the behavior of other identities, such

as hospitals or governments, that in turn changes agents’ behavior, is also not straightforward.

Agent-based simulations address these issues by taking the bottom-up approach, modeling

how the disease progresses in a population as people interact, mirroring a real-world scenario.
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We extend the classic SIR model with some extra states, E, H, and D. A person is in one of the

following states: susceptible (S), exposed (E), infectious (I), recovered (R), hospitalized (H),

or deceased (D). A susceptible person may become exposed only when contacting a person

in state I or H. The exposed state models the incubation period of the disease: A person in

state E is infected but not yet infectious. That is, such a person cannot make others sick. A

recovered person remains immune. The hospitalized state models how long a patient stays in

a hospital, which can estimate whether medical resources become overloaded. Initially, 1% of

the population is in state I and the rest are in S.

The transition between different states is probabilistic and modeled after the statistics of

COVID-19 (Imperial College COVID-19 Response Team, 2020). The likelihood of falling severely

ill is subject to how vulnerable a person is. For simplicity, we assume that the vulnerability level

depends only on age. Senior people who are infected are more likely to become hospitalized

than young people.

The connectivity of the population is described by a social network graph. Each vertex rep-

resents a person. We say that a person A can contact person B if there is an edge between

A and B in the social network graph. Individual infectiousness – the likelihood of making a

susceptible person transition to state I when being contacted – is randomly generated from

a gamma distribution with mean 1 and a shape parameter 0.25 (Imperial College COVID-19

Response Team, 2020).

We consider the following random graph models to generate our social network graph.

• The Erdős–Rényi model (ERM) generates a random graph with n vertices, where an edge

(i , j ), i ̸= j is present with probability p (Bollobás, 2001). All edges are independent.

• The stochastic block model (Holland et al., 1983) (SBM) generates a graph with commu-

nities. The set of vertices in a graph is partitioned into non-empty, disjoint blocks. The

SBM is characterized by parameters p and q . For each pair of distinct vertices (i , j ), if

they are in the same block, then the probability that there is an edge between i and j is

p; otherwise, the probability is q .

7.2 Benchmark Evaluation

We have described from a high level how the aforementioned benchmark examples can be

used in their respective research fields. Here we make it more concrete, demonstrating some

application-level results after running these examples. Specifically, we explain how these

examples can be tuned to achieve different outcomes. This is particularly useful if users

want to use agent-based simulations as a learning model, such as reverse-engineering how a

macro-phenomena can be built from micro-interactions, by adjusting different parameters in

order to achieve a better approximation of an expected result.

We emphasize that the application-level semantics of these benchmark examples, which we
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1 mean = 0.8
2

3 // Uniform distribution
4 if (Random.nextDouble () < mean) {
5 new Cell(true)
6 } else {
7 new Cell(false)
8 }
9

10 // Gaussian distribution
11 prob = mean + Random.nextGaussian ()
12 if (Random.nextDouble () < prob) {
13 new Cell(true)
14 } else {
15 new Cell(false)
16 }

Figure 7.1: Pseudocode that shows different ways of initializing agents in population dynamics
simulation.

will describe shortly, mainly concerns users who design similar simulations. Our goal in this

section is not to find the best configuration of each benchmark example such that it best

reflects some existing data set. Instead, we demonstrate how different parameters can affect

the outcome of a simulation example at the application level, leaving it to users to fine-tune

different factors if desired.

7.2.1 Population Dynamics

In population dynamics, we can tune the percentage of agents that are initially alive and how

they are distributed, as shown in the pseudocode in Figure 7.1. Figure 7.2 demonstrates how

the size of the population changes as the simulation proceeds. We consider two underlying

distributions: uniform and Gaussian distribution with mean x (where x is the percentage of

initial alive agents) and standard deviation 1.

Depending on the state of their neighbors, agents can die of overpopulation or underpop-

ulation. When initially there are 80% of alive agents, Figure 7.2 shows that the population

size drops sharply at the beginning of a simulation due to overpopulation. However, while

the population reduces to nearly 0 in (a), the size of the population remains at around 1000

in (b). After some time, it is possible for a population to enter a steady state, where agents

are neither surrounded by too many nor too few neighbors. But in general, the population

changes dynamically, as illustrated in (c) over a longer period of time (1000 rounds), for a

configuration in (b) where 20% of agents are initially alive.
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Figure 7.2: Initially, each cell in the population dynamics example has a probability x (20%,
shown in blue; 50%, shown in red; and 80%, shown in yellow) of containing an alive agent,
drawing from (a) uniform distribution, and (b) Gaussian distribution with mean x and stan-
dard deviation 1. Population changes dynamically as a simulation proceeds, which is better
illustrated in (c) over a longer period (1000 rounds).

7.2.2 Economics

For an evolutionary stock market, the stock price can be viewed as an emergent property of

the buy and sell actions of traders. Figure 7.3 (a) demonstrates this process in our benchmark

example, where the stock price increases as the number of buy orders increases, and decreases

as the number of sell orders increases.

Traders are rule-based learning systems that decide what action to take based on the state of

the market and past experience, with the goal of maximizing their wealth. Figure 7.3 assumes

that 70% of the time, traders select the rule with the highest strength, otherwise a random

rule is selected. Subfigures (b) and (c) show how the strength of different rules changes in two

traders as a simulation proceeds, as well as how traders’ estimated wealth changes. We notice

that in general, the strength of each rule is highly skewed for a given trader. However, this does

not imply that a rule with low strength in a particular trader is not efficient in general, as this

rule can have the highest strength in other traders. For instance, a trader in (b) learns that rule

1 works the best. Within the same simulation, another trader in (c) learns that rule 3 yields the

best outcome instead.

This skew in the strength of learned rules in a trader is partially due to the initial effect. Once a

rule has gained a heads-start compared with other rules, even though this rule may have been

randomly selected, then it becomes the rule with the maximum strength, hence its probability

of being selected again (70% in this example, though tunable) is much higher than other rules,

which contributes to the skew. While there are ways to address it, this skew is not necessarily

a concern. To illustrate, consider the situation where traders always select a rule at random,

shown in (d). Although the gap between the strength of different rules has now been greatly

reduced, the wealth of the trader in (d) is lower than that of (b) and (c).
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(d) Random rules

Figure 7.3: In an evolutionary stock market, (a) the stock price (blue) is regarded as an emergent
property of the buy (orange) and sell (pink) actions of traders. As a simulation proceeds, traders
learn different rules. In (b) and (c), traders select the rule with the highest strength with a
probability of 0.7. The strength of each rule is highly skewed for a given trader. However, this
does not necessarily imply that a rule with low strength in a particular trader is not efficient in
general, as this rule can have the highest strength in other traders. For (b), rule 1 (red) has the
highest strength. Within the same simulation, (c) learns that rule 3 (green) works best instead,
though both traders have similar initial setups. This skew can be addressed by assuming each
rule is selected at random with the same probability, as shown in (d). However, the wealth
(blue) of traders in (b) and (c) are higher than that of (d).
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(b) p=0.1
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(c) p=0.01

Figure 7.4: Tune the edge probability p to modify the topology of an ERM graph. As p decreases
(a) 0.3, (b) 0.1, and (c) 0.01, the blue curve (S) shifts towards the right and the maximum number
of exposed (E, red curve) or infectious (I, yellow curve) population per round lowers.

7.2.3 Epidemiology

Compared with previous examples, the epidemics examples include much more parameters

and offer an extremely high degree of flexibility for customization, including connectivity of

the underlying social graph, duration of different states, probability of state transitions, and

population distribution, which we will explore here. We emphasize that the aforementioned

factors are far from an exhaustive list. For instance, users can also adjust the vulnerability level

of different people and the probability of various state transitions.

Tune the connectivity of social network graphs. We start by adjusting the topology of the

underlying random graph through parameters such as edge probability, as explained before

(see Section 7.1). When the edge probability decreases, the average number of neighbors

per agent also decreases. Consequently, the number of people being contacted by infectious

individuals in a round is also reduced, hence the spread of disease should slow down.

Figure 7.4 demonstrates that as edge probability p decreases in ERM, the disease transmission

indeed slows down: the curve that corresponds to S (blue) is shifted towards the right, hence

the number of rounds for the entire population to become exposed to the disease has increased.

Consequently, other curves have also been shifted accordingly with a lower peak value. For

instance, the maximum number of exposed (E, red curve) or infectious (I, yellow curve) people

in any round becomes lower.

The analysis for SBM experiments shown in Figure 7.5 is similar. The disease transmission

slows down as (a) within-block edge probability p decreases, (b) cross-block edge probability

q decreases, and (c) the number of blocks n increases.

Tune the number of contacts. By default, we assume that an infectious agent contacts all

its neighbors in each round. We can also limit the maximum number of contacts that an

agent can make per round. If we decrease the maximum number of contacts per agent from

50 agents to 10 agents, we see in Figure 7.6 that the number of rounds that it takes for the

susceptible population to become exposed has increased by several factors (blue curve has
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(b) p=0.1, q=0.001, n=5
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(c) p=0.01, q=0.001, n=5
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(d) p=0.1, q=0.1, n=5
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(e) p=0.1, q=0.05, n=5
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(f) p=0.1, q=0.01, n=5
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(g) p=0.1, q=0.01, n=10
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(h) p=0.1, q=0.01, n=20
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(i) p=0.1, q=0.01, n=50

Figure 7.5: Tune the edge probability within-block (p), between-block (q), and the number
of blocks n, to modify the topology of a SBM graph. We first assume q=0.001 and n=5 and
decrease p in (a) 0.3, (b) 0.1, and (c) 0.01. Subsequently, we fix p=0.1 and n=5, lowering the
value of q in (d) 0.1, (e) 0.05, and (f) 0.01. Finally, we set p=0.1 and q=0.01, raising the number
of blocks n in (g) 10, (h) 20, and (i) 50. In all such cases, i.e. when either p or q is decreased or
when n is increased, we observe a notable reduction in disease circulation.
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(b) ERM, 20 contacts
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(c) ERM, 10 contacts
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(d) SBM, 50 contacts
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(e) SBM, 20 contacts
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(f) SBM, 10 contacts

Figure 7.6: Curtail the maximum number of people that an infectious individual can contact
in ERM (p=0.1) (a-c) and SBM (p=0.1, q=0.01, n=5) (d-f), from 50 (a, d) to 20 (b, e) and 10 (c, f)
can mitigate the spread of disease.

shifted to the right), hence this is effective at curbing the disease transmission.

Reducing the maximum number of contacts that infectious agents can make is also the core

logic behind non-pharmaceutical interventions (NPIs), including quarantine or lockdown.

The effectiveness of different NPI strategies can be understood from how such strategies limit

the number of contacts per agent.

Tune state durations. So far we have discussed factors such as adjusting the topology of a

social graph or limiting the maximum number of contacts per agent, which address how fast a

disease spreads by targeting interactions between agents. In the experiments here and below,

we analyze other factors that are independent of how people interact, such as the course of the

disease in a person, including the duration of different stages of the disease – which manifests

into people being in different health states (SEIHRD) – and the likelihood of transitioning into

other stages.

We first tune the average duration of different states, using E and I as examples. Per state, its

duration is a high-level description of how many rounds an individual remains in this state.

Not all states have such a duration, such as S, R, and D. People remain R or D until a simulation

ends. For S, healthy people stay in S up to being infected by infectious people. In particular,

the duration does not concern transitions that are associated with this state. For instance,

users may assume that on average agents remain infectious (I) for 5 rounds. This does not

make any presumption on the state that an agent transits to afterward, such as R, H, or D.

Figures 7.7 and 7.8 show that as we increase the average duration of E or I from 5 to 10 and

15 rounds, curves that correspond to these states have been widened in such a way that the
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(f) SBM, E duration 15

Figure 7.7: Increase the average duration of E in ERM (p=0.1) (a-c) and SBM (p=0.1, q=0.01,
n=5) (d-f), from 5 (a, d) to 10 (b, e) and 15 (c, f). Curves that correspond to E (red) have
changed in such a way that the width of their respective peaks has been expanded to reflect
the increase in the average duration.

“width” of their respective peaks has increased to reflect the new average duration. To clarify,

let me denote the maximum number of people in E in a round when the average duration is 5.

After increasing the average duration to 10 or 15, although the maximum number of people in

E in a given round does not change much from me , the number of rounds that a total of me

people remain in E has been increased to approximately the new average duration.

Tune state transition probabilities. Here we quantify the impact of transition probability on

the spread of disease, using the probability of low-risk individuals transitioning from state E to

I and from I to H as examples.

In previous experiments, the probability of low-risk people transitioning from E and I is 0.6.

During this experiment, we decrease this probability to 0.3 and 0.1 respectively. Figure 7.9

shows that curves that correspond to I have been lowered such that the “height” of their

peak, measured in the size of the population, decreases to approximately 1/2 and 1/6 of the

original height (when the probability is 0.6), to reflect the new transition probability. Curves

for other states are changed accordingly. The same observation is made when decreasing the

probability of low-risk people transitioning from I to H from 0.1 to 0.05 and 0.01 respectively.

Figure 7.10 shows that the curve corresponding to H has been similarly lowered.

Tune demographic profile. We also evaluate how demographic profile changes the spread

of disease. In particular, we consider the impact of age distribution. Our example models

the age distribution using Gaussian with a standard deviation of 1 and a mean that reflects

average age. Previously we assumed the average age to be 45, and here we adjust it to 25 and
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(b) ERM, I duration 10
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(c) ERM, I duration 15
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(d) SBM, I duration 5
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(e) SBM, I duration 10
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(f) SBM, I duration 15

Figure 7.8: Increase the average duration of I in ERM (p=0.1) (a-c) and SBM (p=0.1, q=0.01,
n=5) (d-f), from 5 (a, d, also presented in figures 7.4 and 7.5) to 10 (b, e), and 15 (c, f). Curves
that correspond to I (yellow) have been widened such that the width of their respective peaks
has increased to reflect the new average duration, similar to Figure 7.7.
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(b) ERM, PE2I =0.3
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(c) ERM, PE2I =0.1
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(d) SBM, PE2I =0.6
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(f) SBM, PE2I =0.1

Figure 7.9: Decrease the probability of transitioning from state E to I for low-risk people in
ERM (p=0.1) (a-c) and SBM (p=0.1, q=0.01, n=5) (d-f), from (a, d) 0.6 to (b, e) 0.3 and (c, f) 0.1.
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(a) ERM, PI 2H =0.1
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(b) ERM, PI 2H =0.05
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(c) ERM, PI 2H =0.01
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(d) SBM, PI 2H =0.1
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(e) SBM, PI 2H =0.05
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(f) SBM, PI 2H =0.01

Figure 7.10: Decrease the probability of transitioning from state I to H for low-risk people in
ERM (p=0.1) (a-c) and SBM (p=0.1, q=0.01, n=5) (d-f), from (a, d) 0.1 to (b, e) 0.05 and (c, f)
0.01.

65 respectively.

As the average age increases, the population of high-risk individuals also increases. Figure 7.11

shows that when the average age is 65, the population of H and D have increased significantly

compared with when the average age is 45, but the change is less dramatic when increasing

the average age from 25 to 45. This is because we consider people above 60 to be high-risk,

which can also be customized.

7.3 Implementation Details

We have shown how users can adjust different application-level parameters to fine-tune

the outcome of a simulation example in our benchmark. For our purpose, however, we are

interested in the low-level characteristics of these applications, such as their communica-

tion pattern and computation pattern, and use these workloads to benchmark the relative

performance of different BSP-like systems when executing agent-based simulations.

We implement the workloads such that the agent code in CloudCity or other systems has

the exact same behavior.1 Since the programming models of these systems vary, we explain

important details for different implementations. In Giraph, GraphX, and Flink Gelly, messages

arrive in one superstep, vertices can not make RPCs, and no time series is generated. We

impose these restrictions consistently across all systems, which require that all agents in

CloudCity are exactly 1-available to others in every round, agents do not use RPC instructions,

and the log controller is disabled. Hence, system optimizations including direct memory

1This is modulo potential non-determinism from randomized computation or the semantics of consuming
messages from the mailbox in an arbitrary order.
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(b) ERM, average age 45
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(c) ERM, average age 65
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(d) SBM, average age 25
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(e) SBM, average age 45

Round

P
op
ul
at
io
n

0

2500

5000

7500

10000

10 20 30 40 50

S

E

I

H

R

D

(f) SBM, average age 65

Figure 7.11: Tune the average age of the population in ERM (p=0.1) (a-c) and SBM (p=0.1,
q=0.01, n=5) (d-f), from (a, d) 25 to (b, e) 45 and (c, f) 65.

accesses and deforestation that depend on such functionalities are inapplicable in CloudCity.

The programming model of Spark is RDD-based, where an RDD (Resilient Distributed Dataset)

is an immutable collection of in-memory objects that can be parallelized (Zaharia et al.,

2012). This allows Spark to achieve better performance than disk-based systems, such as

Hadoop (Apache Hadoop Developers, 2006). Agents in CloudCity, Giraph, and Flink Gelly are

also stored in memory. We consider two possible implementations in Spark, stateless and

stateful. In the stateless approach, the “state” of an agent is captured in a data structure and is

updated as a simulation progresses through the following APIs: the run method consumes

this data structure and a collection of incoming messages, and returns the updated agent

state after processing the messages; the sendMessage method consumes the state of an agent

and returns one or more messages generated by the agent that will be sent to all connected

agents. For instance, in the population dynamics example, the signature of run takes a Boolean

attribute that denotes whether an agent is alive as input and returns it as output:

run(id : Long,alive : Boolean,messages : List[List[Boolean]]) : Boolean;

similarly for epidemics example, where run takes a list of integers that represents the state of

a person, including age, health status, and vulnerability, as an input and returns it as output:

run(id : Long,state : List[Int],messages : List[List[Double]]) : List[Int].

It is easy to see that the entire state of a vertex is captured in the input and output data flow of

run, hence “stateless”. This contrasts with a stateful implementation, where

run() : Unit
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is defined inside a stateful agent object and mutates the state of an agent like

1 class Vertex extends Agent {
2 var alive: Boolean = Random.nextBoolean ()
3

4 def run(): Unit = {
5 // do sth
6 ...
7 }
8 }

For stateful objects with mutable states that need to be persisted even after a method returns,

RDDs capture the serialized representation of such objects and store any operations over these

objects in the lineage for lazy evaluation (Zaharia et al., 2012). If the state of an object changes,

upon materialization, Spark creates a new RDD where the modified state has been updated,

and all other objects in the previous RDD are copied. While it is possible to transform a

collection of agents as defined in our DSL directly to an RDD in Spark, our earlier experiments

(not included in this thesis) showed that changing agents to stateless is orders of magnitude

faster due to reduced object creation and copying in Spark.

We adopt stateless agents for the Spark implementation when compare with other systems.

The implementation contains three RDDs: an immutable edge RDD that represents the input

graph, a message RDD that contains a collection of all messages, and an agent RDD that

contains a collection of agent states. Per round, the message RDD is joined with the agent

RDD to deliver messages between agents. Afterward, agents proceed one round by executing

run and sendMessage. The agent RDD is then materialized and joined with the edge RDD to

produce new messages, which in turn updates the message RDD before the next round.

Giraph is an open-source implementation of Pregel (Malewicz et al., 2010), a large-scale graph

processing system developed by Google. Users define a graph algorithm in Giraph as a vertex

program with a computemethod, which is executed iteratively by all vertices in an input graph,

as described in the BSP model. In every superstep, each vertex in the input graph receives

messages sent from neighbors in the previous superstep, executes the compute method, and

sends messages to other vertices. GraphX is a graph library embedded in Spark and introduces

optimized graph-specific operators. Gelly is a graph library of Flink (Developers, n.d.), which

provides a unified programming model for both batch and stream processing (Carbone et al.,

2015). Both GraphX and Gelly support Pregel-like operators for iterative computation, which

we employed in our experiments.

While Giraph, GraphX, and Flink Gelly are designed for graph processing, it is still feasible to

implement simulations as vertex programs in these systems, but with some restrictions, such

as the lack of support for polymorphic agents and messages. A vertex also turns inactive if it

does not receive any message, which is problematic for simulations where agents often remain

active to perform local computation besides handling messages. This issue can be addressed

by introducing a clock vertex that sends heartbeat messages, which requires changes to
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both the input graph and the vertex program. Together, these limitations demonstrate that

programming simulations as a vertex program in a graph system can be cumbersome and

inefficient, highlighting why agent-based simulations call for a new system.

7.3.1 System Comparison

Table 7.1 summarizes system features that are most relevant to efficient executions of agent-

based simulations, which are stateful, communication-intensive, and exhibit high heterogene-

ity in agent code. We provide insights into the suitability of CloudCity, Giraph, Flink Gelly,

Spark, and GraphX for simulations, by analyzing the applicability of the features listed in

Table 7.1 for each system. We use “x” to highlight systems with a given feature and explain

them in detail below.

Systems that perform in-place updates directly modify the states of an object, including Giraph

and CloudCity, allowing fast updates with no buffering overhead. In contrast, RDDs in Spark

and GraphX are immutable; to perform computation over agents, as well as to perform the

reshuffling of messages from agent outboxes to agent inboxes, multiple large collections

of objects need to be maintained and joined. While Spark’s lazy computation and internal

deforestation optimizations reduce the number of copies held in memory, and explicit caching

and unpersisting help make memory management and garbage collection more efficient,

Spark and GraphX still require the creation and copying of far more objects than systems

that take a stateful BSP approach with mutable objects by supporting in-place updates. In

Flink Gelly, in each iteration, vertices that need to be modified are duplicated and changes are

applied to the duplicates rather than in situ.

Efficient local messaging refers to an optimization when agents are on the same machine.

In CloudCity and Giraph, for instance, such messages are delivered by passing references,

rather than copying and serializing message objects. In Spark, GraphX, and Gelly, messages

are delivered using a join-like operation that shuffles messages from agent outboxes to agent

inboxes, without special treatment for messages that are to be delivered locally, between

agents on the same machine.

Asynchronous message reshuffling allows agents to start executing the next round as soon as

their mailbox has been filled in, which is a BSP-specific optimization that is supported in both

Giraph and CloudCity. In contrast, agents in other systems begin executing the next round

only after all the messages in the system have arrived.

Polymorphism refers to supporting multiple agent and message types. For instance, if a

simulation contains different agent types, then polymorphic agents ensure that every agent

contains only relevant attributes, which is more memory efficient than mixing attributes of all

agent types. The performance advantage of polymorphic messages is similar. CloudCity is the

only system that supports polymorphic agents and messages in a single simulation.
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Table 7.1: Features of different systems

CloudCity Giraph Gelly Spark GraphX

in-place updates x x
efficient local messaging x x x
asynchronous message reshuffling x x
polymorphism x

7.4 System Evaluation

We examine the relative performance of CloudCity compared to other state-of-the-art BSP-like

systems using workloads described in Section 7.1. We begin with finding the best setup config-

uration, such as the number of workers per machine, of each system for later experiments.

Next, we compare the scalability of different systems as the number of agents (scale-up)

or machines (scale-out) increases. In addition, we stress-test key performance factors, like

communication frequency and computation interval, for each workload. For CloudCity, we

evaluate the effectiveness of different optimizations described in Chapter 6 and the perfor-

mance impact of hierarchical communication patterns with delayed messages separately.

We make default application-dependent parameters that are used in the subsequent experi-

ments explicit for each workload. For the population dynamics example, half of the cells are

initially alive. The population distribution forms a uniform distribution. In the economics

example, we consider one market agent and tune the number of trader agents. For simplicity,

we assume traders always select the condition-action rule that has the highest strength. Re-

garding the epidemics examples, the social network graph is generated by ERM (p = 0.01) and

SBM (5 blocks, p = 0.01, q = 0). We use SBM just to have a clear block structure and set q = 0.

Per round, an infected agent sends a message to all its connected neighbors. The average state

duration of E, I, and H is 5, 5, and 7 respectively. The state transition probability for low-risk

people from E to I, I to H, and H to D is 0.6, 0.1, and 0.1 respectively. For high-risk people, the

corresponding transition probability is 0.9, 0.4, and 0.5. The average age of the population is

45, and the age profile is generated according to a Gaussian distribution with a mean of 45

and a standard deviation of 1.

In the experiments, we simulate each workload for a fixed number of rounds, and we compute

the average time consumption per round. For the population dynamics and economics

examples, we use 200 rounds. For the epidemics example, only infectious agents send out

messages. Initially, the infectious population (and, therefore, the number of messages) grows

exponentially, but at some point, it will drop to zero. To capture the “interesting” behavior

when the disease spreads, the epidemics simulation is only run for 50 rounds. Each experiment

is repeated three times and we show the average time per round, averaged again over all

repetitions.
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Figure 7.12: Finding the best configuration of each system for 10,000 agents on one machine
(unit of parallelism is system-specific)

7.4.1 Configuration Tuning

Our first goal is to find the best configuration for each of the systems. For this, we assume

10,000 agents per machine and evaluate the performance of different configurations individu-

ally per system. The terminology for achieving parallelism is different in these systems, which

can be the number of cores (Spark, GraphX), parallel instances (Flink Gelly), workers (Giraph),

or components (CloudCity), hence we omit the unit of the parallelism in Figure 7.12. The

resulting best configurations are used in the subsequent experiments to cross-compare the

performance across systems.

We tune both Spark and GraphX by increasing the number of logical cores. The cluster

manager of Spark deals with the low-level resource allocation in a (possibly distributed)

system. We employ the Standalone manager, which uses one multi-threaded Spark executor

per machine (Apache Spark Developers, 2018). Figure 7.12 show that increasing the number

of logical cores for the Spark executor improves the overall performance of Spark and GraphX

for all workloads, as more hardware parallelism is exploited. Both 20 and 50 cores outperform

1 or 10 cores, but the performance difference between 20 and 50 cores is not significant in

Figure 7.12, and we select 50 cores as the default setup for later experiments.

For Giraph, we compare the performance when changing the number of workers per machine.

We increase the number of workers from 1 to 50 for single-threaded workers. We also consider

using one multi-threaded worker, which can use up to 50 compute threads. Figure 7.12 shows

that one multi-threaded worker per machine has the best overall performance across different

workloads, as also reported in previous work (Ching et al., 2015).

In Flink Gelly, a program consists of multiple tasks, where each task is split into several parallel
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instances for execution. Every parallel instance processes a subset of the task’s input data. The

number of parallel instances of a task is called its parallelism. We increase the parallelism from

1 to 50. Figure 7.12 shows that Flink Gelly achieves the best performance when the parallelism

is 20.

For CloudCity, we compare non-partitioned execution against partitioned execution with a

varying number of components. In the non-partitioned execution, each agent notifies the

driver that it has completed at the end of every round. In the partitioned execution, agents

are separated into components and notify the local leader of the component when they have

finished. Only local leaders communicate with the driver. For the experiments, we use a

two-level hierarchical partition, separating agents evenly (based on their ids) into different

components, and applying thread merging to each component. The number of components

is increased from 1 to 50.

Figure 7.12 shows that the partitioned execution with 50 components is 4-15× faster than

the non-partitioned execution, even though all agents in CloudCity are configured to be 1-

available (Section 7.3) and synchronize every round in both executions. There are several

reasons for the speedup. Firstly, the driver processes messages sequentially. In the partitioned

execution, synchronization messages sent from agents are processed in parallel by local lead-

ers, and the driver only needs to process synchronization messages from local leaders, which is

much more efficient than in non-partitioned execution, where the driver processes messages

from all agents. Secondly, our system compiles away synchronization messages between a

worker and its local agents in partitioned execution. Instead of sending a synchronization

message, an agent yields the control back to the local leader when it completes execution, thus

the local leader does not need to process synchronization messages. This allows our system to

further reduce the synchronization cost.

For the following experiments, we configured each system according to the findings above. Per

machine, we use one multi-threaded worker for Giraph; a multi-threaded Spark executor using

50 logical cores for Spark and GraphX; 20 parallel instances in Flink Gelly; and partitioned

execution with 50 components for CloudCity.

7.4.2 Scalability

In this experiment, we compare the scalability of these systems by increasing the number

of agents (Figure 7.13a) from 1,000 to 100,000, and the number of machines from 1 to 4

(Figure 7.13b). When scaling out, we fix 10,000 agents per machine; moreover, for the SBM

epidemics specifically, we adjust the number of blocks of the SBM to match the number of

machines. The experimental data shows that CloudCity achieves on-par or better performance

than Giraph, Flink Gelly, Spark, and GraphX.

Giraph has a performance comparable to CloudCity when increasing the number of agents and

machines. Supporting polymorphism does give CloudCity a slight performance advantage over
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Figure 7.13: Scalability experiments (a) Increasing the number of agents; (b) Increasing the
number of machines.

Giraph. In the SBM experiment (Figure 7.13b bottom right), CloudCity can be 2× faster than

Giraph when scaling out, because CloudCity partitions agents based on their communication

pattern, which allows our system to reduce the number of cross-machine messages to zero

in the SBM experiment. Flink Gelly is around 2× slower than CloudCity as the number of

agents and machines grows, because CloudCity supports in-place updates of objects and

asynchronous message reshuffling, as shown in Table 7.1. Spark and GraphX are one to two

orders of magnitude slower than CloudCity, due to the lack of in-place updates and inefficient

local messaging.

Our Spark implementation is 2-20× slower than GraphX as the number of agents and machines

increases in population dynamics and epidemics examples, but can be faster than GraphX in

the stock market example. The Spark implementation contains three RDDs: an immutable

edge RDD that represents the input graph, a message RDD that contains a collection of all

messages, and an agent RDD that contains a collection of agent states. Per round, the message

RDD is joined with the agent RDD to deliver messages between agents. Afterward, agents

proceed one round by executing run and sendMessage. The agent RDD is then materialized

and joined with the edge RDD to produce new messages, which in turn updates the message

RDD before the next round.

GraphX also contains three RDDs: vertex RDD (i.e. agent RDD), edge RDD, and triplet RDD,

where the triplet RDD logically joins the vertex RDD and the edge RDD, connecting a source

vertex with its destination vertices. The triplet RDD allows GraphX to generate and deliver

messages more efficiently (Gonzalez et al., 2014) than the Spark implementation. But the

triplet RDD has a hidden cost: Vertices are duplicated; synchronizing these vertex copies

requires much more object copying and data reshuffling than our Spark implementation.
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Figure 7.14: Microbenchmark: Increasing communication frequency

7.4.3 Communication Frequency

A key feature of simulations is that agents communicate frequently, thus we examine how

different systems perform as the number of messages increases. For each workload in Sec-

tion 7.1, we artificially increase the communication frequency by up to 30×, compared with

the original workload. This is done by sending that many identical copies of every message.

These and all later experiments assume 10,000 agents on one machine.

As we increase the number of messages to 30×, Figure 7.14 shows that the relative performance

of CloudCity, Giraph, and Flink Gelly is approximately the same as in the scalability experi-

ments, but Spark scales considerably better than GraphX. In the economics example, Spark is

over two orders of magnitude faster than GraphX when the communication frequency is 30.

Though both Spark and GraphX are RDD-based, the triplet RDD abstraction of GraphX can

cause much more object copying and data reshuffling than our Spark implementation because

of the duplicated vertices and messages, as we have described in the scalability experiment.

7.4.4 Idle Periods

Another distinct feature of simulations is the presence of idle periods. For example, the

epidemics simulation can include lockdown or quarantine policies, which prompt agents to

wait idly for some rounds. We modify the workloads in Section 7.1 to microbenchmark this

intermittent computation pattern, such that agents only communicate every n rounds, where

n = 1 is the base case (no change from before), shown in Figure 7.15. As expected, reducing

the computation such that agents compute only every 20 rounds leads to lower execution time

than computing every round for all systems. While CloudCity allows users to describe such

computations easily using wait(n), users of graph systems have to modify the input graph

and the vertex program with an extra clock vertex, as explained in Section 7.3. The lack of

support for expressing idle periods in such systems also has a performance cost. For instance,
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Figure 7.15: Microbenchmark: Increasing the number of rounds until the computation is
resumed

CloudCity is 10× faster than Giraph when n = 20, but the performance of these two systems is

on par when n = 1.

7.4.5 CloudCity-Specific Optimizations

From now on, we assess system optimizations available only in CloudCity. For experiments in

this section, we only evaluate CloudCity on one machine with 10,000 agents, unless specified

otherwise.

Thread Merging. We evaluate the effectiveness of thread merging across all workloads. Same

as before, we separate agents evenly into 50 components. Figure 7.16a shows that merging

each component leads to up to 2× improvement. The number of concurrent agents in each

component far exceeds the number of hardware threads, which causes frequent context

switches and worsens locality, both leading to sub-optimal performance. These issues are

addressed by thread merging, which improves the hardware utilization rate by lowering the

number of context switches and the number of branches, as illustrated in Figure 7.16b.

Fusing Send and Receive Operations. We evaluate the effectiveness of fusing send and

receive operations in eliminating the overhead of message passing. We adjust the previous

implementation of each example so that agents communicate using callAndForget, and

design the RPCs in a way that allows direct memory accesses. The changes to the implementa-

tions for supporting the DMA require some events that occur when using message-passing

primitives to be reordered. Users should be cautious and determine whether the behavioral

changes caused by the event reordering are acceptable.
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Figure 7.16: Thread merging (a) improves the performance of all workloads by up to 2×. This
performance benefit is from better scheduling and more efficient hardware utilization. For
instance, in (b) the economics example, the number of context switches and the number of
branches is reduced by half after thread merging.
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Figure 7.18: In the case of economics example, (a) exploiting topological sorts of the DMA
graph (orange) to avoid applying the merge method improves the performance further for 50
components. There is a tradeoff between parallelizing computation and transforming more
messages to DMAs. As we reduce the number of components from 50 to 20 (green), more
messages can be transformed to DMA, but less computation can be parallelized. Here 20
components has worse performance than 50 components. (b) Using a low-level language with
fine-grained memory management like C++ can obtain much higher improvement. When
merging all agents into a single component, fusing send and receive operations in C++ (red) is
6× faster than messaging (green) and 2× faster than fusing in Scala (orange).

We experiment with both multi-versioning implementations and generalized double-buffering

implementations. The performance of multi-versioning is 2-3×worse than generalized double-

buffering for all examples, hence not showing here. Such performance differences is due to

memory activities for a JVM-based language like Scala. While generalized double-buffering

pre-allocates memory needed for the auxiliary attributes, multi-versioning requires the system

to dynamically allocate more memory for new versions of an attribute, and the memory

occupied by old versions is not immediately freed.

Here we focus on generalized double-buffering, and begin with generalized double-buffering

that has an additional merge method. In particular, we define RPCs in such a way that received

inputs are simply buffered, without applying any partial evaluation to compute the results.

To clarify, we use the economics simulation as an example and show how the market agent

definition is transformed from message-passing

1 class Market extends Actor {
2 // ... states
3 def main(): Unit = {
4 while (true) {
5 buyOrders = 0
6 sellOrders = 0
7

8 var m = receiveMessage ()
9 while (m.isDefined){

10 var ans = m.get.value
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11 if (ans == 1) {
12 buyOrders = buyOrders + 1
13 }
14 if (ans == 2) {
15 sellOrders = sellOrders + 1
16 }
17 m = receiveMessage ()
18 }
19

20 // ... other computations
21 // send messages to neighbors
22 connectedAgentIds.foreach(i => {
23 // ... construct message
24 sendMessage(i, msg)
25 })
26 waitRounds (1)
27 }
28 }
29 }

to allow generalized double-buffering with an additional merge method

1 class Market extends Actor {
2 // ... states
3 @allowDirectAccess
4 def traderAction(action: Int): Unit = {
5 bufferedActions.append(action)
6 }
7

8 // The merge method is called at the beginning of each round ,
9 // before any agent starts executing

10 def merge (): Unit = {
11 buyOrders = bufferedActions.count (_ == 1)
12 sellOrders = bufferedActions.count (_ == 2)
13 bufferedActions.clear ()
14 }
15

16 def main(): Unit = {
17 while (true) {
18 handleRPC ()
19 // notify traders of the latest market state
20 traders.foreach(x => callAndForget(x.inform(stockPrice ,

marketState), 1))
21 wait (1)
22 }
23 }
24 }

Notice that the RPC method traderAction simply buffers the received trader actions.

For each example in the benchmark, we apply such transformations to allow agents to use
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generalized double-buffering with an additional merge method. Figure 7.17 shows the evalu-

ation of this optimization compared with message-passing. Since RPC methods are simply

buffering user inputs, it is unsurprising that this general transformation does not lead to

significant speedup, which is up to 2×. The blue bar (left) denotes the performance of the

implementation from before that uses send. The orange bar (middle) represents the perfor-

mance of the implementation using callAndForget, which is up to 2× slower than send due

to RPC-related instruction and memory overhead. The green bar illustrates the performance of

the system when transforming callAndForget to DMAs, using generalized double-buffering.

This optimization has eliminated the overhead of RPCs, achieving on par or slightly better

performance than send.

We also consider a special scenario where agents use generalized double-buffering but without

a merge method, by exploiting a topological sort of a DMA graph of a simulation, as we have

explained previously in Section 6.2. We use the economics example as a case study. In this

experiment, we avoid the overhead of buffering user inputs and change the market agent

definition to allow partial computation in the RPC method, shown below. Agents are still

parallelized and separated into 50 components. In the component that contains the market

agent, the market agent is merged before any traders. Messages sent from traders in the same

component are compiled away and transformed into DMAs. Traders in other components still

communicate with the market agent by messaging.

Figure 7.18a shows that for 50 components, exploiting topological sort (orange) achieves

slightly better performance than applying the merge method (blue), but not by much. We

point out that there is a tradeoff when determining the number of components before applying

DMA. On the one hand, increasing the number of components reduces the average number of

agents per component, hence the performance benefit from exploiting the within-component

communication is more limited compared with merging all agents into a single component.

On the other hand, increasing the number of components reduces the amount of time needed

to execute all agents within the component, hence can lead to better parallelization and faster

overall execution time. For the economics example, increasing the number of agents per

component, by reducing the number of components from 50 (orange) to 20 (green), hurts the

performance instead.

1 class Market extends Actor {
2 // ... states
3 @allowDirectAccess
4 def traderAction(action: Int): Unit = {
5 if (action == 1){
6 buyOrders += 1
7 } else if (action == 2) {
8 sellOrders += 1
9 }

10 }
11

12 def main(): Unit = {
13 while (true) {
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14 handleRPC ()
15 stockPrice = stockPriceUpdate(buyOrders , sellOrders)
16 // notify traders of the stock price and latest market state
17 traders.foreach(x => callAndForget(x.inform(stockPrice ,

marketState), 1))
18 wait (1)
19 }
20 }
21 }

Though our empirical evaluation of fusing send and receive operations does not achieve

orders of magnitude speedup, we do believe that this is a promising optimization that has

more potential. However, taping this optimization in a high-level language like Scala whose

performance is easily affected by memory activities, as evident from the performance gap

between multi-versioning implementation and generalized double-buffering, can be difficult.

Using a low-level language like C/C++ that offers fine-grained control over memory activities

can better exploit this optimization.

To demonstrate, we implement a C++ prototype of a non-distributed backend for DMA experi-

ments and port the economics example, merging all agents into one component. Figure 7.18b

demonstrates that in the C++ implementation, DMA with topological sort (red) is 6× faster

than messaging (green), consistently as we increase the number of agents from 1,000 up to

100,000. Fusing send and receive operations in C++ is also 2× faster than that in Scala (orange).

We also notice that in C++, messaging is up to 3× slower than that in Scala (blue), due to

just-in-time compilation and other Java Virtual Machine (JVM) run-time optimizations when

executing Scala.

Tiling. Tiling separates the social graph of a simulation into tile agents and only sends

messages between these tile agents, as described in Section 6.3. We consider the popula-

tion dynamics example, which is embedded in a 2D grid. More concretely, we present the

pseudocode of a tile agent for this example below.

1 class TileAgent extends Agent {
2 // ... states and computations
3

4 def step(): Int = {
5 // ... computation to process messages
6 for (i <- (1 to rows -1)) {
7 for (j <- (0 to cols -1)) {
8 newBoard(i)(j) = actionPerVertex(Coordinate2D(i, j))
9 }

10 }
11 oldBoard = newBoard
12 1
13 }
14 }
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Figure 7.19: Microbenchmark the effectiveness of tiling in the population dynamics example.
We increase the number of agents from 1,000 to 1,000,000 and raise the number of tiles from
1 to 20. For 1,000,000 agents, using 10 or 20 tiles improves the performance by over 20×
compared with no tiling.

Figure 7.19 shows the performance of tiling compared with message-passing (with label “no

tiling”), when increasing the number of agents from 1,000 to 1,000,000 agents, and increasing

the number of tiles from 1 to 20. We see that using 10 or 20 tiles improves the performance by

over 20× for 1,000,000 agents compared with no tiling.

SimulateUntil Operator. Recall that SimulateUntil allows users to stop a simulation

early. It is clear that the speedup of SimulateUntil depends on user queries. Here we revisit

a sample question presented before in Section 6.4, “When does half of the population becomes

exposed to the disease (state E)?” and evaluate it in our ERM example (p=0.01).

This question can be expressed as a query using SimulateUntil like below.

1 // population: Int
2 SimulateUntil(agents , 50)((ts: Iterable[Iterable[Actor ]]) => {
3 ts.map(i => {
4 i.filter(a => {
5 a match {
6 case x: epidemic.Person => x.health == Exposed
7 }
8 }).size > (population / 2)
9 })

10 })

The simulation terminates either the condition that at least half of the population becomes

exposed evaluates to true or 50 rounds have passed. The performance metric that we consider

is total time until a simulation completes, which is different from average time per round that

we have presented so far.

116



Experiments Chapter 7

0

20

40
Nu

m
be

r o
f r

ou
nd

s

103 104 105

Total Agents

0

100000

200000

To
ta

l T
im

e 
[m

s]

Simulate SimulateUntil

(a) ERM

48

50

52

Nu
m

be
r o

f r
ou

nd
s

103 104 105

Total Agents

0

20000

40000

To
ta

l T
im

e 
[m

s]

Simulate SimulateUntil

(b) SBM

Figure 7.20: Microbenchmark the effectiveness of SimulateUntil in the context of evaluating
user query “When does at least half of the population become exposed (state E) to the disease?”
in ERM and SBM respectively, as we increase the number of agents from 1,000 to 100,000.
(a) In ERM, the number of rounds that it takes to answer this question decreases as the size
of the population increases. The speedup of SimulateUntil is up to 300×. (b) In SBM, the
number of rounds remains the same as that of Simulate. SimulateUntil is slightly slower
than Simulate due to the overhead of evaluating against the time series in each round.

Figure 7.20 shows the evaluation result for our microbenchmark experiments that compare

the performance of evaluating the aforementioned user query using SimulateUntil and

Simulate in the epidemics example, for both ERM and SBM. In Figure 7.20a, we notice that

the number of rounds that takes to answer the user query in ERM decreases as the number of

agents increases: For 1000 agents, the simulation runs until 50 rounds have passed; but for

100,000 agents, it takes only 2 rounds for half of the population to become exposed. Intuitively,

in the ERM graph with a fixed edge probability, the number of edges connected with a vertex

increases as the number of vertices increases. Hence, the number of neighbors per agent

increases as the size of the population grows. The speedup of SimulateUntil increases to well

over two orders of magnitude as the number of agents increases to 100,000. However, in SBM,

the average number of neighbors per agent is much lower than that of ERM. Figure 7.20b shows

that simulations using SimulateUntil still run for 50 rounds, the same as using Simulate.

Due to the overhead of evaluating the user-defined condition at the end of each round, using

SimulateUntil is slightly worse than using Simulate in Figure 7.20b.

Deforestation. We assess the effectiveness of deforestation using the population dynamics

example as a case study and consider multiple queries, listed in Table 7.2. The “time series”

experiments save a copy of each agent at the end of every round to generate a time series,

which allows users to query the time series arbitrarily many times. In case users are only

interested in a single query, then we can apply deforestation to reduce the intermediate data.

Figure 7.21 shows the average time per round when increasing the number of agents from
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Figure 7.21: Microbenchmark the effectiveness of deforestation in the population dynamics
example. We scale up the number of agents from 1,000 to 100,000. The baseline is “time series”,
which materializes a sequence of collections of agents. For each user query presented in
Table 7.2, we measure the average time per round after applying deforestation. Deforestation
is effective and eliminates nearly all the overhead of generating a time series, approaching the
performance of “no time series”.

Table 7.2: Query expressions for deforestation experiment

Q1 How many agents are alive during the simulation?
Simulate(agents,200).map(x=> x.filter(_.asInstanceOf[Cell].alive).size)

Q2 How many agents are alive at the end of the simulation?
Simulate(agents,200).last.filter(_.asInstanceOf[Cell].alive).size

Q3 Which agents are alive in each round during the simulation?
Simulate(agents,200).map(x=> x.filter(_.asInstanceOf[Cell].alive))

1,000 to 100,000 while generating the time series or applying deforestation to different queries.

As expected, the speedup of deforestation increases as the number of agents increases for all

queries. For 100,000 agents, applying deforestation to each query leads to 3.8×, 5×, and 3.6×
speedup respectively, compared to generating the time series.

We emphasize that the speedup of deforestation depends on the selectivity of the user query.

For example, if an agent has 20 user-defined attributes and the query concerns only one, then

materializing the projected attributes reduces the size of the intermediate data by nearly 20×.

Agents in the population dynamics, however, only have one user-defined attribute. Thus, our

experiment illustrates the effectiveness of deforestation, even in the worst-case.

Hierarchical Communication. Our system supports hierarchical communication: Agents

in the same component communicate faster (messages arrive in fewer rounds) than those

in other components.2 To evaluate the benefit of exploiting this, we configure agents to be

K -available to agents in other components every K rounds (see Chapter 3), and 1-available to

2In contrast, the communication in Giraph is inherently non-hierarchical.
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Figure 7.22: Exploiting hierarchical communication with K -availability

those in the same component in each round. We set up agents to be K -available for increasing

values of K , from 1 to 20.3

Figure 7.22 shows that the performance increases by up to 2× consistently over all workloads.

This is a compound impact of improving communication and computation locality for agents

in the same component, and a tradeoff between the number of local vs. remote messages.

While the performance of most workloads improves as K increases, in the population dynam-

ics, K = 10 actually has a better performance than K = 20. Because agents send messages to

each neighbor in every round, more messages are buffered as K increases. For K = 20, the

system needs to deliver twice as many messages than for K = 10 during merging, thus taking a

longer time. If such an increase in the time to merge is less than the time saved from delivering

the local messages faster (in terms of wall clock time), then the overall performance increases

compared to non-hierarchical communication.

CloudCity++. Finally, we summarize how CloudCity performs relative to other systems in

Figure 7.23, with all optimizations enabled (shown with the label CC++), on a single machine

with 10,000 agents. Compared with the base performance of CloudCity (shown with the label

CC Base), system optimizations improve performance by 2-10×, resulting in 10-20× overall

improvement over other systems.

3For some workloads, this requires adjusting the semantics accordingly. In the economics example, the market
agent now updates the value of the stock based on received trader actions, instead of waiting for actions from all
traders.
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120



8 Related Work

At the beginning of this thesis, we have explained that agent-based simulations play an

increasingly important role in various fields of research and applications. While many popular

agent-based frameworks such as NetLogo (Tisue & Wilensky, 2004) and Repast Simphony

(North et al., 2013) are available, these are primarily designed as desktop applications and

can not efficiently scale as the number of agents increases. As a result, there has been a

growing need for distributed agent-based simulation frameworks that can take advantage of

the computational power of clusters and clouds to handle large-scale simulations. We examine

current simulation frameworks and explain their different computational and communication

models as well as their scalability bottlenecks.

8.1 Agent-based simulation frameworks

Repast. Repast Suite is a family of agent-based modeling and simulation platforms that are

widely used for research, education, and policy analysis. It is a free, open-source software

package that is developed and maintained by the Repast development team at the University of

Chicago’s Computation Institute (Repast Developers, 2022). A widely used platform in the suite

is Repast Simphony (North et al., 2013), which is a desktop-based framework for developing

and executing agent-based models using Java, Python, or Groovy programming languages.

Repast Simphony also includes a graphical user interface (GUI) for model development and

visualization, as well as command-line tools for batch execution and analysis.

Repast Simphony does not support distributed simulations. To address this, Repast family

introduces other two distributed frameworks, namely Repast HPC and Repast4Py (N. Collier

& North, 2011; N. T. Collier et al., 2020), which allow for the simulation of large-scale models

on high-performance computing clusters. While Repast HPC is written in C++ and mainly

targets expert users, Repast4Py let users define agent classes in a more user-friendly language

Python (N. T. Collier et al., 2020). The main difference between these two is the programming

language; the underlying computational, communication, and programming models remain

the same in both frameworks.
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The computational model is based on executing discrete events. In the context of a simulation,

discrete events represent changes to a simulation state from a variety of sources, including (1)

agent actions, such as moving, interacting with other agents or the environment, or changing

its state, and (2) environmental changes, such as changes in the availability of resources in an

environment shared by multiple agents.

Such discrete events are stored in a global schedule queue (Repast HPC developers, 2023),

and a simulation proceeds by executing such discrete events. Users can schedule the time

tick at which some discrete events should occur. During the simulation, in chronological

order, the scheduled event is removed from the schedule queue and executed. The global

schedule queue is conceptual and can be implemented in a distributed fashion across multiple

machines (N. Collier & North, 2011; N. T. Collier et al., 2020). Each machine maintains a local

copy of a subset of the queue that contains only events that are scheduled to occur on that

machine, which allows machines to execute events in parallel.

The communication model is built around the notion of agent packages in Repast HPC (Repast

HPC developers, 2013), which is also referred to as ghost agents in Repast4Py (N. T. Collier et al.,

2020). Agents are assigned to a specific process, and each process is responsible for managing

its agents. Instead of agents sending messages directly to peer agents, communication occurs

at the level of processes. Information about agents is moved from one process to another in

the form of agent packages or ghost agents, which is a serialized representation of an agent

that allows the receiving process to deserialize and reconstruct this agent. Different agent

copies are synchronized manually by users.

The programming model of Repast consists of the following modeling primitives.

• “agent classes” are merely data structures that contain the state of agents and do not

define any round-based or scheduled behavior. Any local computations that update the

state of an agent are defined as discrete events that are scheduled to be executed for a

particular discrete time stored in a global schedule queue;

• “model” defines the overall structure and behavior of the simulation. It includes informa-

tion on agents, their behaviors, and interactions with each other and the environment;

• “context” is an environment shared by some agents. It includes information about agent

locations and attributes, and the resources available to them. Every simulation has at

least one contexts;

• “projection” describes the relationship between agents and their context. Each context

has exactly one projection;

• “schedule” is used to manage the timing of events in the simulation to ensure that events

are executed in the specified order and at the appropriate time.

Previous benchmark studies (Bowzer et al., 2017; Moreno et al., 2019) have shown that Repast
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HPC outperforms other distributed general-purpose simulation frameworks such as FLAME

(Coakley et al., 2012), due to its optimizations such as point-to-point communication and

load balancing. However, compared with CloudCity, Repast HPC and Repast4Py suffer from

several scalability bottlenecks in its design.

• Inefficient parallelization. Unlike CloudCity, RepastHPC does not have a notion of agent

programs that can separate the local behavior of agents from the rest of the simulation

logic. Hence, it does not take advantage of the efficient parallelization of BSP. Instead,

the parallelization of Repast HPC and Repast4Py is achieved by a distributed imple-

mentation of the global schedule queue, which is less efficient than a shared-nothing

system with a collection of embarrassingly-parallel agents like CloudCity. Furthermore,

the programming model encompasses the concepts of shared, mutable “contexts” that

allow agents to directly change shared variables. Agent events that modify these shared

variables are executed sequentially in Repast HPC and Repast4Py to ensure that there is

no data corruption, which makes efficient parallelization of agent events difficult.

• High synchronization cost. In the distributed implementation of the global schedule

queue, each worker machine maintains a local copy of a subset of the queue. The cost

for maintaining multiple copies of the schedule queue to be in sync in each iteration is

much higher than the synchronization overhead of the BSP model.

• High communication cost. While messages in CloudCity contain only the required

information, such as a single number, agent packages include all attributes of an agent,

which is unnecessary and costly for agents that have many attributes.

FLAME. FLAME (Flexible Large-scale Agent-based Modeling Environment) (Coakley et al.,

2012) is another open-source agent-based simulation framework that supports the develop-

ment and execution of parallel simulations. It is designed to execute asynchronous simulations

efficiently at a large scale.

In FLAME, agents are state-machine-like entities (Coakley et al., 2012; Coakley et al., 2006),

where each agent has a set of variables that define its state. The transitions between states are

triggered by incoming messages, which can be sent from other agents or from the environ-

ment. These messages contain information that causes the receiving agent to update its state

variables and potentially generate new messages. Agents update their states asynchronously

during a simulation, which means that they can respond to messages and transit to other

states as soon as messages are received rather than waiting for a global synchronization event.

Specifying the states and transitions for each agent type can be a complex, error-prone, and

even infeasible task, as the number of agent types and the complexity of the agents’ behavior

increases. To address this challenge, FLAME provides several tools and libraries that enable

users to automate the generation of agent models based on high-level descriptions of the

system being simulated defined in XML (Coakley et al., 2012).
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Agents can interact with one another through messages, which are passed between agents

to trigger actions or update state information. While agents do communicate via messaging,

such messages are broadcasted to all machines (FLAME developers, 2021). This is inefficient

for communication-intensive applications. Additionally, FLAME currently lacks advanced fea-

tures like load-balancing. Nonetheless, FLAME remains a useful tool for researchers working

on agent-based simulations, and ongoing development of the framework may address some

of these limitations in the future.

D-MASON. D-MASON (Distributed Multi-Agent Simulator over Overlay Networks) is an

open-source, distributed agent-based simulation framework designed to model large-scale

simulations with explicit overlay networks. The communication protocol between agents

depends on their relative locations in the overlay network. Each agent has a “private area”,

“shared area”, and “halo area” (Wang et al., 2018). This allows D-MASON to exploit the spatial lo-

cality of communication patterns for better performance, and optimizes for spatial algorithms

such as proximity search, which identifies neighboring agents that are located within a certain

radius in a network. However, D-MASON is not a general-purpose agent-based simulation

framework. In particular, agents’ communication depends on their spatial attributes.

8.2 BSP-like systems

BSP-like systems are distributed systems that are based on the BSP model, offering a simple

yet powerful framework for distributed computing that divides computation into a series of

supersteps, where each superstep consists of three phases: computation, communication,

and barrier synchronization. This model allows for efficient parallel computing by breaking

the computation into smaller, manageable parts that can be executed in parallel and later

combined.

Examples of popular frameworks that have adopted BSP-like models include Google’s MapRe-

duce (Dean & Ghemawat, 2004) and Pregel (Malewicz et al., 2010), making BSP model defacto

standard for large-scale machine learning and graph processing. Although we have briefly

described current BSP-like systems in Section 7.3.1 when cross-comparing different system

designs and evaluating their relative performance, in this section, we will provide a more

detailed description of BSP-like systems.

Spark. Spark is a distributed computing framework that is designed to execute iterative

machine learning algorithms, such as stochastic gradient descent, over distributed data

quickly and efficiently (Zaharia et al., 2012). It is built around the concept of a Resilient

Distributed Dataset (RDD), which allows for data to be stored in memory across a cluster of

machines. This enables Spark to perform computations much faster than traditional big data

processing frameworks that rely on disk-based storage (Apache Hadoop Developers, 2006;

Zaharia et al., 2012). Spark includes a wide range of built-in modules for data processing,
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machine learning, and graph processing, and it can be used in a variety of applications, from

web analytics to scientific computing.

Spark’s computational model is based on the MapReduce paradigm (Dean & Ghemawat, 2004),

which can be seen as a simplified version of the BSP model, restricted to only map or reduce

computations. In the BSP model, the computation is divided into a series of iterations, where

each iteration consists of three phases: computation, communication, and synchronization.

During the computation phase, each map or reduce worker in Spark performs local (map

or reduce) computations on its own data. Then, during the communication phase, workers

exchange data to update their local state. Finally, during the synchronization phase, workers

wait until all other workers have completed their computations and data shuffling among

workers has finished before moving on to the next iteration.

GraphX. GraphX is a graph library layered on top of Spark (Gonzalez et al., 2014) for efficient

graph processing. It includes a number of built-in graph algorithms and computation primi-

tives, such as graph aggregation, joins, and filtering, which can make it easier for users to build

custom graph algorithms and applications. One of the computation primitives in GraphX is

pregel (Gonzalez et al., 2014), which allows users to describe an iterative graph algorithm in

a vertex-centric fashion (described more below when introducing Pregel).

Pregel and Giraph. Pregel is a large-scale graph processing system developed by Google

(Malewicz et al., 2010). It advocates vertex-centric programming, in which the computation

of a graph algorithm is performed in a series of supersteps, in the same way as BSP. During

each superstep, vertices update their state based on messages received from their neighbors

and then send messages to their neighbors for the next superstep. All vertices in the graph

synchronize at the end of each superstep before moving on to the next one.

One of the main advantages of vertex-centric computation is its efficiency for iterative graph

algorithms, such as PageRank, that require repeated updates to the vertices and edges of

the graph. By optimizing computations and minimizing data movement, Pregel is able to

achieve faster execution compared to more flexible models like GraphX (Gonzalez et al., 2014;

Malewicz et al., 2010).

Giraph is an open-source implementation of Pregel and has been widely adopted in the

industry (Ching et al., 2015; Malewicz et al., 2010). In addition to vertex-centric programming,

Giraph supports a variety of built-in graph algorithms and processing primitives, making

it easier for users to build custom graph algorithms and applications. Overall, Giraph is

a powerful and flexible platform for processing large-scale graphs that can be used in a

wide range of applications, from social network analysis to recommendation systems to

bioinformatics.
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Flink. Flink is a powerful distributed stream processing framework that provides a unified

programming model for both batch and stream processing, enabling users to perform complex

computations on data streams in a highly parallel and distributed manner (Carbone et al.,

2015). This framework is designed to handle a wide range of data processing tasks, including

graph processing. In particular, Flink supports BSP computation by providing a Pregel-like

operator in the graph library Gelly (Developers, n.d.).

Flink’s data processing model is based on a directed acyclic graph (DAG) that describes the

flow of data through a computation, allowing for highly parallel and distributed processing.

Flink supports two primary data processing models: the pipelined model, which enables

low-latency, continuous data processing through a series of pipelined stages or operators,

and the batch model, which provides high-throughput processing of batch data in discrete,

batch-oriented jobs. Additionally, Flink exploits optimizations such as exploiting sparse

computational dependencies via delta iterations (Carbone et al., 2015), which is very efficient

for iterative algorithms whose results differ only partially across iterations, such as connected

components (Ewen et al., 2012).
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In this thesis, we have made a first foray into defining a semantics, system architecture, and

optimizations for agent-based simulation engines that is based on current research on scalable

data-parallel systems.

As our experiments show, while BSP-like systems are widely used in distributed applications,

their performances vary drastically depending on the applications and system designs. For

instance, Spark and GraphX both support BSP-like computations, but for stateful, message-

intensive applications like simulations, expressing the computation as transformations and

actions over RDDs – collections of immutable objects – can cause excessive object creation

and copying that leads to orders of magnitude slow down compared with BSP systems that

support in-place updates, such as Giraph and CloudCity.

In contrast, Giraph is designed for stateful computations in a way that makes it quite suitable

for implementing agent-based simulations of limited (message) complexity, scaling well as the

total number of agents increases. However, providing a full-support for typical agent-based

simulations necessitates system changes to the current design. For example, Giraph lacks

native support for intermittent computation or polymorphic agents and messages, which

requires inefficient workarounds with noticeable performance penalties. We have also shown

that our partition optimizations can yield respectable optimization benefits.

So far we have only scratched the surface of the optimizations made possible by hierarchically

partitioning simulations and aligning them to the existing hardware and memory hierarchy.

By using more aggressive compilation techniques for the fusion of agent threads, and further

work along the lines of out-of-order state-update techniques such as our generalized double-

buffering approach, we expect the partition-based simulation model to yield considerably

higher speedups.

Simulations play an increasingly important role in data science and are fertile ground for

further data management research. While it was only within the scope of this paper to hint

at this fact, we believe that there are a number of very promising directions for further work,
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including advanced query languages for analytics on top of simulation outcomes, fusing

simulations with databases, and viewing simulations as learning models.
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A Determine K -availability from mes-
sage latency

We are interested in examining whether the K -availability of an agent A to B in round t can be

determined based on analyzing message latency statically. In round t , B may send a collection

of messages to A, each with a possibly different latency. To ensure no message will get delayed

or reordered, A needs to be K -available to B in round t , where K is the minimum message

latency specified in the collection of messages sent from B.

However, it is not enough to just consider messages sent by B in round t . Recall that K -

availability in round t also necessitates that A should be (K −k)-available to B later in round

t +k, for K > k. In other words, the analysis needs to look ahead and consider all possible

messages sent by B in round t as well as the next k rounds.

To illustrate, we show an example in Figure A.1. B may send a message to A in round t , with

latency 10 or 5 (lines 3 – 7). To ensure that the message sent from B in round t arrives at A

without being delayed, lines 3 – 7 suggest that A needs to synchronize with B in at most 5

rounds, i.e. K is at most 5. Now we need to look ahead and analyze messages sent from B in

the interval [t +1, t +4] to A. Lines 10 – 14 show that in the next round t +1, B sends a message

to A, with a delay of 6 or 2. This reduces the value of K from 5 to 3 (K −1 = 2). In this example,

there are no more messages sent from B to A in the interval [t +2, t +10] (line 15), hence A

should be 3-available to B in round t .

We point out that in the most general scenario, it is not always possible to know the message

latency or the number of rounds to wait for statically, as shown in Figure A.2. The variable

latency (line 2) is passed as an input argument rather than a constant. In such cases, K

defaults to one, which causes sender and receiver agents to synchronize after just one round.

Similarly, the number of rounds that an agent should wait for may be determined dynamically

(line 9), then the algorithm should be conservative in the analysis and assume wait(1) to

maximize the number of messages that needs to be analyzed when looking ahead.
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1 B:
2 // in round t
3 if (Random.nextBoolean) {
4 send(m,A,10)
5 } else {
6 send(m,A,5)
7 }
8 wait (1)
9 // in round t+1, send more messages

10 if (Random.nextBoolean) {
11 send(m,A,6)
12 } else {
13 send(m,A,2)
14 }
15 wait (10)

Figure A.1: Pseudocode that illustrates a possible communication pattern from B to A.

1 B:
2 latency: Int = args (0).toInt
3 // in round t
4 if (Random.nextBoolean) {
5 send(m,A,latency)
6 } else {
7 send(m,A,latency +4)
8 }
9 wait(Random.nextInt(1, 100))

Figure A.2: Pseudocode of an example where messages have fixed latency, but are unknown
statically.
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Recall that the partition adapter in our engine supports two partition strategies, static and

dynamic. The dynamic strategy is used only for Masync, where agents can be arbitrarily

partitioned. Here we explain this strategy in detail.

For simplicity, we do not consider nested components. In particular, the partition adapter

only needs to determine which agents should be moved from one component to another, for

the purpose of reducing cross-component communication.1 Due to this simplification, we

assume that each worker machine contains one component. The number of components is

determined by the number of worker machines in the system. In the rest of this section, we

use the term “worker” interchangeably with “component”.

B.1 Logical View

At a high level, re-partitioning agents is achieved via a system-level protocol between workers

and the partition adapter in the driver, as illustrated in Figure B.1. The control flow is between

the partition adapter and workers, shown in black arrows. The data flow is among workers,

where agents are serialized and sent directly to target workers, shown in purple. Informally, a

worker sends a partition request to the partition adapter to suggest that it wants to relocate

some local agents to other workers, but such suggestions need to be proved by the partition

adapter before a worker can send these agents to others. The partition adapter has the final

say in how agents should be relocated, after aggregating partition requests from all workers.

We point out that the aforementioned approach depicted in Figure B.1 is a greedy heuristic

that does not rely on having a holistic view of the global communication pattern that includes

all agents. Instead, each worker analyzes the communication pattern of local agents and

determines greedily which local agents should be moved to best reduce the worker’s cross-

component communication.

1This implicitly assumes that agents have already been separated into components. As we will explain shortly,
our initial setup distributes agents evenly into different components, which is consistent with this assumption.
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Our design allows a clean separation of responsibility between reducing cross-component

communication and maintaining a balanced number of agents in each worker. While each

worker decides how to partition local agents to minimize cross-component communication,

the partition adapter is responsible for ensuring that workers have a balanced number of

agents. In the following, we elaborate on how workers and the partition adapter communicate

to re-partition agents dynamically.

• To change the current partition, a worker sends a partition request that contains a

sequence of local agent ids that the worker wants to be moved to other workers to the

partition adapter in the driver and waits for a partition confirmation from the partition

adapter. A partition request is of the form (W j , (i ,W ′(i ))i∈I ,c j ), where W j is the current

worker id, set I contains a collection of local agents in W j that should be moved to

reduce cross-component communication, and c j denotes the number of local agents

in Wi . For each i specified in I , W ′(i ) denotes the id of the target worker that the local

agent with id i should be moved to.

• Upon receiving partition requests from all workers, the partition adapter aggregates the

received information and determines how agents should be moved while maintaining a

balanced number of agents per worker. The partition adapter notifies each worker of the

partition decision by sending a partition confirmation. The partition confirmation is of

the form ((i ,W j ,Wk )i∈I ), where I contains the set of agent ids that will be re-partitioned.

For each agent i that will be relocated, the partition confirmation message includes

metadata such as its current location (worker W j ) and the target location (worker Wk ),

which are obtained from partition requests.

• After receiving a partition confirmation message from the partition adapter, workers

check if any local agent is listed in the confirmation message to be relocated. If so, such

agents are serialized and sent directly to their target locations. Workers also check if any

new agents should be moved to them. If so, workers need to wait until the expected

agents have arrived before starting the next round.

Our discussion so far has intentionally left the following questions open, viewing them as

black-box instead:

• How does a worker generate a partition request? More specifically, how to decide which

local agents should be moved to other components, to minimize cross-component

communication?

• How does the partition adapter generate a partition confirmation, based on the received

partition requests?

Subsequently, we focus on answering these two questions. We start by introducing communi-

cation graph, which is an abstraction used in our system to describe agents’ communication
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Partition Adapter

Worker WorkerWorker

Partition request
(
W j , (i , W ′(i ))i∈I ,c j

)
W j wants local agent i to move to worker W ′(i )

Partition confirmation
(
(i , W j , Wk )i∈I

)
Agent i in worker W j should be moved to Wk

Network

Transfer serialized agents among workers

Figure B.1: An overview of how dynamic partition strategy can be achieved in CloudCity via
communication between the partition adapter in the driver and workers. The control flow
is shown as black arrows (both dotted and solid) and the data flow is shown in purple. We
separate the responsibility of reducing cross-component communication and maintaining
a balanced number of agents per worker: While each worker decides how to partition local
agents to minimize cross-component communication, the partition adapter is responsible for
ensuring that workers have approximately the same number of agents.

patterns. After that, we illustrate challenges and concerns that can arise when deciding how to

generate a partition request or partition confirmation via concrete examples. We then give a

thorough explanation of how our system addresses the above questions.

B.2 Communication Graph

We assume the following initial setup throughout this section. At the beginning of a simulation,

agents are randomly separated into different components. The number of components is the

same as the number of worker machines available in the system. Each component contains

an approximately equal number of agents.

For dynamic partition, the goal is to reduce cross-component communication by dynamically

re-partitioning agents while maintaining a balanced number of agents per worker. We intro-

duce an abstraction communication graph to describe communication patterns quantitatively.

A communication graph is weighted and undirected: A vertex in the communication graph is

uniquely labeled with an agent id, and represents the agent with the same id. In particular,

vertices with the same label can be duplicated in different communication graphs on separate

workers, without the corresponding agents being replicated. An edge in the communication

graph represents that the corresponding agents have communicated with each other. The edge

weight denotes the number of messages exchanged between these two agents as observed

by the worker,2 which we make precise below when describing how a worker constructs and

updates a communication graph. In our following discussion, when it is clear from the context,

2As we will show shortly, the quantifier “the worker has delivered” is needed because communication graphs
are local and can be inconsistent among workers, where the same edge can have different weights.
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∆M Analyze
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Figure B.2: High-level abstraction that summarizes how workers generate partition requests

we use the terms “vertex” and “agent” interchangeably.

Construct a communication graph from messages (construct graph). Every message can

conceptually be viewed as a simple graph that contains only one undirected edge that con-

nects the sender and receiver agents, with an edge weight of one. Therefore, building a

communication graph from a sequence of messages is straightforward. Per message, we add

to the communication graph vertices that correspond to the sender and receiver agents, if not

already present, and increment the weight of the edge that connects the sender and receiver

agents by one.

Combine different communication graphs (combine graph). Generalizing the above de-

scription of building a communication graph from messages to combining arbitrary commu-

nication graphs is straightforward because a message can be considered a special graph that

contains only a single undirected edge, as we have mentioned before. Instead of incrementing

the corresponding edge weight by one, to combine two edges (that connect the same sender

and receiver agents) with different edge weights, we sum up these edge weights as the weight

for the given edge in the combined graph.

B.3 Generate Partition Requests

From now on, we use communication graphs and the associated procedures, construct and

combine graphs, as building blocks. At a high level, Figure B.2 illustrates the flow of how

workers generate a partition request in each round. Below, we will explain each abstract

module in Figure B.2, first describing different strategies for analyzing messages and then

examining how to analyze a communication graph to generate partition requests.

B.3.1 Analyze Messages

We consider several strategies for analyzing messages, which differ in what messages are

considered. For instance, on one end of the spectrum, differential analysis resembles a

stateless approach that considers only messages in the current round. On the other end of the

spectrum, history-based analysis examines all messages throughout the history of a simulation
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(a) Local communication graph in Worker 1 (b) Local communication graph in Worker 2

Figure B.3: Illustration of inconsistent local communication graphs at the end of a round in
(a) Worker 1 and (b) Worker 2. Orange and blue circles represent local agents in workers 1
and 2 respectively. Pink edges connect agents in different workers, and black edges connect
local agents. A communication graph can contain vertices that represent agents which are not
local. Black edges are unique to each worker. Pink edges are duplicated among workers, with
possibly inconsistent edge weights. For instance, the edge that connects vertices 1 and 4 has
weight 2 in Worker 1, but weight 1 in Worker 2.

and maintains a stateful graph across the boundary of rounds. In between, we also examine

two variants of these strategies, buffered differential analysis and snapshot-based analysis. We

clarify the differences between these methods later in this section.

Common to the aforementioned approaches is that in every round, a worker always analyzes

all messages in the current round and updates a graph g , which we will also refer to as “local

communication graph”.3 More specifically, a worker updates g as below:

• At the beginning of a round, a worker receives external messages from other workers.

Per external message, the worker updates g ; and

• At the end of a round, each worker collects all messages generated by local agents. For

each of these messages, the worker updates g .

Note that when updating g , we do not distinguish different communication directions, such

as “send” and “receive”. For instance, in the case of external messages that are received at

the beginning of a round, edge weights are updated due to receive events; but in the case of

messages that are sent by local agents, edge weights are updated due to send events. While it

is clear that an external message, either sent or received, updates the edge weight by one, we

point out that a local message that is both sent and received by local agents, also increments

the corresponding edge weight by exactly one, at the end of a round.

By construction, local communication graphs in different workers can be temporarily inconsis-

tent during a simulation. If two agents in separate workers C1 and C2 communicate (assuming

these agents have already sent messages to each other in previous rounds), then the edge

3Though depending on the specific technique, g can be referenced by different variable names and have
different properties, including persistence across the boundary of rounds.
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Figure B.4: Differential analysis is a message analysis strategy where the construction of a
communication graph, which serves as input to the partitioning algorithm, focuses exclusively
on messages within the current round.

that connects these two agents has two independent copies, in C1 and C2 respectively. More

specifically, when a message is sent from the agent in C1 to that in C2, the corresponding edge

in the communication graph in C1 is updated first, at the end of the round when the send

event occurs. The weight of the duplicated edge in C2 is updated only after this message has

arrived a few rounds later. In other words, the duplicated edges can be temporarily out of sync

and inconsistent.

To illustrate, we show a concrete example in Figure B.3 that consists of six agents (labeled 1 to

6) partitioned into two workers. Agents 1, 2, and 5 are local agents of Worker 1, highlighted

in orange, and other agents are local to Worker 2, highlighted in blue. The communication

graph can include vertices that represent agents which are not local to the worker, but each

vertex contains only the id of an agent. To distinguish, we use pink to denote edges that are

conceptually cross-component and use black to represent edges connecting local agents. The

number next to each edge represents its weight. Black edges are local to a worker. Pink edges

are duplicated in different workers, with possibly inconsistent edge weights. In this example,

the edge that connects vertices 1 and 4 has weight 2 in Worker 1, but weight 1 in Worker 2.

So far we have described how a local communication graph is constructed per worker in every

round. We are now ready to discuss the different strategies below.

Differential analysis. The differential analysis considers only messages in the current round

when constructing a communication graph that is later used for analysis to generate partition

requests. More specifically, at the beginning of each round, an empty communication graph

∆G is created, which fills the role of the local communication graph that we have described.

Figure B.4 shows the flow of generating partition requests under this strategy. The “Construct

graph” module refers to the procedure of how to build a communication graph from a sequence

of messages. We have also replaced the high-level description of “Analyze graph” in Figure B.2

with “Partitioning algorithm”, which refers to a graph partitioning algorithm that takes an

input graph and produces a partition request. Agents are partitioned based only on messages

in the current round, as captured by ∆G . We will describe the partitioning algorithm in more

detail later.
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Figure B.5: Buffered differential analysis is an enhanced form of differential analysis that
incorporates a buffer module to aggregate ∆G across multiple rounds into a graph G , which is
reconstructed after being used as input for the partitioning algorithm.

Buffered differential analysis. The differential approach examines only messages in a single

round, but it is often desirable to consider messages over several rounds to improve the quality

of partitioning by leveraging more information on communication patterns. To this end,

we introduce buffered differential analysis that adds a buffer module to aggregate ∆G across

multiple rounds into a graph G , as highlighted in Figure B.5 in purple. ∆G is constructed and

updated in the same way as in differential analysis. The partitioning algorithm partitions G

instead. After serving as input for the partitioning algorithm, G is constructed again.

The flow chart for buffered differential analysis is illustrated in Figure B.6. The decision of

“Buffer ∆G ?” can be viewed as a function bufferChanges:

bufferChanges(cond : (w : Worker) => Boolean) : Boolean,

where cond is an anonymous function that takes the current information available in a worker

and returns a Boolean variable when evaluated. If cond evaluates to true, then∆G is combined

with G and the worker sends an empty partition request. Otherwise, the worker executes the

partitioning algorithm with G being an input graph. Afterward, all vertices and edges in G are

removed, that is, G is constructed again.

History-based analysis While differential analysis and its variant take into account only

messages over recent rounds when deciding how to partition agents, an alternative strategy

for message analysis is to consider the cumulative impact of all messages. We refer to this

as history-based analysis, shown in Figure B.7. In this scenario, we introduce a graph G that

persists throughout the simulation. Notably, G is not modified even after being inputted into

the partitioning algorithm, unlike in buffered differential analysis.

The history-based analysis captures long-term information about communication patterns,

whereas differential analysis and its variant contain only short-term information about com-

munication patterns. To illustrate, Figure B.8 shows the communication graphs obtained

under history-based analysis and buffered differential analysis respectively. We use orange

and blue circles to represent local agents in workers 1 and 2 respectively. Pink edges connect
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Figure B.6: A flow chart for buffered differential message analysis.
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Figure B.7: History-based analysis considers the cumulative impact of all messages in history
when constructing a communication graph that is inputted into the partitioning algorithm.
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Figure B.8: Comparison between two message analysis strategies, history-based and buffered
differential analysis. In round t , the communication graph is initially (a). After executing
the partitioning algorithm, the communication graph in history-based analysis remains un-
changed but resets to empty in buffered differential analysis. We assume that the partitioning
algorithm is not executed again in the next K +1 rounds. In round t +K , the communication
graph becomes (b) in history-based analysis, and (c) in buffered differential analysis. Message
analysis strategies can generate distinct input graphs that lead to different partition results.

agents in different workers, and black edges connect two local agents. If unlabeled, the edge

weight is assumed to be one.

In this example, we assume that local agents 1 and 2 have sent 1 message to each other,

whereas agents 2 and 3 have exchanged 100 messages at the end of some round t . Further-

more, we assume that the partitioning algorithm is executed in round t , and not executed

again for the next K +1 rounds. After running the partitioning algorithm, in history-based

analysis, the communication graph is shown in Figure B.8a; in buffered differential analysis,

the communication graph is reset to empty. Over the next K rounds, agent 1 exchanges 10

messages with remote agents 4 and 5 in Worker 2 respectively. The communication graph

has now become Figure B.8b in history-based analysis and Figure B.8c in buffered differential

analysis, which are drastically different and can lead to different partition results.

Snapshot-based analysis. A variant of history-based analysis is snapshot-based analysis,

which separates graph update from graph partitioning by introducing a snapshot module,

as shown in Figure B.9. This avoids executing the partitioning algorithm, which can be

computationally intensive, in every round. We refer to this design as snapshot-based analysis.

Figure B.10 shows the flow chart of snapshot-based analysis. While a persistent communica-

tion graph G is updated in every round exactly like in history-based analysis, a snapshot of G

is saved only periodically, which is the input for the partitioning algorithm. If there is no new

snapshot, then the partition request includes an empty list.

The condition for determining whether to save a snapshot (see Figure B.10) leaves room for

customization and optimization. In general, “Save a snapshot?” in Figure B.10 can be viewed

as a function saveSnapshot that is of form

saveSnapshot(cond : (w : Worker) => Boolean) : Boolean,
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Figure B.9: Snapshot-based analysis is a variant of history-based analysis that separates graph
update from graph partitioning by introducing a snapshot module.

Save a
snapshot?

Yes
No

Send partition request

empty
partition
request

Prepare partition
request by running
partition algorithm

Update communication graph

Figure B.10: A flow chart for snapshot-based graph partitioning.

where cond is an anonymous function that takes the current information available in a worker

and returns a Boolean variable when evaluated. This is similar to the function bufferChanges

in buffered differential analysis.

B.3.2 Analyze Graphs

In the literature, graph partitioning problem has been studied under various names spanning

diverse research fields, including balanced k-cut (Rangapuram et al., 2014), minimum k-cut

(Chekuri et al., 2020; Guttmann-Beck & Hassin, 2000), k-partition (Cameron et al., 2008), and

K -way graph partitioning (Karypis & Kumar, 1998; Kernighan & Lin, 1970). One formulation

of this problem is as shown below: Given a graph G(V ,E ) with |V | = kn, separate vertices in V

into k components that have n vertices while minimizing the sum of edge weights for edges
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Local
Agents

Remote
Agents

Communicate with remote agents

Figure B.11: Graph partitioning is difficult, but the partitioning algorithm in a worker can
be simplified. In particular, vertices in a communication graph naturally form two clusters
that correspond to local and remote agents. The current cross-component communication,
represented by the cut between these two clusters, is shown in purple. Its cost is the sum
of edge weights in the cut. We highlight the collection of local agents that communicate
with remote agents using green. The goal of the partition algorithm is simplified to finding a
collection of local agents such that when transforming them into remote agents, the cost of
cross-component communication is reduced.

whose vertices are in different components.4

While graph partitioning is in general a difficult problem, in our context of partitioning a com-

munication graph in a worker, we can simplify a partitioning algorithm due to the following

factors.

• Vertices in a communication graph correspond to either local or remote agents, as

shown in Figure B.11, hence naturally forming two clusters. We highlight the collection

of local agents that communicate with remote agents using green.

• Cross-component communication corresponds to the cut that separates these two

clusters, shown in purple in Figure B.11. The cost of cross-component communication

is quantified by the sum of edge weights for all edges in the cut.

• The goal of the partition algorithm is simplified to finding a collection of local agents

such that when moving them into other workers, hence transforming these agents into

remote agents, the cost of cross-component communication is reduced.

Our partitioning algorithm is based on the Linear Deterministic Greedy (LDG) algorithm

(Abbas et al., 2018; Stanton & Kliot, 2012). The “linear” aspect of the algorithm refers to its

time complexity, which is proportional to the size of the input data. The “deterministic” aspect

of the algorithm means that it always selects the same elements in the same order, given the

same input data and constraints.

We show the pseudocode of our partitioning algorithm in Figure B.12. Intuitively, we assign

each local agent to the component that it communicates most frequently with. Per worker, the

4For |V | ̸= kn, each component should have roughly equal number of vertices. For simplicity, we consider only
|V | = kn in our discussion.
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1 partitionRequests = []
2 // threshold factor. Move only agents with highly skewed comm.
3 a := 4
4 for local agent v in input graph that connects with remote agents:
5 cost_i := sum of weights for edges connecting v and local agents
6 for every external component j:
7 cost_e(j) := sum of weights for edges connecting v and nodes in j
8

9 if there exists j such that cost_e(j) > (1+a)*cost_i:
10 for j that maximizes cost_e(j):
11 append (v, j) to partitionRequests
12 return partitionRequests

Figure B.12: Pseudocode of our partitioning algorithm

10A B

(a) Worker 1

10
A B

(b) Worker 2

Figure B.13: Example of communication graphs at the end of a round

cost of a local agent is calculated as the difference between the number of remote messages

exchanged with agents in other components and the number of local messages in the same

component, multiplied by a threshold factor a (line 9). This threshold factor is introduced to

restrict that only agents with highly skewed communication patterns are moved to different

components. The output of this algorithm is a sequence of local agents together with their

target component which should be relocated.

Specifically, we illustrate how our partitioning algorithm works through the following examples.

For each example, agents are separated randomly into two workers, and each worker contains

approximately an equal number of agents. We show the communication graph of each worker.

Local agents in workers 1 and 2 are represented using orange and blue circles respectively.

Pink edges connect agents in different workers, and black edges connect two local agents. If

unlabeled, the edge weight is assumed to be one.

For the example shown in Figure B.13, only agent A is connected with remote agents (B in

Worker 2). The internal cost of agent A is 1 and the external cost is 10 for Worker 2, which

satisfies the condition specified on line 9 in Figure B.12. Hence, our algorithm returns [(A,2)].

Similarly, in Worker 2, the partition algorithm returns [(B,1)].

Clearly, directly accepting the partition requests from both workers will simply swap agents

A and B in Figure B.13 into different workers, without reducing cross-component communi-

cation for any worker. To avoid this, we restrict the partition adapter to accept only one of
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(b) Worker 2

Figure B.14: Example of communication graphs at the end of a round

A

(a) Worker 1

A 10

(b) Worker 2

Figure B.15: Example of communication graphs at the end of a round

such requests, if both workers want to migrate agents to each other. We will describe how the

partition adapter generates partition confirmation in detail later.

Workers do not always suggest partition requests that correspond to the same cross-component

edge. For instance, in Figure B.14, the partition algorithm returns [(A,2)] for the communica-

tion graph in Worker 1, but an empty list for Worker 2. Note that in Figure B.14b, the threshold

factor (lines 3 and 9) suppresses vertices connected to A in Worker 2 from being partitioned.

This is a tradeoff between the cost of partitioning, including serializing and sending agents,

and the gain of more efficient local messaging.

We point out that our partition request messages only consider local agents that should be

relocated to other workers. In Figure B.15, our algorithm returns an empty list for both workers

1 and 2. If we let workers specify which remote agents they would like to obtain, then A

will be moved to Worker 2. From Figure B.15a, we see that this relocation will not reduce

cross-component communication, as local communication will then become remote.

Last but not least, we consider a regular, uniform communication pattern in Figure B.16. This

communication pattern is common in applications that are based on cellular automata. In

this scenario, it is desirable to leave agents as they are. Thanks to the threshold factor, it is

easy to verify that our algorithm returns an empty list, i.e., no vertices are suggested to be

partitioned, in both workers.
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(a) Worker 1 (b) Worker 2

Figure B.16: Example of communication graphs at the end of a round

B.4 Generate Partition Confirmations

So far we have described how workers can choose different message analysis strategies to

construct input graphs for our partition algorithm, which generates partition requests to re-

duce cross-component communication. Recall that dynamic partitioning is achieved through

a system-level protocol between workers and the partition adapter. We now explain how

the partition adapter resolves partition requests to determine how to relocate agents while

maintaining a balanced number of agents per worker.

The partition adapter is configured with a maximum capacity threshold max_capacity that

denotes the maximum number of agents that a worker can contain. For the partition request

received from each worker Wi , the partition adapter applies the following rules:

• If Wi has reached the maximum capacity threshold, then the partition adapter rejects

any partition request that proposes to move agents to Wi and accepts the partition

requests from Wi to transfer agents into other workers that have not yet reached their

maximum capacity.

• Otherwise, if Wi proposes to move a collection of agents (Ai )i∈I to W j and W j does

not move any agent to Wi , then agents (Ai )i∈I are allowed to move to W j . However, if

W j also suggests to relocate a collection of agents (A j ) j∈J to Wi , then either (Ai )i∈I or

(A j ) j∈J are moved, but not both. This is to avoid swapping agents, as illustrated in the

example in Figure B.13.

• If Wi will exceed its maximum capacity after receiving the expected agents, then arbitrar-

ily reject some of the partition requests that are sent to Wi to ensure that the maximum

capacity constraint in Wi is satisfied.

Figure B.17 shows the pseudocode for implementing the aforementioned rules in the partition

adapter in the driver.
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1 // Partition request
2 case class PartitionRequest(w: WorkerId , agentList: Iterable[AgentId ,

WorkerId], totalAgents: Int)
3

4 // Partition confirmation (agent , current worker , target worker)
5 case class PartitionConfirmation(agentList: Iterable [(AgentId ,

WorkerId , WorkerId)])
6

7 val max_capacity: Int // Initialized , maximum capacity per worker
8

9 val worker_capacity: Map[WorkerId , Int] = Map[WorkerId , Int]() //
mutable map

10

11 // reject requests that want to be moved to workers that have reached
capacity

12 var allowed_moves: Set[(WorkerId , WorkerId)] =
receivedPartitionRequests.flatMap(p => {

13 // populate worker capacity map
14 worker_capacity(p.1) = p._3
15 p.agentList.map(i => (p.w, i._2))
16 }).filter(i => worker_capacity(i._2) < max_capacity)
17

18 // accept either (Ai) or (Aj) if both worker Wi and Wj want to move
agents to each other

19 allowed_moves.foreach(i => {
20 if (allowed_moves.contains ((i._2, i._1))) {
21 allowed_moves = allowed_moves.remove ((i._2, i._1))
22 }
23 })
24

25 var confirmedAgentList = receivedPartitionRequests
26 .flatMap(p => p.agentList.map(i => (i._1, p.w, i._2)))
27 .filter(p => allowed_moves.contains ((p._2, p._3)))
28

29 // capacity constraint check , send up to max capacity
30 val workerSentAgents = confirmedAgentList.groupBy (_._2).mapValue (_.

size)
31 val workerReceivedAgents = confirmedAgentList.groupBy (_._3).mapValue

(_. size)
32

33 workerReceivedAgents.foreach(i => {
34 val end = i._2 - workerSentAgents.getOrElse(i._1, 0)
35 if (end > (max_capacity - worker_capacity)) {
36 val p = confirmedAgentList.filter(j => j._3 == i).splitAt(max_

capacity - worker_capacity - 1)
37 confirmedAgentList --= p._2
38 }
39 })
40

41 for each worker:
42 send PartitionConfirmation(confirmedAgentList)

Figure B.17: Pseudocode of merging partition requests in the partition adapter in the driver to
generate partition confirmations
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Sometimes it is desirable to allow concurrent simulations to communicate. For instance, a

user may run multiple parallel simulations to determine the best initial configuration. Similar

to branch-and-bound, we can allow some simulations to halt early based on the state of

other simulations, if there exists a way for different simulations to communicate while being

executed.

To achieve this, we introduce interrupt vectors to allow drivers in different simulations to

communicate, as shown in Figure C.1. Conceptually, an interrupt vector is a concurrent data

structure where each driver owns a unique entry with read-write access to this data structure.

A driver also has read-only access to the value of other drivers’ entries.

In practice, this can be implemented by each driver maintaining an extra state that corresponds

to its entry in the interrupt vector, which it can modify locally. Periodically, a copy of this entry

value, together with the id of the current driver, is sent to every other driver that is running

concurrently. The type of each entry in the interrupt vector is user-defined. Users also specify

how a driver should update its entry in the interrupt vector via a method

updateInterrupt(ts : Seq[Col[Agent]],entryValue : T) : T,

and how to react to the value of others’ entries via

serviceInterrupt(interruptVector : Seq[(DriverId,LocalTime,T)]) : DriverEvent,

where DriverEvent defines how the driver should react, including stopping the current

simulation.

We point out that there is no synchronization among drivers. In particular, we do not require

drivers to wait until receiving a copy of the interrupt vector from all concurrently running

simulations before starting a new round of its own simulation. Concurrent simulations may

terminate at any time and the coordination among them is done as a best-effort. Before

starting a new round, each driver updates its interrupt entry by calling updateInterrupt,
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Driver

Worker Worker Worker

Driver

Worker Worker Worker

Simulation Simulation

Interrupt Vector

Figure C.1: Interrupt vectors allow drivers to communicate asynchronously across different
simulations. Users specify the type of each entry of the interrupt vector and associated
methods, such as how to update the corresponding entry of the interrupt vector and how to
react to the entry values of other drivers.

sends the current entry value to other drivers, and calls serviceInterrupt if applicable.

Another artifact of asynchronous communication across simulations is that a driver can

receive multiple copies of an interrupt vector entry from another driver. To distinguish such

copies, we assume that each copy is annotated with a local clock time. Only the version with

the highest local clock time is taken into consideration when applying serviceInterrupt.
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