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Abstract
Nonlinear frequency conversion processes, such as second-harmonic generation (SHG) and

spontaneous parametric down-conversion (SPDC), are essential in many applications, in-

cluding the generation of entangled photons. It’s desirable to enhance these processes since

the nonlinear effects are generally very small and photonic crystal (PhC) cavities are usually

implemented for this purpose thanks to the combination of high quality factors and small

footprints. Singly resonant PhC cavities, which support one mode at either the input frequency

or the output frequency, are extensively investigated by previous studies, and significant en-

hancement is observed, while doubly resonant PhC cavities, which support simultaneously

one mode at the input frequency and another mode at the output frequency, are not because of

the difficulty of designing the two resonant modes, even though the enhancement is supposed

to be stronger.

This thesis studies the first design of 2D doubly resonant PhC cavities, realized by imple-

menting a bound state in the continuum (BIC), and investigates its applications in SHG and

SPDC. The cavities were fabricated on a III-nitride-on-silicon platform with standard semi-

conductor techniques and characterized on custom optical setups. The doubly resonant

condition was fulfilled through passive lithographic tuning and active strain tuning. The SHG

was observed with a high conversion efficiency under continuous wave excitation, which is in

good agreement with theoretical predictions. Besides, far-field emission patterns with a donut

shape and radial polarization at the second harmonic frequency were observed, which also

agrees with the BIC confinement theory. The investigation on SPDC was however limited by

the sensitivity of classical photodetectors. Nevertheless, the observation of high-efficiency

SHG demonstrated the concept of doubly resonant PhC cavities and marked a cornerstone

achievement for nonlinear frequency conversion. The fabrication and optical measurement

techniques developed in this thesis could also be valuable for future studies.

Keywords: photonic crystals, optical microcavities, integrated photonics, doubly resonant

cavities, bound state in the continuum (BIC), nonlinear optics, second-harmonic generation

(SHG), spontaneous parametric down-conversion (SPDC), III-nitrides, gallium nitride (GaN).
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Résumé
Les processus de conversion de fréquence non linéaire, tels que la génération de seconde

harmonique (SHG) et la conversion paramétrique descendante spontanée (SPDC), sont es-

sentiels dans de nombreuses applications, y compris la génération de photons intriqués. Il

est souhaitable d’augmenter ces processus car les effets non linéaires sont généralement très

faibles et les cavités à cristal photonique sont généralement utilisées à cette fin grâce à la

combinaison de facteurs de qualité élevés et de dimensions réduites. Les cavités à cristal

photonique à résonance unique, qui supportent un mode à la fréquence d’entrée ou à la

fréquence de sortie, ont fait l’objet d’études approfondies et une augmentation significative a

été observée, tandis que les cavités à cristal photonique à double résonance, qui supportent

simultanément un mode à la fréquence d’entrée et un autre mode à la fréquence de sortie,

n’ont pas été étudiées en raison de la difficulté de concevoir les deux modes résonnants, même

si l’augmentation est supposée plus forte.

Cette thèse étudie la première conception de cavités à cristal photonique doublement réso-

nantes en 2D, réalisée en implémentant un état lié dans le continuum (BIC), et investigue ses

applications en SHG et SPDC. Les cavités ont été fabriquées avec des matériaux III-nitrures

sur silicium à l’aide des techniques standard des semi-conducteurs et caractérisé par des

montages optiques spécialement conçues. La condition de double résonance a été obtenue

grâce à un accordage passif lithographique et à un accordage actif par la contrainte mécanique.

La SHG a été observée avec une efficacité de conversion élevée sous excitation par ondes conti-

nues, ce qui est en bon accord avec les prédictions théoriques. En outre, des motifs d’émission

du champ lointain avec une forme annulaire et une polarisation radiale à la fréquence de

la deuxième harmonique ont été observés, ce qui est également en accord avec la théorie

du confinement BIC. Les études sur le SPDC ont toutefois été limitées par la sensibilité des

photodétecteurs classiques. Néanmoins, l’observation de la SHG avec une grande efficacité a

permis de démontrer la conception de cavité à cristal photonique doublement résonante et

a marqué une étape décisive dans la conversion de fréquence non linéaire. Les techniques

de fabrication et de mesure optique développées dans cette thèse pourraient également être

précieuses pour les études futures.

Mots-clés : cristaux photoniques, microcavités optiques, photonique intégrée, cavités double-

ment résonantes, état lié dans le continuum (BIC), optique non linéaire, génération de second

harmonique (SHG), conversion paramétrique descendante spontanée (SPDC), III-nitrures,

nitrure de gallium (GaN).
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1 Introduction

Optical micro-cavities based on structural defects in photonic crystals are promising for

nonlinear optic applications because of their tight light-confinement capabilities. The strong

electric field of the confined mode in the cavity, which is a result of the high quality factor

(Q-factor), greatly enhances the nonlinear process and enables nonlinear applications with

low-power and continuous-wave light sources. The footprint of the cavity mode, whose

size is comparable to the light wavelength, represents one of the smallest among all optical

cavities and is promising for on-chip integrated photonic devices. Moreover, the defect

mode inside the photonic bandgap modifies the density of states and changes the state

transition probabilities, which results in substantial tailoring of optical properties of atoms

and molecules in the material.

In nonlinear frequency conversion processes, when a cavity possesses resonant modes at both

the input frequency and the output frequency, it benefits from the electric field amplification

of the input light and the emission probability enhancement of the output light simultaneously.

This kind of doubly resonant cavity is more advantageous than singly resonant cavities and is

ideal for nonlinear frequency conversion.

Although photonic crystals exhibit no preference for the material, as long as the material

is transparent for the interested wavelength, III-nitrides, namely GaN and AlN, become the

material of choice because of the prominent second-order nonlinear susceptibilities and the

transparency at both the input and output frequencies.

The main objective of this thesis is to experimentally realize doubly resonant photonic crystal

cavities and investigate their applications in the second-order nonlinear frequency conver-

sion processes, including second harmonic generation and spontaneous parametric down-

conversion.

The knowledge background of this thesis contains three major domains: photonic crystals

and cavities, nonlinear frequency conversion, and material properties of III-nitrides. The

experimental work of this thesis contains four major parts: computational simulation of

1



Chapter 1. Introduction

photonic crystals and cavities, fabrication of photonic crystal cavities, characterization of

photonic crystal cavities, and nonlinear frequency conversion experiments.

This thesis contains the following parts:

Chapter 2 introduces the three parts of the knowledge background of this thesis, with em-

phasis on a brief review of plane-wave expansion and guided-mode expansion theory for

photonic crystals, second-order nonlinear frequency conversion in photonic crystal cavities,

and nonlinear properties of III-nitrides.

Chapter 3 focuses on the nanofabrication techniques and intermediate characterizations of

the photonic crystal cavities, with a comparison of the two main fabrication routines with two

different lithography resists. Strain mitigation by spring tethers, which greatly improves the

stability of the suspended waveguide and the photonic crystal, and other auxiliary techniques

are also presented.

Chapter 4 focuses on the hardware and software of the optical measurement setup. The

resonant scattering and Fourier imaging techniques are also described as they are very basic

and important for characterizing photonic crystal cavities.

Chapter 5 introduces the doubly resonant photonic crystal cavities, which represent the first

realization of doubly resonant cavities based on photonic crystal slabs, from the design to

the fabrication and the resonant scattering characterization. Passive tuning by lithographic

parameter scan and active tuning by applying anisotropic strain are presented, which are

essential for controlling the detuning of the dual resonances.

Chapter 6 is devoted to the nonlinear frequency conversion in the doubly resonant photonic

crystal cavity. The second harmonic generation was realized successfully with high conver-

sion efficiency and was comprehensively characterized. The spontaneous parametric down

conversion was not observed due to the limited sensitivity of the classical photodetector.

Chapter 7 summarizes the major results of this thesis and gives perspectives accordingly.

2



2 Background Information

This chapter introduces the relevant background information in order to provide a context for

this thesis. This chapter consists of three sections: photonic crystals and cavities, nonlinear

frequency conversion, and properties of the III-nitride materials.

2.1 Photonic Crystals and Cavities

2.1.1 Introduction to Photonic Crystals

Photonic crystals (PhCs) are dielectric optical nanostructures in which the electric permittivity

varies periodically with a typical period comparable to the optical wavelength in the material.

According to the periodicity, they can be classified into one-, two-, and three-dimensional

(1D, 2D, and 3D) PhCs [Fig. 2.1]. One of the most concerned features of PhCs is the photonic

bandgap (PBG) that prohibits light propagation in all directions, which is analogic to the

electronic bandgap in semiconductors. Examples of artificially produced PhCs are distributed

Bragg reflectors (or Bragg mirrors, dielectric mirrors) and PhC nanobeams [1] for 1D, PhC

slabs [2–4] and PhC fibers [5–7] for 2D, and piles of strips and spheres for 3D [8–11] [Fig. 2.2 (a-

d)]. 2D PhC slabs (see section 2.1.3) are mainly discussed in this thesis.

Figure 2.1: Schematic representation of one-, two-, and three-dimensional PhCs (reproduced from [12]).
The colors represent different refractive indices.

3



Chapter 2. Background Information

(a) (b) (d)

(e) (f) (g) (h)

(c)

500 nm 500 nm500 nm 500 nm

500 nm500 nm5 μm

Figure 2.2: Examples of artificial and natural photonic crystals. (a) 1D PhC nanobeam [1]. (b) PhC
optical fiber [5]. (c) 2D PhC slab [3]. (d) 3D PhC [9]. (e) Opal [20, 21]. (f) Peacock feather [22]. (g)
Butterfly [23]. (h) Chameleon [24].

The concept of PhCs was developed after the publication of two milestone papers by Eli

Yablonovitch [13] and Sajeev John [14] in 1987 [15], both concerned high-dimensional periodic

optical structures. Yablonovitch’s main goal was to engineer the photonic density of states

to control the spontaneous emission of materials embedded in the PhC, while John’s idea

was to use PhCs to affect the localization of light. The periodic dielectric multilayers (e.g.,

Bragg mirrors) were studied extensively much earlier [16, 17], but without the generalization

to high-dimensional cases. The first (3D) PhC with an omnidirectional photonic bandgap

was experimentally demonstrated in 1991 in the microwave range [18]. The first 2D PhC was

demonstrated in 1996 in the near-infrared range [19], which opened the door for fabricating

2D PhCs by semiconductor techniques. Afterward, the research on PhCs grows exponentially.

PhCs exist in nature but were not recognized before the development of the concept [Fig. 2.2 (e-

h)]. First, PhCs occur in minerals like opal, a kind of mineral consisting of piles of silica

spheres [25, 26]. More interestingly, PhCs were widely developed and equipped by life forms

through natural evolution [27]. Scales of silvery fish [28], tapeta lucida of many vertebrates

that cause the eyeshine [29], and eye reflectors of some bivalve mollusks [30] are examples of

animal reflectors in which Bragg mirror-like structures enhance light reflections in a broad

range of wavelengths. Feathers of some birds [22, 31, 32], scales of butterflies [23, 33], and

exoskeletons of some insects [34–36] are examples of structural coloration in which PhC

structures enhance light reflection for selected wavelengths. Chameleons were even reported

to have active tuning capabilities on their PhC structures [24].
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2.1 Photonic Crystals and Cavities

2.1.2 Theory for Photonic Crystals

This section introduces some theoretical aspects of photonic crystals, which lead to plane-

wave expansion. One can refer to textbooks of electromagnetism [37, 38], solid state physics [39,

40], and photonic crystals [12, 41–43] for more details.

Maxwell’s Equations in Matter

The most general form of Maxwell’s equations in a medium in meter-kilogram-second (MKS)

units can be given as follows:

∇∇∇·D = ρ f , (Gauss’s law) (2.1)

∇∇∇·B = 0, (Gauss’s law for magnetism) (2.2)

∇∇∇×E =−∂B

∂t
, (Faraday’s law) (2.3)

∇∇∇×H = J f +
∂D

∂t
, (Ampère’s law) (2.4)

where ∇∇∇ is the nabla operator, D is the electric displacement, B is the magnetic flux density, E

is the electric field strength, H is the magnetic field strength, ρ f is the free charge density, J f

is the free current density, and t is time.

The medium can be characterized by the following:

D = εE = ε0E +P = ε0εr E , (2.5)

B =µH =µ0(H +M) =µ0µr H , (2.6)

J f =σE , (2.7)

where P is the polarization (dipole moment per unit volume), M is the magnetization (mag-

netic dipole moment per unit volume), ε0 is the electric permittivity of vacuum, ε is the electric

permittivity of the material, εr is the relative electric permittivity of the material, µ0 is the

magnetic permeability of vacuum, µ is the magnetic permeability of the material, µr is the

relative magnetic permeability of the material, σ is the conductivity of the material.

To narrow down the scenario to PhCs made of dielectric materials, the following assumptions

are applied for the later sections:

1. The material is isotropic, non-dispersive, lossless, and time-invariant, so that Eq. (2.5)

Eq. (2.6) are valid with the permittivity εr and permeability µr being real, positive, and

not dependent on light frequency or time.

2. The material contains no free charge nor free current: ρ f = 0, J f = 0. This is valid for

dielectric materials. For intrinsic semiconductors, the density of free charge or free

current is very low, and they can be ignored.

3. The material is non-magnetic: µr = 1. This is valid for most dielectric materials.
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Chapter 2. Background Information

4. The material is generally considered linear when discussing the basic properties of PhCs

because the nonlinear effects are relatively small.

Propagation Equations

In general, E and H are complex vector functions of both space and time, while the time de-

pendence and the spatial dependence can be separated by expanding the fields into harmonic

modes (plane waves):

E (r , t ) =E0e i (kr−ωt ) = Er e−iωt , (2.8)

H(r , t ) =H0e i (kr−ωt ) = Hr e−iωt , (2.9)

where E0 is the amplitude of E , H0 is the amplitude of H , Er (r ) = E0e i kr and Hr (r ) = H0e i kr

are the time-independent part of E and H , respectively, r is the position vector, k is the wave

number vector.

By inserting Eq. (2.8) and Eq. (2.9) into Maxwell’s equations Eq. (2.1)-(2.4), the following

equations are obtained:

∇∇∇· [εr (r )Er (r )] = 0, (Gauss’s law) (2.10)

∇∇∇· [µr (r )Hr (r )
]= 0, (Gauss’s law for magnetism) (2.11)

∇∇∇×Er (r )− iωµ0µr (r )Hr (r ) = 0, (Faraday’s law) (2.12)

∇∇∇×Hr (r )+ iωε0εr (r )Er (r ) = 0, (Ampère’s law) (2.13)

By dividing εr and µr from Eq. (2.12) and Eq. (2.13), respectively, cross-producting a nabla

operator from the left side, and eliminating the complex number i , the propagation equations

are obtained:

1

εr (r )
∇∇∇×

[
1

µr (r )
∇∇∇×Er (r )

]
− ω2

c2 Er (r ) =0, (2.14)

1

µr (r )
∇∇∇×

[
1

εr (r )
∇∇∇×Hr (r )

]
− ω2

c2 Hr (r ) =0, (2.15)

where c = 1/
p
ε0µ0 is the speed of light. The term ω/c is known as the wave number k:

k =ω/c = 2π/λ, where λ is the wavelength. Eq. (2.14) and Eq. (2.15) are usually referred to as

the master equations of propagation.

When the material is not homogeneous, or in general for any arbitrary spatial distribution

of permittivity and permeability, the relative electric permittivity and the relative magnetic

permeability are scalar fields: εr = εr (r ), µr = µr (r ), where r is the position vector. For this

reason, εr and µr can not be freely moved to the right side of the nabla operator, and they

are divided in Eq. (2.12) and Eq. (2.13) before applying the second nabla operator to arrive at

Eq. (2.14) and Eq. (2.15).
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2.1 Photonic Crystals and Cavities

Scaling Properties

There are two scaling properties for electromagnetic fields:

1. Scale with dimension: when the distribution of the electric permittivity and the mag-

netic permeability is expanded by a factor of α: ε′r (r ) = εr (r /α) , µ′
r (r ) =µr (r /α) , (0 <

α<+∞), the field shape with respect to the permittivity distribution can be maintained

as long as the frequency is reduced by a factor of α: ω′ =ω/α.

Take Eq. (2.14) for example, when εr (r ) is substituted with ε′r (r ) = εr (r /α) = εr (r ′′′) and

µr (r ) is substituted with µ′
r (r ) =µr (r /α) =µr (r ′′′), in order to maintain the field shape,

the field Er (r ) can be substituted with E ′
r (r ) = Er (r /α) = Er (r ′′′) and Eq. (2.14) becomes:

1

εr (r ′′′)
∇∇∇×

[
1

µr (r ′′′)
∇∇∇×Er (r ′′′)

]
− ω′2

c2 Er (r ′′′) =0, (2.16)

where ω′ is the new frequency after expansion, and the nabla ∇∇∇ acts on r . On the other

hand, Eq. (2.14) is valid with ω as long as the nabla acts on the same argument of Er , µr

and εr :

1

εr (r ′′′)
∇∇∇′′′×

[
1

µr (r ′′′)
∇∇∇′′′×Er (r ′′′)

]
− ω2

c2 Er (r ′′′) =0, (2.17)

where the ∇∇∇′′′ now acts on r ′′′, and ∇∇∇′′′ = ∂/∂r ′′′ = ∂/[(1/α)∂r ] =α∇∇∇. By comparing Eq. (2.16)

and Eq. (2.17), one can find that ω′ =ω/α.

2. Scale with permittivity: when the amplitude of the electric permittivity (or the magnetic

permeability) is increased by a factor of β2: ε′r =β2εr , (0 <β<+∞), the field shape with

respect to the permittivity distribution can be maintained as long as the frequency is

reduced by a factor of β: ω′ =ω/β.

Take Eq. (2.14) for example, when εr is substituted with ε′r =β2εr , the equation becomes:

1

β2εr
∇∇∇×

[
1

µr
∇∇∇×Er

]
− ω′2

c2 Er =0, (2.18)

where ω′ is the new frequency. By comparing Eq. (2.14) Eq. (2.18), one can find that

ω′ =ω/β. Notice that the scaling on εr and on µr can be added up in a serial manner,

which is different than the previous scaling property. For instance, if ε′r = β2
1εr and

µ′
r =β2

2µr , then ω′ =ω/(β1β2).

These two scaling properties are valid in electromagnetic systems with any arbitrary (i.e., not

necessarily periodic) distribution of electric permittivity and magnetic permeability. The

first property is very useful in practice because the operating frequency of a designed optical

structure can be easily tuned by scaling the structure itself. The second property is more

difficult to apply in practice because of the difficulty of tuning the permittivity.
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Chapter 2. Background Information

Bloch’s Theorem

The master equations Eq. (2.14) and Eq. (2.15) can be written in a general form of eigenvalue

problem:

ÔF = k2F , (2.19)

with:

ÔE = 1

εr (r )
∇∇∇× 1

µr (r )
∇∇∇×, (2.20)

ÔH = 1

µr (r )
∇∇∇× 1

εr (r )
∇∇∇×, (2.21)

where Ô is the general operator, F stands for the electric or magnetic field (E , or H), and ÔE ,

ÔH are the corresponding operators. It can be demonstrated that the operator Ô is Hermitian.

Solving the propagation equations turns out to be finding the eigenvalues and eigenvectors of

the operator Ô.

Bloch’s theorem states that the eigenvectors F (r ) of an operator Ô with a periodic distribution

of electric permittivity εr (r ) and magnetic permeability µr (r ) can be expressed in the form of

a product of a plane wave term e i k ·r and a periodic term U (r ):

F (r ) = e i k ·r U (r ), (2.22)

where U (r ) stands for the electric or magnetic field (E , or H) and possesses the same periodic-

ity as εr and µr .

Fourier Series in 3D

A periodic vector function U defined in 3-dimensional space (i.e., a vector field) can be

expressed as a Fourier series:

U (r ) = ∑
G∈G

CU (G)e iG ·r , (2.23)

where r is the position vector, G is the reciprocal lattice vector, G is the set of all reciprocal

lattice vectors, CU (G) is the vector Fourier coefficient that corresponds to U and G :

CU (G) = 1

V

∫
V

e−iG ·r U (r )dr , (2.24)

with V the volume of the first Brillouin zone. A periodic scalar function defined in 3-dimensional

space (i.e., a scalar field) can be expressed similarly with scalar Fourier coefficients.

The reciprocal lattice vectors G are vectors in the reciprocal space in which the primitive
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2.1 Photonic Crystals and Cavities

vectors (i.e., basis vectors associated with a primitive cell) b j are defined as:

ai ·b j = 2πδi , j , i , j ∈ [1, . . . , N ], (2.25)

where ai are primitive vectors of the real space, N is the number of dimensions, and δi , j is the

Kronecker delta (i.e., δi , j = 0 if i ̸= j , δi , j = 1 if i = j ).

The nabla operator acts on a vector Fourier series as:

∇∇∇× ∑
G∈G

CU (G)e iG ·r = ∑
G∈G

[iG ×CU (G)]e iG ·r . (2.26)

Plane-Wave Expansion (PWE)

According to Bloch’s theorem, the electric field and the magnetic field can be expressed in

Fourier series:

Er (r ) =e i k ·r ∑
G∈G

CE (G)e iG ·r = ∑
G∈G

CE (G)e i (k+G)·r , (2.27)

Hr (r ) =e i k ·r ∑
G∈G

CH (G)e iG ·r = ∑
G∈G

CH (G)e i (k+G)·r , (2.28)

where CE and CH are vector Fourier coefficients given by Eq (2.24).

The term of 1/εr can also be expressed as a Fourier series:

1

εr (r )
= θ(r ) = ∑

G∈G
Cθ(G)e iG ·r , (2.29)

where Cθ(G) is a scalar Fourier coefficient similarly given by Eq. (2.24). The term of 1/µr is

unity because the material is assumed to be non-magnetic.

By inserting Eqs. (2.27), (2.28), (2.29), into the master equations Eqs. (2.14) and (2.15), and by

applying Eq. (2.26) and the non-magnetic assumption (µr = 1), one can get:

∑
G ′′′∈G

Cθ(G −G ′′′)
(
k +G ′′′)× [(

k +G ′′′)×CE (G ′′′)
]=− ω2

c2 CE (G), (2.30)

∑
G ′′′∈G

Cθ(G −G ′′′) (k +G)× [(
k +G ′′′)×CH (G ′′′)

]=− ω2

c2 CH (G), (2.31)

where G ′′′ is also a reciprocal lattice vector that is introduced to construct the same term of

e i (k+G)·r on the left side as the right side, and Eq. (2.29) is used by substituting G by G −G ′′′.

Eq. (2.30) and Eq. (2.31) are eigenvalue equations in which the eigenvalues ω2/c2 can be

determined by diagonalizing the operator matrix for a given value of wave vector k in the

irreducible Brillouin zone. The operator matrix can be approximated by restricting G to a

finite set of reciprocal lattice vectors Gapprox, in which |G | ≤Gmax. A larger Gmax gives higher

9



Chapter 2. Background Information

accuracy of Fourier expansion at the expense of more computational resources (the number of

matrix elements scales with (Gmax)2i , where i ∈ {1, 2, 3} is the PhC dimension). The numerical

solution of one of the equations reveals the dispersion relation ω(k), i.e., the band structure,

of the PhC. This numerical method is called the plane-wave expansion (PWE) method [44,

45] and is suitable for 1, 2, and 3-D infinite PhCs.

2.1.3 2D Photonic Crystals and Photonic Crystal Slabs

2D PhCs are PhCs that are periodic in two dimensions and ideally of infinite size in 3D space.

Depending on the distribution of the high refractive index region with respect to the low

refractive index region, there are mainly two types of 2D PhCs: PhCs of pillars and PhCs of

holes [Fig. 2.4 (a)]. The optical modes in a 2D PhC are classified into transverse electric (TE)

type if the electric field is parallel to the lattice plane and transverse magnetic (TM) type if

the electric field is perpendicular to the lattice plane. As a rule of thumb, TM bandgaps are

favored in a lattice of isolated high refractive regions (i.e., PhCs of pillars), and TE bandgaps

are favored in a connected lattice (i.e., PhCs of holes) [12]. Depending on the symmetry

of the periodicity, there are mainly two types of lattices: square lattices and triangular (or

hexagonal) lattices [Fig. 2.3]. PhCs with triangular lattices are favored for generating TE and

TM bandgaps simultaneously because they can be regarded as a combination of localized

high refractive index islands (spot) connected with narrow bridges (vein) when the radius of

the holes is large enough [12].

(a)

(c)

(b)

(d)

a1

a1

b1

a2

a2

b2

b1

b2

Figure 2.3: Schema of the 2D PhC lattices. Square lattice in (a) real space and (b) reciprocal space.
Triangular lattice in (c) real space and (d) reciprocal space. Yellow regions show the Wigner-Seitz
primitive cell in real space and the first Brillouin zone in reciprocal space. The primitive vectors are
shown accordingly.

The dispersion relation ω(k), i.e., the band structure, of a 2D PhC can be calculated by the

PWE method (see section 2.1.2). Fig. 2.4 (b)-(d) shows a series of band structure diagrams

for 2D PhCs with a triangular lattice of air holes, calculated with the PWE method [46, 47]. It

can be seen that the difference of frequencies for the first and the second band lines (counted

from low frequency to high), of type TE (red lines) or TM (blue lines), increases with the
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Figure 2.4: Band structure diagrams of 2D hexagonal PhCs with a triangular lattice of air holes, calculated
with the PWE method [46, 47]. (a) Schema of the 2D PhC. The relative permittivity of the bulk material is
εr , the lattice constant is a, and the hole radius is r . (b) Band structure of the PhC slab with εr = 2 and
r = 0.48a. The TE modes and the TM modes start to split. Insets show the 2D PhC and its Brillouin zone.
(c) Band structure of the PhC slab with εr = 5 and r = 0.48a. The red region shows the photonic bandgap
for TE polarization. (d) Band structure of the PhC slab with εr = 13 and r = 0.48a. The yellow region
shows the complete photonic bandgap for both TE and TM polarizations. This band diagram should be
the same as Fig. 10 in Chapter 5 of [12].

permittivity εr [Fig. 2.4 (b)-(d)], and a (full) bandgap is formed between the first and the

second TE band lines [Fig. 2.4 (c)], which means TE-polarized light of frequency within this

bandgap is prohibited from propagating in any direction in this PhC. When the permittivity εr

is further increased, a complete bandgap is formed [Fig. 2.4 (d)], which means both TE- and

TM-polarized lights of frequency within this bandgap are prohibited from propagating. Notice

that when increasing the permittivity, the band lines are generally lowered in frequency, which

is resulted from the scaling properties (see section 2.1.2).

In reality, all PhCs are bounded. A 2D PhC is restricted by the bounds along the isotropic

direction (i.e., the direction perpendicular to the lattice plane) to a thickness d and is usually

called a PhC slab (or slab-PhC) when d is comparable to or smaller than the lattice constant a

(contrary to, e.g., a PhC fiber) [Fig. 2.5 (a)]. 2D PhC slab is a common form of artificial PhCs

due to the convenience of fabrication with anisotropic etching techniques on thin films. Due

11



Chapter 2. Background Information

(a) (b)

(d)(c)

M K
0.0

0.2

0.4

0.6

0.8

1.0

Fr
e
q
u
e
n
cy

 
a
/(

2
c)

r=13, r=0.48a, d=0.5a

M K
0.0

0.2

0.4

0.6

0.8

1.0

Fr
e
q
u
e
n
cy

 
a
/(

2
c)

r=13, r=0.48a, d=5.0a

M K
0.0

0.2

0.4

0.6

0.8

1.0

Fr
e
q
u
e
n
cy

 
a
/(

2
c)

r=13, r=0.40a, d=0.5a

Photonic Band Gap

a

2r

d

xy
z Γ

M KTE modes

TM modes

TE modes

TM modesTE modes

TM modes

εr

Figure 2.5: Band structure diagrams of 2D PhC slabs with a triangular lattice of air holes, calculated
with the GME method [46, 47]. (a) Schema of the PhC slab. The relative permittivity of the bulk material
is εr , the lattice constant is a, the hole radius is r , and the slab thickness is d. (b) Band structure of the
PhC slab with εr = 13, r = 0.48a, and d = 0.5a. The TE and TM modes are represented by red and blue
lines, respectively. The grey region is the light cone. Insets show the 2D PhC and its Brillouin zone. (c)
Band structure of the PhC slab with εr = 13, r = 0.40a, and d = 0.5a. TE and TM bandgaps are formed
but do not overlap. (d) Band structure of the PhC slab with εr = 13, r = 0.48a, and d = 5.0a. The band
structure recovers that calculated by PWE when the slab thickness is large.

to the limited thickness, the dispersion relation of a 2D PhC slab is a mixture of that of an

ideal 2D PhC and that of a planar waveguide. The PWE method for infinite 2D PhC can be

modified to incorporate the index-guiding effect (similar to total internal reflection) of the

planar waveguide, which results in the guided-mode expansion (GME) method (described

below in this section). The TE and TM modes in 2D PhCs are transformed into quasi-TE and

quasi-TM modes in PhC slabs because the electric field is not strictly parallel nor perpendicular

to the lattice plane except on the bisection plane of the slab.

Fig. 2.5 (b)-(d) shows a series of band structure diagrams for 2D PhC slabs with a triangular

lattice of air holes, calculated with the GME method [46, 47]. Importantly, since the index-

guiding effect is not always valid in PhC slabs, the band structure diagrams consist of index-

guiding regions (shown in white color) and non-index-guiding regions (also called the light

cone, shown in gray color). The light modes in the non-index-guiding regions (also called
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2.1 Photonic Crystals and Cavities

in the light cone or above the light line) are lossy (or leaky) because they propagate in the

out-of-plane directions. Comparing Fig. 2.5 (b) to Fig. 2.4 (d), it can be seen that the band

structure differs from that of the 2D PhC with the same εr and r , and it appears that the

band lines are higher in frequency because of the reduced effective permittivity of the slab.

Comparing Fig. 2.5 (d) to Fig. 2.4 (d), it can be seen that the band structure recovers that of

a 2D PhC when the slab thickness d is much larger than the lattice constant a. Comparing

Fig. 2.5 (c) to Fig. 2.5 (b), it can be seen that decreasing the hole radius r effectively lowers the

band line frequencies because of the increased effective permittivity. When the hole radius

is small enough, the bandgaps of TE and TM polarizations can be formed simultaneously

without overlapping [Fig. 2.5 (c)].

Guided-Mode Expansion (GME)

GME [48–51] is a numeric method used for computing the dispersion relations in 2D PhC

slabs. It is based on the PWE method while at the same time incorporating the index-guiding

effect of the slab. Consider a general case of a 2D PhC of three layers of permittivity ε1, ε2,

and ε3, respectively. The system can be regarded as a planar waveguide when treating the

layers as homogenous with an average permittivity ε1, ε2, and ε3, respectively, with ε2 > ε1, ε3.

The discrete guided modes of the planar waveguide can be indexed by µ= (g ,α), with g the

in-plane momentum, and α the mode number. It can be shown that the guided modes are

orthogonal so that they can be used as a basis to expand the Bloch modes of momentum k of

the 2D PhC:

Hk (r ) =∑
µ

CµHµ(ρ, z), (2.32)

where H stands for the magnetic field strength, Cµ is the expansion coefficient, ρ is the in-

plane vector. Due to Bloch’s theorem, only the modes of momentum k +G contribute to the

summation, where G is the reciprocal lattice vector. Then the eigenvalue problem equation

can be rewritten as:

∑
G ′, α′

ĤµνCµ =
ω2

k

c2 Cν, (2.33)

with the operator:

Ĥµν =
∫

1

ε(ρ)

[
∇∇∇×H∗

µ (ρ, z)
]
· [∇∇∇×Hν(ρ, z)

]
dρd z. (2.34)

where µ= (g , α) = (k +G , α), ν= (g ′, α) = (k +G ′, α). The coupling of the guided PhC modes

to the continuum of radiative modes can be estimated through time-dependent perturbation

theory, and the characteristic quality factor can be estimated by Q =ωk /2ℑ (ωk ), where ℑ (ωk )

is the imaginary part of ωk [48].
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2.1.4 Photonic Crystal Defects and Cavities

Because of the formation of the photonic bandgap, PhCs can be used to confine light in a

certain region. To do that, a defect must be created inside a PhC to destroy the periodicity

and provide a region to accommodate light modes. The defects are called zero-, one-, and

two-dimensional if they accommodate light to propagate in zero, one, and two dimensions,

which are referred to as point defects, line defects, and plane defects, respectively. A point

defect in a PhC can be considered as a cavity in the sense that lights of a range of frequencies

are confined in the defect area. A line defect in a PhC can be considered as a waveguide in

the sense that lights of a range of frequencies can propagate along the defect line. Notice

that, in defects based on 2D PhC slabs, the light confinement in out-of-plane directions is

accomplished by the index-guiding effect of the slab rather than the photonic bandgap.

(a) H0 H1(b)

(d) (e) (f)

(c) L3

W1 Width-modulated Heterostructure

Figure 2.6: Schema of 2D PhC cavities and waveguides. (a) H0 cavity [52]. (b) H1 cavity [53]. (c) L3
cavity [4]. (d) W1 waveguide. (e) Width-modulated cavity [54, 55]. (f ) Heterostructure cavity [56, 57]. Red
circles indicate the minimum set of holes that are modified in size and position around the cavity.

Several types of cavities and waveguides can be created in PhC slabs by introducing defects:

an H0 cavity is created by slightly increasing the distance between two adjacent holes [52]

[Fig 2.6 (a)]; an H1 cavity is created by removing one hole [53] [Fig 2.6 (b)]; an L3 cavity is

created by removing three holes in a line [4] [Fig 2.6 (c)]. When an entire line of holes is

removed, a W1 waveguide is created [58] [Fig 2.6 (d)]. PhC waveguides are not only used for

light-guiding [59, 60] as conventional waveguides but also highly interesting in applications

of slow light [61–69] since the group velocity (vg = dω/dk) can be arbitrarily small for modes

close to band edges. Point defects can be created based on a W1 waveguide by slightly

modifying the width of the waveguide or by changing the lattice constant in a segment, and

these two types are called width-modulated cavity [54, 55] and heterostructure cavity [56,

57], respectively [Fig 2.6 (e) (f)]. The base structures of the cavities are usually modified by

changing the hole position, radius, and shape to optimize the cavity for interested quantities,
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2.1 Photonic Crystals and Cavities

H0(a) L3(b)

Figure 2.7: (a) Fundamental mode of an H0 cavity, computed by GME. (b) Fundamental mode of an L3
cavity with the same permittivity, slab thickness, and hole radius to lattice constant ratio as in (a). The
color map in (a) and (b) shows the electric field square E 2

x +E 2
y at the bisection plane of the slab, and the

red circles show the holes that are modified in radius and position. The cavity parameters are as from
section 5.3.2 in [70].
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Figure 2.8: (a) Schema of the density of states of a vacuum or a macroscopic cavity with homogeneous
permittivity. (b) Schema of the density of states of a PhC cavity.

e.g., the quality factor and the far-field radiative properties.

Since the light confined in a cavity is in the form of a standing wave, its electric field is amplified

due to the superposition of wave nodes. High intensity of the electric field in the cavity is

desired in applications of nonlinear optics because the strength of nonlinear effects increases

with the electric field intensity. Fig. 2.7 (a) (b) shows the electric field distribution in an H0 and

an L3 cavity, respectively, for their fundamental modes.

On the other hand, the photonic bandgap and the cavity mode can be used to tailor the

spontaneous emission properties of the material. Since no light can propagate in the photonic

bandgap, the density of states (or density of modes, defined by the number of modes per

frequency or per frequency per volume) is zero in the gap, and the spontaneous emission is

suppressed. A cavity mode introduces a defect state in the bandgap and potentially augments

spontaneous emission. Fig. 2.8 (b) shows the schema of the density of states of a PhC cavity,
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and Fig. 2.8 (a) shows that of a vacuum or a macroscopic cavity with homogeneous permittivity

for comparison.

Quality Factor

The Q-factor is a figure of merit frequently used to characterize PhC cavities (also generally

used for other optical and non-optical cavities). The Q-factor of an optical cavity is defined

equivalently as the total stored energy divided by the energy dissipated in one oscillation

period, the energy decay time divided by the oscillation period, and the resonant frequency

divided by the bandwidth of the resonance [71]:

Q =2π
Etotal

δE
, (2.35)

=2π
τ

T
, (2.36)

= f0

δ f
, (2.37)

where Etotal is the total energy stored in the cavity, δE is the energy lost per oscillation cycle, τ

is the energy decay time, T = 1/ f0 is the oscillation period of the electromagnetic field, f0 is the

resonance frequency, δ f is the FWHM bandwidth of the resonance. The Q-factor characterizes

the ability of light confinement of a cavity. A higher Q-factor is generally desired because the

light is better confined, i.e., the bandwidth is sharper, the intensity is higher, the energy lost in

an oscillation period is smaller, and the mode lifetime is longer.

There is no theoretical limit for the Q-factor of a PhC cavity, while in experiments, the Q-factor

of a PhC cavity is limited by the design of the cavity (including the size of the PhC), the coupling

to the input/output channels, the material absorption, and the disorder introduced in the

fabrication. The measured Q-factor of a PhC cavity can be written as:

1

Qm
= 1

Qt
+ 1

Qc
+ 1

Qa
+ 1

Qd
, (2.38)

where Qt is the theoretically predicted Q-factor for a certain design and simulation volume,

Qc accounts for the coupling losses, Qa accounts for the material absorption, and Qd accounts

for the scattering losses due to the disorder.

Modal Volume

The modal volume (or effective mode volume) is another figure of merit frequently used to

characterize PhC cavities. The modal volume of a PhC cavity is commonly defined as the

spatial integral of the field intensity in the mode, normalized to unity at the field maximum
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2.1 Photonic Crystals and Cavities

when considering the Purcell enhancement of the spontaneous emission [72–75]:

V1 =
lim

V →∞

∫
V
ε(r ) |E (r )|2 dr

max
[
ε(r ) |E (r )|2] , (2.39)

where ε(r ) is the electric permittivity, E (r ) is the electric field strength, and V is the volume

that contains the mode. This definition leads to integral divergence in the general case of

leaky cavities but is still widely accepted in computations, provided that the integration is

performed in a limited cut-off volume. This definition can be generalized to ensure integral

convergence [76, 77].

The modal volume is also defined alternatively as:

Vn =
lim

V →∞

[∫
V
ε(r ) |E (r )|2 dr

]n

lim
V →∞

∫
V

[
ε(r ) |E (r )|2]n

dr
. (2.40)

where n = 2 when considering Anderson localization, Kerr effect, and two-photon absorption;

n = 3 when considering other nonlinear effects such as free-carrier absorption and dispersion.

A smaller modal volume is generally desired because Purcell’s factor is inversely proportional

to the modal volume [72, 73] (see appendix A.1 for Purcell effect) and because of the similar

pursuit of smaller device size in integrated photonics as electronics. One can roughly recognize

that the modal volume of the fundamental mode of the H0 cavity is smaller than that of the L3

cavity with the same lattice constant and permittivity [Fig. 2.7 (a) (b)]. PhC cavities generally

have the smallest modal volume compared to other kinds of cavities in a dielectric material.

In fact, the mode size of PhC cavities is of the order of wavelength in the material, and the

modal volume is usually expressed in units of (λ/n)3, where λ is the wavelength in vacuum,

and n is the refractive index of the material. Some examples of modal volume for common

PhC cavities are given in Table 2.1.

Cavity V1 [(λ/n)3] V2 [(λ/n)3]
H0 0.42 2.13
L3 0.71 2.90

Width-modulated 1.34 6.02
Heterostructure 1.58 6.07

Table 2.1: Modal volumes of common PhC cavities, adapted from [70].

Coupling of Cavities

An optical cavity can be coupled to its environment through ports (e.g., the semitransparent

window of a laser cavity), and the dynamics can be described by the coupled-mode theory [38,

78, 79]. The coupling between a single cavity mode and a single port [Fig. 2.9 (a)] can be
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(a) (b)

pump

pump signal

signal

S+

S-

Figure 2.9: (a) Schema of an optical cavity with a single port and single mode. (b) Schema of side-coupling
and vertical-coupling of a PhC slab cavity.

described by (chapter 7 of [38]):

d a

d t
= iω0a −

(
1

τ0
+ 1

τe

)
a +κs+, (2.41)

s− = css++ caa, (2.42)

where a is the complex amplitude of the mode, s+ is the complex amplitude of the incoming

wave, s− is the complex amplitude of the outgoing wave, i is the complex unit, ω0 is the

resonant frequency, 1/τ0 is the decay rate due to "internal" loss, i.e., absorption, 1/τe is the

decay rate due to "external" loss, i.e., coupling to the port, κ is the coupling coefficient for the

contribution of the incoming wave amplitude to the mode amplitude, cs and ca are coupling

coefficients for the contributions of the incoming wave amplitude and the mode amplitude to

the outgoing wave amplitude.

The complex amplitude a is normalized such that |a|2 =W with W the energy of the mode.

The complex amplitude s± is normalized such that |s±|2 = P± with P± the power carried

by the waves. The decay rate is related to the quality factor as ω0τ/2 = Q. By considering

energy conservation and time-reverse symmetry, the coupling coefficients are related as

κ = ca = p
2/τe and cs = −1. This coupled-mode theory can be generalized to the case of

single-mode-multi-port [78] and multi-mode-multi-port [79].

The dynamics of the coupling between the mode and the port are fully described by Eq. (2.41)

and Eq. (2.42), from which the reflection, transmission (in the presence of two ports), and

other interested quantities can be derived. The resonant frequency ω0 and the decay rates 1/τ

can be evaluated by either simulations or experiments for specific cavity designs. Notice that

the ports should account for all channels of energy exchange with the environment through

electromagnetic waves. For instance, the radiation of the cavity should be considered as

outgoing waves in different directions through the correspondent ports.

In applications of on-chip micro-cavities, the cavity is usually coupled to in-plane waveguides

(conventional or W1 waveguides) through the evanescent field of the cavity mode [Fig. 2.9 (b)].

Since the introduction of the waveguides modifies the stand-alone cavity design and lowers
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the quality factor, a trade-off between the coupling strength and the quality factor is generally

considered. On the other hand, when the in-plane cavity exhibits highly concentrated radia-

tion in an out-of-plane direction (usually the normal direction), the cavity can also be excited

through free-space beams in that direction. A band-folding technique [80, 81] can be used on

PhC cavities to improve the concentration of the radiation, thus the coupling strength, while

similarly, it reduces the quality factor.

2.2 Nonlinear Optics

Nonlinear optics is a broad topic in optics and is the key to many applications. This section

briefly introduces the related aspects, i.e., the nonlinear susceptibility and the second-order

nonlinear frequency conversion, and one can refer to textbooks [82, 83] for more details.

2.2.1 Nonlinear Susceptibility

In the case of linear optics, the induced polarization scales linearly with the electric field

strength [82]:

P (t ) = ε0χ
(1)E (t ), (2.43)

where P is the polarization, ε0 is the permittivity of vacuum, χ(1) is the linear susceptibility, E

is the electric strength, t is time.

In the case of nonlinear optics, Eq. (2.43) can be generalized:

P (t ) = ε0
[
χ(1)E (t )+χ(2)E 2(t )+χ(3)E 3(t )+·· ·] , (2.44)

where χ(2) and χ(3) are the second and third-order nonlinear optical susceptibilities.

More generally, when considering (anisotropic) dispersion and/or loss, the nonlinear polariza-

tion can be expressed as:

P (r , t ) =∑
n

P (ωn)e−iωn t , (2.45)

where ωn denotes the frequency involved, and the summation extends over all positive- and

negative-frequency components.

The Cartesian components of the second-order nonlinear polarization can be expressed as:

Pi (ωn +ωm) = ε0
∑
j k

∑
(nm)

χ(2)
i j k (ωn +ωm , ωn , ωm)E j (ωn)Ek (ωm), (2.46)

where the indices i , j , and k denote the Cartesian components of the fields (i.e., x, y , and z)

independently. The sum notation (nm) requires that, when performing the summation over

n and m, the sum ωn +ωm should be fixed, which results in 12 permutations over frequency.

In general, one needs as many as 324 (complex) numbers to fully describe the χ(2) tensor
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involving three different frequencies.

Fortunately, because of intrinsic properties, approximations, and symmetry of the medium,

far fewer numbers are necessarily needed to describe the nonlinear process:

1. Reality of the fields: χ(2) with negative frequencies equals the complex conjugate of its

counterpart with positive frequencies.

2. Intrinsic permutation symmetry: χ(2) remains unchanged by a simultaneous inter-

change of its last two frequency arguments and its last two Cartesian indices.

3. Assumption of lossless media (full permutation symmetry): if the media is lossless,

then all elements of the χ(2) tensor are real numbers, and all frequency arguments can

be interchanged as long as the Cartesian indices are interchanged the same way.

4. Assumption of nondispersive susceptibility (Kleinman’s symmetry): when the in-

volved optical frequencies are much smaller than the lowest resonance frequency of

the material system, then the nonlinear susceptibility is considered independent of

frequency.

5. Spatial symmetry of material (crystals): if the nonlinear medium possesses spatial

symmetry (e.g., crystals), many elements of the nonlinear susceptibility tensor cancel

out. The form of nonlinear susceptibility of a crystal depends on the point group to

which the crystal belongs, and one can refer to the tables as in section 1.5 of [82] and

appendix 3 of [83]. An important conclusion is that, for crystals that possess centrosym-

metry (inversion symmetry), all elements of the χ(2) tensor vanish. Because of this, 11 of

32 crystal classes are excluded from second-order nonlinear optical interactions.

When nondispersive susceptibility ((Kleinman’s symmetry) is assumed, a new d-tensor can be

introduced to suppress the frequency arguments:

di j k ≡ 1

2
χ(2)

i j k , (2.47)

and the d-tensor can be simplified even more by a contracted matrix di l , where the index l is

determined according to the prescription:

j k: 11 22 33 23, 32 13, 31 12, 21

l : 1 2 3 4 5 6
(2.48)

where the indices 1, 2, and 3 for j k are identical to x, y , and z, respectively.

2.2.2 Nonlinear Frequency Conversion

There are a variety of nonlinear processes in a nonlinear photonic material, among which

the second-order frequency conversion processes are mainly considered in this thesis. These

processes can be classified as sum frequency generation (SFG) and difference frequency

generation (DFG) [Fig. 2.10].
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Figure 2.10: Second order nonlinear processes. ω1 ≈ω2 <ω3 is assumed in general. (a) Schema of SFG.
Typically there is no input at ω3. (b) Energy level diagram of SFG. (c) Schema of DFG. Typically there is
no input at ω2. (d) Energy level diagram of DFG.

SFG is a process in which two light beams (of frequencyω1 andω2) are sent to the material, and

a new light beam (ω3) is generated with a frequency equal to the sum of the input frequencies

(ω3=ω1+ω2). Second harmonic generation (SHG) can be regarded as a particular case of SFG

in which the frequencies of the input beams are identical (ω1 =ω2 =ω3/2). In the case of SHG,

the generated frequency (ω3) is referred to as the second harmonic (SH) frequency, and the

pump frequency (ω1 =ω2) is similarly referred to as the first harmonic (FH) frequency.

DFG is a process in which two light beams (of frequency ω1 and ω3, respectively) are sent to

the material, and a new light beam is generated with a frequency equal to the difference of the

input frequencies (ω2 =ω3−ω1). This process is also known as parametric amplification since

it amplifies the lower-frequency input beam (ω1). This process is also referred to as parametric

down-conversion (PDC) when it is considered as an inverse process of SHG.

Spontaneous parametric down-conversion (SPDC) can be regarded as a particular case of DFG

in which only one light beam ((of frequencyω3, the lower-frequency input power atω1 orω2 is

zero) is sent to the material, and two new beams (ω1 andω2,ω1+ω2 =ω3), known as the signal

and the idler and are often same or close in frequency (ω1 = ω2 or ω1 ≈ ω2), are generated.

SPDC is called degenerate SPDC if the two new beams are of the same frequency (ω1 =ω2),

or nondegenerate SPDC otherwise (conventionally, the higher-frequency beam is identified

as the signal). Notice that SPDC is a quantum process and generally can not be described

by the classical nonlinear theory of DFG. The efficiency is much lower than DFG because of

the quantum nature. However, if the signal and idler are resonant in optical microcavities,

the process is eventually transformed to classical DFG, and the efficiency is expected to be

enhanced.
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SFG and SHG, in which the output photon energy is higher than the input photon energy, are

also referred to as up-conversion, while DFG and SPDC, in which the output photon energy is

lower than the input photon energy, are also referred to as down-conversion.

In nonlinear frequency conversion, two conservation laws are generally valid: energy con-

servation and momentum conservation. The energy conservation is reflected by the relation

of the frequencies, while the momentum conservation is reflected as the phase-matching

condition for propagating waves, as in the case of free propagation of light in bulk nonlinear

materials or confined propagation of light in waveguides. Because of the normal dispersion of

the material, i.e., the refractive index increase with frequency, the phase-matching condition

is usually achieved through birefringence with careful polarization controls. The efficiency

(i.e., generated power divided by pump power) for up-conversion is proportional to the square

of the pump power in the nondepleted condition (i.e., the conversion efficiency is small, and

the pump intensity is constant. Otherwise, the Manley–Rowe relations are needed [82, 84]).

Near to 100% SHG is theoretically possible and is only limited by the competition from other

nonlinear processes such as down-conversion and third harmonic generation (THG). On the

other hand, the efficiency for down-conversion is linearly proportional to the pump power,

and the values are much smaller than SHG because of the quantum nature of the process

(actually, classical nonlinear optics do not allow SPDC to exist).

2.3 III-Nitride Materials

2.3.1 Crystal Structure

III-nitride compounds are known to exhibit two crystal forms: the metastable cubic zinc-

blende and the hexagonal wurtzite. In electronics and photonics, all III-nitride devices are in

the wurtzite form due to their prominent thermostability and growth feasibility. The wurtzite

crystal structure belongs to the dihexagonal-pyramidal crystal class (or point group, usually

noted as 6mm in Hermann–Mauguin notation, or C6v in Schoenflies notation). There are

different selections of primitive cells and conventional cells, depending on the choice of

putting atoms at the center of the cell or the corner [Fig. 2.11 (a)]. It is common to have a

primitive cell with atoms at the center of the cell (green dashed rhombus) and a conventional

cell with atoms on the corners (red hexagon). The conventional cell of the wurtzite structure

[Fig. 2.11 (b)] has the shape of a hexagonal column in which the side length of the bottom

hexagon is denoted by a lattice parameter a, and the height of the column is denoted by a

lattice parameter c , with the relation c = a
p

8/3. Each metal atom in the crystal is surrounded

by four nitrogen atoms in a tetrahedral shape due to sp3-hybridization, and vice versa. The

distance between two neighboring metal and nitrogen atoms in the c-direction is denoted by

u · c, with u = 3/8 the internal displacement parameter. The numerical values of the lattice

parameters are listed in Table 2.2.

The crystal vectors can be expressed by using the crystal basis (i.e., the primitive vectors),
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(a) (b) Z
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Figure 2.11: (a) Wurtzite III-nitride crystal viewed from the c-axis. Two different selections of the
conventional cell are represented by red and green hexagons. Two selections of the primitive cell are
represented by red and green dashed rhombuses, respectively. Cleavage directions of the growth substrate
are indicated by black dashed lines. (b) The conventional cell of wurtzite III-nitride crystals. A primitive
cell is indicated by black lines. a-, m-, and c-planes are represented in red, green, and yellow, respectively.
a-, m- and c-axis, together with their corresponding Cartesian notations X , Y , and Z , are indicated by
arrows of the same set of colors.

Lattice parameter GaN AlN ideal
a [Å] 3.190 3.110 -
c [Å] 5.189 4.980 -

u 0.377 0.382 0.375
c/a 1.627 1.601 1.633

Table 2.2: Lattice parameters of wurtzite GaN, AlN at room temperature [85].

which is a set of 3 vectors that forms the primitive cell. An example of basis can be given as

{a1, a2,c}, where a1, a2 are two of three 120◦ symmetric vectors on the bottom hexagon of

the conventional cell, and c is the vector perpendicular to the bottom hexagon. For example,

[1,0,0], [0,1,0], and [0,0,1] are three unit vectors expressed using this basis. The crystal planes

can be expressed by Miller indices once the basis is selected. For example, the red, green, and

yellow planes can be noted as plane (2,−1,0), (0,1,0), and (0,0,1).

Notice that, in cubic crystals, the permuted (swap the position of indices, add or remove the

minus sign) vectors and planes experience the same symmetry in the crystal. But this is not

valid in hexagonal crystals. For example, (0,1,0) and (0,0,1) are identical planes by symmetry

in cubic crystals, but they are obviously different in the wurtzite structure. To better reveal

symmetry relations by permutation, the Miller-Bravais notation is introduced.

Miller-Bravais Notation

The Miller-Bravais notation is typically used for crystal planes [86] in trigonal and hexagonal

lattices. Let the Miller indices be (h,k, l ), and the identical Miller-Bravais indices be (H ,K , I ,L),
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then the conversion relation is given by:

(h,k, l ) → (H ,K , I ,L) : H = h, K = k, I =−(h +k), L = l , (2.49)

(H ,K , I ,L) → (h,k, l ) : h = H , k = K , l = L. (2.50)

Round brackets are used here to indicate crystal planes. As an example, the red, green, and

yellow planes are noted as (2,−1,1,0), (0,1,1,0), and (0,0,0,1), from which it can be revealed

that these three planes are not the same because one notation can not be permuted from

another one.

The Miller-Bravais notation is also used for crystal vectors (i.e., zone axes or Weber sym-

bols) [86], while the conversion relation is non-trivial:

[h,k, l ] → [H ,K , I ,L] : H = (2h −k)/3, K = (2k −h)/3, I =−(h +k)/3, L = l , (2.51)

[H ,K , I ,L] → [h,k, l ] : h = (3H +K )/2, k = (3K +H)/2, l = L. (2.52)

Square brackets are used here to indicate crystal vectors. As an example, the unit vectors

[1,0,0], [0,1,0], and [0,0,1] are noted as [2/3,−1/3,−1/3,0], [−1/3,2/3,−1/3,0], and [0,0,0,1].

Notice that the first and the second vectors are in the same permutation class and different

from the third one.

Principal Crystallographic Axes

Alternatively, a crystal structure can also be described by using a Cartesian coordinate system

o−x y z, in which the axes x, y , and z are referred to as the principal crystallographic axes, and

their relation to the symmetry elements of the crystal conforms with the convention [87]. In

the case of the wurtzite structure, the z-axis is aligned with the c-axis, the x-axis is aligned

with one of the a-axes, and the y-axis is perpendicular to the x-axis and z-axis. An example of

the relation among different notations for directions and planes is specified in Table 2.3.

Conventional name a-axis m-axis c-axis a-plane m-plane c-plane
Miller notation [100] [120] [001] (210) (010) (001)

Miller-Bravais notation [2110] [0110] [0001] (2110) (0110) (0001)
Cartesian axes x y z - - -

Table 2.3: Directions and planes in the wurtzite lattice under different notations.

2.3.2 Optical Properties

The absorption spectrum of semiconductor materials mainly depends on the bandgap, which

is derived from the energy-momentum (E-k) dispersion relation of the crystal lattice. Band

structure calculations for wurtzite III-nitrides show a direct bandgap at the Γ-point, which

indicates efficient light-matter interaction without involving phonons and, thus, heating
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effects in the crystal. As for the bandgap energy, III-nitride semiconductors cover from the

infrared to the deep UV region, with InN at 0.7 eV, GaN at 3.4 eV, and AlN at 6.0 eV. Because of

the large bandgap, GaN and AlN show very low absorption until reaching the UV and deep UV

range, which brings much convenience for frequency conversion processes without worrying

about the high-frequency beam being absorbed by the material.

Because of the built-in polarization, the wurtzite crystal is a uniaxial positive birefringent crys-

tal with its optical axis parallel to the [0001] c-axis. The optical birefringence is approximately

0.04 in the transparent range [88, 89]:

∆n = ne −no ≈ 0.04. (2.53)

The ordinary refractive indices of GaN and AlN at wavelengths of interest are presented in ta-

ble 2.4. The refractive indices of AlGaN alloy continuously vary between those of GaN and AlN

depending on the relative concentration and can be calculated with empirical equations [90].

The refractive indices are also influenced by the temperature, stress, and crystallinity of the

material, whereas the latter two are dependent on the size (or thickness) of the crystal and the

growth techniques.

n GaN AlN
Ordinary at 775 nm 2.3127 1.9545

Ordinary at 1550 nm 2.2808 1.9407

Table 2.4: Experimental refractive indices for GaN and AlN [90].

.

2.3.3 Nonlinear Properties

The wurtzite structure belongs to the dihexagonal-pyramidal crystal class (usually noted as

6mm in Hermann–Mauguin notation, or C6v in Schoenflies notation), which lacks inversion

symmetry (or central symmetry). Because of this, the negative and positive charge barycenters

are separated along the c-axis, inducing large built-in spontaneous polarization Psp in the

[0001] direction, which gives rise to the piezoelectric effects, and more importantly in this

context, to the non-zero second-order nonlinear optical susceptibility [82].

In the 6mm crystal class, the non-vanishing χ(2) tensor elements are [82]:

χ(2)
xzx =χ(2)

y z y , χ(2)
xxz =χ(2)

y y z , χ(2)
zxx =χ(2)

z y y , χ(2)
zzz , (2.54)

where the reference axes, x, y , and z, are the principal crystallographic axes [83].
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Then the χ(2) tensor can be fully expressed as [83]:

χ(2)
(6mm) =

 0 0 0 0 0 χ(2)
xzx χ(2)

xxz 0 0

0 0 0 χ(2)
xxz χ(2)

xzx 0 0 0 0

χ(2)
zxx χ(2)

zxx χ(2)
zzz 0 0 0 0 0 0

 (2.55)

The non-zero elements of the d-tensor are d15, d31 and d33 and satisfy:

d15 = d31, d31 =−1

2
d33 (2.56)

And the contracted d-tensor can be expressed as [83]:

d6mm =

 0 0 0 0 d15 0

0 0 0 d15 0 0

d31 d31 d33 0 0 0

 , d15 = d31. (2.57)

The correspondence between d notation and the χ(2) notation can be specified according to

relation (2.48):

di l : d15 d31 d33

χ(2)
i j k : χ(2)

xzx , χ(2)
xxz χ(2)

zxx χ(2)
zzz .

(2.58)

The refractive indices and nonlinear susceptibilities of interests for GaN and AlN are given in

Table 2.5.

GaN AlN

χ(2)

χ(2)
zxx = 5.0 pm/V

(±10% at 1064 nm [91])
χ(2)

zzz =−7.6 pm/V
(±10% at 1064 nm [91])

χ(2)
zxx < 0.62 pm/V

(±55% at 1064 nm [92])
χ(2)

zzz = 15.50 pm/V
(±55% at 1064 nm [92])

χ(2)
zxx = 0.4 pm/V

(sputtered, at 1064 nm [93])
χ(2)

zzz = 16 pm/V
(sputtered, at 1064 nm [93])

χ(3) χ(3)
xxxx = 3.8×10−19 m2/V2

(at 365 nm [94])
-

(no data)

Table 2.5: Experimental nonlinear susceptibilities for GaN and AlN. Note: some ESU (electrostatic units)
values in the original reports are converted in MKS units by multiplying a factor of (4/3)π×10−4 for χ(2),
and (4/9)π×10−8 for χ(3) (Eq. 10 in [95]).

.
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This chapter presents the fabrication techniques of 2D PhC slabs. First, the main fabrication

workflow, which is mainly inherited and adapted from previous works, is detailed in sequential

order. Then, explorations of some auxiliary techniques are reported.

3.1 Main Fabrication Processes

3.1.1 Overview

The devices involved in this thesis are mainly of two types: 2D PhC cavities side-coupled to

waveguides [Fig. 3.1 (a)] and doubly resonant PhC cavities without side-coupling. In both

cases, the PhC slab is suspended in the air to achieve high contrast of refractive indices. The

III-nitride layer is etched with Cl2 based inductively coupled plasma - reactive ion etching

(ICP-RIE) processes, which requires a hard mask with enough resistance. SiO2 is the hard

mask of choice in this case, and two fabrication routines are developed: the ZEP520A (ZEP)

technique and the hydrogen silsesquioxane (HSQ) technique.

The ZEP technique first uses a patterned ZEP layer as a mask to etch a plasma-enhanced

chemical vapor deposition (PECVD)-deposited SiO2 layer and then uses the patterned SiO2

layer as a mask to etch the III-nitride layer. This 2-step etching technique contains mainly the

following steps [Fig. 3.1 (b)]:

1. an AlN/GaN thin film of thickness about 200-300 nm is grown on a Si(111) substrate

with metalorganic vapour-phase epitaxy (MOVPE);

2. a layer of about 100 nm poly-crystalline/amorphous SiO2 is deposited on top of the

AlN/GaN layers as a hard mask for III-nitride etching;

3. a layer of about 310 nm ZEP is spin-coated on top of SiO2 as a mask for SiO2 etching;

4. a pre-designed pattern is written on the ZEP layer with e-beam lithography;

5. the SiO2 layer is dry-etched with ICP-RIE, and the pattern is transferred from the ZEP

layer to the SiO2 layer;

6. the residue of ZEP is removed by wet-etching or dry-etching;
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Figure 3.1: (a) Schematic representation of the side-coupling PhC cavity platform (adapted from [96]).
The cavity located on the PhC area is side-coupled to a W1 waveguide and then to the tethered waveguide.
The PhC part and the waveguides are suspended in the air. (b) Schematic representation of the main
fabrication steps of the platform using the 2-step etching ZEP technique. (c) Schematic representation of
the main fabrication steps of the platform using the 1-step etching HSQ technique.

7. the AlN/GaN layers are etched by dedicated ICP-RIE, and the pattern is transferred from

the SiO2 layer to the AlN/GaN layer;

8. the residue of SiO2 is removed by hydrofluoric acid (HF) wet-etching;

9. the AlN/GaN membrane is released from the Si(111) substrate by under-etching Si with

XeF2, and the suspended structure of AlN/GaN is created.

The HSQ technique (see section 3.2.3) directly uses a patterned HSQ layer as a mask to etch the

III-nitride layer since HSQ becomes SiO2 after electron beam exposure. This 1-step etching

technique is simpler than the ZEP technique as the above steps 2-6 are replaced by [Fig. 3.1 (c)]:

2. a layer of about 100 nm HSQ is spin-coated on top of AlN/GaN layer;

3. a pre-designed pattern is written on the HSQ layer with e-beam lithography, and the

HSQ layer becomes a patterned SiO2 layer.

The HSQ technique is generally advantageous over the ZEP technique because: first, it involves

fewer steps and makes the fabrication simpler; second, it provides higher resolution because

of the high resolution of HSQ itself and smaller distortion during pattern transfer. However, in

the case of 2D PhCs, the HSQ technique is much more time-consuming in e-beam lithography

(see section 3.2.3). In this thesis, the 2D PhC devices are mainly fabricated with the ZEP

technique and the steps are detailed below in sequential order.
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3.1.2 Crystal Growth and Thin Film Characterization

Crystal Growth

The AlN/GaN crystal is epitaxially grown on a Si(111) substrate by MOVPE [97, 98] [Fig. 3.2 (a)].

First, the precursor gases, ammonia (NH3), trimethygallium (TMGa) (Ga(CH3)3), and trimethy-

laluminium (TMAl) (Al2(CH3)6), together with the carrier gases hydrogen (H2) and nitrogen

(N2), are transported into a reaction chamber. Then, the metalorganic precursors form com-

plexes with ammonia, and the molecules dissociate at the surface of the substrate because of

the high temperature, delivering the desired atoms of Al, Ga, and N. Afterwards, the atoms

diffuse on the surface and nucleate to form islands. As more and more atoms are delivered

to the surface, the islands grow larger and join together (coalesce) to form steps and layers.

Meanwhile, the byproduct of CH3 cluster and H atoms form CH4, which is a volatile gas and is

pumped out from the chamber. Because of the volatility of the byproduct gas and the stability

of the AlN/GaN crystal, the chemical reaction is dominant in one direction. Finally, the film

grows along the desired crystal axis when the corresponding crystal plane is matched to the

substrate lattice. The overall reaction can be expressed as:

Ga(CH3)3 (g) + NH3 (g) = GaN (s) + 3 CH4 (g), (3.1)

Al(CH3)3 (g) + NH3 (g) = AlN (s) + 3 CH4 (g). (3.2)
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Figure 3.2: (a) Schematic representation of MOVPE growth of AlN/GaN. (b) Temperature and reflectance
as a function of time during the growth. The periods for AlN and GaN growth are noted by dashed lines.

To enable epitaxial growth along the c-axis of the wurtzite crystal, the substrate is desired to

match the hexagonal lattice. Sapphire (0001) and SiC (0001) are usually used in this case be-

cause of the small lattice difference. However, these substrates are either difficult to fabricate or

require complex process techniques in terms of lithography and etching. Alternatively, Si (111)

is easy to fabricate, and the processing is compatible with standard silicon techniques [97–99].

The drawback is that the mismatch of lattice constants (lattice mismatch) between Si (111) and

GaN (0001) is high, about 17%, which results in a large tensile strain in the film. A larger lattice
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mismatch leads to a larger built-in strain, as well as more structural defects, which limits the

thickness and quality of the crystal film. Furthermore, the mismatch of thermal expansion

coefficients (thermal mismatch) is also an essential factor since the lattice matching should

also be considered at high temperatures during the growth [100–103]. In practice, before the

growth of GaN, a thin layer of AlN (about 40 nm) is introduced to prevent the formation of

Ga-Si eutectics and the associated melt-back etching [98]1.

The growth is realized in a dedicated reactor (Aixtron AIX200 RF-S)2 in which the substrate

is mounted horizontally on a spinning stage with a rotation speed of 30 round per minute

(RPM). The temperature of the substrate is controlled by the stage and is monitored by both

a thermocouple attached to the stage and an infrared pyrometer installed on the top side of

the chamber. The thickness of the grown film is monitored by measuring the reflectance of

the sample surface. During the growth, the temperature of the stage is firstly raised up to

1200◦C with H2 flow to remove water and adhesion gases [Fig. 3.2 (b)]. Then, the temperature

is stabilized at 1120◦C with TMAl and ammonia for 428 s, which results in the growth of 37 nm

AlN with a growth rate of 0.086 nm/s (5.187 nm/min). Then the temperature is reduced to

1075◦C with TMGa and ammonia for 489 s, which results in the growth of 177 nm GaN with a

growth rate of 0.362 nm/s (21.718 nm/min). Finally, the precursor gases are turned off, and the

substrate is cooled down to room temperature. The temperature measured by the pyrometer

slightly differs from that of the thermocouple because the pyrometer measures the surface of

the sample while the thermocouple measures the sample stage. The change of emissivity of

the sample surface also contributes to the difference.

The wafer with AlN/GaN layers is then stored in a nitrogen box to prevent potential gas

adsorption and surface oxidation [104] (see section 5.3.5).

Thin Film Characterization

The AlN/GaN/Si(111) sample is usually characterized for film thickness and surface roughness

before fabrication. The film thickness was measured by an ellipsometer (J.A.Woollam alpha-

SE) along the x-and y-axis of the wafer and showed a distribution from 217 nm (AlN + GaN)

on the center to 180 nm on the border of the wafer [Fig. 3.3 (a) (c)]. Since the sample wafer is

spinning at a relatively high speed, the thickness is symmetric around the spin axis, i.e., the

center of the wafer. The surface roughness is measured by atomic force microscopy (AFM)

(Park Systems XE-100) on the center of the sample for an area of 20×20 µm2, by a probe of tip

radius 7 nm (Bruker OTESPA-R3) [Fig. 3.3 (b) (d)]. The root mean square (RMS) roughness was

measured to be 3.4 nm, and the peak-to-valley difference was about 20 nm.

1Since the AlN buffer is very thin, and the dislocation density is high, the compression effect of AlN layer is not
considered here.

2The growth was carried out by Dr. J. F. Carlin in the Laboratory of Advanced Semiconductors for Photonics and
Electronics (LASPE).
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Figure 3.3: (a) Film thickness of an AlN/GaN (37/177 nm) sample measured by ellipsometry. The green disk
is the 2D Gaussian fit, and the measured points are shown as scattered points colored by the mismatch
from the fitting. (b) Surface morphology of an AlN/GaN (37/177 nm) sample measured by AFM. The
field size is 20×20 µm2, and the RMS roughness is 3.5 nm. (c) Film thickness of an AlN (256 nm) sample
measured by ellipsometry. (d) Surface morphology of an AlN (256 nm) sample measured by AFM. The
field size is 2×2 µm2, and the RMS roughness is 0.8 nm. The field size is smaller than (b) because there
are no features on a large scale.

3.1.3 Dicing and Cleaning

After crystal growth and characterization, the 2-inch Si(111) wafer is diced into small chips at

the beginning of fabrication for small-scale production. In the case of mass production, this

step is at the end of fabrication.

Dicing

The 2-inch Si(111) wafer is typically diced into chips of size 5×5, 10×10, 15×15, 20×20 mm2.

To do that, the wafer is first scribed by a manual or automatic (JFP 100) scriber and then

cleaved or broken down. Alternatively, the wafer can be cut by a dedicated circular saw, and

in this case, the sample surface needs to be protected by a spin-coated polymer film (e.g.,

AZ-1512). The x- and y-axis of the chip are usually discriminated either by a scribe mark or by

a slight difference between chip width and height (e.g., 10×11 mm2).
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Cleaning

After dicing, the chips are cleaned up with a standard cleaning process in a fume hood. First,

the chips are put in acetone with an ultrasonic bath at 37 kHz (80 kHz for samples with delicate

structures) for 5 min. Then, the chips are put in isopropyl alcohol (IPA) with another ultrasonic

bath at 37 kHz for 5 min. And finally, the chips are rinsed with IPA and blow-dried with

nitrogen gas.

3.1.4 Hard Mask Deposition

A thin layer of Silica ( SiO2) is deposited on top of AlN/GaN layers by PECVD (Oxford Plasmalab

System 100 reactor) after dicing and cleaning. First, the sample (typically small chips) is heated

up to 300◦C in N2 to remove water and other gases. Then the precursor gases of Silane (SiH4)

and Oxygen (O2) are provided, and plasma is ignited in between the sample holder and the

upper electrode. The plasma helps to dissociate SiH4 and O2 to generate the desired atoms

of Si and O. The atoms then bound together on the surface of the sample as the film of SiO2

grows up. Meanwhile, the byproduct of H2O is in the volatile gas phase and is pumped out.

The deposition of SiO2 does not require lattice matching with the substrate, and the film is

amorphous. The overall reaction can be expressed as follows:

SiH4 (g) + 2 O2 (g) = SiO2 (s) + 2 H2O (g). (3.3)

The thickness of the deposited SiO2 film is measured by interferometry (Sensofar S-Neox). A

deposition duration of 110 s results in SiO2 thickness of 110 nm (1.0 nm/s) on 10×10 mm2

chips. The deposition rate is a bit lower for large wafers because of the larger exposure area

and is a bit higher (4% - 8%) near the chip edges. The repeatability of film thickness is precise

down to a few nanometers.

3.1.5 Electron Beam Lithography

Electron beam lithography (EBL) is a process using a beam of electrons (e-beam) to change the

solubility (exposure) of electron-sensitive films (resist) and then dissolve (develop) unwanted

parts in a solvent (developer) to create a patterned mask for etching. It consists of the following

steps: layout design, data preparation (including data fracturing, proximity effect correction,

and job preparation), resist-coating, exposure, and development.

EBL differs from its counterpart, photo-lithography, because of the very nature of using an

electron beam to expose the resist: electrons are negatively charged particles and they repel

each other. For this reason, only one beam at a time can be manipulated with high accuracy,

resulting in a serial manner of exposure (also called writing in this sense) and the required time

scales with the resolution and the area to expose. However, EBL takes advantage of electrons

to easily achieve a sub-10 nm resolution without requiring a pre-fabricated mask.
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Layout Design

Layout design is the process of creating a layout pattern (soft mask) to define the exposure

areas. The layout pattern is designed in the GDSII stream format (GDSII) [105], which is a

standard binary database format for transferring and archiving 2D graphical design data. It

contains hierarchical structures (cells) in which basic geometry elements such as polygons are

defined. The format uses internally defined datatypes which makes it platform-independent.

The implementation of references significantly reduces the redundancy of the repeating

elements and thus improves the efficiency of storage and processing.

There are many software tools (both commercial and open-sourced) with graphical user

interfaces for visualizing and creating GDSII files, such as Tanner L-edit, LyoutEditor, KLayout

(recommend), etc. Alternatively, there is also the Python package gdspy [106] that enables

layout creation fully by coding. In this thesis, the side-coupled PhC cavities were designed

using both Tanner L-edit (with built-in C++ code) and gdspy, the doubly resonant cavities

were designed only using gdspy, and the GDSII files are visualized with KLayout.

On the layout of side-coupled cavities [Fig. 3.4], the chip size is 10×10 mm2, and the effective

writing area is about 5×5 mm2. The effective writing area contains about 100 devices with

long waveguides and PhCs (core). The total width of the devices is about 3.2 mm, which is

about the minimal size for cleaving and chip handling. The long waveguides are fixed to the

bulk by tethers, which could be straight lines or twisted springs (see section 3.2.1). The long

waveguides end with a tapered shape for better coupling to lensed (tapered) optical fibers. The

core PhC contains a PhC cavity and a W1 waveguide that is connected to the long waveguides

on the side. The corners of all features are rounded with a radius of about 200 nm for better

mechanical stability.

On the layout of doubly resonant cavities [Fig. 3.5] (see section 5.2), the chip size is 15×15 mm2

(or 20×20 mm2). Since the cavities are not coupled to waveguides, the layout is simpler. The

cavities are arranged into groups of thin-arc shapes to scan the thickness of the slab (i.e., the

GaN/AlN thin film) since the thickness distribution is symmetric around the center of the

wafer (see section 3.1.2). In each thin-arc group, there are about 100 cavities that scan the

lattice constant a and the hole radius r (10 by 10). The cavities are separated by a distance of

80-150 µm to fully isolate them for proximity effect correction (PEC) (see section 3.1.5) and

to ensure each cavity is contained in an individual mainfield of EBL (see exposure part in

section 3.1.5). The thin-arc groups are also repeated for redundancy so that there are about

1000 cavities on the chip.

The doubly resonant cavity is created by first defining its grid (with nodes), which is similar

to the lattice of the PhC. The grid contains information about the coordinates and the type

of each "unit cell" (e.g., holes with different radii and relative shifts). Then, five "unit cells"

corresponding to the five holes of different radii are created with elementary shapes. In the

case of positive resist (ZEP), the "unit cells" are simply round disks; in the case of negative tone

resist (HSQ), the "unit cells" are hexagons with round holes (the negative tone layout can be
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Figure 3.4: Layout design of PhC cavities side-coupled with waveguides. (a) Dicing plan of 10×10 mm2

chips on a 2-inch Si(111) wafer. (b) Chip layout of PhCs with side-coupled waveguides. (c) Zoomed
view of PhCs. (d) A PhC device with its waveguides. (e) PhC core with an L3 cavity side-coupled to a W1
waveguide. (f) Tapered end of the waveguide.

simply reversed from the positive one by boolean operation but this will result in an arbitrary

division of the PhC because of limitation on maximum polygon vertices). Finally, the cavity

grid is filled by referencing the "unit cells" to their corresponding locations. A minimized

example of doubly resonant cavity design by gdspy is given in appendix A.2.

On both layouts, labels, dose detectors, alignment markers, step measurement windows,

laser measurement windows, and other features are optionally added. The labels (text height

4-8 µm) are shapes etched together with the devices and they help to identify the device under

microscopes. The dose detectors are chessboard-like patterns composed of squares of size

250 nm for monitoring the dose level. The step measurement windows are squares of size

100 µm for step measurement by mechanical profilometers. The laser measurement windows

are squares of size 250 µm for laser reflectivity tracking during III-nitride etching.

To enable high resolution, the unit of the GDSII files generated by gdspy was set to be 10−9 m

and the precision was set to be 10−11 m. The round shapes are approached by polygons of

up to 199 vertices, where the limit is defined by the original version of the GDSII format and

guarantees maximum compatibility. The elements on the layout are generally placed on

34



3.1 Main Fabrication Processes
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Figure 3.5: Layout design of doubly resonant PhC cavities. (a) Dicing plan of 15×15 mm2 chips on a
2-inch Si(111) wafer. (b) Chip layout of doubly resonant PhC cavities. (c) Zoomed view of Cavities. (d) A
doubly resonant PhC cavity with its label and dose chessboard. (e) Dose chessboard.

different GDSII layers for different EBL resolutions: the cavities and the dose detectors are on

a layer with a fine data fracturing resolution (1-2 nm), the other elements are on layers with

coarse fracturing resolutions (5-20 nm).

Data fracturing

Data fracturing is a basic step that converts the shapes, represented by polygons in GDSII

format, to discrete shots of electron beams with appropriate step size, writing order, mainfields,

etc [Fig. 3.6 (a)-(c)]. The available software tools for data fracturing are CATS and Beamber.

The step size is the minimum separation of the electron beam shots on the sample surface. It

is also roughly the size of fragments that the polygon shapes are fractured into. So the step

size represents the resolution of the writing of the electron beams. Notice that the step size

is a different concept than the electron beam size. The latter represents the full width at half

maximum (FWHM) of the Gaussian distribution of the electron beam on the sample surface

and is defined by the focus and the current. There are pre-tested beam sizes recommended

for different combinations of step size and exposure dose, and usually, the beam size is
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Figure 3.6: Data fracturing and proximity effect correction. (a) Sequential fracturing of a hole in a PhC.
The bulk area is fractured as trapezoids that are filled by arrays of successive individual shots, and the
sleeve area is fractured as individual shots following the curvature of the edge. (b) Zoomed area of the
dashed square in (a) with the resolution the same as the beam step size. (c) Zoomed area of the dashed
square in (a) with a higher resolution than the beam step size. (d) Cavities are divided into 4 exposure
groups to avoid stitching errors caused by splitting a cavity into different mainfields. (e) Mainfield
assignment of a group of cavities. Notice that no cavity is split into different mainfields. (f) Dose map of a
group of cavities scanning the cavity parameters after PEC. (g) Dose map of a doubly resonant cavity PEC,
with its label on the top and its dose detector on the bottom. High-dose areas are in red and low-dose
areas are in blue. Notice that the symmetry of the dose assignment is influenced by the label.

slightly larger than the step size. The fracturing also defines the writing order of the e-beam

shots, which can be random for better overall homogeneity or following specific geometries

to optimize the local accuracy. Because the e-beam deflection angle is limited, the writing

area without moving the sample stage is a small subset of the whole layout and is called the

mainfield. The translation accuracy of the sample stage is less accurate than the deflection

of the e-beam, so stitching errors are generated among mainfields. In data fracturing, the

mainfields are adjusted (size and position) to avoid putting critical features on the edges

[Fig. 3.6 (d) (e)].

Proximity Effect Correction

PEC is a correction of the doses assigned to different shots. When a beam of electrons is shot

on the sample coated with an e-beam resist, the energy of the electrons is high enough to

break the chemical bonds in the resist (in the case of a positive resist, for example, ZEP), which

results in an "exposure". Meanwhile, the electrons collide with the atoms. When the collision
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is elastic, the electrons are back-scattered by the nuclei of the atom or forward-scattered by

the electrons in the atom. When the collision is inelastic, the electrons expel existing electrons

out of the atom and create secondary electrons, which propagate randomly. The scattered

electrons and the secondary electrons contribute to the exposure of the direct shot area and

its proximity, resulting in rounded corners and edges of the mask pattern, and this is known as

the proximity effect.

To correct the proximity effect, the contribution to the proximity of all the shots is integrated

to give an effective dose distribution, and the dose distribution is flattened to the base level

by correcting the doses of shots at different locations, which results in higher doses assigned

to shots around the edges and the corners. The available software tool for PEC is Beamer. In

practice, the deposited energy intensity (DEI) distribution (or point spread function (PSF)) of

the proximity effect is modeled by two Gaussian functions as [107, 108]:

f (r ) = 1

1+η
(

1

πα2 e−
r 2

α2 + η

πβ2 e
− r 2

β2

)
, (3.4)

whereα is the forward-scattering parameter,β is the back-scattering parameter, η is the energy

ratio of the back-scattering to the forward scattering, and r is the distance to the electron

incident point. The forward-scattering distribution is assumed to be the same as the Gaussian

distribution of the electron beam, and the α parameter is 0.005 µm. The back-scattering

of ZEP/ SiO2/III-nitride thin layers on a Si substrate is considered to be the same as the Si

substrate, and the β parameter is 33 µm. The energy ratio of the two components η is retrieved

from dose tests and takes the value of 0.4. Examples of dose assignments are presented in

Fig. 3.6 (f) (g).

Job Preparation

Finally, the fractured data with PEC is transferred to the EBL system for job preparation. The

available software tool is cjob, which provides the final arrangement of layout repetitions

(dies) on a wafer, a few utilities, and most basically, the base dose and the e-beam selection.

The base dose is retrieved from the dose test, and it determines which size (current) of electron

beam should be selected by:

Dbase

[
µC

cm2

]
= 103 · Ibeam[p A]

fexp[M H z] ·∆x2[nm]
, (3.5)

where Dbase is the base dose (charge per unit area), Ibeam is the electron beam current, fexp is

the exposure frequency, ∆x is the exposure step size. The choice of electron beam currents

Ibeam is limited to several predefined values and the exposure frequency fexp is limited to up

to 50 MHz. When multiple electron beam currents satisfy the above relation, the one that

enables the highest exposure frequency is selected.

37



Chapter 3. Fabrication of 2D PhC Slabs

Resist Coating

At the beginning of the EBL, a thin layer of e-beam-resist is deposited on the surface of the

sample by spin coating. The resist is a material that transforms its solubility in a certain

solvent (developer) after being exposed to an electron beam, and it is called positive tone if it

transforms from unsolvable to solvable, and negative tone the reverse. In this context, the ZEP

photoresist is mainly used. It is a positive tone resist and is widely used because of the high

resistance to dry etching techniques and the high achievable feature resolution.

The sample is activated by heating up on a hot plate at 180◦C for 5 min, or by O2 plasma

treatment (Tepla 300) with 400 standard cubic centimeter per minute (sccm) O2 at 600 W for

1 min. The activation serves to remove water, adhesion gases, and organic contaminations to

enable better adhesion of e-beam-resist on the sample surface. The activation has impacts on

the spin curve of resists and the development. The sample is spin coated by first dropping the

liquid resist on the surface and then spinning the sample at high speed. The resulting thickness

of the coated resist is related to the spin speed and the duration, and this relation is referred to

as the spin curve. The spin curve is a feature of the resist of fixed concentration and is assumed

to be independent of substrate material and location on the wafer. The SiO2/GaN/AlN/Si

sample is spin-coated 310 nm ZEP (100% concentration) at a speed of 6000 RPM for 60 s. After

spin coating, the sample is baked at 180◦C for 5 min to evaporate the solvent (if it exists) in the

resist and to improve the adhesion.

E-beam Exposure

E-beam exposure is the process of using the electron beam to expose the resist, transforming

its solvability. The EBL system (Raith EBPG5000ES) has a similar structure as an SEM but

addresses more precision [Fig. 3.7 (a)]. The electrons are generated and accelerated to high

energy, typically 100 keV, to have enough energy to transfer the resist and to minimize the focal

spot size [Fig. 3.7 (b)]. The electrons then pass through several coils to adjust the deflection

and the focus to give a Gaussian intensity distribution at the surface of the sample, where the

FWHM is dependent on the current.

During the exposure, the mask pattern is first divided into area blocks called mainfields. The

sample stage translates itself to move from one mainfield to another, where a stitching error of

18 nm (3σ) is introduced. To avoid stitching errors in PhC cavities, each cavity is completely

assigned to a mainfield, and in the case of a dense arrangement, the cavities are divided into

groups on a different layer so that the mainfields can be correctly assigned [Fig. 3.6 (f)-(g)].

Inside a mainfield, the sample stage is at a fixed position, and the e-beam is moved by an

electro-magnetic beam deflector with a maximum deflection of 256 µm and at a frequency of

up to 50 MHz. The mainfield is also divided into several subfields to increase writing efficiency

and accuracy. The subfield is then divided into trapezoids that are filled by arrays of successive

individual e-beam shots. The positioning accuracy of the shots is called exposure resolution,
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Figure 3.7: (a) Schematic representation of the EBL system (adapted from [109]). (b) Monte Carlo
simulations of a 5 nm diameter electron beam of 10, 30, and 100 keV interacting with solids (adapted
from [70]). The blue traces are the trajectories of the forward-scattered and secondary electrons, and the
red traces are the trajectories of the back-scattered electrons.

and the spacing is called step size. The e-beam is blanked during the transition from one

trapezoid to another. The system also features a vector scan in which the e-beam is directly

deflected to the pattern areas without scanning through the blank areas. The exposure process

is highly automated, except that the sample needs to be mounted manually at the beginning

with the correct position and orientation.

Development

Development is the process of dissolving the unwanted parts of the resist. The exposed sample

is unmounted from the EBL system and is immersed in the n-amyl acetate solution developer

for 1 min to develop (dissolve) the unwanted areas of the resist. The sample is then immersed

in a solution of methyl isobutyl ketone (MIBK) and IPA (MIBK:IPA = 9:1) for 1 min to halt the

development and is finally rinsed by IPA and blow-dried with N2 gas. As the development is

sensitive to the conditions of the process, the solution, duration, temperature, etc., are kept

the same as much as possible to have repeatable results.

3.1.6 Dry Etching of Silica

The pattern in the ZEP layer is then transferred to the SiO2 layer by ICP-RIE (SPTS Advanced

Plasma System, SPTS APS etcher) (see section 3.1.7 for more details on ICP-RIE). The ICP-RIE

dry etching utilizes a gas mixture of CHF3 and SF6 (at a ratio of 5:1), an ICP power of 950 W,

and a chamber pressure of 2 Pa. The sample (wafer) is cooled from the back side by helium

(He) flow to a low temperature of 10◦C to avoid overheating of the polymer resist. The etching
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has no impact on the GaN layer, so a bit of over-etching is possible and is desired to fully open

the holes in the SiO2 layer at the interface with GaN but within the limit of not completely

consuming the ZEP resist. The overall reaction can be expressed as:

2 CHF3 (g) + SF6 (g) + 3 SiO2 (s) = 3 SiF4 (g) + SO2 (g) + 2 CO2 (g) + H2 (g). (3.6)

The sample (2-inch wafer or small chips) is stuck to a 4-inch dummy Si wafer by wax (Quick-

Stick Temporary Mounting Wax, melting point 135◦C) to be compatible with the etching

system and is unmounted and cleaned after etching. Sufficient wax is desired to ensure good

thermal contact with the dummy wafer otherwise, the ZEP mask is burnt by the plasma and

the heat-releasing etching process. The burnt ZEP not only results in a failure of the etching

itself but is also impossible to remove and thus ruins the whole sample.

The relative area of ZEP/GaN with respect to Si of the dummy wafer has an impact on the

etching rate because the Si dummy wafer is also etched by the process. 90 s etching results

in the pattern transfer from ZEP to SiO2 for small chips in which the etching rate is about

1.6 nm/s, smaller than that for larger wafers. The selectivity SiO2/ZEP is about 2:1, but because

of the over-etching, more than 50 nm ZEP is consumed.

The main characterizations for this process are, first, a quick inspection under an optical

microscope to make sure the ZEP is not burnt, and second, an SEM image to make sure that

the holes in the SiO2 layer are fully opened. A step measurement by a profilometer on the step

marker is optional to make sure that the step is larger than the thickness of SiO2 so that the

ZEP is not completely consumed, but usually, the texture of ZEP can be already identified with

optical microscopes or SEM.

After the etching and characterization, the sample is removed from the 4-inch Si dummy wafer

by melting the wax. The residue of the wax is cleaned with acetone in an ultrasonic bath.

The residue of ZEP is removed by immersing the sample in a dedicated solvent (Microposit

Remover 1165) for 12 hours at room temperature. Acetone also dissolves ZEP but is not as

efficient as the dedicated solvent, ZEP residue may still remain on the surface even with an

ultrasonic bath. Alternatively, the ZEP residue can also be removed by O2 plasma treatment

(PVA Tepla 300 etcher), with a recipe of 400 sccm O2 flow, 500 W plasma power, for 4 min.

Notice that burnt ZEP from CHF3 and SF6 dry etching can not be removed by either method.

3.1.7 ICP-RIE Etching of III-nitrides

The pattern on the SiO2 hard mask is transferred to the GaN/AlN layer by ICP-RIE. Reactive

ion etching (RIE) is a typical dry etching technique that uses chemical-active ions in a plasma

to etch the target material [Fig. 3.8]. The RIE reactor consists of mainly a pair of parallel-

plate electrodes inside a low-pressure chamber. The upper electrode is grounded while the

lower electrode is connected through a capacitor to a power supply with alternating voltage

(sinusoidal) at a typical frequency of 13.46 MHz (radio frequency (RF)). The electrons of a gas
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Figure 3.8: Basics of ICP-RIE (adapted from [110]). (a) Schema of the etching chamber. (b) Ion sheath
near the lower electrode and the distribution of electric potential. (c) Voltage waveform at the lower
electrode. (d) Isotropic etching by radicals and anisotropic etching by the ion-assisted reaction.

atom gain kinetic energy from the electric field, and when the kinetic energy is larger than the

ionization energy of the atom, the electrons in the outermost shell are expelled from the atom,

and the remaining atom becomes an ion. The expelled electrons are accelerated furthermore

by the electric field, and they collide with other atoms to create more expelled electrons in an

avalanche. As more and more free electrons and ions are created, the gas exceeds the discharge

threshold and becomes plasma. Because the expelled electrons are much lighter than the ions,

they follow the oscillation of the electric field and finally collide with the electrodes, while the

ions are much heavier, so they remain at almost the same position. The expelled electrons

accumulate on the lower electrode because of a blocking capacitor, and the lower electrode is

gradually biased to a negative potential bias, denoted as −Vdc. The negatively biased lower

electrode then attracts ions, and the bias is mitigated. In a steady state, there is only a small

portion in an oscillation period when the lower electrode is positively biased, and the electrons

hit the lower electrode. In the rest of the period, ions are attracted to the lower electrode, and

the sum of the incremental charge is zero for each period. The region near the lower electrode

is called the ion sheath because it contains a normal density of ions but a very low density of

expelled electrons. Ions in the ion sheath are accelerated to the lower electrode because of the

bias −Vdc and contribute to the etching. The straight vertical trajectory of the ions results in

an anisotropic etching profile, which is the key feature for fabricating 2D PhC slabs.

ICP-RIE is an improved version of RIE where the plasma is generated by an additional ICP

source with an oscillating magnetic field. The ICP source provides the advantage of a lower

ignition threshold and a higher density of the plasma. It also provides the convenience of

controlling the ion density and the bias −Vdc separately.

41



Chapter 3. Fabrication of 2D PhC Slabs

Cl2 flow 20 sccm
N2 flow 6 sccm

chamber pressure 1.0 Pa
electrode temperature 25◦C

ICP source power 50 W
RF source power 100 W

Table 3.1: Typical etching recipe for ICP-RIE on GaN

In practice, the III-nitride etching is carried out with a dedicated etcher (Sentech SI-500). A

typical recipe for etching GaN with SiO2 mask is shown in Table 3.1. The reactive gas is Cl2,

and the carrier gas is N2. The Cln+ ions react with GaN to produce volatile gas. The N atoms

provide physical sputtering. The total gas flow mainly determines the pump speed, and it

should not be too small so that the byproducts are pumped out quickly without accumulation.

The chamber pressure controls the particle density and the mean free path of the ions globally.

The lower the pressure, the longer the mean free path of the ions and the higher the etching

anisotropy. The electrode temperature is related to reaction conditions and surface diffusion.

The ICP source power controls the plasma density and the ion density. The RF source power

controls the potential bias −Vdc, and the higher the RF source power, the higher the bias

|Vdc|. The system also provides direct control of the bias|Vdc| while the power is automatically

calculated. The higher the bias |Vdc|, the higher the kinetic energy and the higher the etching

rate, but this may also result in isotropic etching because of the reflection of side walls as well

as ion implantation. The chamber pressure and the ICP source power control the density of

the ions, and the higher the density, the higher the etching rate.

The etching is stopped automatically by a fixed-time countdown or manually by looking

at the real-time reflectivity trace. In the latter case, a square laser tracking window of size

250×250 µm2 is pre-opened in the SiO2 pattern. A laser at 632.8 nm or 670 nm is shot from

above on the area inside the tracking window to measure the reflectivity of the GaN/AlN/Si

structure, and the shape of the interference fringe reflects the current thickness of the GaN/AlN

layer. The reflectivity becomes constant when the GaN/AlN layer is fully etched. An over-etch

into the Si substrate is usually applied to ensure the holes are fully opened at the AlN/Si

interface.

The intensity of the reflected light is a result of the interference of the light reflected on the

top surface and the bottom surface of the transparent film, so the thickness of the film that

corresponds to one period of the reflectivity spectrum is d =λ/2n, where n is the refractive

index. The frequently used values are listed in Table 3.2.

The sample is characterized by a step measurement of the step marker by a mechanical pro-

filometer (alpha-step profilometer). The measured step should be almost twice the thickness

of the GaN/AlN layer because of the over-etch.
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n(λ=632.8 nm) n(λ=670 nm) d(λ=632.8 nm) d(λ=670 nm)
GaN 2.3779 [111] 2.3666 [111] 133.1 nm 141.6 nm
AlN 2.1496 [112] 2.1465 [112] 147.2 nm 156.1 nm
SiO2 1.4636 [113] 1.4628 [113] 216.2 nm 229.0 nm

Table 3.2: Film thickness that corresponds to one period of the reflectivity spectrum.

The residual SiO2 layer is then removed by HF wet etching:

SiO2 (s) + 4 HF (l) = SiF4 (g) + 2 H2O (l). (3.7)

Typically the sample is immersed in 40% HF for 5 min and then rinsed with deionized (DI)

water and blow-dried with N2 gas. Since the residual SiO2 layer is very thin, and the reaction is

fast, 10% buffered hydrofluoric acid (BHF) for 5 min can also be used.

Then the sample is characterized by a step measurement again to determine the thickness of

the SiO2 residue and to confirm that the over-etch did not consume the SiO2 mask completely.

3.1.8 Membrane Release

Finally, the AlN/GaN membrane (film) is released from the Si(111) substrate by xenon diflu-

oride (XeF2) gas etching (SPTS Xactix X4 etcher). The XeF2 gas directly reacts with Si and

generates gas phase byproducts that are pumped out from the reaction chamber:

2 XeF2 (g) + Si (s) = 2 Xe (g) + SiF4 (g). (3.8)

The reaction is heat-releasing, thus to avoid overheating, the XeF2 gas is injected into the

reaction chamber by pulse cycles. The pressure of XeF2 essentially determines the etching rate,

and the duration of each pulse cycle limits the accumulated heat. A recipe of 800 mTorr × 30 s

× 10 cycles is generally used but with interruptions every 3-5 cycles for careful checks under

an optical microscope to avoid over-etching. Because the pressure is set at the lowest limit of

the reactor, and because of the limited sensitivity of the pressure gauges, the pressure control

of the system is not highly reliable, so the etching is necessarily stopped and the sample is

taken out for inspections from time to time.

The XeF2 is corrosive to tissues, and it reacts with water vapor in the air to produce HF, which

is very toxic, corrosive, and irritant:

2 XeF2 (g) + 2 H2O (g) = 2 Xe (g) + O2 (g) + 4 HF (g). (3.9)

So caution is required when handling XeF2. The reaction chamber is purged for many cycles

with N2 after sample loading to remove moisture in the chamber and before the sample

unloading to remove residual XeF2.
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3.2 Auxiliary Techniques

3.2.1 Strain Engineering

The device containing suspended PhCs and waveguides suffers from high residual inner stress

and causes the supporting tethers to break in extreme cases [Fig. 3.9] [70]. This section studies

the residual stress in the existing platform and proposes an approach of using spring tethers

to increase the stability of the suspended platform.

(a) (b)

Figure 3.9: (a) SEM images of broken waveguide tethers (adapted from section 4.4.1 of [70]). (b) Optical
microscope image of broken PhC (adapted from section 4.4.1 of [70]).

Estimation of Strain in Suspended GaN Waveguides

If we assume that there is no inner stress at the growth temperature, then

LGaN, T1
aGaN, T2

aGaN,T1
= LSi, T1

aSi, T2

aSi, T1
, (3.10)

where T1 is the room temperature, T2 is the growth temperature, LSi, T1 and LGaN, T1 are the

length of Si and GaN strips at T1 when fully relaxed, aSi, T1, aSi, T2, aGaN, T1, and aGaN, T2 are the

lattice constants for Si and GaN at temperatures T1 and T2, respectively. By using Eq. (3.10),

the strain in the GaN strip at T1 can be expressed as:

ϵGaN, T1 =
∆LGaN, T1

LGaN, T1
= LSi, T1 −LGaN, T1

LGaN, T1
= aGaN, T2

aGaN, T1

aSi,T1

aSi,T2
−1. (3.11)

Young’s modulus is defined as:

E = σ

ϵ
= F /A

∆L/L
, (3.12)

where σ is the stress, ϵ is the strain, F is the force applied, and A is the cross-section area.

The quantitative estimation of strain and related quantities in the GaN waveguide before

membrane release is summarized in Table 3.3.
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Method Micro-Raman Thermal mismatch
GaN type polycrystalline single crystal polycrystalline single crystal
Ex y [GPa] 150 324 [114] 150 324 [114]
σ [GPa] 1.5 0.39 0.84

F [N] 1.58 × 10−3 4.05 × 10−4 8.82 × 10−4

ϵ 0.01 0.0046 0.0026
∆L [µm] 15.7 7.2 4.1

Table 3.3: Estimation of strain and related quantities. Numerical values used: T 1 = 300 K, T 2 = 1300 K,
aSi, T1 = 5.431/

p
2 = 3.840 Å [102], aSi, T2 = 5.453/

p
2 = 3.856 Å [102], aGaN, T1 = 3.189 Å [101], aGaN, T2 =

3.210 Å [101], EGaN ,x y = 324 GPa [114], A = 350 nm×3 µm, LGaN, T1 = 1570 µm.

The stress σ= 1.5 GPa was measured by micro-Raman spectroscopy, and the corresponding

strain is almost twice the value calculated when solely accounting for thermal mismatch,

which is reasonable because the lattice mismatch also adds to the strain. However, the strain

analysis at the growth temperature due to lattice mismatch is much more complex, and thus

experimental measurements of inner stress are necessary.

It is worth noticing that the gravity force applied to the waveguide is:

Fg = ρGaN(AL)g = 9.86×10−11 [N ], (3.13)

where the density of GaN ρGaN = 6100 kg/m3 [115] and the gravitational acceleration g =
9.8 m/s2. It can be seen that the gravity force is about 7 orders of magnitude smaller than the

force induced by strain, and thus it can be safely ignored in the case of daily movements and

shocks.

Spring Tethers

The straight tethers break when the strain-induced deformation exceeds the elastic range

of the GaN material. To avoid this, an intuitive way is to increase the length of the tethers

and fold them in the form of 2D springs. The 2D spring form reduces the effective elastic

constant of the tethers and increases the elastic range to incorporate large deformations, and

also decreases the maximum inner stress in the structure.

The first attempt was made by introducing a small rectangular twist in the waveguide tethers.

After membrane release, SEM images clearly show the deformation of the spring tethers,

and some tethers at the breaking limit are captured [Fig. 3.10 (a)]. The exact geometry and

deformation of these tethers were used in finite element simulation (COMSOL) to find the

maximum stress in the structure [Fig. 3.10 (b)]. The simulation shows that the maximum stress

is dependent on the curvature radius of the joint corners. In the fabrication, the joint corners

were simply designed to be rectangular but are self-rounded because of fabrication errors.

Then the simulation was adjusted, and it shows that the maximum stress is about 10 GPa for
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(a) (b)
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Figure 3.10: Determination of critical stress. (a) SEM of 1-twist square spring tethers with critical
deformation. (b) Finite element simulation of the same structure in (a) with different rounding of joint
corners to extract the critical stress of about 10 GPa.

a range of curvature radii (using Young’s modulus of polycrystalline GaN 150 GPa, Poisson’s

ratio 0.23, density 6100 kg/m3, and Von Mises stress model). This stress value is regarded as

the critical value for the spring design later.

The next step was to design spring tethers that exhibit smaller stress. As pointed out above,

the maximum stress is dependent on the curvature of the joint corners, so the joint corners

are rounded first, and the curvature radius is set to 0.4 µm. A group of spring tethers with

different combinations of twist numbers and main tether lengths are simulated to extract the

maximum stress [Fig. 3.11 (a)-(c)]. It shows that the dependence of the maximum stress on the

main tether length and the twist numbers exhibits an exponential relation, and a number of

combinations are well below the critical stress of 10 GPa. The deformation induced by gravity

is also simulated for a spring tether segment (a segment of waveguide plus a pair of spring

tethers) of 3 twists and 8 µm main tether length, and the result shows a maximum vertical

displacement of 0.25 nm, which can be safely ignored.

The same idea can be applied to the PhC part, where destructive stress is mainly in the

direction perpendicular to the waveguide (y-direction). Different from the tethers for the

waveguide, the tethers for the PhC part should be designed to be soft in the y-direction and

rigid in the x-direction in case the forces applied by the waveguide on the two sides are not

balanced. The spring is designed as single ribs [Fig. 3.11 (d) (f)]. The effective elastic constants

in the y-direction of the PhC spring tether and the upper half of the PhC bulk are 183 N/m and

3.6×105 N/m, respectively [Fig. 3.11 (d) (e)]. The effective elastic constant in the x-direction

of the PhC spring tether and the PhC bulk (when applying a force on the side face of the PhC

bulk) is 2.7×104 N/m. Since the force from the waveguide is applied only on a small area of

the W1 waveguide side face, the deformation of the joint part is also studied. The simulation

shows that a force of 1.6×10−3 N deforms the joint part of PhC by up to 140 nm [Fig. 3.11 (f)],

which could have a significant impact on the light coupling efficiency to the W1 waveguide.
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Figure 3.11: Finite element simulations of spring tethers. (a) Finite element simulation of a 1-twist
rounded spring. (b) Definition of the main spring length on a 3-twist spring. (c) Dependence of the
maximum stress on the main spring length for springs with 1-4 twists. The critical stress is shown by a
black dashed line. (d) Simulation of the PhC spring tether when the force is applied in the y-direction. (e)
Simulation of the PhC bulk when the force is applied in the y-direction. (f) Simulation of the PhC when
the force is applied on the waveguide joint.

Spring Network

Because there are several tens pairs of spring tethers applied to the long waveguide, the whole

structure is too large for finite element simulation. To study the strain relaxation of the whole

structure, the spring network model was proposed [Fig. 3.12]. The model assumes that the

spring tethers and the waveguide are all simple springs, and they form a spring network

[Fig. 3.12 (b)]. The left side of the network is fixed (the PhC part is rigid), as well as the right

side of each spring tether (attached to the bulk GaN layer). A single stable state of the network

can be solved if the elastic constants of each spring segment are known.

The joint point of tether springs and the waveguide can be regarded as a node in the spring
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Figure 3.12: Spring network model. (a) Relations of a simple spring at different relaxation states. (b)
Spring network with the left side of the main spring and the right side of the tethering springs fixed.

network. The forces applied to a node i follow the relations:

0 = F li +F ri +F si ,

F li =−ki (liη+δxi −δxi−1),

F li =−F ri−1,

F si =−ksiδxi ,

(3.14)

where F li , F ri , and F si are the forces applied by the left waveguide segment, the right waveg-

uide segment, and the spring tethers. For a spring in different relaxation states, there are

relations:

ϵ= δli

l0i
,

li = l0i +δli ,

δli = ϵ

ϵ+1
li = ηli ,

δl0i = δli +δxi −δxi−1,

(3.15)

and there are also boundary conditions:

cF li =−(F ri −ksiδxi )

δxi−1 = F li

ki
+ liη+δxi

F ri−1 =−F li

cF rN = 0

δx0 = 0

ks0 = ks1 = 0

(3.16)

As a summary, in the spring network, there are 3 equations for each node i , i ∈ 1,2, · · · , N
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and 3 unknown variables for each node: δxi , F li , and F ri . The 3N equations were solved

numerically by the following algorithm:

1. assign (guess) a value to δxN ;
2. calculate δx1,1 from the first 3 nodes and δx1,2 from the last 3(N −1) nodes;
3. calculate ∆= abs(δx1,1 −δx1,2);
4. repeat the steps above and find δxN to make ∆ small enough using binary search.

Experimental Test of Spring Tethers

The design of waveguide spring tethers and PhC spring tethers was tested in fabrication and

turned out to be a success. The large deformation of the spring tethers is easily seen by

SEM, and no cracks exist for the whole structure with the appropriate spring parameters. An

example is given for a pair of spring tethers of 3 twists and 16 µm main tether length at the

end of the waveguide, with a total displacement of δxN = 3.1 µm [Fig. 3.13 (b)]. The total

displacement at full relaxation is δxN = 6.9 µm (assuming 0.0046 initial strain), and the total

displacement given by the spring network is δxN = 6.3 µm. This suggests that either the initial

strain is overestimated or the actual elastic constant of the spring tethers is underestimated.

Notice that the elastic constants of the spring tethers may differ from the simulation results

because of fabrication errors. Furthermore, the waveguide may not be able to recover the

single crystal lattices even if fully relaxed because of the growth defects, the AlN layer, the

surface changes, etc. Finite element simulations suggest that the maximum stress in the spring

is 0.5 GPa, which is well below the critical value of 10 GPa.

(a) (b) (c)

10 μm 5 μm

dx=3.1 μm

Lmain

=16 μm

5 μm

Lmain=
4 μm

dx=
2.8 μm

Figure 3.13: Experimental verification of spring tether design. (a) SEM image of the PhC part with spring
tethers. (b) SEM image of a deformed 3-twist spring tether pair with the main spring length of 16 µm.
Notice that, by design, the ribs of the spring are parallel to each other and perpendicular to the waveguide.
(c) SEM image of a deformed 3-twist spring tether pair with the main spring length of 4 µm.

Another example is given for a pair of spring tethers of 3 twists and 4 µm main tether length at

the end of the waveguide, which deforms by δxN = 2.8 µm [Fig. 3.13 (c)]. The total displace-

ment at full relaxation is δxN = 7.1 µm (assuming 0.0046 initial strain), and the finite element

simulations suggest that the maximum stress in the spring is 5.5 GPa, which is still below the
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critical value of 10 GPa.

The PhC part of the device protected by spring tethers is also in good shape under SEM

[Fig. 3.13 (a)], while the small deformation of 140 nm at the waveguide joint predicted by sim-

ulations is not visible at this scale (this deformation should be mitigated due to the relaxation

of the spring network).

In summary, the experimental results roughly agree with the finite element simulations and

the spring network model. The designed spring tethers reduce the inner stress and thus

increase the mechanical stability of the suspended structure. The spring tethers simulation

and the spring network analysis provide a way to analyze the strain and stress in the device.

The strategy of using spring tethers can be widely used on suspended microstructures to

mitigate inner stress.

3.2.2 Deep Etching

In the previous fabrication routine, the GaN waveguide was cleaved to make it accessible for

side coupling. The waveguide terminal was either flat as it is after cleavage, with low coupling

efficiency, or tapered, with high coupling efficiency but low reproducibility because of the

uncertainty of the cleavage (section 4.4.2 of [70], because the guiding scribe should never pass

through the waveguide directly).

An intuitive technique to overcome this difficulty is to fabricate deep trenches at the position

of the waveguide terminal to guide the cleavage. This requires a pre-fabrication of deep

trenches before the fabrication of the PhCs and waveguides. An alignment of the two fabrica-

tions (e-beam exposure) is required without extreme alignment precision (an error of a few

micrometers can be accepted while the e-beam system can achieve nanometer precision).

The exposure layout of the pre-fabrication contains mainly two vertical lines of 1 µm width

for trenches at the waveguide terminals and across the whole chip [Fig. 3.14 (a)]. Several

trench width testers, with 10 horizontal bars of width linearly spaced from 200 nm to 2 µm,

are overlayed on the main trench lines to investigate the dependence of the trench depth on

the trench width. Low-cost photolithography is generally available for the exposure of the

pre-fabrication, while in practice, EBL with 20 nm resolution is used for convenience. The

fabrication process is adjusted accordingly for deep etching, namely: the SiO2 layer thickness

is increased to about 1000 nm, the ZEP thickness is increased to 500 nm, the SiO2 dry etching

duration is increased to 450 s, and the III-nitride dry etching duration is increased to 6000 s.

The e-beam exposure in the second fabrication of PhCs is aligned to the fabricated trenches

by 20×20 µm2 square alignment markers with an accuracy of about 50 nm. Before membrane

release, the chip is perfectly cleaved along the deep trenches. SEM images of the cross-section

view on the trench width testers show that when the trench width is smaller than 1 µm, the

trench depth increases with the trench width, and when the trench width is larger than 1 µm,

the trench depth is saturated to about 8 µm, and a "W" shape of the trench bottom is visible
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Figure 3.14: (a) Layout design for deep etching. 1-3 shows a 20×20 µm2 square alignment marker, a
trench width tester composed of 10 horizontal bars of width linearly spaced from 200 nm to 2 µm, and an
example of the waveguide terminal, respectively. (b) SEM of the cross-section of the trench width tester
after cleavage. (c) SEM image of the waveguide terminal before membrane release. The deep trench is
visible at the tapered tip. (d) SEM image of the waveguide terminal after membrane release.

[Fig. 3.14 (b)]. The waveguide terminals before and after membrane release are also inspected,

and a clear termination of the tapered tip is verified [Fig. 3.14 (b)].

3.2.3 HSQ Technique

HSQ ([HSiO3/2]n) is an inorganic compound used as a negative resist in EUV (Extreme Ultravi-

olet Radiation) photolithography and EBL [116–118]. When exposed to high-energy electrons

or EUV, it cross-links via hydrogen evolution concomitant with Si-O bond crosslinking, which

results in a SiO2-like mask non-dissoluble in the developer of MicropositTM MF-CD-26 or

tetramethylammonium hydroxide (TMAH) (N(CH3)+4 OH−). HSQ provides a very high feature

resolution up to sub-10 nm while its reproducibility is relatively lower than ZEP because of

the instability of the compound and the high sensitivity to temperature. As discussed in the

introduction of this chapter, in this context, the main advantage of HSQ is the high resolution

and the simplification of the fabrication process, while the main disadvantage is the much

longer exposure time.
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Figure 3.15: (a) Layout design of the negative tone mask for a doubly resonant cavity with hexagonal
padding. The PhC part is in pink, and the pad is in blue. The hexagonal tile for a hole is shown on
the right. (b) Microscope images of doubly resonant cavities with hexagonal padding and anisotropic
rectangular padding after membrane release. A schematic view of the cavity cross-section is shown at the
bottom. (c) SEM image of a cavity with hexagonal padding. (d) SEM image of PhC holes fabricated with
HSQ technique.

Since HSQ is a negative resist, the mask layout should be inverted accordingly. The intuitive

way to invert the layout is to apply a boolean operation to subtract the complementary part

of the positive pattern. However, the derived pattern contains many holes, and the vertices

number exceeds the limit for a single polygon in the framework of the GDSII standard, which

results in an arbitrary partition of the pattern, and the exposure writing order is not controlled.

To avoid these, the mask layout is redesigned by filling the doubly resonant lattice with

hexagonal tiles (or atoms) with the same hexagon size and different hole sizes [Fig. 3.15 (a)],

and the exposure writing order inherits the filling order of the cavity.

Also, because of the negative nature of HSQ, the blank areas among the cavities are too large

to expose, and thus only the padding area around the cavity is exposed [Fig. 3.15 (a)]. To

save exposure time, the padding area is put on a different GDSII layer than the PhC part for

lower exposure resolution. The padding area and the PhC area are combined with a 200 nm

overlapping reserved for stitching errors.
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In EBL, the GaN/AlN/Si(111) chip surface is first prepared by 10 min O2 plasma treatment.

Then 6% HSQ dissolved MIBK (Methyl Isobutyl Ketone, (CH3)2CHCH2C(O)CH3) is spin-coated

on top of the GaN/AlN/Si(111) chip with a spin speed of 6000 RPM, which results in about

120 nm HSQ without baking. Then the chip is mounted for e-beam exposure, and the base

dose is tested to be about 1600µC/cm2. After exposure, the chip is developed in 25% TMAH for

1 min and rinsed with DI water for about 10 min. Because TMAH is a neurotoxin and a strong

base, for safety reasons, the development is carried out in an enclosed wet bench dedicated to

this process. The DI water in the rinsing sink is continuously flowing for 30 min once activated,

and its resistivity is tracked. The potential of hydrogen (pH) value of the water is confirmed

to be neutral at the end of rinsing by ensuring a resistivity value larger than ≥ 16×106 Ω ·cm.

The chip is finally blow-dried with N2 gas. The following fabrication processes are the same as

the ZEP technique.

The HSQ technique provides, in general, smoother and more accurate features than the ZEP

technique, as can be seen by SEM images [Fig. 3.15 (c) (d)]. However, the price to pay is the

longer exposure time because of the larger exposure area and higher exposure dose. In practice,

the exposure time of the HSQ technique is ten times longer than the ZEP technique for the

same number of devices. The larger exposure area also results in longer data preparation time

and larger data files, and in some extreme cases, these become heavy burdens. In optical

measurement, the cavities fabricated with the HSQ technique exhibit slightly higher Q-factors

which may suggest that the limitation on the Q-factors mainly comes from the roughness on

the top and bottom surfaces of the GaN/AlN slab.

3.2.4 AlN Etching

The etching of AlN is different than that of GaN because the aluminium (Al) atoms in the

material lead to non-ion-assisted etching and the formation of a side-wall protection film,

which results in different selectivity and side-wall verticality [110]. The byproduct of AlCl3

forms a film on the side wall, self-masking the etching and reducing the verticality. The oxygen

(O) atoms in the hard mask (SiO2 or polymers) bound with the Al atoms to form an aluminium

oxide film, which also contributes to the self-masking effect.

The pressure of the etching chamber is controlled by a pump throttle through a feedback

loop using pressure sensors. The control becomes unstable when the throttle is at a low level,

i.e., when the target pressure is too high, or the total gas flow is too small. The variance of

pressure induces variable RF bias and etching rate, which is not desired. To avoid this issue,

the combination of the total gas flow and the target pressure is tested and selected in the

correct range. No noticeable effect is found when changing the electrode temperature from

room temperature to 100◦C

An example of the tested recipe and conditions are as follows: SiO2 hard mask thickness

200 nm, AlN thickness 240 nm, Cl2/BCl3/Ar flow at 30/10/10 sccm, chamber pressure 0.3 Pa,

RF bias -400 V, ICP power 100 W, electrode temperature 25◦C, total etching time 114 s (manual
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Figure 3.16: (a) Mask layout for AlN etching test. The chip is cleaved vertically in the middle after etching.
1 and 2 are strips and holes for side-viewing. (b) Reflectivity trace during the etching of AlN. Green and
yellow regions indicate the etching of AlN and Si, respectively. (c) SEM images of the side view of holes
after cleavage. The side wall inclination angle is about 83◦. (d) Optical microscope image of the mid-top
region, marked by a dashed rectangle in (a), of the chip after ZEP removal. Cracks are visible along the
vertical and ±60◦ directions, which corresponds to the crystallographic axes of wurtzite AlN in c-plane.

stop), reflectivity period 55.1 s, AlN etching rate 2.833 nm/s, selectivity SiO2 : AlN about 1 : 3.2,

over-etch into Si 80 nm [Fig. 3.16 (b) (c)].

The etching test mask contains features of strips and holes that provide a cross-section view

after cleavage [Fig. 3.16 (a)]. The resulting side wall inclination angle is about 83◦ [Fig. 3.16 (c)],

which is comparable to the result in [119] (80.1◦, nickel, Ni used as hard mask), but not

comparable to that of GaN. The different angles on the two sides of the holes may be due to

the fact that the sample was not mounted parallel to the electrodes (the sample size is small

and is glued to a Si dummy wafer with QuickStick wax).

The etching gas composition for AlN is Cl2/BCl3/Ar with a volume concentration ratio of about

3:1:1. Cl2 is the main reactive gas, while BCl3 is added to suppress the formation of aluminium

oxide film, and Ar is the main ion source [119]. A larger RF bias (absolute value) results in a

higher etching rate but a smaller selection ratio because of the physical sputtering. A higher

flow rate of Cl2 tends to decrease the etching rate because of the BCl3 self-masking effect.
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Self-cracking of the AlN layer is observed during processing [Fig. 3.16 (d)]. The cracks follow

the crystallographic axes and are mainly due to the large residual stress from the growth. After

long storage, low-density cracks are found on AlN samples. And the crack density increases

along with the fabrication steps due to the heating processes involved. Because of the cracks

and the non-ideal etching, the device fabrication with AlN was not continued.

3.2.5 PhC Image Analysis

The PhC image analysis refers to the analysis of the PhC morphology by applying computa-

tional image processing techniques to scanning electron microscope (SEM) or AFM images

of the 2D PhC. The images taken during or after fabrication provide not only the PhC pro-

file recognizable by human eyes but also rich statistical information about the PhC, which

can be used for comparison with the ideal design to find out, e.g., distortions introduced by

fabrication.

The main procedures of PhC image analysis are [Fig. 3.17]: 1. detect the holes in the PhC

and extract the positions and sizes; 2. statistical analysis of the hole positions and sizes. The

analysis of the hole edge smoothness [120] is also possible but not investigated here.

The edge pixels of the holes are first extracted by Canny’s method [121] (algorithm, in OpenCV)

and are clustered according to relative distances and connectivity (algorithm, custom). The

edge pixel clusters are filtered to exclude defects and are fitted by circles to find the centers

and radii. However, the result of this method is strongly dependent on the threshold value

given in edge detection and is not robust when the hole edge "illumination" is not isotropic.

Because of this, the second step of fine hole detection is applied, and the former one is referred

to as coarse hole detection.

In fine hole detection, the image is divided into sub-images containing one hole each by

using the hole centers and radii estimated by the coarse hole detection [Fig. 3.17 (a)]. In each

sub-image, the hole edge profiles are extracted along several radial directions, and one pixel

per profile is selected according to proper edge detection criteria, for example, maximum

brightness and matching of a certain shape. A circle is then fitted to the selected pixels to

extract the hole center positions and radii again. The hole radii are dependent on the edge

detection criteria while the center positions are less influenced. Besides the coarse and fine

hole detection methods mentioned above, other hole detection techniques could work as well.

In the hole position analysis, the lattice constant is estimated by finding the most probable

value (fitting the frequency histogram by a Gaussian function) of the nearest-neighbor dis-

tances (algorithm, in scikit-learn) of hole positions [Fig. 3.17 (c)]. An ideal crystal lattice is

generated by using the estimated lattice constant and is translated and rotated to match the

extracted hole positions by the iterative closest point algorithm (custom). Finally, the drifts

of the hole positions compared to the ideal lattice are calculated [Fig. 3.17 (d)]. The drifts

can be also mapped on the original image to show the distortion of the PhC [Fig. 3.17 (d)].
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Figure 3.17: (a) Example of a sub-image containing one hole for fine hole detection. The red and green
circles represent the coarse and fine fitting of the hole edges. The yellow lines in radial directions are the
paths from which the edge profiles are extracted. The light green points represent the selected pixels. (b)
Drift map of a suspending PhC. Colored arrows show the drift vectors of holes compared to a perfect
lattice. (c) Frequency histogram of lattice constant distribution in (b). (d) Frequency histogram of hole
center drift distribution in (b). (e) Frequency histogram of hole radius distribution of a doubly resonant
cavity.

In the current example, the drift map shows contraction in the y direction and expansion in

the x direction of about 1%. However, the distortion on the image may not reflect the real

deformation of the PhC because of the accuracy limits of the imaging system, i.e., the image

could be deformed itself due to non-perfect calibration of the imaging tool (SEM).

In the hole radii analysis, the radii of the holes are represented by a frequency histogram

and are fitted by Gaussian functions [Fig. 3.17 (e)]. In the current example for a doubly

resonant cavity, three peaks are visible which corresponds to the different hole sizes in the

core, transition, and outer regions of the cavity. Hole roughness analysis is also possible but is

highly dependent on image quality and thus not emphasized here.

The computational image analysis shows rich information in PhC images that are not obvious

to bare eyes and has great potential in PhC morphology characterizations. However, there

are two major limitations. First, the images could be deformed because of the distortion
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induced by the imaging system. To solve this issue, an imaging system with better calibration

is preferred. If the distortion induced by the imaging system is consistent, a reference sample

(e.g., a PhC without membrane release) could be used for calibration or comparison. Second,

the extracted hole radii are dependent on the edge detection criteria. To solve this issue, the

criteria should be fixed when comparing different samples. An image with a higher resolution

is generally preferred due to smaller dependencies of radii on edge detection criteria.
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4 Optical Measurements

This chapter presents the optical measurement techniques of 2D PhC slabs and cavities.

First, the main optical setup is detailed. Then, some auxiliary setups are presented. Finally,

frequently used measurement methods, i.e., resonance scattering and Fourier imaging, are

introduced.

4.1 Main Optical Setup

4.1.1 Parts of the Main Optical Setup

The main optical setup [Fig. 4.1] is redesigned based on the existing setup [70]. It consists of

five parts: the sample stage and objective, the inspection part (blue beam), the near-infrared

(NIR) part (red beam), the visible (VIS)1 part (green beam), and the side coupling part (bottom).

The drawing of the main setup is also available in appendix A.3 with element lists. The setup

alignment is briefly introduced in appendix A.4.

Sample Stage and Objective

As a typical scenario of optical measurement, the sample, which is essentially a Si chip of size

in between 10×10 mm2 and 20×20 mm2, is placed horizontally on a sample stage. The sample

stage possesses the degree of freedom of pitch and yaw for horizontal alignments and rotation

around the z-axis to control the sample orientation. The sample stage is firmly attached to

a piezoelectric module (PI P-611.3 NanoCube) with x-y-z 3-axis translation capability for

100 µm range each and with nanometer-scale precision. The piezoelectric stage is then firmly

attached to x-y translational stages with manual micrometer knobs for coarse translation

adjustments. The sample stage can be upgraded to a container that encapsulates the sample

1In this context, NIR mainly refers to the light at around 1550 nm, and VIS mainly refers to the light at around
775 nm. The range of the visible spectrum is not defined with sharp boundaries. It is typically recognized as
380-750 nm but could extend to 310-1100 nm under optimal conditions [122]. Human eyes see the 775 nm light as
in red color but with much lower sensitivity than, for instance, green light.
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Figure 4.1: Schematic drawing of the main optical setup. It consists of five parts: the sample stage and
objective, the inspection part (blue beam), the NIR part (red beam), the VIS part (green beam), and the
side coupling part (bottom).

for gas (e.g., nitrogen) protection and bends the sample for strain control (see section 5.5).

A microscope objective is located above the sample to couple light to the sample and to

collect the light scattered or emitted from the sample in the vertical direction. The microscope

objective is fixed to a mount that provides the degree of freedom for pitch, yaw, and rotation.

The mount is attached to a translation stage in the z-direction to adjust its altitude. The

z-translation stage is then attached to x-y-z translation stages, together with a mirror (not

shown in Fig. 4.1) that redirects the light path from the vertical direction to the horizontal

direction. The objective and the mirror can be translated together in x, y , and z-directions for

coupling, while the objective can be translated individually in the z-direction for focusing.

Inspection Part

The inspection part [Fig. 4.1 (blue beam)] is designed to visualize the sample. It also assists the

focus of the laser beams on the sample surface as well as the alignment of the laser beam to

specific locations, i.e., the cavities. The inspection light path is branched from the main light

path by a removable beamsplitter (BS1), which is typically a 50% reflection pellicle working in

both the VIS and NIR range. The light is sent to an analog camera composed of a CCD array

(CCD Vis.) and a replaceable lens (L3). The background illumination for the infrared range

is an LED that emits at 1550 nm (LED1), and the illumination for the visible range can be a

blue LED or a white light LED (LED2). For simplicity, the illumination lights from the LEDs

are quasi-collimated by lenses (L1 and L2) and are sent to the sample by beamsplitters (BS1,

BS2, and BS3). The transmission and the reflection of the beamsplitters are selected such that

enough light from the LEDs can be reflected toward the sample, and enough light from the

sample can pass through to be detected on the CCD array at the same time. The light from the
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sample can also be redirected to the infrared camera (CCD Nir.) by two mirrors, which are not

shown on the drawing.

NIR Part

The NIR part [Fig. 4.1 (red beam)] is designed to send and receive light in the NIR range

(around 1550 nm).

On the sending side, the NIR excitation laser is injected into the setup through a fiber collimator

(C1). After passing through a polarizer (P1), the collimated beam is reflected by a nonpolarizing

beamsplitter (BS5) and a short-pass dichroic mirror (BS4) and is sent to the objective (Obj.).

The two reflections bring some challenges for the alignment, mainly because the NIR light

is invisible and the reflectivity of the dichroic mirror is low for visible light (see section A.4).

The excitation light source is typically a continuous wave (CW) tunable laser (Tunics, Yenista

Tunics T100-S), which provides a laser beam of power 0.2-5 mW in the 1480-1660 nm range,

and it is connected to the main setup by a polarization-maintaining (PM) fiber (FB1). The laser

source can be amplified by an Optical Fiber Amplifier (OFA, Amonics series) up to 100 mW

in a smaller range (telecommunication C-band, 1530-1565 nm, and L-band, 1565-1625 nm).

Alternatively, the in-coupling collimator (C1) also accepts the broad-band supercontinuum

light source (see section 4.2.2 for more details).

On the receiving side, the light from the sample is collected by the objective and sent back to

the dichroic mirror (BS4) in the collimated form. The light is then redirected by the dichroic

mirror to the detection part. After the reflection by a mirror or a beam splitter (BS6), the light

is collected by a photodiode (PD, D1, InGaAs sensor, Eosystems DSS-IGA020TC). A tube is

attached to the aperture of the PD to block the environmental light and to provide mount

positions for an edge-pass filter (F1) with optical density (OD) about 4, a small lens (L15), and

a tunable iris. The long-pass filter (F1, edge at 1400 nm, with optical density, or OD, about 5)

helps to block light with a wavelength outside the desired range (there is no short-pass filter

above 1600 nm available, nor necessary). The lens (L15) helps to focus the collimated light

on the small effective area of the PD. The tunable iris is optionally attached to the opening

of the tube to select the direction of the incident light more precisely. The PD and the tube

are attached firmly together, and they have degrees of freedom of translation in horizontal

and vertical directions, although the light coupling is tested not sensitive to the positioning

because of the focus lens (L15). A polarizer (P2) is located in front of the PD-tube module as

an analyzer, with its polarization direction perpendicular to that of the polarizer (P1). Neutral

density (ND) filters can be optionally added in front of the PD or after the collimator (C1) to

adapt the power to the desired range.

The light can also be sent to a CCD camera (CCD Nir.) after passing through some lenses and

mirrors (L4-L7, M1-M3). This path is long because it enables multiple functions: when L4, L5,

and L6 are removed, or only L6 is removed, it can form a normal image of the sample surface;

when L5 and L6 are removed, it can form an image of the Fourier plane of the objective; and
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when all lenses are on site, it can form an image of the Fourier plane as well as providing room

in between L4 and L5 for Fourier space filtering.

The beam splitter (BS6) enables power detection and imaging simultaneously and can be

removed or replaced by a mirror if more light is preferred for imaging or power detection,

respectively. When light needs to be collected to optical fiber, a fiber collimator can be installed

between BS6 and L5 (not shown on the drawing).

VIS Part

The VIS part [Fig. 4.1 (green beam)] is designed to send and receive light in the VIS range

(around 775 nm). It is very similar to the NIR part, except that the design of the elements (e.g.,

anti-reflection coating) is optimized for VIS light.

On the sending side, the VIS excitation laser is injected into the setup through a fiber collimator

(C2). The collimated beam is sent to the objective in a straight line after passing through a

polarizer (P3), a beam splitter (BS7), and the dichroic mirror (BS4). The excitation light source

is typically a CW titanium-sapphire (Ti:sapphire) tunable laser (see section 4.2.1). Alternatively,

the in-coupling collimator (C2) also accepts the broad-band supercontinuum light source (see

section 4.2.2).

On the receiving part, the power detector is an avalanche photodiode (APD) (D2, Si sensor,

Hamamatsu C4777-01), and there are two edge-pass filters (F2, F3) that form a transparent

window of 750-850 nm with the blockage OD about 5. The camera on the VIS side (CCD

Vis, Andor iXon Ultra DU-897U-CS0-EXF) is an electron multiplying charge-coupled device

(EMCCD) that has very high photon sensitivity (initially prepared for the case of low SHG

efficiency).

Side-coupling Part

The side-coupling part [Fig. 4.1 (bottom)] is inherited from the previous design and is used to

measure the NIR transmission of on-chip devices with waveguides, for example, cavities side

coupled to W1 waveguides. The excitation laser from the source (Tunics) is guided with a PM

fiber (FB4) and injected into a fiber port (C5). After passing through a λ/2 waveplate (P6) and

a polarizer (P7), the beam is collected by another fiber port (C6) and is sent to a segment of

fiber with a tapered end. The tapered end of the fiber works as a micro-lens that facilitates the

coupling to the on-chip waveguides. The transmitted light is collected by another segment

of end-tapered fiber. After passing through a fiber port (C7), an analyzer (P8), and another

fiber port (C8), the light is sent to a fiber optic power meter (FOPM) (ILX Lightwave FPM-8200)

through a multimode fiber (FB5). The end-tapered fibers are attached to a stage with x-y-z

translations and pitch and yaw adjustments to enable maximum coupling to the waveguides.
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4.1.2 Electrical Connections and Software Controls

The digital instruments are connected directly to the computer [Fig. 4.2 (a)]. The cameras

and the oscilloscope are connected to the computer via universal serial bus (USB) with their

dedicated software drivers. The tunable laser for 1550 nm and the FOPM are connected to

the computer via general purpose interface bus (GPIB), and their drivers are managed by

national instruments virtual instrument software architecture (NI-VISA). The tunable laser for

775 nm (actually just the actuator controller) is connected to the computer via recommended

standard 232 (RS232) and USB, and its driver is managed by NI-VISA. The oscilloscope serves

as an analog-to-digital converter (ADC) that converts analog signals from the detectors, e.g.,

photodiodes and power meters, to the computer. When lock-in detection is needed, a lock-in

amplifier (Stanford Research Systems SR510 or SR830) is connected between the detectors

and the oscilloscope (see appendix A.6 for lock-in detection).
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Figure 4.2: (a) Schema of electrical connections of the main setup. (b) Flowchart of point-by-point
measurement. (c) Flowchart of sweep measurement (OSC: oscilloscope).

The measurement (data acquisition) is automated by laboratory virtual instrument engineer-

ing workbench (LabVIEW). Two types of measurements are mainly employed, the point-

by-point measurement and the sweep measurement [Fig. 4.2 (b) (c)]. The point-by-point

measurement is very simple and provides an accurate correspondence between the wave-

length and the signal. However, it takes a long time since the actuator stops at each data point
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(typically 3 point/s without wavelength calibration). The sweep measurement, on the other

hand, is very fast (related to the sampling speed of the oscilloscope, 10M points/s at maximum,

and the movement speed of the actuator, 100 nm/s at maximum for Tunics, and about 2 nm/s

for Ti:sapphire laser), and is accurate enough with an electrical trigger from the actuators to

the oscilloscope (The Tunics provides a dedicated trigger output, while for the actuator on the

Ti:sapphire laser, the trigger is connected to its power connector pin). The wavelengths are

automatically calibrated using the OSA in case of a nonlinear relation between wavelength

and actuation. The absolute accuracy of the wavelength given by the OSA is about 1 pm (with

maximum wavelength resolution and minimum video bandwidth), while the OSA itself has a

17 pm redshift for its full wavelength range compared to a Xe lamp. This calibration takes a

relatively long time (0.5 s) as the OSA takes a spectrum containing the desired signal and fits

the peak. A more convenient instrument for wavelength calibration would be a wavemeter.

4.1.3 Wavelength Calibration

The repeatability of the output wavelength for the 775 nm range Ti:sapphire laser and the

1550 nm range NIR tunable laser was found to be limited. Wavelength fluctuation of up to

50 pm was observed for the NIR tunable laser after start-ups of the instrument [Fig. 4.3 (a)].

The wavelength accuracy of the Ti:sapphire laser is worse because of the custom actuation. To

have spectra that are comparable over time, the wavelength must be calibrated by an absolute

reference each time a spectrum is acquired.
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Figure 4.3: (a) Wavelength repeatability at 1550 nm of the tunable laser measured by the OSA. Labels
d1-d7 represent measurements on different days after turning on the laser. (b) Relative shift of Ar lamp
emission peaks measured by the OSA.

One way to calibrate the wavelength is to bypass a reference beam through a known medium

(e.g., hydrogen cyanide, acetylene) and record the absorption spectrum of the medium at the

same time as taking the experimental spectrum. Another way to calibrate the wavelength

is to bypass a reference beam to an instrument that directly measures the wavelength (e.g.,

wavemeter, OSA).
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A scanning OSA is applied in practice to measure the wavelength. The OSA takes a short

spectrum around the expected wavelength range and fits the Gaussian peak to extract the

wavelength. The process is automated by the LabVIEW scripts. In order to verify the reliability

of the process, an argon (Ar) lamp (Oriel 6030) is used to calibrate the OSA. Although the

incoherent light of the Ar lamp is difficult to be coupled in the optical fiber for the OSA, 5

emission peaks can be identified, an average redshift of 17.3 pm was measured, and the

red-drift over one hour was about 5 pm [Fig. 4.3 (b)].

4.2 Auxiliary Setups and Techniques

4.2.1 Ti:sapphire Tunable Laser

Ti:sapphire Tunable Laser Assembly

The Ti:sapphire part [Fig. 4.4] provides the tunable CW laser source for excitation in the VIS

(775 nm) range. It is composed of a pump laser, a tunable Ti:sapphire (Coherent 890), an

optical modulator, and fiber coupling parts.

Pump Ti:sapphire

chopper

L12 L13 F4

ND1

C3

BS9

C4

P5

OSA

FB3

Figure 4.4: Ti:sapphire laser part.

The pump laser (Sprout H-10W) is a CW laser with a maximum power of 10 W at a fixed

wavelength of 532 nm. It is internally an Nd: YVO4 diode-pumped solid-state (DPSS) laser that

lases at 1064 nm and uses intra-cavity frequency-doubling to convert the output to 532 nm.

The Ti:sapphire laser is detailed in the sections below.

The output beam of the Ti:sapphire laser is linearly polarized in the vertical direction with

TEM00 transverse mode and beam size less than 3 mm in diameter. The beam is expanded by

two lenses (L12, L13) to a diameter of about 8 mm and is then coupled to a parabolic reflective

fiber collimator (C3) and sent to the main setup through a single mode (780 nm) PM fiber. The

expansion of the beam is implemented to enable tighter focus, thus, higher coupling efficiency.

The unwanted green pump light is optionally filtered out by a long-pass filter (F4), and the

intensity is optionally controlled by an ND filter (ND1) before coupling to the fiber.

Due to the precision limit of the actuator mechanics, the wavelength repeatability is not very

high (about 0.2 nm and drifting). The relation between the wavelength and the actuator

position is also not strictly linear (see appendix A.5). To compensate for these, a small part

(1-5%) of the beam is branched by a beam sampler (BS9), collected by a collimator (C4), and
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sent to the OSA through a multimode fiber to extract the wavelength, where a polarizer (P5)

works as an intensity controller.

The beam can be modulated by optical choppers with a 50% duty cycle to 6000 Hz or a 0-50%

variable duty cycle to 1000 Hz (depending on the chopper wheel used). Alternatively, the beam

can also be modulated by an acoustic optical modulator (AOM) with a variable duty cycle of

up to 2 MHz (see section 4.2.3).

Working Principle

The Ti:sapphire laser has been widely used for short pulse generation since its invention

in the 1980’s [123–126] because of its wide emission band. It is also used in CW mode as a

tunable laser with proper wavelength selection and cavity design, which is the case in this

context. The employed Ti:sapphire laser (Coherent 890) operates at a wavelength range of

about 730-850 nm with a peak output intensity of more than 300 mW at around 780 nm (with

up to 10 W pumping at 532 nm).

(a) (b)

P1

P2

P3

L1
M1M2

out-coupler
M4

M5

M6
Ti:sapphire rod

birefringent tuner

Figure 4.5: (a) Diagram of Ti:sapphire lasing mechanism (adapted form [124]). (b) Schematic drawing of
the Ti:sapphire laser cavity.

The gain medium of the laser is a sapphire (Al2O3) crystal doped by titanium (Ti) atoms. A Ti

atom replaces the site of an aluminium atom and bounds to six neighboring oxygen atoms, so

it appears like a Ti3+ ion. Five intrinsic energy levels of free Ti3+ ions are distorted by the cubic

electric field of the surrounding oxygen atoms, and they form an excited doublet level (E) and

a ground triplet level (T). The energy of these levels is also influenced by the displacement of

the Ti3+ ion inside the oxygen cage. During the lasing process, the Ti3+ ions on the ground

level are pumped to the excitation level by green or blue lasers [Fig. 4.5 (a)]. Then they are

quickly relaxed by emitting phonons and displacing themselves in the oxygen cages before

reaching the upper lasing level. Then the Ti3+ ions emit photons in the red and NIR range and

reach the lower lasing level with a large energy span. Finally, they return back to the ground

level by, again, emitting phonons and displacing themselves. So, effectively, the Ti:sapphire

laser works as a four-level system. The emitted phonons are seen as a heating-up, and thus
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4.2 Auxiliary Setups and Techniques

the sapphire crystal requires efficient heat removal, such as water cooling.

Structure and Wavelength Tuning

The Ti:sapphire laser cavity is formed by a full reflective mirror (M6) and a semi-transparent

mirror (M4), in which a Ti:sapphire rod is placed [Fig. 4.5 (b)]. The 532 nm green pump

laser can be injected into the sapphire rod through a concave and dichroic mirror (M1). In

theory, the emission of the Ti:sapphire laser covers a wide range of 690-1100 nm. However,

this wide range requires different sets of mirrors, and in practice, the range of 730-850 nm can

be accessed with a fixed set of mirrors.

The output wavelength is tuned by a wavelength filter installed at Brewster’s angle [Fig. 4.5 (b)].

The wavelength filter is typically made of a stack of two quartz birefringent plates (in general

1-3 plates of quartz, or MgF2 for UV and IR range) and thus is usually referred to as the

birefringent tuner2. The tuner has a quasi-periodic transmission spectrum, and the peak

positions are dependent on the angle between the incident beam and the crystal’s main

optical axis. Since the birefringent tuner is inside the laser cavity, the unwanted wavelengths

experience larger loss and finally below the lasing threshold, and the desired wavelength also

becomes the dominant one because the upper and the lower lasing levels are themselves

adapted to this wavelength through interactions with phonons.

To tune the transmission peaks, the tuner is rotated along an axis perpendicular to the plates’

surfaces by a translational high-precision acoustic actuator (Oriel 18246, with Oriel 18011

controller) attached to a rotating disk that accommodates the birefringent tuner. In practice,

there are two regions where the wavelength is linearly tuned by the actuator [Fig. 4.6 (a)],

and between these two regions, the laser is randomly hopped to the most probable emission

wavelength because the birefringent tuner is at its low transmission position. The direct output

power of the Ti:sapphire laser is linearly dependent on the pump power and reaches 350 mW

at the maximum pump of 10 W [Fig. 4.6 (b)]. The lasing threshold is about 4 W, depending on

the alignment of the pump. The linewidth of the output wavelength is smaller than 40 pm, as

measured by the OSA, but could be limited by the resolution of the OSA [Fig. 4.6 (c)]. Mode

hopping of the laser, i.e., discrete wavelength under continuous scan, is observed in the

wavelength range of 759-762 nm [Fig. 4.6 (d)].

The sapphire rod and the pump laser are cooled by a water-cooling system integrated with the

controller of the pump. The air inside the Ti:sapphire laser can also be cooled and purified by

a continuous flow of N2 gas for better stability.

2A specific type of birefringent tuner is known as the Lyot filter, which also incorporates polarizers to reduce the
linewidth of the transmission peak so as to enable higher wavelength selectivity. But this is not the case in this
context.
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Figure 4.6: Ti:sapphire laser output characteristics. (a) Wavelength dependence on actuator position. The
relation is quasi-linear in two regions, where the region on the left provides a larger wavelength range and
is primarily used. (b) Direct output power with different pump powers. The lasing threshold is around
4 W, depending on the alignment of the pump. The output power is linearly dependent on the pump
power when above the threshold. (c) The output line shape measured by the optical spectrum analyzer
(OSA). The line width is limited by the resolution of the OSA. (d) Mode-hopping of the Ti:sapphire laser.

4.2.2 Supercontinuum Source

The supercontinuum source is used for broadband excitations, together with spectrographs.

The supercontinuum light is generated inside a PhC fiber pumped by a pulsed laser [Fig. 4.7 (a)].

The pump laser (Pump1064) is a diode-pumped passively Q-switched neodymium-doped

yttrium aluminium garnet (Nd:YAG) laser that provides short pulses down to 600 ps at 1064 nm

with a peak power of 13 kW and average power of 200 mW. The pump beam is linearly polarized

with TEM00 transverse mode. The pump power can be controlled by a continuously variable

metallic ND filter (ND2) with 1-91% (OD 0.04-2.0) transmission. The beam is then reflected

by two dielectric mirrors (M7, M8) and coupled to an end-capped single-mode fiber by an

objective lens (Objsc). The coupling efficiency from free space to the fiber is about 50%

(this may be potentially improved by beam expansion). The end-cap is a small segment of

transparent material attached to the facet of a normal single-mode fiber that helps to increase

the damage threshold of the fiber by increasing the beam cross-section area at the fiber-air
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Figure 4.7: a) Schematic drawing of the supercontinuum source. The output is on the left side. b) Output
power density of the supercontinuum source with different pump powers (in the end-capped optical
fiber), measured by OSA with a single mode fiber (SM, for 1550 nm) connected to the output. The last line
represents the same measurement with a multimode (MM) fiber connected to the output.

interface.

The pump is then coupled to the PhC fiber, which is internally a sandwich of a single-mode

fiber for 1064 nm for input (HI1060), a segment of the real PhC fiber of several tens of meters,

and a single-mode fiber for broadband output (SMF28). The supercontinuum spectrum is

generated in the PhC fiber through a series of strong nonlinear processes, and the power is

spread continuously in a very large wavelength range. The photonic crystal fiber is a kind of

optical fiber for which the cross-section is a phonic crystal cavity that confines the electric

field in lateral directions. Because of tight light confinement in the fiber core, photonic

crystal fibers exhibit much stronger nonlinearity than normal optical fibers, thus enabling

supercontinuum generation under low-power pumping. The supercontinuum output is also

pulsed and requires careful operations.

In practice, the power density of the supercontinuum spectrum is around -20 dBm/nm for

wavelengths larger than the pump (1064 nm) and -21 dBm/nm for wavelengths smaller than

the pump [Fig. 4.7 (b)], measured by the OSA, with 90 mW pump power in the end-capped

fiber and with a multimode (MM) fiber connected at the output. The lower power density

on the visible side could be the result of either the intrinsic property of the supercontinuum

generation or the dispersion of the involved optical fibers. Such measurement could be

challenging because the full power of the supercontinuum is difficult to measure, and it may

exceed the power limit of the OSA. Thus, optical attenuators are required for safe operation.

The optical elements are installed on a small breadboard enclosed in a box for laser safety

considerations. The single-mode fiber ends should avoid direct exposure to air during high-

power pumping because the high intensity at the fiber-air interface could potentially damage

the fiber core. A multimode fiber or a single-mode fiber with an end cap is usually attached to

the output.
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4.2.3 Acousto-optic Modulation

AOMs are alternatives to optical choppers in lock-in detection. An AOM employs an acoustic

wave to periodically change the refractive index in a transparent material and create a Bragg

mirror (or thick grating) for light manipulation. The applied free-space AOM (IntraAction AOM-

40N) uses an RF signal (provided by its driver) at 40MHz to drive a piezo-electric transducer

and generate an ultrasound wave that propagates in a block of dense flint glass (polarization

insensitive).
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Figure 4.8: (a) Schema of an AOM operated in the Bragg regime. The Bragg angle is exaggerated (θB =
0.163◦). (b) Schema of dispersion compensation by a prism. The 1st order beam is used. θB is small
compared to θm and θi (θm = 16.052◦, θi = 23.026◦). (c) Calculated relative deflection angle as a function
of wavelength for the AOM, the 30◦ BK7 prism, and the two combined, with the first order diffraction
angle of the AOM θ+1 = 0.326◦ and the minimum deviation angle of the prism θm = 16.052◦.

There are two operation regimes for an AOM [127–129]: 1. the Raman-Nath regime, in which

the incident light beam is parallel to the norm of the acoustic beam, and there are several

diffraction orders (. . . ,−2,−1,0,+1,+2, . . . ); 2. the Bragg regime, in which the incident light

beam is tilted by θB from the norm of the acoustic beam, and there is only one diffracted beam

(the 1st order, because the others are annihilated by destructive interference). The AOM is

operated in the Bragg regime [Fig. 4.8 (a)] for a higher deflection efficiency (fraction of light

intensity at the 1st order over the incident intensity). The Bragg angle θB is expressed as (Bragg

condition):

θB = arcsin

(
λn

2Λ

)
, (4.1)

where λn is the light wavelength in the glass, Λ is the acoustic wavelength in the glass. By

assuming λn = 775 nm / 1.5 = 516 nm andΛ= 3630 m/s / 40 MHz = 9.075×10−5 m, the Bragg

angle is estimated to be θB = 0.163◦, which is very small. In practice, the yaw of the AOM is

fine-adjusted to reach the Bragg regime from the Raman-Nath regime. When the light incident

angle is fixed, the deflection efficiency is only dependent on the grating contrast, and thus the

acoustic wave intensity and the power of the driving RF signal, which can be modulated by an

external electric signal (provided by a function generator, up to 2 MHz bandwidth).
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Compared to an optical chopper, the AOM is advantageous for wider modulation bandwidth,

small frequency fluctuation, and variable modulation functions. However, its deflection

efficiency is lower (<100%, compared to 100% for a chopper). The AOM also changes the

frequency of the incident light through Brillouin scattering, but this effect is small and can be

safely ignored (for example, 40 MHz acoustic wave results in a wavelength shift of 8×10−5 nm).

The dispersion of the diffraction angle can be reduced by one order of magnitude, from

6.132×10−4 ◦/nm to −6.967×10−5 ◦/nm, by applying a compensation prism [Fig. 4.8 (b) (c)].

The prism is of 30◦ angle and is made of BK7 glass. It is operated at the minimum deviation

regime where the incident and the refracted beams are symmetrical about the axis of symmetry

of the prism. The minimum deviation angle is θm = 2arcsin(n sin(A/2))− A = 16.052◦, where

A = 30◦ is the prism angle, and n = 1.5113 is the prism refractive index at 775 nm [130]. The

incident angle at minimum deviation is θi = arcsin(n sin(90◦− (180◦− A)/2)) = 23.026◦.

4.3 Resonant Scattering Measurement

Resonant scattering (RS) is a technique widely used to probe the resonant spectrum of optical

microcavities [131]. The cavity is excited by a laser beam from free space, and the reflected

light is collected in the same path, which is different from the regime of side-coupling with a

waveguide. This technique does not require on-chip waveguides and is suitable for probing

2D PhC cavities.

A general configuration of resonant scattering measurement is shown in Fig. 4.9. A laser beam

with a variable wavelength is sent to the sample from the top side and is focused on a 2D PhC

cavity by an objective lens. The polarization of the incident beam is controlled by a polarizer

(P), and the orientation is along the x-axis. The sample is rotated such that the far-field

polarization of the cavity mode is at 45◦ with respect to the polarizer. Most of the incident

light (with x-polarization) is directly reflected (nonresonant scattering) by the interfaces of

the PhC slab, while a small part contributes to the excitation of the cavity mode. The excited

cavity scatters light (resonant scattering) out of the slab with a polarization defined by its

far-field mode, which is now at 45◦ with respect to the x-axis. The reflected (scattered) light is

collected by the same objective lens, reflected by a beam splitter (BS), filtered by an analyzer

(A), and collected by a detector. In the simplified scenario, since the analyzer is orthogonal to

the polarizer, the direct-reflected light is filtered, and only the light coming from the mode

emission passes through.

In a general scenario, the bulk-reflected light and the cavity-scattered light interfere, which is

known as Fano interference [132], and results in an intensity spectrum with the Fano lineshape:

I (ω) = A+B

[
q +2(ω−ω0)/Γ

]2

1+ [2(ω−ω0)/Γ]2 (4.2)

where A and B are constants, ω0 is the cavity mode frequency, Γ is the resonance linewidth
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Figure 4.9: Resonant scattering measurement (adapted from [131]). (a) Optical path containing a
polarizer (P), an analyzer (A), and a beam splitter (BS). (b) Cavity orientation. The cavity is oriented such
that its far-field mode polarization is at 45◦ with respect to the polarizer and the analyzer. (c) Asymmetric
resonance when |q | is close to one. (d) Reversed Lorentzian resonance when |q | is much smaller than one.

(FWHM), and q is a factor that describes the ratio between resonant and nonresonant scatter-

ing. When |q|≫ 1, resonant scattering dominates, and the spectrum lineshape is a Lorentzian

function; when |q |≪ 1, nonresonant scattering dominates, and the spectrum lineshape is a

(frequency) reversed Lorentzian function (Fig. 4.9 (d)); when |q | ≈ 1, the resonant scattering

strength is comparable to nonresonant scattering, and the spectrum lineshape is strongly

asymmetric (Fig. 4.9 (c)).

4.4 Fourier Plane Imaging

Fourier plane imaging is a powerful tool to retrieve the far-field emission pattern of radiative

photonic structures. At a fixed wavelength, the light radiation from a photonic structure (PhC

cavities, waveguides, etc.) in the upper hemisphere of the sample plane can be regarded as

a composition of plane waves of different intensities Ii and radiation angles θi = (θi x , θi y )

(angle in space) [Fig. 4.10 (a)]. After passing through an objective (a thin lens for simplicity),

each plane wave is transformed into a paraboloid wave and is focused on a point Pi = (xi , yi )
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Figure 4.10: Fourier imaging. (a) Schema of basic Fourier imaging. (b) Calibration of θi − xi relation
using a beam of laser and a mirror.

on the back focal plane (BFP, also called Fourier plane) of the objective. In this way, the

different plane wave components are separated and mapped on an image (i.e., far-field image

or far-field emission pattern) at the Fourier plane, in which the position of a point corresponds

to the radiation angle, and the intensity of the point corresponds to the intensity of the plane

wave. The pattern on the Fourier plane is a real image and is captured by an imaging system.

The far-field image can be used to retrieve the radiation angle distribution through calibration

of the relation between the radiation angle and the position vector from a reference point on

the far-field image. For a PhC structure at a fixed wavelength λi , the wavevector in the sample

plane ki x y is related to the radiation angle by:

ki x y = ki sin(θi ), (4.3)

where ki is the wave vector in 3D space. When sweeping the wavelength and capturing the far-

field images at the same time, the dispersion relation between the angular frequency ωi and

the in-plane wavevector ki x y can be revealed for the photonic structure. The experimentally

measured dispersion relation can be directly compared to the calculated band structure of the

PhC, which provides a powerful method for characterizing the fabricated PhC.

On the main setup and taking the NIR part as an example [Fig. 4.1], the light path Sample-Obj-

BS4-M1-M2-L7-CCDNir provides the conventional real space imaging of the sample. When

doing Fourier plane imaging, a lens L4 is added such that its focus is close to the back focal

plane of the objective, and the light path is Sample-Obj-BS4-L4-M1-M2-L7-CCDNir. The

Addition of L5 and L6 is inherited from the previous design for the ability of Fourier space

filtering in between L4 and L5, and in this case, the light path Sample-Obj-BS4-L4-L5-M1-M2-

L7-CCDNir is used for real space imaging while the light path Sample-Obj-BS4-L4-L5-M1-M2-

L6-L7-CCDNir is used for Fourier imaging.

The calibration of the relation between the radiation angle and the position vector on the

far-field image is done by putting a mirror on the sample stage and tilting it to a series of

known angles in x and y-directions while capturing the far-field image [Fig. 4.10 (b)].
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5.1 Overview

In SHG and SPDC, the conversion efficiency can be strongly enhanced in doubly resonant cav-

ities, i.e., simultaneously supporting resonant modes at either first- (FH) or second-harmonic

(SH) frequencies, respectively [133–136]. In such cavities, nonlinear processes are enhanced

by the quality factors (Q) of the two modes (i.e., increased temporal confinement), as well as by

spatial field confinement. The latter condition additionally requires that a large spatial overlap

between the two fields is fulfilled, which generalizes the phase-matching condition in propa-

gating geometries [137]. Doubly resonant conditions have been proposed and experimentally

demonstrated in dual period Bragg mirrors [138–140], birefringently phase-matched waveg-

uides [141], geometric dispersion-tuned micro-ring resonators [142, 143], and plasmonic

nanoantennas [144]. PhC defect cavities patterned in two-dimensional (2D) slabs, which

allow for very tight field confinement in purely dielectric resonators, have been shown to

produce significant SHG enhancement in a singly resonant regime at FH [145–153]. However,

implementing a doubly resonant condition in PhC slab cavities is a longstanding challenge

because the SH frequency range generally lies entirely inside the light cone of the cladding

materials, such that efficient confinement in the out-of-plane direction is prevented, not to

mention the difficulty of engineering photonic bandgaps around both frequencies to favor the

in-plane confinement.

Recently, a theoretical design based on a bound state in the continuum (BIC) opened up a

new path for doubly resonant cavities on PhC slabs [154]. The BIC, in the case of a PhC slab,

corresponds to the mode that lies inside the light cone but is nevertheless non-radiative, either

because of symmetry protection or because of destructive interference between different

radiation channels [155–157]. BICs have been theoretically proposed and experimentally

implemented to enhance nonlinear generation in singly resonant regimes [158–160]. The

doubly resonant PhC cavity design [154] abandoned the commonly-held notion of engineer-

ing photonic bandgaps at both FH and SH frequencies. Instead, at SH frequency, a BIC of

PhC slab is engineered to provide the out-of-plane confinement, and a heterostructure of
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hexagonal lattice is introduced to ensure the in-plane confinement in the absence of a pho-

tonic bandgap [161]. On the other hand, at FH frequency, the confinement mechanism is

the same as in a conventional singly resonant PhC cavity, i.e., total internal reflection for the

out-of-plane confinement and photonic bandgap for the in-plane confinement [151].

The BIC effect in the heterostructure cavity is highly interesting beyond being simply a means

to achieve a long-lived mode at SH. In fact, BICs in PhC slabs are associated with a topological

charge and are robust to structural modifications [157]. Strikingly, this topological charge

manifests itself in the far-field radiation in the vicinity of a BIC in momentum space. Specifi-

cally, it was shown that the far-field must be linearly polarized and that, since the emission

goes to zero at the BIC, the polarization angle must have a nontrivial winding around it [157].

This has also been demonstrated experimentally [162]. In Ref. [157], it was also proposed that

this effect could be used to create vortex beam lasing [163], which can find applications in,

e.g., optical trapping [164], light focusing and imaging [163, 165], and communications [166].

By applying the doubly resonant PhC cavity design, highly efficient SHG is experimentally

demonstrated in a small-footprint device fabricated in the epitaxially grown highly nonlinear

wide-bandgap GaN material. It is also confirmed that the SHG signal is a highly normal-

direction concentrated vortex beam with radial polarization. This allows for an extremely

high collection efficiency even with a small numerical aperture of the collecting lens, which is

different from previous SHG realizations in singly resonant PhC cavities [146, 147, 149, 151].

The main results in this chapter were published in [167].

5.2 Cavity Design

The basic structure of the cavity is a 2D PhC made from a hexagonal lattice of air holes in a slab,

where the lattice constant is a, the air hole radius is r , the slab thickness is d , and the refractive

index is n [154]. The PhC slab is suspended in air, and external light could be coupled to the

cavity from the top side of the slab [Fig. 5.1 (a)]. A heterostructure design is introduced to the

PhC slab by increasing the hole radii (rc , rt , ro) in three concentric hexagonal regions (core,

transition, and outer) whose sizes are defined by the side lengths in units of lattice constant

(Nc , Nt , No) [Fig. 5.1 (b)]. The heterostructure introduces a defect mode inside the photonic

bandgap of the outer region at FH frequency, and at the same time, provides a resonant mode

at SH frequency in the absence of a photonic bandgap. The out-of-plane confinement is

guaranteed by the index guiding of the slab at FH frequency, and by the quasi-BIC at SH

frequency [Fig. 5.2]. The Q-factor at FH increases with the sizes of both the core and the

outer regions, while the Q-factor at SH increases mainly with the size of the core region from

which the quasi-BIC is derived. Although a larger core region results in larger Q-factors at both

frequencies, the nonlinear overlap factor decreases with reduced spatial confinement, thus,

an optimized core size should be considered to favor a high conversion efficiency.

The far-field emission pattern at FH frequency is engineered with a band-folding technique,

which slightly increases the hole radii, with lattice period 2a, by ∆rc and ∆rt in the core and
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(a) (b)

(c)

Figure 5.1: Design of doubly resonant cavity (reproduced from [167]). (a) Conceptual rendering of the
SHG in a doubly resonant PhC slab cavity under linearly polarized beam excitation. The red and blue
lobes represent the far-field intensities of the FH and SH modes, respectively, on the upper side of the slab.
(b) Design of a doubly resonant cavity with parameters: a = 650 nm, Nc = 6, Nt = 4, No = 14, rc = 130
nm, rt = 137 nm, ro = 150 nm, rc,i n j = 140 nm, rt ,i n j = 147 nm. The core, transition, and outer regions
are in red, green, and blue, respectively. The injectors in the core and transition regions are emphasized
with crimson and dark green. (c) SEM image of the cavity. The core and transition regions are outlined by
white dashed hexagons.

transition regions, respectively. The holes with increased radii are referred to as injectors

(or extractors), and their radii are rc,i n j and rt ,i n j , respectively. This technique folds the k-

vector components at the Brillouin zone edge to the Γ-point in the reciprocal space, which

concentrates the FH emission to the normal direction of the PhC slab and thus increases the

in-coupling efficiency of the pumping beam [80, 81], however at the expense of Q-factor at FH.

The resonant modes at FH and SH were designed at wavelengths around 1550 nm and 775 nm,

respectively, for which the design parameters are: a = 650 nm, Nc = 6, Nt = 4, No = 14, rc = 130

nm, rt = 137 nm, ro = 150 nm, rc,i n j = 140 nm, rt ,i n j = 147 nm, d = 214 nm [Fig. 5.1 (b) (c)].

Theoretical simulations have been performed by three-dimensional finite-difference time-

domain (3D-FDTD), in which the refractive indices used were n = 2.28 at FH and n = 2.31

at SH, respectively, to account for material dispersion. The FH mode is predominantly TE-

polarized, while the SH mode is predominantly TM-polarized (with respect to the slab plane),

and the two are coupled through the xxz and y y z components of the GaN second-order

susceptibility tensor.
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(a) (b)

(d)(c)

Figure 5.2: Design of the doubly resonant cavity (reproduced from [154]). (a) Schema of a PhC slab
of thickness d with a hexagonal lattice with lattice constant a of air holes with radius r . (b) Schema
of a heterostructure cavity composed of the core, transition, and outer regions. (c) Photonic bands for
the quasi-TE modes for a regular PhC slab with parameters of the core region of the cavity (d = 0.28a,
r = 0.22a, and refractive index n = 2.32). The light cone is shaded gray. (d) Photonic bands for the
quasi-TM modes for the same geometry as in (c), and refractive index n = 2.38. The green and red lines in
(c) and (d) highlight the bands from which the heterostructure mode is derived. The dashed green and
red lines show the corresponding bands for r = 0.25a.

5.3 Cavity Modes

5.3.1 Cavity Modes by Simulation

The modes of the doubly resonant cavity are explored with finite-difference time-domain

(FDTD) simulations (Ansys Lumerical) in both FH and SH frequency ranges. The structure of

the cavity is as described in the previous section. The total thickness of GaN and AlN layers is

set to 214 nm, and the refractive index is assumed to be n = 2.268 for the whole slab. The mesh

of the simulation volume is set with a maximum step of a/20 in the x- and y-directions parallel

to the slab and λ/32 in the z-direction perpendicular to the slab. The total time (in FDTD) to

simulate is around 5-25 ps, while for better resolution of fast fourier transform (FFT) spectra, a

longer time (20 ps) is used. To excite all modes in the cavity, a random dipole cloud embedded

in the slab is used. To simulate the experimental case where a laser beam is sent to the cavity

from the top side, a linearly polarized Gaussian source is used. The simulated spectra, which

are the FFT of the electric field E (t) for an array of sample points on the bisection plane of

the slab, are presented in Fig. 5.3. Some examples of the modes are presented in Fig. 5.4 and
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Figure 5.3: Simulated spectra of the cavity with different excitation sources. Random dipoles: a cloud of
dipoles of random position, orientation, and phase. Gaussian x, y, 45◦: the Gaussian source propagates
from the top in the normal direction of the slab and is centered in the cavity, with x-, y-, and 45◦-
polarizations. (a) Simulated spectra in the FH range. FHx y2 and FHx y3 are the second and third modes
excitable by the Gaussian beam. (b) Simulated spectra in the SH range. The redshift of the spectrum for
random dipoles might be due to simulation errors.

Fig. 5.5 (see also appendix A.7 for high-order modes).

In the FH range, all modes are of quasi-TE type. The most fundamental mode, which is labeled

FH0, is only able to be excited by the dipole cloud source. This is because, in the far-field

emission pattern, no lobe exists in the normal direction of the slab (0◦), which means the

coupling efficiency from the Gaussian beam to the cavity is very low. The second fundamental

mode, which is labeled FH1, is able to be excited by a Gaussian beam at any polarization.

This is because it is a degenerate mode and can be decomposed as FH1x and FH1y , with

x- and y-polarization in the far-field, respectively. For the far-field pattern, both FH1x and

FH1y show intense lobes in the normal direction, and the side lobes are very weak because

of the injectors/extractors. These two modes enable efficient coupling from the Gaussian

source to the cavity, and they are the main resonant modes explored in experiments. The

third fundamental mode, which is labeled FH2, is again not able to be excited by the Gaussian

source because the far-field pattern contains two lobes with x-polarization but an inversed

phase. There are also FH3 and FH4 that is close to FH2 but not easy to excite for the same

reason. The second and third Gaussian excitable modes are of much higher order.

In the SH range, all modes are of quasi-TM type. The most fundamental mode, which is labeled

SH1, can be excited by an x-polarized Gaussian source when the axis of the beam is moved off

the center in the x-direction. This is because the far field of this mode is a radial polarized

donut that contains x-polarized parts. It can also be excited by a y-polarized Gaussian source

for the same reason. The degenerated second fundamental modes FH2x and FH2y can be

excited by x- and y-polarized Gaussian sources, respectively. Notice that the two lobes in the

far field are of the same polarization and phase. The separation in frequency (wavelength)

between SH1 and SH2 is large so that they are easy to be distinguished in the experiments. The
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(1-a) FH0 (1-b) (1-c) (1-d)

(2-a) FH1x (2-b) (2-c) (2-d)

(3-a) FH1y (3-b) (3-c) (3-d)

(4-a) FH2x (4-b) (4-c) (4-d)

Figure 5.4: Fundamental modes at FH. The first column shows the near-field patterns. The color map
shows the squared electric field, E 2

x +E 2
y , at the center of the slab, and Ez = 0. The second column shows

the vector map (Ex ,Ey ) of the electric field at the center of the slab. The color and the length of the arrows
represent the norm of the electric field but are not necessarily normalized for all modes. The third column
shows the full pattern of the far-field emission at the upper hemisphere of the slab. The color map and
the white arrows show the intensity and the direction of the electric field. The center of the plots is at an
emission angle of 0◦, which is the normal direction of the slab, and the border is at an emission angle of
90◦. The last column is a zoomed plot of the far-field emission, and the two white circles indicate the
emission angle of 5◦ and 10◦, respectively.
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(a-1) SH1 (a-2) (a-3)

(b-1) SH2x (b-2) (b-3)

(c-1) SH2y (c-2) (c-3)

Figure 5.5: Fundamental modes at SH. The definition of the plots is the same as that for the plots for the
FH range. The color map in the near-field patterns shows the squared electric field, E 2

z . The near-field
vector maps are not shown because the modes are all TM, and the electric fields are perpendicular to the
slab.

higher-order modes in the SH range are of less interest and are not discussed.

Note that, since the hexagonal lattice possesses 6-fold symmetry, the field patterns (both near-

and far-field) exist equally when rotated by an integer number of 60◦ without changing the

resonant frequency, and they are referred to as degenerate modes and are not necessarily

orthogonal. However, if the symmetry of the cavity is destroyed, the degenerate modes can be

separated in frequency, and this will be discussed later (see section 5.5).

5.3.2 Cavity Modes in Experiments

The experimental spectra generally differ from the simulated spectra because the intensity of

the simulation spectra is the FFT amplitude, while the intensity of the experimental spectra is

the intensity of the emission power collected by the microscope objective, where out-coupling

efficiency should also be taken into account. The out-coupling efficiency is one-half (because

the cavity emits to both sides of the slab) of the portion of the far-field emission pattern

intensity inside the numerical aperture (NA) of the microscope objective. For FH1 and SH1

modes and a 20x objective with NA = 0.4 (θ ≈23.6◦), the out-coupling efficiency is close to

50%, which means almost all the emission in the upper hemisphere is collected. Obviously, it

is not the case for the modes with intense side lobes in the far field.

The experimental spectra are sensitive to the positioning of the cavity with respect to the
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Figure 5.6: Examples of experimental spectra. (a) Normalized resonant scattering spectrum at FH range.
(b) Normalized resonant scattering spectrum at SH range. (a) and (b) are taken by a spectrograph, so the
line widths of the peaks are exaggerated. (c) FH mode polarization.

laser beam because the in- and out-coupling efficiencies are dependent on the overlap of the

incident beam and the far-field patterns of the modes. The experimental spectra are usually

optimized for the intensity of a certain peak by changing the relative position of the beam and

the cavity. Because of practical difficulties, the orientation of the cavity is not changed, which

means the cavity slab is always perpendicular to the incident laser beam, which may lower the

coupling to certain modes like SH1.

Examples of the experimental spectra in the FH and SH ranges are presented [Fig. 5.6 (a)-

(b)]. The spectra were measured with the resonant scattering technique, which means the

polarization of the incident beam is at 45◦.

The spectra were taken while maximizing the intensity of the first peak (count from right to

left for a wavelength x-axis). The first and the second peaks on the FH spectrum are easily

excited by the 45◦-polarized Gaussian beam, which means their far-field emission is intense

in the normal direction, and the phase of the lobes matches the Gaussian beam, which are the

features of the FH1x and FH1y peaks. The separation of these two peaks is around 0.5-2 nm,

which is much smaller than the distance between the first and second excitable modes in
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simulation (about 12 nm).

The polarizations of these two peaks are studied by a measurement modified from the resonant

scattering measurement, in which the polarization of the incident beam is modified by a λ/2

wave plate after the polarizer P1, and the analyzer P2 is removed. This configuration enables

excitation of the cavity with x- (0◦) and y- (90◦) polarization but without the filtering of the

excited signal. As a result, the signal collected by the power detector is dominated by the

direct-reflected light rather than the light emitted from the cavity. Nevertheless, it is still

possible to find the small peaks buried in a large background signal at the previous positions

[Fig. 5.6 (c)]. The spectra show that the first peak is only excited by the y-polarized beam,

and the second peak is only excited by the x-polarized beam. Then it can be concluded that

the first and second peaks correspond to the FH1y and FH1x modes, respectively. The same

conclusion can be given in the SHG experiments. The separation of the two modes could be

due to symmetry breaking of the cavity (see section 5.5).

In the FH spectrum, a small peak could sometimes emerge on the right-hand side of the first

peak described above. This peak has an intensity much smaller than the first and second

peaks and is believed to be the FH0 mode.

The SH spectrum is similar to the simulated one and is much easier to understand. As revealed

by the simulation, the mode SH1 is better excited when the Gaussian beam is shifted off the

center of the cavity, and since the far field is a radially polarized donut, the polarization should

match the shift direction. Although the mode is excitable, and thus the overlap between the

Gaussian beam and the donut is nonzero, the numerical analysis of the overlap factor or the

coupling efficiency could be rather complex. The experimental measurement of the coupling

efficiencies is presented in section 6.3.4. The shape of the far-field emission pattern of the SH1

mode is also measured in the SHG experiment in section 6.3.5.

5.3.3 Redshift of Cavity Modes

During the measurements of the cavities over a long time, redshifts of both FH and SH peaks

are observed [Fig. 5.7]. The spectra were measured on the same cavity at 5 points of time,

not necessarily equally spaced, during 4 months. The separation between the two peaks in

FH spectra remains unchanged. The average amounts of redshift with respect to the first

spectrum are 0.416, 1.231, 1.512, and 2.324 nm for the FH range and 0.445, 1.077, 1.525, and

2.033 nm for the SH range, which means the detuning remains almost the same. It is also

observed that the redshift is accelerated by strong excitation laser beams at FH or SH in a short

period of time.

The reason for the redshift, after careful calibration of the wavelength reference, i.e., the OSA,

could be strain relaxation of the suspended slab and the adsorption of gas molecules (e.g., O2,

H2O). Since there is a residual tensile strain in the slab inherited from the GaN/AlN thin film

growth, and the cavity slab is suspended in air, the strain could be slowly released by changing

83



Chapter 5. Doubly Resonant PhC Cavities

1517 1518 1519 1520 1521
Wavelength [nm]

0.00

0.25

0.50

0.75

1.00

In
te

ns
ity

 [a
rb

. u
ni

ts
]

t1
t2
t3
t4
t5

(a)

755.0 757.5 760.0 762.5 765.0
Wavelength [nm]

0.00

0.25

0.50

0.75

1.00

In
te

ns
ity

 [a
rb

. u
ni

ts
]

t1
t2
t3
t4
t5

(b)

Figure 5.7: Redshift of modes in one cavity during 4 months. t1-t5 are points of time not necessarily
equally spaced. (a) Redshift of FH1x and FH1y . In each spectrum, the separation between the two peaks
remains the same. The average amounts of redshift with respect to t1 are 0.416, 1.231, 1.512, and 2.324
nm. (b) Redshift of SH1. The amounts of redshift with respect to t1 are 0.445, 1.077, 1.525, and 2.033 nm.

the internal stress and the external geometry of the cavity. The expansion of the geometry

results in a redshift, and the change in the inner stress could impact the refractive index of the

slab and cause a peak shift.

Strain relaxation is confirmed by Raman spectroscopy (see the section below), while gas

adsorption is not confirmed. Passivation tests were made by preparing the sample in an

oxygen-saturated state with thermal oxidation but were not successful because the high

temperature during the thermal oxidation deformed the cavity and destroyed the resonant

modes. However, since the tests were quick tryouts without careful tuning of thermal oxidation

parameters, the validity of the passivation is still to be explored. Alternatively, to prevent the

potential issue of gas adsorption, the sample is stored and measured in N2 atmosphere (see

section 5.3.5).

5.3.4 Raman Stress Analysis

The residual stress in the GaN layer is measured by Raman spectroscopy (Renishaw inVia). A

532 nm laser is used to excite the sample, and the beam spot size on the sample surface is

about a few microns. A shorter laser wavelength is preferred because of higher absorption in

GaN, resulting in larger GaN-featured phonon peaks. Low laser power is applied to ensure a

nonsignificant heating effect. A 3000 gr/mm grating is used in the monochromator for the

best available Raman shift resolution of 0.8 cm−1.

The relation between the residual stress σ and the Raman shift ν of the E hi g h
2 phonon mode

can be expressed as [168]:

σ= |ν−ν0|
α

, (5.1)
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Figure 5.8: Stress measurement by Raman spectroscopy. (a) Positions measured with Raman spectroscopy
on GaN/AlN/Si wafer, PhC cavity with hexagonal padding, and PhCs on 5 arcs with hexagonal and
rectangular paddings. (b) Raman spectrum on bulk GaN sample and on PhC. (c) Measured stress on
positions identified in (a). (d) Stress changes after one week for PhCs on 5 arcs with hexagonal and
rectangular paddings.

where ν0 = 567.6 cm−1 [169] is the unperturbed (relaxed) Raman shift of the E hi g h
2 phonon

mode of GaN, α= 2.43 cm−1 [170] is the is the biaxial pressure coefficient of GaN.

The measurement results are shown in Fig. 5.8. The Raman spectra were measured at different

locations (i.e., different GaN film thicknesses) on a wafer, a doubly resonant cavity with

hexagonal padding fabricated with the HSQ technique, and at the center of a series of cavities

with hexagonal and rectangle padding at different locations on the sample (i.e., different slab

thickness) [Fig. 5.8 (a)]. The Raman spectra were different at different locations [Fig. 5.8 (b)]:

on the suspended GaN part, as in the case of locations 1, 3, and 4 on the cavity, the E hi g h
2 peak

of GaN is intense compared to the neighboring LO peak of Si; on the bulk (non-suspended)

GaN film on Si substrate, as in the case of locations 1-3 on the wafer and location 2 on the

cavity, the E hi g h
2 peak of GaN is very weak compared to the LO peak of Si but is still visible. As

for the stress [Fig. 5.8 (c)], the GaN bulk film on the wafer exhibits the highest inner stress of

around 1.1 GPa. Location 1 on the cavity margin exhibits the lowest inner stress of around

0.3 GPa, because this location is close to the suspended border of the cavity. Location 2 on
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Figure 5.9: (a) Schema of the 2 L sample box with nitrogen protection for long period storage. R1 and
R2 are flow regulators of 3-30 L/min and 10-100 mL/min for quick flush and small continuous flow,
respectively. (b) Schema of the sample holder with nitrogen protection for measurement. R3 is a flow
regulator of 10-100 mL/min for small continuous flow.

the cavity exhibits the highest stress in the cavity of around 0.9 GPa but is smaller than that

on the wafer because this location is the same as the bulk (the blue hexagonal ring area is

where the GaN slab has contact with the underneath Si substrate) except its width is very thin.

Locations 3 and 4 on the cavity exhibit a lower stress of around 0.7 GPa because it is the PhC

area full of holes and suspended in the air. The series of the center of cavities with hexagonal

and rectangular paddings show no significant dependence of the stress on the slab thickness,

while the stress on the center of cavities with rectangular padding is significantly smaller than

the cavities with hexagonal padding. This could be because the PhC is more relaxed with

rectangular padding since only two sides are constrained, and the other two sides are free

to move and relax. The rectangular padding was originally introduced to create anisotropic

strain in the cavity.

The same series of cavities were also measured after 1 week [Fig. 5.8 (d)], and the stress was

found to be lowered by about 0.05 GPa. The lowering of inner stress could be evidence of

self-relaxation during storage, which explains the continuous redshift of resonance peaks in

the resonant scattering measurement. The light-induced enhancement of relaxation, observed

in the resonant scattering measurement, could also play a role in the process.

5.3.5 Sample Protection with Nitrogen

Nitrogen systems are prepared for the AlN/GaN/Si substrates and devices for long-period

protection during sample storage and for short-period protection during measurements

[Fig. 5.9 (a)-(b)]. The adsorption of oxygen [104], water, etc., on the surface of the AlN/GaN/Si

devices could potentially change their optical characteristics and degrade their performances.
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An intuitive way to avoid this is to put the samples in a vacuum or nitrogen atmosphere,

while the latter is adopted for practical reasons. The sample box has a volume of 2 L and is

connected to two flow regulators in parallel. One of the regulators provides a large flow of

3-30 L/min that is enabled to flush the box after opening, and the other one provides a small

flow of 10-100 mL/min that is always enabled. The sample holder has a much smaller volume

(about 20×20 mm2 area with about 2 mm space between the sample and the glass lid) and is

connected to a flow regulator of range 10-100 mL/min (see section 5.5).

5.4 Influence of Cavity Parameters and Lithographic Tuning

Although the numerical simulations took into account the GaN/AlN material dispersion, the

geometrical parameters of the cavities are necessarily tuned and scanned on the fabricated

chip, and typically there are more than 1000 cavities on a chip. The first thing to do is to find

where exactly the resonances are located, i.e., their central wavelengths, and how good the

cavities are, i.e., their Q-factors. Then, the second thing to do is to characterize how well the

doubly resonant condition is matched, i.e., how well the FH and SH resonances match the

2-times frequency relation to enhance both the pump and the generated light.

The locations of the cavity modes are extracted by resonant scattering (see section 4.3). A

convenient technique is to use a broadband source to excite all excitable modes simultaneously

and then capture the spectrum with a spectrograph. The broadband source is typically

a supercontinuum source (pulsed in the time domain), a superluminescent diode (broad

Gaussian spectrum), or an incandescent light bulb (incoherent light, low coupling to fiber). A

supercontinuum source is generally used. The spectrograph consists of a monochromator

to generate the spectrum and a one-dimensional (1D) CCD array detector to capture the

spectrum. The wavelength resolution of spectrographs is not as high as the scanning OSAs.

Still, the advantage is the high speed of acquisition, which enables real-time spectra and is

very helpful for optimizing the light coupling to the cavity.

After taking a spectrum by the combination of broadband source and spectrograph, a fine

spectrum scan is followed at a smaller wavelength range around the desired cavity modes

using the combination of a tunable laser and a photodetector. Conventionally, the fine scan

is carried out in a point-by-point mode which gives a good wavelength accuracy but is very

slow. During this work, a continuous sweep mode was developed. With good electrical

synchronization and active wavelength calibration by the scanning OSA, the acquisition speed

is approaching the broadband source and spectrograph combination while maintaining high

wavelength accuracy.

To take a spectrum in the FH range (around 1550 nm), the cavity is excited by a linearly

polarized Gaussian beam with the electric field at 45◦ from the x-axis of the cavity at normal

incidence. On the main setup schema, the optical path for FH resonant scattering is C1-P1-

BS5-BS4-Obj-Sample-Obj-BS4-BS5-BS6-P2-L15-F1-D1.
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Figure 5.10: Lithographic tuning of doubly resonant cavities. (a)-(c) Dependence of λF H /2, λSH , and ∆λ
on lattice constant a, hole radius r , and slab thickness d, respectively.

ka−λF H /2 kr−λF H /2 kd−λF H /2 ka−λSH kr−λSH kd−λSH

Simulation 1.20 -1.54 0.83 1.08 -1.42 1.20
Experiment 1.13 -1.32 1.10 0.92 -1.20 1.66

ka−∆λ kr−∆λ kd−∆λ
Simulation 0.12 -0.11 -0.37
Experiment 0.21 -0.12 -0.57

Table 5.1: Parametric dependencies of FH and SH resonances.

In the SH range (around 775 nm), the cavity is excited with a similar configuration as for FH.

On the main setup schema, the optical path for SH resonant scattering is C2-P3-BS7-BS4-Obj-

Sample-Obj-BS4-BS7-BS8-P4-L14-F3-F2-D2. The quasi-TM mode at SH could be excited by a

linear polarized Gaussian beam at normal incidence because of the nonzero overlap between

the far-field donut pattern and the Gaussian shape at a nonconcentric configuration.

The matching of the doubly resonant condition is characterized by the detuning ∆λ defined

by:

∆λ=λFH/2−λSH, (5.2)

where λFH and λSH are the resonant wavelengths at FH and SH, respectively.

Since the dependencies of FH and SH resonant frequencies on the PhC parameters, such as the

lattice constant a, the hole radius r , and the slab thickness d , are different, lithographic tuning

of these parameters will help to achieve the doubly resonant condition [154]. In practice,

the lattice constant a, the hole radii r , and the slab thickness d are scanned around the

targeted values to verify the predicted dependencies and also to compensate for fabrication

imperfections and uncertainty of the refractive index in the experiment compared with the

values used in the simulation. The dependencies of FH and SH resonant wavelengths on

these parameters are analyzed, and the results are in agreement with the FDTD simulations

[Fig. 5.10, Table 5.1].
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5.5 Influence of Anisotropy and Active Tuning

Although lithographic tuning is possible, the parameters of individual cavities are fixed after

fabrication, and a large parameter space is required for the tuning, which results in a large

number of cavities to fabricate and measure. If the parameters can be tuned actively, i.e.,

tuned repetitively and reversely by artificial controls during the measurements, then it could

bring a great advantage.
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Figure 5.11: Active tuning by chip bending. (a) Schema of the stage for chip bending. The stage is also an
enclosed chamber for N2 protection of the sample. (b)-(c) Side view and top view of the stage. (d) Active
tuning for FH peaks. (e) Active tuning for SH peaks.

The possible parameters to tune could be the geometric parameters, e.g., lattice constant a

and slab thickness d , and the refractive indices, e.g., birefringence and refractive index change

induced by stress or temperature change. The piezoelectric effect of GaN/AlN could be applied

to change the geometric parameters. However, the piezoelectric effect is the strongest in the

c-direction (i.e., perpendicular to the slab) of wurtzite GaN and much weaker in the a- and

m-directions (i.e., in the plane of the slab). The Pockels effect [171, 172] could be applied

to change the birefringence and, thus, the refractive indices, while the electric potential

needed could be too large. The piezoelectric and Pockels effects require the fabrication

of microelectrodes around the cavity. Temperature tuning could be applied to change the

refractive indices and the geometry simultaneously, and the induced effect could be complex.
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Chapter 5. Doubly Resonant PhC Cavities

Temperature tuning was tested1 for a tuning range of 80 K-400 K, but no effective tuning was

observed.

Inspired by the split of the FH1x and FH1y , a simple stretch of the hexagonal lattice could

change the strain and the geometry at the same time. An intuitive way to do that is to bend

the chip mechanically, and this simple technique was tested and proven effective for tuning.

To bend the chip, a dedicated sample holder was designed and fabricated [Fig. 5.11 (a)-(c)].

The sample holder provides a framework that holds the square chip on the two sides from the

top and a moveable blade to push the chip from the bottom up. The distance between the

two contacting lines on the top side is 16 mm. Depending on the chip installation direction,

the holder can bend a square chip of size 20 mm×20 mm in the x- or y-direction. The blade

has a rounded surface of contact with the chip, so the pressure at the contact line can be

mitigated. The blade is actuated by a micrometer screw, which is upgradable to piezoelectric

actuators for higher precision. The bending is reversible because of the elasticity of the Si

chip itself. The travel distance of the blade to break a Si chip of a thickness about 275 µm

was tested to be around 160 µm, from which a travel distance under 100 µm was generally

considered safe for the chip. The holder is also designed to provide gas protection for the

sample during measurements. A coverslip is put on the top side of the holder to form a

chamber of a thickness around 2 mm, and thin pipes are installed on the sidewalls to provide

the N2 flow (see section 5.3.5).

The tuning effects of the peaks are presented in Fig. 5.11 (c)-(d). For the 3 bending tests with

blade travel distances within 100 µm, the first peak in the FH range is redshifted by 0.34, 0.51,

and 0.76 nm, the second peak in the FH range is redshifted by 0.20, 0.30, and 0.46 nm, and the

first peak in the SH range is redshifted by 0.04, 0.01, and 0.11 nm. At the FH range, the redshift

of the first peak is much larger than the second peak, which means the sensitivity of the two

peaks is different for the induced anisotropy. This result also agrees with the assumption

that the separation of the two degenerate modes is induced by the intrinsic anisotropy in the

cavity. At the SH range, the smaller shifts suggest that the position of the TM mode is not

sensitive to the in-plane anisotropy. Notice that the wavelength accuracy at SH is lower than

FH, and the pump-enhanced relaxation could also play a role. Nevertheless, the tuning effect

is recognizable and is shown to be more than 0.5 nm, which is comparable to one-half of the

FWHM of the SH1 peak.

1in Dipartimento di Fisica, Università di Pavia, Italy
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6 Nonlinear Frequency Conversion

6.1 Overview

Nonlinear frequency conversion is an essential aspect of nonlinear optics and has applications

in various fields. SHG has already been demonstrated in resonant structures such as micro-

ring resonators [142, 143, 173, 174] and others [175]. SPDC has already been demonstrated in

micro-ring resonators with photon-pair generation at MHz rates [176].

In doubly resonant cavities, both up- and down-conversion benefit simultaneously from the

enhancement of the pump through the amplification of the electric field strength and the

enhancement of the signal through the Purcell effect [72, 73] (see appendix A.1 for Purcell

effect). The increased conversion efficiency allows nonlinear photonic devices to work with

low-power and continuous-wave light sources, which is promising for low-power integrated

photonic devices. The small footprint of the cavity mode also adds value to Purcell’s factor

and the mass integration of on-chip photonic devices.

This chapter investigates up- and down-conversion in doubly resonant cavities, especially

SHG and SPDC. Since SPDC is a pure quantum process [177–180], the mechanics are not

exactly symmetric as SHG, which results in more difficulties measuring the signal. The main

results of the SHG part in this chapter were published in [167].
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6.2 Nonlinear Frequency Conversion in Doubly Resonant Cavities

Nonlinear frequency conversion processes in doubly resonant PhC slab cavities can be de-

scribed by generalizing the dynamic equations of the coupled-mode theory [136, 137] [Fig. 6.1]

(see section 2.1.4 for coupled-mode theory). The coupling ports for incoming and outgoing

waves are on the top, bottom, and lateral sides of the slab. The top and bottom ports are

symmetric, provided that the slab is symmetric about the bisection plane (the side walls of

the PhC holes are vertical, etc.). The coupling through the lateral port is generally very small,

provided that there are enough layers of holes in the outer region of the cavity and in the

absence of side-coupling waveguides. Inside the cavity, the FH mode and the SH mode are

coupled through SHG and PDC, which can be considered as a virtual port.

FH

SHG

PDC

SH

s1+ s2+s2-

s2-'s1-'s1+'

s1-"

s1+"

s2-"

s2+"

s2+'

s1-

Figure 6.1: Schematic representation of the coupled-mode model for second-order nonlinear frequency
conversion in the doubly resonant PhC slab cavity.

The dynamic equations of complex amplitudes in the doubly resonant PhC slab cavity with

χ(2) processes (i.e., SHG and PDC) when pumped from the top side of the slab take the form:

d a1

d t
= iω1a1 − iω1β1a∗

1 a2 − 1

τ10
a1 − 1

τ1e
a1 +κ1s1+, (6.1)

d a2

d t
= iω2a2 − iω2β2a2

1 −
1

τ20
a2 − 1

τ2e
a2 +κ2s2+, (6.2)

where the subscripts 1 and 2 indicate quantities at FH and SH ranges, respectively. For

simplicity, only the degenerate case is considered, in which the frequencies are related as

ω2 = 2ω1. The terms a1/τ10 and a2/τ20 represent the strength of meterial absorption. The

terms a1/τ1e and a2/τ2e represnent the strength of outgoing waves. The terms iω1β1a∗
1 a2

and iω2β2a2
1 represent the strength of PDC and SHG, respectively. β1 and β2 are nonlinear
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overlap factors, and their expressions can be deduced by perturbation theory as:

β1 = 1

4

lim
V →∞

∫
V

drε0
∑
i j k

χ(2)
i j k

(
E∗

1i E2 j E∗
1k +E∗

1i E∗
1 j E2k

)
(

lim
V →∞

∫
V

drε0ε1(r )|E1(r )|2
)(

lim
V →∞

∫
V

drε0ε2(r )|E2(r )|2
)1/2

, (6.3)

β2 = 1

4

lim
V →∞

∫
V

drε0
∑
i j k

χ(2)
i j k E∗

2i E1 j E1k(
lim

V →∞

∫
V

drε0ε1(r )|E1(r )|2
)(

lim
V →∞

∫
V

drε0ε2(r )|E2(r )|2
)1/2

. (6.4)

Due to energy conservation, i.e., d
d t

(|a1|2 +|a2|2
)= 0, β1 and β2 are related as ω1β1 =ω2β

∗
2 .

Notice that since the cavity modes are standing waves, the phase-matching condition for SHG

and PDC is not required. In the limit of a very large cavity, the nonlinear overlap factors recover

the phase-matching condition [136].

Unlike in bulk materials or in nonresonant waveguides, the maximum conversion efficiency

in doubly resonant cavities is achieved at a critical pump power [Fig. 6.2] [136, 137, 181]. This

phenomenon is due to the fact that, in coupled-mode systems, to achieve a high transmission

from an input port to an output port, the coupling rates to the two ports must be matched in

order to minimize the back-reflected wave. In the present case, the coupling to the input port

is characterized by the quality factor of the pump port, and the coupling rate to the output

"port" (i.e., the nonlinear conversion to another frequency) is characterized by the nonlinear

overlap factors (i.e., β1 and β2).
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Figure 6.2: SHG efficiency versus pump strength (adapted from [136]). The red line represents the SHG
efficiency, the black line represents the reflection efficiency of the pump. The calculation assumes an
undepleted regime without absorption.
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In the case of SHG, the maximum conversion efficiency, the maximum normalized conversion

efficiency, and the critical pump power can be respectively expressed as [137]:

ηmax =
P2,out

P1,in
=

(
1− Q1

Q1,rad

)(
1− Q2

Q2,rad

)
, (6.5)

ηnorm,max =
P2,out(
P1,in

)2 = 8

ω1

 χ(2)
eff√
ε0λ

3
1


2

Q2
1Q2

∣∣∣β∣∣∣2
(
1− Q1

Q1,rad

)2 (
1− Q2

Q2,rad

)
, (6.6)

P1, crit =
2ω1ε0λ

3
1(

χ(2)
eff

)2 ∣∣∣β∣∣∣2
Q2

1Q2

(
1− Q1

Q1,rad

)−1

, (6.7)

where the subscripts 1 and 2 indicate quantities at FH and SH ranges, respectively, χ(2)
eff is the

effective nonlinear susceptibility and Q =
(

1
Qrad

+ 1
Qc

)−1
is the quality factor incorporating the

coupling to radiative decay (loss) channels (Qrad) and to an input\output channel (Qc). The

nonlinear overlap factor β can be expressed as:

β=

∫
V

drε(r )E∗
2 E 2

1(∫
V

drε1(r )|E1|2
)(∫

V
drε2(r )|E2|2

)1/2
λ3/2

1 , (6.8)

where ε(r ) = 1 inside the material and zero elsewhere. This expression is a simplified di-

mensionless version of the nonlinear overlap factor for SHG as in Eq. (6.4), and it only takes

into account the spatial overlap of the near-field patterns of FH and SH modes and same-

polarization interactions.

In Eq. (6.5), the conversion efficiency is maximized to one at the critical pump power when

Q/Qrad ≈ 0, Qrad ≫ Qc, which corresponds to the case when the coupling strength to the

pump/detection channel is much larger than to the radiative decay channels. In Eq. (6.6),

the normalized conversion efficiency is proportional to Q2
1Q2

∣∣∣β∣∣∣2
. In Eq. (6.7), the critical

power is inversely proportional to the same term of Q2
1Q2

∣∣∣β∣∣∣2
, which suggests that the critical

power can be engineered to a desired value by setting the value of Q2
1Q2

∣∣∣β∣∣∣2
. In the low-power

regime, the quality factors and the nonlinear overlap factors are desired to be high enough to

achieve a high normalized conversion efficiency at a low value of the critical pump power.
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6.3 Frequency Up-Conversion

6.3.1 Frequency Up-Conversion in Doubly Resonant Cavity

According to Eq. (2.46) and Eq. (2.54) (see also Fig. 2.10), in the case of SFG, when assum-

ing full permutation symmetry and Kleinman’s symmetry (see section 2.2.1), the nonlinear

polarization components can be explicitly expressed as:

Px (ω3) = 2ε0
[
χ(2)

xzx Ez (ω1)Ex (ω2)+χ(2)
xxz Ex (ω1)Ez (ω2)

]
, (6.9)

Py (ω3) = 2ε0

[
χ(2)

y z y Ez (ω1)Ey (ω2)+χ(2)
y y z Ey (ω1)Ez (ω2)

]
, (6.10)

Pz (ω3) = 2ε0

[
χ(2)

zxx Ex (ω1)Ex (ω2)+χ(2)
z y y Ey (ω1)Ey (ω2)+χ(2)

zzz Ez (ω1)Ez (ω2)
]

, (6.11)

where we assume ω3 =ω1 +ω2 (see section 2.2.2). In the doubly resonant cavity, since the FH

mode is TE and the SH mode is TM, the only valid SFG process can be expressed as:

Pz (ω3) = 2ε0

[
χ(2)

zxx Ex (ω1)Ex (ω2)+χ(2)
z y y Ey (ω1)Ey (ω2)

]
. (6.12)

Notice that the electric fields Ex , Ey , and Ez are those sensed by the wurtzite crystal of the

material, so they should be the near field of the modes. On the other hand, the far field of

the modes only determines the coupling between the incident Gaussian beam pump and the

modes.

In SHG and in an isotropic doubly resonant cavity, i.e., when ω1 =ω2 =ωFH1x =ωFH1y, any

combination of FH1x and FH1y contribute equally to the z-polarization that is resonant at

SH1, which means the process is not sensitive to the pump polarization.

In the case where FH1x and FH1y are split because of anisotropy, the pump can still be at either

FH1x or FH1y , i.e., ω1 =ω2 =ωFH1x or ω1 =ω2 =ωFH1y, for the SHG to happen independently,

and the SHG intensity, at 2ω1, depends on how much power is coupled to the ωFH1x and ωFH1y

modes. This is the case in the experiment when two SHG peaks can be observed at ωFH1x and

ωFH1y with a single frequency scan with a 45◦-polarized pump.

However, the SFG between the FH1x mode and the FH1y mode, i.e.,ω1 =ωFH1x andω2 =ωFH1y,

could be very weak because of different frequencies with different polarizations in the near

field. Since the near fields of FH1x and FH1x are close to orthogonal, although not exactly

orthogonal, the product of the two fields is small.
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6.3.2 Doubly Resonance and Detuning

The cavities in experiments are not always perfectly doubly resonant [Fig. 6.3 (a)]. In this case,

the normalized conversion efficiency of the SHG process can be estimated by [182]:

ηnorm(λ) = P2,out(
P1,in

)2 (6.13)

= 8

ω1

 χ(2)
eff√
ε0λ

3
1


2

Q2
1Q2

∣∣∣β∣∣∣2
L 2

1 (λ)L2(λ/2) (6.14)

∝Q2
1Q2L

2
1 (λ)L2(λ/2), (6.15)

where the indices 1 and 2 indicate quantities at FH and SH ranges, respectively, λ is the

excitation wavelength, L1(λ) and L2(λ) are the normalized Lorentzian functions of FH and

SH resonances, respectively.

When the cavity is excited at the FH1 resonance, i.e., λ= λFH1, the detuning ∆λ= λSH1/2−
λFH1 determines the conversion efficiency ηconv via L2(λFH1/2). Obviously, the smaller the

detuning, the higher the conversion efficiency. Since the detuning can be changed by either

passive lithographic tuning or active strain-induced tuning, the conversion efficiency can be

changed and optimized accordingly.

6.3.3 Second-Harmonic Generation

After the doubly resonant condition is confirmed by the resonant scattering measurement

[Fig. 6.3 (a)], the SHG is investigated1 by exciting the doubly resonant cavity with a linearly

polarized Gaussian beam at the normal incidence of the cavity slab. The polarization of the

pump beam is either controlled by a λ/2 waveplate or by simply rotating the collimator (with

an attached PM fiber). The generated light (around 775 nm) is detected on the visible side

by the APD without the analyzer P4. On the main setup schema, the optical path for SHG

is C1-P1-BS5-BS4-Obj-Sample-Obj-BS4-BS4-BS8-L14-F3-F2-D2. The microscope objective

(20×, NA = 0.4) is selected to give a Gaussian beam for which the waist size is comparable to

the core size of the cavity, and the divergence angle is comparable to the simulated far-field

pattern of FH. Using the piezoelectric stage, the coupling is optimized by fine-translating the

sample in the x, y , and z directions. Assuming normal incidence is calibrated, the pitch and

yaw of the sample stage and the objective are kept constant.

Because of the dichroic mirror and the wavelength filters in front of the APD, the signal

observed is generally in the wavelength range of the transparent window (750-850 nm). Light

leakage is possible due to imperfect wavelength blockade but should be very small. The Si

APD is also not sensitive to the pump range at FH.

1The experiments were first carried out in Dipartimento di Fisica, Università di Pavia, Italy, and then repeated at
EPFL.
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Figure 6.3: SHG in doubly resonant cavity (adapted from [167]). (a) Normalized resonant scattering
intensity at FH and SH as a function of excitation wavelength for a cavity with -0.3 nm detuning.
Continuous lines show Lorentzian fits. (b) SHG intensity as a function of excitation power at resonance. (c)
Normalized resonant scattering intensity at FH and SHG intensity as a function of excitation wavelength.
Continuous lines show Lorentzian and Lorentzian squared fits for FH and SHG data, respectively. (d)
SHG signal at FH1 and FH2 as a function of incident polarization angle. Continuous lines show cos4 fits.

The SHG process is ascertained by power-dependent measurement: by fixing the excita-

tion wavelength at FH1, the SHG intensity scaled quadratically with the excitation power

[Fig. 6.3 (b)]. Alternatively, by fixing the excitation power and scanning the pumping wave-

length, the SHG intensity exhibited Lorentzian-squared dependence and matched perfectly

with the square of FH resonant scattering intensity, which also confirmed the quadratic nature

of the SHG process [Fig. 6.3 (c)].

The polarization of the FH modes is also studied by a fine polarization scan of the excitation

beam2. The results show that the SHG intensity is proportional to cos4(θp ), where θp is

the incident polarization angle, and the curve for FH2 is dephased from FH1 by about 90◦

[Fig. 6.3 (d)]. Together with the previous resonant scattering experiment, this confirms that the

polarization of mode FH1 is around 90◦ (along the y-axis of the cavity) while the polarization

of mode FH2 is around 0◦ (along the x-axis of the cavity). The 180◦ period of both modes

2This measurement was performed by Andrea Barone from Dipartimento di Fisica, Università di Pavia, Italy
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and the cos4 dependence are consistent with the assumption of linear polarization of cavity

modes at FH. The 2-fold symmetry for the FH modes instead of 6-fold suggests that the cavities

investigated are anisotropic.

6.3.4 Efficiency Calibration
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Figure 6.4: SHG efficiency calibration. (a) Core part of the optical setup. (b) Polarization of polarizer,
analyzer, and FH1 mode with respect to the cavity coordinate system Oxy.

The coupling efficiency to the cavity is calibrated with the help of a mirror reference at the

same position as the sample [Fig. 6.4 (a)]. The incident power at FH (Pi n) is measured as

a function of wavelength before the main objective by a free-space-coupled photodetector

(power meter), while the output resonant scattered power (at FH) (Pout ) is measured after the

analyzer with the same photodetector. These two power values are related by:

Pout = Pi nT F H
ob j cos2 (

θm −θp
)

RF H
cavi t y∥

×T F H
ob j T F H

di chr RF H
cube cos2 (θa −θm)TA∥, (6.16)

where T F H
ob j is the transmittance of the main objective at FH; cos2

(
θm −θp

)
comes from the

power projection from incident polarization (θp ) to the resonant mode polarization (θm)

[Fig. 6.4 (b)]; RF H
cavi t y∥ is the reflectance of the cavity when the incident polarization is parallel

to the polarization of the resonance mode; T F H
di chr is the transmittance of the dichroic mirror,

RF H
cube is the reflectance of the splitter cube, TA∥ is the transmittance of the analyzer when the

polarization is parallel to its axis (maximum transmission); the factor cos2 (θa −θm) comes

from the power projection from output polarization (θm) to the analyzer (θa). When replacing

the sample with a mirror and resetting the analyzer to be parallel with the polarizer, a similar

relation holds:

Pout ,mi r r or = Pi n,mi r r or T F H
ob j Rmi r r or T F H

ob j T F H
di chr RF H

cube TA∥, (6.17)

where Pout ,mi r r or and Pi n,mi r r or are the scattered and the excitation power at FH, respectively,

for the reference mirror; Rmi r r or is the reflectance of the reference mirror, and it is close to
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unity at FH. Comparing Eq. 6.17 to Eq. 6.16, we have:

RF H
cavi t y∥ =

Rmi r r or

cos2
(
θm −θp

)
cos2 (θa −θm)

Pout

Pi n

Pi n,mi r r or

Pout ,mi r r or
, (6.18)

On the other hand, RF H
cavi t y∥ can be expressed as:

RF H
cavi t y∥ =

(
1

2

)
ηc

(
1−ηF H

absor b

)
ηF H

cavi t y−ob j , (6.19)

where the factor 1/2 comes from the fact that the radiation of the cavity is symmetric to the

bisection plane of the slab and the in-plane loss outside the cavity is negligible; ηc is the

coupling efficiency, which is related to the overlap between incident beam pattern and cavity

far-field radiation pattern; ηF H
absor b is the absorption of the material and is considered to be

zero; ηF H
cavi t y−ob j is the coupling efficiency from the cavity to the objective, which is related

to the far-field emission pattern of the cavity at FH and the numerical aperture (N A = 0.4

in practice) of the objective and is considered to be one since the FH emission is highly

concentrated in the normal direction. Comparing Eq. 6.19 to Eq. 6.18, the coupling efficiency

can be expressed as:

ηc = 2

cos2
(
θm −θp

)
cos2 (θa −θm)

× Rmi r r or(
1−ηF H

absor b

)
ηF H

cavi t y−ob j

Pout

Pi n

Pi n,mi r r or

Pout ,mi r r or
. (6.20)

The SHG conversion (generation) efficiency is defined as:

ηSHG ,conver si on = Pg ener ated

P 2
coupled

, (6.21)

where the coupled power can be expressed as:

Pcoupled = Pi nT F H
ob j cos2 (

θm −θp
)
ηc , (6.22)

and the generated power can be expressed as:

Pg ener ated = Pout ,SHG

T SH
f i l ter RSH

di chr T SH
ob j

(1
2

)
ηSH

cavi t y−ob j

(
1−ηSH

absor b

) . (6.23)

By inserting in Eq. 6.22 and Eq. 6.23 to Eq. 6.21 and replacing ηc by Eq. 6.20, the conversion
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efficiency can be finally expressed as:

ηSHG ,conver si on = 2Pout ,SHG

T SH
f i l ter RSH

di chr T SH
ob jη

SH
cavi t y−ob j

(
1−ηSH

absor b

)
×

[
cos2 (θa −θm)

2

ηF H
cavi t y−ob j

(
1−ηF H

absor b

)
T F H

ob j Rmi r r or

Pout ,mi r r or

Pi n,mi r r or

1

Pout

]2

, (6.24)

where the power values can be extracted from the experimental spectra, and the other terms

are (wavelength dependent) constant.

∆λ QFH QSH LSH ηc Pc Pg ηconv

(nm) (×104) (λFH/2) (%) (mW) (nW) (W−1)
1 -0.9 1.49 804 0.23 19.6 0.541 1.120 3.8×10−3

2 -0.3 1.95 724 0.77 6.9 0.125 0.372 2.4×10−2

Table 6.1: Comparison of SHG in two cavities, where ∆λ is the detuning, QFH and QSH are Q-factors for
FH and SH resonances, LSH(λFH/2) is the normalized SH intensity at FH resonance, ηc is the coupling
efficiency, Pc is the coupled power, Pg is the SHG power, ηconv is the intrinsic conversion efficiency (adapted
from [167]).

Two cavities are shown as examples [Table 6.1]: one with large detuning (-0.9 nm) and the other

with small detuning (-0.3 nm) [Fig. 6.3 (a)]. The ratio of the two conversion efficiencies is very

close to the value predicted by Eq. 6.15. Moreover, the record intrinsic conversion efficiency in

the cavity with small detuning, 2.4×10−2 W−1 (±15%, assuming 100% collection efficiency on

the upper side of the slab, see supplement for the calibration details), is 10 times larger than

that of singly resonant L3 and H0 cavities [151] (ηconv = 2.4×10−3 W−1, Q = 3.3×104), even

with a smaller Q-factor at FH, which confirms the great potential of this doubly resonant PhC

cavity scheme for efficient nonlinear frequency conversion.

More calibrations suggest that the coupling efficiency is around 20% at FH, and the normalized

conversion efficiency could also be larger than in the table because of higher quality factors at

FH and SH and smaller detuning.

6.3.5 SH Far-Field Emission

Theoretical analysis and FDTD simulations predict that the far-field emission at SH frequency

is a linearly polarized vortex beam with a donut-shaped intensity pattern and radial polariza-

tion. This is consistent with the topological nature of BICs in momentum space [157]. To verify

this, the SHG far-field emission pattern was investigated by Fourier imaging (see section 4.4).

On the main setup schema, the optical path for FH resonant scattering is C1-P1-BS5-BS4-Obj-

Sample-Obj-BS4-BS7-L8-M4-M5-L11-M6-CCDVis. The SHG beam was focused by a lens (L8)

to form an image of the back focal plane of the objective on a CCD array, and a donut-shaped

pattern was directly captured [Fig. 6.5 (a)]. The donut-shaped far-field pattern is concentrated

within a ±5◦ angle in air, which is in perfect agreement with the simulation.
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(a) (b)

(d) (e)

(c)

Figure 6.5: SH far-field emission pattern (reproduced from [167]). (a) Fourier imaging of SH far-field
emission pattern. The grey scale represents the captured intensity as a function of the far-field emission
angle. (b-e) Fourier imaging of SH far-field emission pattern with polarizer at 0◦, 45◦, 90◦, and 135◦,
respectively.

Moreover, when placing a polarizer film in front of the CCD array, a pattern of two lobes

always remains, and its axis, which crosses the centers of the lobes, is always aligned with the

polarizer, which confirms the radially polarized nature of the beam [Fig. 6.5 (b-e)].

Note that the intensity of the vertically polarizing component in the donut is higher than that

of the vertically polarizing component [Fig. 6.5 (a), (b), and (d)]. This could be an artifact of

the optical measurement because of the lower transmission/reflection of the optical elements

(especially the dichroic mirror BS4) for the p-polarization. The anisotropy of the cavity could

also change the intensity distribution of the donut in a certain direction, while this effect is

very weak, according to simulations.
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6.4 Frequency Down-Conversion

6.4.1 Frequency Down-Conversion in Doubly Resonant Cavity

Similarly as in the up-conversion, according to Eq. (2.46) and Eq. (2.54) (see also Fig. 2.10), in

the case of DFG, when assuming full permutation symmetry and Kleinman’s symmetry (see

section 2.2.1), the nonlinear polarization components can be explicitly expressed as:

Px (ω2) = 2ε0
[
χ(2)

xzx Ez (ω3)Ex (ω1)+χ(2)
xxz Ex (ω3)Ez (ω1)

]
, (6.25)

Py (ω2) = 2ε0

[
χ(2)

y z y Ez (ω3)Ey (ω1)+χ(2)
y y z Ey (ω3)Ez (ω1)

]
, (6.26)

Pz (ω2) = 2ε0

[
χ(2)

zxx Ex (ω3)Ex (ω1)+χ(2)
z y y Ey (ω3)Ey (ω1)+χ(2)

zzz Ez (ω3)Ez (ω1)
]

. (6.27)

And in the doubly resonant cavity, since the FH mode is TE and the SH mode is TM, the valid

DFG processes can be expressed as:

Px (ω2) = 2ε0χ
(2)
xzx Ez (ω3)Ex (ω1), (6.28)

Py (ω2) = 2ε0χ
(2)
y z y Ez (ω3)Ey (ω1). (6.29)

In the case of DFG in an isotropic doubly resonant cavity, the SH pump is atω3 that is resonant

in the TM SH1 mode with z-polarization, the FH pump is at ω1 that is resonant in the TE

FH1 mode that can be any combination of FH1x and FH1y with TE polarization. The DFG

signal should be at ω2 =ω1 = 1/2ω3 that is also resonant in the TE FH1 mode with the same

polarization as the FH pump.

The DFG signal and the FH pump are of the same frequency and polarization, so they can

not be easily distinguished. The first solution to this issue could be modulating the SH pump,

and the DFG signal should also be modulated with the same frequency and can be extracted

from the strong background of the FH pump by lock-in detection. The second solution to this

issue could be tracking the intensity atω2 while scanning the frequency of either the SH pump

ω3 or the FH pump ω1 because some energy at ω3 is eventually converted to ω2 through the

process. But the difference in intensity can be very small compared to the large background,

especially when the DFG is very weak. The third solution could be carefully placing the FH

pump frequency ω1 on one side of the FH1 resonance peak so that the DFG frequency ω2 is at

the other side, and the two frequencies can be identified by the frequency difference. However,

this requires high-resolution spectrum analysis, possibly by a narrow linewidth bandpass filter,

because the linewidth of the FH modes is very small.

In the case of DFG in an anisotropic doubly resonant cavity, the process could still happen at

ωF H1x and ωF H1y independently, as described above. Interestingly, it could also be possible

to have the FH pump at ωF H1x and the DFG signal at ωF H1y or vice versa at the same time,

provided that the near fields of FH1x and FH1y are not exactly orthogonal. In this case, the FH

pump and the DFG signal could be easily discriminated because they are orthogonal in the far
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field. However, the efficiency could be low because of the small product of the near fields of

FH1x and FH1y .

Notice that in DFG, the SHG of the SH pump at ω3, the SHG of the FH pump at ω1, and the

SFG of the two pumps also exist with frequencies 2ω3, 2ω1, andω1+ω3, respectively, although

2ω3 and ω1 +ω3 are generally not resonant in the cavity.

In the case of SPDC where only one pump is provided at ω3, because the phase matching

condition is not required, any combination of the signal and idler frequencies ω1 and ω2

are valid as long as the energy conservation, ω3 = ω1 +ω2, is fulfilled. However, only the

combinations that are resonant in the cavity and possess significant nonlinear overlap factors

with the pump mode SH1 play the main roles. The second requirement excludes some high-

order modes of odd symmetry. Notice that the χ(2)
x y z element is zero for the wurtzite structure

so that there is no process that locally involves the x, y , and z polarizations at the same time,

and thus the signal and the idler are always of the same polarization and never orthogonal, for

a local piece of the material. However, as mentioned above, because of the non-zero product

of the near fields of FH1x and FH1y , orthogonal far fields for signal and idler are still possible.

Notice that the SHG of the pump also exists, with a frequency 2ω3, although it is generally not

resonant in the cavity.

In an isotropic doubly resonant cavity, The combination of ω1 =ω2 =ωFH1x =ωFH1y is valid,

with the same polarization for the signal and the idler. Since all TE polarizations are valid, the

collective beam of the signal and the idler is randomly polarized. The frequency scan around

ω3 results in one peak for the SPDC intensity.

In an anisotropic doubly resonant cavity, The combinations of ω1 =ω2 =ωFH1x and ω1 =ω2 =
ωFH1y are valid, with the signal and the idler at the far field both x-polarized or y-polarized,

respectively. The combination of ω1 =ωFH1x and ω2 =ωFH1y is also possible provided that the

product of the near fields of FH1x and FH1y is non-zero, which result in orthogonal signal and

idler at the far field. The frequency scan around ω3 could result in three peaks for the SPDC

intensity, with the middle peak smaller than the other two.

From a transient point of view, once an initial photon is spontaneously generated inside the

cavity at the frequency of one of the FH modes, it possibly excites the mode and serves as a seed

signal, and the process becomes DFG. The initial photons with different polarizations could

be generated independently, and in an isotropic doubly resonant cavity, the superposition

of the DFG processes results in a randomly polarized beam, while in an anisotropic doubly

resonant cavity, only the initial photons with the same polarization of the split modes could

exit the mode efficiently.

Notice also that the SPDC with the signal and the idler sharing the same polarization could

result in type-I entangled photon pairs, and the SPDC with orthogonal signal and idler could

result in type-II entangled photon pairs.
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6.4.2 Difference Frequency Generation

The DFG was investigated before the SPDC because the DFG can be regarded as the stimulated

version of SPDC. Since the anisotropy of the cavity is verified, the FH pump is placed at either

FH1x or FH1y , and the SH pump is placed at SH1.

Because of the radially polarized donut in the far field of the SH1 mode, the Gaussian pump

is placed off the center of the cavity with appropriate polarization, i.e., with x-polarization

when the pump beam is moved in the x-axis of the cavity, and with y-polarization when the

pump beam is moved in the y-axis of the cavity. The pump beam at SH is still in the normal

direction of the cavity slab because of the complexity of adjusting the incident angle. With

this configuration, the coupling efficiency of the SH pump is tested to be also around 20%,

using a similar technique as in section 6.3.4, which is comparable to the coupling efficiency

at the FH range. The FH pump is also a Gaussian beam at normal incidence, centered in the

cavity, and with a 45◦-polarization. The coupling of the two pump beams is optimized by

a similar technique as the resonant scattering. The coupling of the SH pump is optimized

first by moving the sample in x, y , and z directions by the piezoelectric actuator, and then

the coupling of the FH pump is optimized by changing the pitch and yaw of the FH beam.

Although the microscope objective used is chromatic, the coupling to the FH mode is found

not sensitive to the focus. As a comparison, the coupling to the SH mode is more sensitive to

the focus and the position.

Because the DFG signal generally has the same polarization and frequency as the FH pump, to

discriminate the DFG signal by lock-in detection, the SH pump is modulated by an optical

chopper at 2 kHz, which is the bandwidth of the NIR PD. The DFG signal is collected by the NIR

PD with the same configuration as resonant scattering but without the analyzer. The signal

contains a large constant background, as expected, because of the direct reflection of the FH

pump. However, the modulation of the signal can be easily identified with the oscilloscope

with the same frequency and line shape as the modulation at FH. Since the SH pump beam is

filtered out by the long pass filter before the NIR PD, the signal is for certain the NIR signal.

However, when slightly changing the frequency of the FH pump, the signal on the NIR PD not

only changed the amplitude but also occasionally shifted the phase by π. This phenomenon is

not expected in a DFG process.

To investigate the origin of the phase shift of the signal, the FH pump beam is placed at 5

frequencies around the first resonance peak at FH [Fig. 6.6 (a)], and the SH pump is scanned

in frequency around the SH peak without modulation. The corresponding spectra of the NIR

PD signal versus the SH wavelength show that when the FH pump is placed at wavelength

points 1, 2, and 3, the signal with the SH pump is smaller than that without the SH pump,

while when the FH pump is placed at wavelength points 4 and 5, the signal with the SH pump

is larger than that without the SH pump[Fig. 6.6 (b)-(f)]. This suggests the FH resonance peak

might be redshifted when the SH pump is on.

To verify this assumption, the SH pump is fixed at 3 frequencies around the SH resonance
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Figure 6.6: Pump-induced shift of FH resonance with SH scan. (a) Resonant scattering spectrum of the
FH1x and FH1y peaks for reference. The FH pump is placed at 5 wavelengths around the FH1y peak.
(b)-(f) Intensity measured on the NIR PD when scanning the wavelength of the SH pump, with the FH
pump fixed at positions 1-5 as indicated in (a).

peak [Fig. 6.7 (a)], and the FH pump is scanned in frequency around the FH peak without

modulation. The corresponding spectra of the NIR PD signal versus the FH wavelength are

basically the same as the resonant scattering spectrum, however, by comparing the off and on

states of the SH pump, each with 3 repetitions [Fig. 6.7 (d)-(f)], a small redshift of only about

5 pm can be identified, accompanied with a slight decrease in the Q-factors. [Fig. 6.7 (b)-(c)].

The redshift is also reversible as the peak positions and Q-factors recover when the SH pump

is turned off again. Now it can be concluded that the SH pump at SH induces a small and

reversible redshift of about only 5 pm for the FH peak, which is responsible for the signal

perturbation and phase shift with SH modulation.

The reason for the SH pump-induced redshift might be the thermal effect because the SH

pump is at a relatively high power of several tens of milliwatts, compared to below 10 milliwatts

power for the FH pump. Notice that the effect is reversible at a modulation frequency of 2 kHz,

so the process for the origin of the redshift is reversible and fast.

Since the Q-factors of the FH peaks are as high as 4×104, the linewidth of the peaks is as small

as about 40 pm, so that even if the redshift is only about 5 pm, the induced perturbation of

the NIR PD signal is significant. Because of this effect, the idea of identifying the DFG signal

by SH modulation is no more valid. As mentioned before, the alternatives could be tracking

the intensity change of the FH signal or fine-adjusting the FH pump frequency on one side of

the FH peak so that the DFG signal is on the other side. However, these alternatives require

fine resolution in either intensity or frequency, which is rather challenging using the currently

available setups.
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Figure 6.7: Pump-induced shift of FH resonance with FH scan. (a) Resonant scattering spectrum of the
SH1 peak for reference. The SH pump is placed at 3 wavelengths around the SH1 peak. (d)-(f) Intensity
measured on the NIR PD when scanning the wavelength of the FH pump around the FH1y peak, with the
SH pump fixed at positions 1-3 as indicated in (a). Blue, orange, and green lines, each repeated three
times for reliability, represent the status of the SH pump in sequential order. (b) Peak locations of the 9
lines for the SH pump at wavelengths 1-3. (c) Q-factors of the 9 lines for SH pump at wavelengths 1-3.

6.4.3 Spontaneous Parametric Down Conversion

The DFG is an intermediate step for investigating SPDC. If the SPDC signal is already observed,

then it is no more necessary to test the DFG. However, the challenge for SPDC is that the signal

could be very weak and below the detectable power of the PDs.

The SPDC is directly investigated on the main setup with a pump at FH of power about 100 mW

measured after the collimator. The coupling to the cavity is the same as described in DFG,

with about 20% coupling efficiency, and the FH signal is collected with the NIR PD without

the analyzer. The detector NIR PD has a noise-equivalent power (NEP) of 1.5×10−14W/
p

Hz

at around 1550 nm and a bandwidth of 2 kHz, which results in a minimum detectable power

of about 0.67 pW with lock-in detection. Since the FH peaks are very sharp (with the FWHM

about 40 pm) and the wavelength resolution for the Ti:sapphire laser is limited (about 4 pm

at maximum, with large fluctuations, plus the mode-hopping effect at certain wavelength

ranges), the SH pump is either scanned continuously with the slowest speed or point by point

with the minimum step. However, several measurements on doubly resonant cavities with

different detunings and at different wavelength ranges were carried out, but no SPDC signal

was observed.

The reason for the absence of SPDC could be technical issues with the measurement setup

or the fact that the conversion efficiency is too low to be observed by the setup. The issues

with the setup could be: firstly, the wavelength resolution of the Ti:sapphire laser is too low for
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the linewidth of FH peaks, and the peak is missed; secondly, the mode-hopping happened

occasionally at the FH peak positions so that the peak is missed; thirdly, the power collection

on the NIR PD is not well aligned, and the SPDC power is not fully measured by the NIR PD;

fourthly, the NEP of the NIR PD degraded so that the sensitivity is decreased. For the possibility

that the conversion efficiency is too low to be observed by the setup, the solution could be

using a more sensitive detector, e.g., a single photon detector, higher pump power or even

pulsed pump, and smaller power losses through the optical elements.

Although SPDC can be regarded as the inverse process of SHG, the conversion efficiency

of SPDC is much smaller than SHG. In SHG, the generated signal is at a fixed frequency

that is determined by the pump, while in SPDC, the signal and the idler can be a series

of combinations that fulfill the energy conservation. Although the requirement of phase

matching and nonlinear overlap factor put more strict constraints on the combinations,

the combinations are still more than that in SHG, which is only one. The conversion to

combinations competes with each other and eventually limits the efficiency of a certain

combination. Nevertheless, in doubly resonant cavities, because of the enhancement of both

the pump and the signal extraction, the conversion efficiency of SPDC should be much higher

than in bulk materials. However, the quantitative analysis of the process could be rather

complex, and the theoretical conversion efficiency is still being debated.

Another reason for the lower efficiency of SPDC than SHG in the doubly resonant cavity is that

the Q-factor of the SH resonance is more than one order of magnitude lower than that of the

FH resonance. The enhancement factor, for either SHG or SPDC, turns out to be proportional

to Q2 on the pump side and to Q on the extraction side. As a result, the enhancement factor

of the doubly resonant cavity is proportional to Q2
FHQSH for SHG, and QFHQ2

SH for SPDC,

which results in a decrease factor of QFH/QSH for SPDC compare to SHG. Numerically, taking

QFH = 4×104 and QSH = 800, the enhancement for SPDC could be QFH/QSH = 50 times less

efficient than that for SHG.

107
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In the fabrication part, the existing fabrication processes are further developed. The strain

engineering by spring tethers is demonstrated and proved effective for suspending waveg-

uides and PhCs, which improved the stability of devices with an end-fire design. The deep

etching technique improves the fabrication repeatability of the waveguide terminals. The HSQ

technique for EBL is demonstrated to be effective, but because of the much longer exposure

time in the case of 2D PhC, it is not widely adopted. The AlN etching recipe is developed,

although with a larger sidewall inclination than GaN.

In the optical measurement part, the main optical setup is redesigned, and the stability and

functionality are improved. Dedicated LabVIEW scripts for measurement controls are devel-

oped from scratch, which provides not only the conventional point-by-point measurement

scheme but also the fast continuous sweep mode with active wavelength calibration. The

scripts significantly improve the measurement efficiency and wavelength reliability.

In the doubly resonant cavity part, the first doubly resonant PhC slab cavity has been exper-

imentally demonstrated. The Q-factors at FH (around 1550 nm) and SH (around 775 nm)

ranges are around 2.0−4.3×104 and 700-1000, respectively. The small detuning between

the two resonant modes is realized by lithographic tuning. Although the optimization of

material quality and Q-factors were not the main targets during the fabrication process, the

Q-factors are comparable with the predicted values. This shows the robustness of the cavity

design and suggests great potential for improvement in the Q-factors. Alternative doubly

resonant cavity designs have been proposed based on topology optimization of microposts

and microrings [137, 183]. However, these designs contain very fine structural features that

make them less robust to fabrication imperfections in practice. Further design based on cylin-

drical dielectric structures has also been demonstrated [175], characterized by a high degree

of compactness and sustaining relatively high excitation powers. However, the measured

Q-factors and conversion efficiencies are much lower than the ones shown in the present

work.

The two fundamental degenerate modes at the FH range are observed to have polarizations
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along the x- and y-axis, respectively, in the far field, which is in agreement with FDTD simula-

tions. However, the 0.5-2 nm split of the modes is observed, and the mode with y-polarization

has a lower frequency than the mode with x-polarization. FDTD simulations suggest that the

split could be due to anisotropic refractive index or cavity geometry deformation. Inspired by

the mode split, active tuning by applying anisotropic stress is demonstrated, and up to 0.5 nm

reversible tuning is realized, which adds a great degree of freedom to tune the performance of

the doubly resonant cavity.

In the nonlinear frequency conversion part, the SHG is successfully demonstrated in the

cavity. An experimental intrinsic SHG conversion efficiency of 2.4×10−2 W−1 is achieved,

which is 10 times larger than the previously shown result for a singly resonant cavity with

an even higher Q-factor at FH [151]. This result is in agreement with the higher efficiency of

nonlinear frequency conversion in doubly resonant cavities predicted by theory. Significant

room for improvement is left for further developments, both at the level of nonlinear overlap

factor design and experimental Q-factors, and thus the SHG conversion efficiency could be

ultimately increased in the future. Active tuning could also be investigated in the SHG process.

It is confirmed that the SHG far-field emission pattern is tightly concentrated (±5◦) around the

normal direction with donut shape and radial polarization, as a result of the BIC confinement

at SH, which is in agreement with FDTD simulations. The far field of the BIC mode confirms

the topological charge description [157]. Although the BIC resonant mode is not the only

way of generating a radially polarized beam [184], the highly normal-direction concentration

of the beam is peculiar and takes advantage of beam out-coupling. The implementation

of the BIC and the heterostructure put forward a practical realization of the long-standing

challenge of designing PhC slab cavities fulfilling the doubly resonant conditions. The BIC

confinement mechanism also provides a natural way to generate a highly concentrated and

radially polarized vortex beam through the SHG process.

Unfortunately, SPDC is not observed in the cavity. This may be because, even with the

enhancement mechanisms of the doubly resonant cavity, the intrinsic efficiency of the process

is too low and is beyond the capability of the current experimental setup (100 mW pump at

around 775 nm, 0.67 pW nominal minimum detectable power). Limited wavelength resolution

(4 pm), occasional mode-hopping, and small collection efficiency could also be the reason.

In DFG, the lack of χ(2)
x y z element of the wurtzite crystal, combined with the TM pump and

TE extraction configuration, results in the same polarization of the signal and idler beams,

which adds difficulties for discriminating the generated idler signal. The SH pump-induced

shift at FH hinders the pump modulation for idler discrimination. In order to achieve SPDC

in the doubly resonant cavity, the efficiency needs to be carefully analyzed, and potentially a

photodetector with higher sensitivity, e.g., a single photon detector, is required for the low-

power continuous-wave pump. Alternatively, pumping by a tunable pulsed laser can also be

investigated.
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A.1 Purcell Effect

Purcell’s factor, i.e., the factor by which the spontaneous emission rate is enhanced by a cavity,

can be expressed as [72, 73]:

FP = 3

4π2

(
λ

n

)3 Q

V
, (A.1)

where λ is the wavelength in vacuum, n is the refractive index, Q is the quality factor, and V is

the effective volume.

Derivation

The probability density (per unit of time) of spontaneous emission into a prescribed mode in

a cavity is given by [71]:

psp = c

V
σ(ν), (A.2)

where V is the volume of the cavity, σ=σmax cos2θ is the transition cross-section, and θ is the

angle between the dipole moment of the atom and the field direction of the mode.

The density of modes, i.e., the number of modes per unit volume per unit bandwidth around

the frequency ν, in a large (size much larger than the wavelength) three-dimensional (3D)

cavity in a vacuum is given by [71]:

ρcav(ν) = 8πν3

c3 , (A.3)

where ν is the optical frequency, c is the light speed in vacuum.

The total probability density (per unit of time) of spontaneous emission into all modes in a
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large cavity can be expressed as:

Psp =
∫ ∞

0

[ c

V
σ(ν)

][
V ρcav(ν)

]
dν, (A.4)

where σ=<σmax cos2θ >= 1
3σmax is the average transition cross section in space.

Similarly, the total probability density (per unit of time) of spontaneous emission into all

modes in a microcavity can be expressed as:

Pcav =
∫ ∞

0

[ c

V
σmax(ν)

][
2Q

πν

]
dν, (A.5)

where 2Q
πν is the mode density (number of modes per unit frequency) of the microcavity at

resonance. It is assumed to be the maximum value of the Lorentzian function of the mode

density:

L (ν) = 1

π

δν
2(

δν
2

)2 + (ν−ν0)2
, (A.6)

where Q = ν0/δν is the quality factor.

Finally, the spontaneous emission rate is enhanced by a factor of:

FP = Pcav

Psp
=

2Q
πν

c
V

∫ ∞
0 σmax(ν)dν

1
3

8πν3

c3 V c
V

∫ ∞
0 σmax(ν)dν

= 3

4π2

( c

ν

)3 Q

V
(A.7)

A.2 Doubly Resonant Cavity Design by Gdspy

The following Python code is a minimized example for generating a doubly resonant cavity

using the Python package gdspy [106]. The first function is the core function for generating

a doubly resonant cavity with band-folding extractors. It implements a list of vectors and a

three-layer loop to create cavity holes from the core region to the outer region in an anti-clock

spiral order (Fig. A.1). It is independent of gdspy and is also used to create simulation models.

The second function is an example of creating a GDS file using the gdspy package. The example

code generates a GDS file containing a doubly resonant cavity.

The implemented code is an object-oriented version that also manages the parameter scan,

the layout arrangement, etc., on a larger scale. It is much longer and thus not shown here.
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Figure A.1: Schema of the writing order of holes in a doubly resonant cavity. The EBL exposure follows
the same order by default.

1 import numpy as np
2 import gdspy
3

4

5 def doubly_resonant_cavity_nodes (a, n_c , n_t , n_o):
6 nodes = []
7

8 # the hexagonal vectors , for drawing as hexagonal rings
9 v1 = np.array([-1 / 2, +np.sqrt(3) / 2])

10 v2 = np.array([-1, 0])
11 v3 = np.array([-1 / 2, -np.sqrt(3) / 2])
12 v_list = [v1 , v2 , v3 , -v1 , -v2 , -v3]
13

14 # the main loop to generate the lattice nodes
15 nodes. append (dict(x=0, y=0, mark=’c_ext ’)) # the center hole
16 for rn in range(1, n_c + n_t + n_o + 1):
17 # rn: the radius of hexagonal rings in unit of a
18 vi = np.array([rn , 0])
19 for j in range (0, 6):
20 for i in range(0, rn):
21 if rn <= n_c: # the core region
22 mark = ’c_ext ’ if rn % 2 == 0 and i % 2 == 0 else ’c’
23 elif rn <= n_c + n_t: # the transition region
24 mark = ’t_ext ’ if rn % 2 == 0 and i % 2 == 0 else ’t’
25 else: # the outer region
26 mark = ’o’
27 nodes. append (dict(x=vi[0]*a, y=vi[1]*a, mark=mark))
28 vi = vi + v_list [j]
29

30 return nodes # a list of dictionaries [{’x ’:, ’y ’:, ’mark ’:} ,]
31

32

33 def doubly_resonant_cavity_example ():
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34 # define the base parameters for a doubly resonant cavity
35 a, n_c , n_t , n_o , r_c , r_t , r_o , r_c_ext , r_t_ext = \
36 [650 , 6, 4, 14 , 130 , 137 , 150 , 135 , 142]
37

38 # define the parameters for the hole instances
39 params_holes = [
40 dict(name=’c’, r=r_c , layer=1),
41 dict(name=’t’, r=r_t , layer=2),
42 dict(name=’o’, r=r_o , layer=3),
43 dict(name=’c_ext ’, r=r_c_ext , layer=4),
44 dict(name=’t_ext ’, r=r_t_ext , layer=5)
45 ]
46

47 # define a gdspy library
48 lib = gdspy. GdsLibrary (unit=1e-9, precision =1e-11)
49

50 # create a dictionary of hole instances
51 holes = {}
52 for params in params_holes :
53 cell = lib. new_cell ( params .get(’name ’))
54 poly = gdspy.Round(
55 center =(0, 0),
56 radius = params .get(’r’),
57 number_of_points =199 ,
58 layer= params .get(’layer ’),
59 datatype =3,
60 )
61 cell.add(poly)
62 holes. update ({ params .get(’name ’): cell})
63

64 # generate the hole coordinates and fill holes in the lattice
65 nodes = doubly_resonant_cavity_nodes (a, n_c , n_t , n_o)
66 cell = lib. new_cell (’doubly_resonant_cavity_example ’)
67 for node in nodes:
68 cell.add(gdspy. CellReference (holes.get(node.get(’mark ’)),
69 (node.get(’x’), node.get(’y’))))
70

71 # write the cells to a GDS file
72 lib. write_gds (’doubly_resonant_cavity_example .gds ’)
73

74

75 if __name__ == " __main__ ":
76 doubly_resonant_cavity_example ()

A.3 Main Optical Setup Drawing and Element List

The schematic drawing of the main optical setup is presented [Fig. A.2], together with the

elements used [Table A.1, A.2]. The drawing was prepared with the LaTeX package pst-optexp.
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Label Model Description

BS1 TL BP145B1 pellicle beam splitter
BS2 TL BP145B3 pellicle beam splitter
BS3 TL EBS1 economy beam splitter
BS4 TL DMSP1000R dichroic mirror, short pass, 1000 nm
BS5 EO 47-236 beam splitter cube for 1550 nm
BS6 TL BP245B3 pellicle beam splitter
BS7 EO 47-236 beam splitter cube for 775 nm
BS8 TL BP245B1 pellicle beam splitter
BS9 TL BSF10-B beam sampler
C1 TL F280APC-1550 fixed collimator, 1550 nm
C2 TL F280APC-780 fixed collimator, 775 nm
C3 TL RC08APC-P01 reflective collimator
C4 TL CFC-8X-B adjustable collimator, 775 nm

C5, C6 TL PAF-X-5-1550 Fiber ports
C7, C8 TL PAF-X-2.6A-1550 Fiber ports

D1 Eosystems DSS-IGA020TC InGaAs photodiode
D2 Hamamatsu C4777-01 Avalanche Photodiode
F1 TL FELH1400 long-pass filter, 1400 nm
F2 TL FESH0850 short-pass filter, 850 nm
F3 TL FELH0750 long-pass filter, 750 nm
F4 TL FELH0550 long-pass filter, 550 nm

FB1, FB4 TL P3-1550PM-FC-2 polarization maintaining fiber
FB2 TL P3-780PM-FC-5 polarization maintaining fiber
FB3 TL M42L05 multimode fiber
FB6 TL P5-1064HE-2 single mode fiber, end-capped

L1, L2 - lens
L3 - lens A400, f=400 mm
L4 - lens A400C, f=400 mm, IR coating

L5, L6 - lens A300C, f=400 mm, IR coating
L7 - lens A500C, f=500 mm, IR coating
L8 TL AC508-400-A lens f=400 mm, VIS coating

L9, L10, L11 TL AC508-300-A lens f=300 mm, VIS coating
L12, L13 - lens

L14 TL AC254-050-B lens f=50 mm
L15 TL AC254-050-C lens f=50 mm

LED1 TL M1550L3 LED, 1550nm
LED2 - white or blue LED

M1, M2, M3 TL PFSQ20-03-M01 protected gold mirror
M4, M5, M6 TL PFSQ20-03-P01 protected silver mirror

Table A.1: List of optical elements used (TL: Thorlabs, NP: Newport, EO: Edmund Optics) (1/2).
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Label Model Description

Obj - main objective, 20x NA=0.45
Objsc -
P1, P2 NP 10LP-NIR Linear polarizer, 1100-1750 nm, 1000:1

P3 NP 05P108AR.16 Linear polarizer, 740-860 nm, 10000:1
P4 TL LPNIR050-MP2 Linear polarizer, 650-2000 nm, 10000:1
P5 - linear polarizer film
P6 OFR RZB-1/2-1550 λ/2 wave plate, 1550 nm
P7 OFR PCB-1550-1.5 linear polarizer, 1550 nm
P8 - linear polarizer, 1550 nm

Table A.2: (List of optical elements used (TL: Thorlabs, NP: Newport, EO: Edmund Optics) (2/2).

A.4 Alignment of the Main Setup

Since 1550 nm light is invisible and 775 nm light is also difficult to see, fiber-coupled laser

pointers (also called visual fault locators) at around 650 nm are used for coarse alignment.

These lasers are especially convenient when combined with optical fibers and fiber collimators.

Because of dispersion issues, the alignment is fine-tuned with 1550 nm and 775 nm lasers

afterward, with laser viewing cards or CCD sensors.

The main microscope objective should be aligned in the vertical direction so that the sample

can be positioned in a horizontal stage. To do this, an alignment laser is connected to C2, the

silver mirror between BS1 and the main objective is changed to a plate beam splitter, the main

objective is covered with a small iris at its axis, and a mirror is placed on the sample stage.

The light beam reflected by the mirror passes through the main objective, the small iris, and

the beam splitter and goes vertically up. This beam is aligned to be vertical with a plumb by

changing the tilt of the mirror and the objective.

When aligning the NIR part with the alignment laser, a higher power is needed because of

the low reflectivity of the dichroic mirror for the visible range. In practice, an 80 mW laser at

650 nm is used, and the beam spot at the detector position is barely visible in the dark1.

When 1550 nm and 775 nm wavelengths are involved simultaneously, it is generally required

that these two beams spatially coincide. To do this, two alignment lasers are connected to

C1 and C2, respectively, and BS1 is replaced with a mirror module that redirects the light to

a screen at a long distance (the CCD Vis can also be used for this purpose while ND filters

should be installed to avoid any damage). By adjusting BS4 and BS5, the two spots on BS4 as

well and the two spots on the screen coincide at the same time, which ensures the coincidence

of the two beams.

1This issue is considered at the beginning of the setup design, and the configuration with a long-pass dichroic
mirror is not adopted for practical reasons
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A.5 Ti:sapphire Laser Wavelength Nonlinearity Analysis

Although the relation between the output wavelength and the actuator position appears linear

for large tuning ranges, a small wavelength nonlinearity can be observed during experiments.

An example can be given by analyzing the transmission spectrum of an optical element

possessing Fabry-Pérot interference.
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Figure A.3: (a) Ti:sapphire laser output spectrum. Fringes are due to interference of filter elements. b)
FFT to extract the optical path of the involved cavity, according to Fabry-Pérot interference relations. (c)
Comparison of peak locations of the measured output and the calculated output. (d) Relative wavelength
error spectrum of the Ti:sapphire laser.

First, a transmission spectrum of a long-pass filter (edge at 600 nm and slightly reflective in the

NIR range) is measured using the Ti:sapphire laser [Fig. A.3 (a)]. The transmission spectrum

is full of interference fringes, and the wavelength is given by a linear interpolation according

to the actuator position. Then, the optical path of the long-pass filter is extracted from the

transmission spectrum by fast Fourier transform (FFT) according to Fabry-Pérot interference

[Fig. A.3 (b)]. Next, a theoretical FP transmission spectrum is calculated and compared to

the measured spectrum [Fig. A.3 (c)]. Finally, The difference between the corresponding

fringe peaks of the two spectra is calculated and plotted with respect to the peak wavelength

[Fig. A.3 (d)]. The result shows that there is as much as 1.5 nm for the error in wavelength
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between the center and the edge of the scanned wavelength range when assuming a linear

relation between wavelength and actuator position. This difference arises from the geometric

configuration of the birefringent tuner and the actuator. Alternatively, direct wavelength

measurements with the OSA give similar results but are much more time-consuming.

A.6 Lock-in Amplification

Lock-in amplifiers use phase-sensitive detection to filter alternating current (AC) signals whose

frequencies are very close to the reference frequency and to reduce noise in the frequency

domain. The applied lock-in amplifier (Stanford Research Systems SR510 or SR830) is used

together with an optical chopper (Thorlabs MC1000) or an acousto-optic modulator (see

section 4.2.3) that modulates the light source with a fixed reference frequency [Fig. 4.2 (a)].

The reference modulation frequency should be, in general, smaller than the bandwidth of

the photodetector, which is usually defined as the frequency at which the photosensitivity is

attenuated by 3 dB (i.e., a factor of 2).

Inside the lock-in amplifier, a multiplier (phase sensitive detector, PSD) takes the signal and

the reference as the inputs and gives the product of the two as the output.

Vout =Ṽsi g · Ṽr e f (A.8)

=Vsi g sin
(
ωsi g t +θsi g

) ·Vr e f sin
(
ωr e f t +θr e f

)
(A.9)

=1

2
Vr e f Vsi g cos

[(
ωsi g −ωr e f

)
t + (

θsi g −θr e f
)]

(A.10)

− 1

2
Vr e f Vsi g cos

[(
ωsi g +ωr e f

)
t + (

θsi g +θr e f
)]

(A.11)

where Ṽsi g is the small signal to be measured, Ṽr e f is the reference with large enough am-

plitude. The output of the multiplier contains two terms with two frequency components.

The frequency component
(
ωsi g −ωr e f

)
is ideally zero and experimentally small, and the first

term is a low-frequency (ideally DC) component. The frequency component
(
ωsi g +ωr e f

)
is large, and the second term is a high-frequency component. The second term is filtered

out by a low-pass filter, i.e., signal averaging, and the attenuation of the noise frequencies is

determined by the bandwidth of the low-pass filter, i.e., the averaging time.

A lock-in amplifier usually contains one or two multipliers. For a lock-in amplifier with a single

multiplier (e.g., SR510), the phase of the reference is adjusted to be the same as the signal,(
θsi g −θr e f

)= 0, and the resulting output is a DC signal with the amplification gain of Vr e f /2:

Vout =1

2
Vr e f Vsi g . (A.12)

For a lock-in amplifier with two multipliers (also called 2-channel or vector lock-in amplifier,

e.g., SR830), the dependencies on the phase difference
(
θsi g −θr e f

)
can be eliminated by
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analyzing the two outputs, X and Y , with π/2 constant phase delay:

X =1

2
Vsi g Vr e f cos

(
θsi g −θr e f

)
, (A.13)

Y =1

2
Vsi g Vr e f cos

(
θsi g −θr e f +

π

2

)
, (A.14)

R =1

2
Vr e f Vsi g =

√
X 2 +Y 2, (A.15)

θ =(
θsi g −θr e f

)= arctan

(
Y

X

)
, (A.16)

where R is the phase-independent amplitude, and θ is the phase difference between the signal

and the reference.

The relation between the average time tav g and the low-pass filter bandwidth fbw is given

by the Nyquist–Shannon sampling theorem, which states that if a function P (t ) contains no

frequencies higher than fbw hertz, it is completely determined by giving its ordinates at a

series of points spaced apart by tav g seconds, where tav g can be expressed as:

tav g = 1

2 fbw
. (A.17)

The minimum detectable power is related to the filter bandwidth fbw by:

Pmi n =N EP (λ)×
√

fbw , (A.18)

where N EP (λ) is the noise-equivalent power (in unit of W /
p

H z) of the photodetector.

When the reference or the signal is not perfectly sinusoidal, the output of the multiplier only

contains the first term of the Fourier expansion, which results in a smaller amplitude of the

output. On the signal side, the optical chopper modulates the light signal only into a square-

like wave, while the acousto-optic modulator gives variable waveforms, including sinusoidal

waves. On the reference side, the amplifier SR510 directly takes the external reference (square

wave from the optical chopper or others from the function generator), while the amplifier

SR830 internally generates a perfect sinusoidal signal with the same frequency and phase as

the external reference for better performance.

A.7 High Order Modes of Doubly Resonant Cavity
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(1-a) FH3 (1-b) (1-c) (1-d)

(2-a) FH4 (2-b) (2-c) (2-d)

(3-a) FHx2 (3-b) (3-c) (3-d)

(4-a) FHy2 (4-b) (4-c) (4-d)

(5-a) FHx3 (5-b) (5-c) (5-d)

(6-a) FHy3 (6-b) (6-c) (6-d)

Figure A.4: High order modes at FH. The first column shows the near-field patterns. The color map shows
the squared electric field, E 2

x +E 2
y , at the center of the slab, and Ez = 0. The second column shows the

vector map [Ex ,Ey ] of the electric field at the center of the slab. The color and the length of the arrows
represent the norm of the electric field but are not necessarily normalized for all modes. The third column
shows the full pattern of the far-field emission at the upper hemisphere of the slab. The color map and
the white arrows show the intensity and the direction of the electric field. The center of the plots is at an
emission angle of 0◦, which is the normal direction of the slab, and the border is at an emission angle of
90◦. The last column is a zoomed plot of the far-field emission, and the two white circles indicate the
emission angle of 5◦ and 10◦, respectively.
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