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Abstract

Earthquakes are natural phenomena that cause ground shaking and damage to peo-

ple and infrastructures. Despite significant progress achieved in understanding how

earthquakes start, propagate, and arrest, many aspects of their physics and mechanics

remain not fully detailed due to their intrinsic complexities. While a seismic rupture

shares many characteristics with a propagating crack, it can also be described as a

sliding process governed by friction. These two frameworks (fracture and friction),

which appear to be independent at first glance, may interact in the behavior of fric-

tional ruptures. However, several aspects of this potential interaction are not yet fully

explored.

Through an experimental approach, this thesis aims to contribute to a better under-

standing of the aforementioned dual nature (friction and fracture) of seismic ruptures

and to study their scale dependence and its impact on the emergence of rupture

complexities.

The first part investigates, how off-fault measurements can aid in detecting the precur-

sory phase of earthquakes by monitoring the temporal evolution of seismic properties.

The second part studies laboratory earthquakes as frictional ruptures within the

context of fracture mechanics. The influence of lubricants (representative of both

natural and industrial fluids permeating natural faults) was investigated and found to

promote fault reactivation, increase nucleation length, and decrease fracture energy

characterizing rupture propagation. Moreover, the difference between fracture energy

and breakdown work under dry conditions is explored, with the first corresponding
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Abstract

to an interface property and the second exhibiting a slip-dependent feature, as a

result of on-fault frictional weakening. This mismatch can be reconciled through

the emergence of unconventional singularities, caused by the activation of frictional

weakening (flash heating), which can have a significant impact on rupture dynamics.

Finally, the last section investigates, thanks to the newly developed large biaxial appa-

ratus, the scale effect of frictional ruptures and the complexities emerging when they

are reproduced on fault systems greater than the characteristic nucleation size.

Key words: earthquake, friction, dynamic ruptures, earthquakes energy budget, fric-

tional rupture, breakdown work, laboratory earthquakes, high-frequency measure-

ments, fault weakening.
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Résumé

Les tremblements de terre sont des phénomènes naturels qui provoquent des se-

cousses du sol et des dommages aux personnes et aux infrastructures. De nombreux

aspects de leur physique et de leur mécanique ne sont pas encore entièrement dé-

taillés en raison de leur complexité intrinsèque. Les questions les plus fondamentales

sont les suivantes : comment les tremblements de terre se déclenchent, se propagent

et s’arrêtent? Si une rupture sismique partage de nombreuses caractéristiques avec

une fissure qui se propage, elle peut être décrite comme un processus de glissement

régi par des phenomenes frictionnels. La fracture et la friction qui semblent indépen-

dants à première vue, peuvent interagir dans la description des ruptures frictionnelles.

Cependant, leurs interactions ne sont pas encore complètement explorés.

A travers une approche expérimentale, cette thèse vise à contribuer à une meilleure

compréhension de la double nature (friction et fracture) des ruptures sismiques, à

étudier la dépendance d’échelle des processus de rupture et ses conséquences sur

l’émergence de complexités.

La première partie étudie, via des séismes de laboratoire réalisés dans des condi-

tions crustales, comment les mesures en champ lointain peuvent aider à détecter les

phases précurseurs des séismes en surveillant l’évolution temporelle des propriétés

sismiques. La deuxième partie étudie les tremblements de terre de laboratoire réalisés

sur des matériaux analogues, en tant que ruptures frictionnelles dans le contexte de la

mécanique des fractures. L’influence de lubrifiants (représentatifs des fluides naturels

et industriels qui pénètrent dans les failles naturelles) a été étudiée et il a été constaté
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Abstract

qu’elle favorisait la réactivation de la faille, augmentait la longueur de nucléation et

diminuait l’énergie de fracture caractérisant la propagation de la rupture. En outre, la

différence entre l’énergie de fracture et l’énergie d’affaiblissement dans des conditions

sèches est mise en évidence, la première correspondant à une propriété d’interface et

la seconde présentant une caractéristique dépendante du glissement, émergeant de

l’affaiblissement frictionnel continu observé sur la faille. Cette différence peut être

réconcilié par l’émergence de singularités non conventionnelles, causés par l’activa-

tion du mécanisme d’échauffement frictionnel éclair. Enfin, la dernière section étudie,

grâce un appareil biaxial de grande dimension développé pendant cette thèse, les

effets d’échelle des ruptures et les complexités qui apparaissent lorsque celles-ci sont

beaucoup plus grandes que la taille caractéristique de nucléation.

Mots clefs : séisme, friction, ruptures dynamiques, bilan énergétique des séismes,

rupture frictionnelle, énergie de fracture, séismes de laboratoire, mesures à haute

fréquence, affaiblissement des failles.
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Riassunto

I terremoti sono fenomeni naturali che provocano lo scuotimento del suolo e danni a

persone e infrastrutture. Nonostante i significativi progressi compiuti nella compren-

sione di come i terremoti iniziano, si propagano e si arrestano, molti aspetti della loro

fisica e meccanica rimangono non completamente risolti a causa delle loro numerose

complessità intrinseche. Sebbene un terremoto condivida molte caratteristiche con

una frattura che si propaga, lo stesso fenomeno può anche essere descritto da un

processo di scorrimento governato dall’attrito. Queste due nature fenomenologiche

(frattura e attrito) sembrano indipendenti ma possono interagire nel comportamen-

to delle rotture attritive. Tuttavia, diversi aspetti di questa potenziale interazione

rimangono tuttora non completamente esplorati.

Attraverso un approccio sperimentale, questa tesi si propone di contribuire a una

migliore comprensione della suddetta duplice natura (frattura e attrito) delle rotture

sismiche e di studiarne la dipendenza di scala e il conseguente impatto sull’emergere

di complessità.

La prima parte studia come le misurazioni effettuate lontane dalla faglia possano

aiutare a rilevare la fase che precede il terremoto tramite monitoraggio dell’evoluzione

temporale delle proprietà sismiche. La seconda parte studia i terremoti di laboratorio

come rotture attritive nel contesto della meccanica della frattura. Per prima, l’influen-

za di lubrificanti (rappresentativi sia dei fluidi naturali che industriali che permeano

le faglie naturali) è stata studiata. Ne emerge che la loro presenza promuove la riattiva-

zione di faglia, aumenta la lunghezza di nucleazione e diminuisce l’energia di frattura
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caratterizzante la propagazione della rottura. Inoltre, la differenza tra l’energia di

frattura e il lavoro di slittamento, quantita’ spesso considerate intercambiabili, viene

esplorata in condizioni asciutte. La prima risulta essere esclusivamente una proprietà

di interfaccia, mentre la seconda, ottenuta tramite l’andamento della trazione dina-

mica, risulta essere dipendente dallo scivolamento finale di faglia, come risultato

dell’indebolimento di quest’ultima. Questa discrepanza può essere riconciliata attra-

verso l’emergere di singolarità non convenzionali, causate dalla riduzione dinamica

di attrito. Quest’ultima è dovuta all’incremento istantaneo di temperatura causato

dallo slittamento, e può avere un impatto significativo sulla dinamica della rottura,

generando un lavoro di slittamento maggiore dell’energia di frattura. Infine, l’ultima

sezione indaga, grazie al nuovo apparato biassiale, l’effetto di scala delle rotture attri-

tive e le complessità che emergono quando queste vengono riprodotte su sistemi di

faglia ben maggiori della dimensione caratteristica di nucleazione.

Parole chiave: terremoto, attrito, rottura dinamica, bilancio energetico, rottura at-

tritiva, energia di frattura, terremoto di laboratorio, misurazioni ad alta frequenza,

indebolimento della faglia.
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1 Introduction

1.1 Motivation

Earthquakes are destructive phenomena that cause ground shaking, ground failure,

and, under unfortunate conditions, tsunamis. They can cause significant damage to

infrastructures such as building collapse, sudden utility disruption, or, worst of all, ca-

sualties. Because of these factors, earthquake prediction has been and continues to be

the most difficult challenge for seismologists. Unfortunately, despite great effort and

technological advancements in recent decades, we are still very far from being able

to predict, or at least forecast, earthquakes, given the complexities that characterize

these catastrophic events. Aware of such complexities, Charles Francis Richter, father

of the commonly used Richter scale (a scale measuring the energy of an earthquake

(Richter, 1913)), said "Only fools, liars, and charlatans predict earthquakes".

Scientists must be able to answer three key questions in order to predict earthquakes:

where, when, and how big. For what concerns where, we know that natural earth-

quakes do not occur randomly throughout the Earth’s crust, but typically occur on

pre-existing faults. Faults are geometrical discontinuities (i.e., cracks) in the Earth’s

crust, mainly located at plate boundaries, that have experienced some relative move-
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ment caused by tectonic plate motion. Despite knowledge of the majority of fault

locations, it is still difficult to predict where an event might occur locally along these

faults.

Regarding when earthquakes are expected to occur, we are used to thinking that they

repeat regularly, as initially proposed by Reid in 1910. In this model, plate motion

causes a build-up of stress on the fault, which, once reached the fault strength, is

released generating an earthquake. Following an event, a new cycle is ready to begin.

This relies, however, on two main assumptions; plate motion and fault strength being

constant in time and space. If this can be considered true at a general level, it fails

at describing real sequences due to the above-mentioned assumptions. In reality,

neither plate motion nor fault strength can be considered constant (Kanamori and

Brodsky, 2004).

Numerous uncertainties exist that make it challenging to know how big an upcoming

earthquake might be. The size of an earthquake is strictly related to its arrest, since

the more it propagates and accelerates and the more it radiates seismic waves. The

arrest is controlled by a competition between the amount of stored energy in the rock

surrounding the fault and the on-fault frictional properties and other factors. Given

the impossibility to monitor these quantities, it becomes unfeasible to predict an

eventual earthquake magnitude. All the complexities (such as stress state, geometrical

heterogeneity, presence of fluids, fault maturity, and others) that characterize fault

conditions and affect their stability bring scientists farther away from knowing where

and when the next earthquake will occur. It is then critical to continue studying in

depth how such complexities influence earthquake mechanics, and thus earthquakes

nucleation and propagation.

1.1.1 Earthquakes and seismic cycle

An earthquake occurs in the Earth’s crust when the stress acting on the fault becomes

equal to its strength. All the elastic deformation accumulated by the bulk material

surrounding the fault due to plate motion during the inter-seismic period (the period
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between two subsequent events) is released, and a sudden slip occurs on the fault

(coseismic period) when the two fault walls move one with respect to the other (Figure

1.1).

The coseismic period (i.e. propagation phase of an earthquake) is preceded by a

nucleation phase. The latter describes the initiation of an earthquake, during which

foreshocks can sometimes be observed and/or the fault undergoes aseismic slip.

During the propagation phase, the earthquake propagates dynamically, radiating

most of the seismic waves that are recorded on the Earth’s surface by seismic stations.

The co-seismic period is followed by a post-seismic period, during which afterslip

occurs during minutes/hours (Twardzik et al., 2019) up to months after the main

shock (Ingleby and Wright, 2017). This is also the period when aftershocks can be

observed (Omori, 1895). After the post-seismic period, the fault is loaded once again,

and a new seismic cycle is ready to begin. The theory describing the general behavior

of a fault subjected to continuous loading was named by H. F. Reid Elastic-rebound

theory.

The cycle described just above, can be translated into a balance of energy. Each earth-

quake is, in fact, characterized by an energy budget. During the inter-seismic period,

potential energy is accumulated in the system. When the sudden slip takes place on

the fault, part of this potential energy (the elastic energy) is released into radiated en-

ergy (release of seismic waves, ER), and part of it is dissipated into fracture energy (the

energy needed for the rupture to advance i.e., in the fracture mechanics framework,

the energy needed to create new surface, EG) and other dissipated energy (rise of

temperature, friction,.. EH) (Figure 1.1). Most of the damage caused by an earthquake

to populations and infrastructures is provoked by ground motion and generated by

the propagation of radiated seismic waves. For this reason, the partition among these

three energy terms is crucial to understand how powerful an earthquake can be. The

radiation efficiency describes how much of the energy involved in a rupture process is

radiated through seismic waves and can be computed as ηR = ER
ER+EG

. Moreover, this

quantity is related to the earthquake rupture velocity. There exists, in particular, a

direct dependence between fracture energy and rupture velocity. This is mediated by
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Figure 1.1: Simplified overview of the seismic cycle with the phases that character-
ize it: interseismic period, coseismic period, and postseismic period. A focus on
the coseismic period is displayed in the inset with; a scheme of the energy budget
(ER,EG,EH) defining every earthquake (on the left), and a schematic view of the two
main phases (nucleation and propagation, corresponding respectively to the grey and
yellow shaded area) characterizing coseismic period (on the right).

the assumption that during rupture propagation the energy available at the rupture

tip, is equal to fracture energy (Kanamori and Brodsky, 2004). However, in the last

years, it has been suggested that additional energies could contribute to the ’fracture

energy’ term (f.e., frictional on-fault dissipation (Tinti et al., 2005)) (Cocco et al., 2023),

calling into question the aforementioned strict link between radiation efficiency and

rupture velocity. This further complicates the understanding of earthquake dynam-

ics. The purpose of this thesis is to shed light on some of the aspects of earthquake

mechanics that still need to be addressed. Through experimental methods, the two

main phases characterizing the earthquake rupture, nucleation, and propagation,

were studied.
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1.2 Thesis organization

This thesis is divided into eight main chapters:

Chapter 2 – State of the Art

This chapter covers the fundamentals of earthquake mechanics. In particular, it

focuses on the dual nature of earthquakes seen either as frictional phenomena or

as fracture phenomena. Key concepts of friction and fracture are introduced. The

concept of earthquake energy balance is described, along with all its limitations con-

cerning its control on rupture propagation. The chapter concludes with an overview

of the experimental apparatus and techniques used to reproduce and study laboratory

earthquakes over the last few decades.

Chapter 3 – Origin of Co-Seismic Variations of Elastic Properties in the Earth Crust

Seismologists investigated the possibility to use monitoring techniques to detect the

preparation phase of earthquakes through changes in seismic velocities around the

fault zone. In this chapter, stick-slip experiments on saw-cut granite under triaxial

compression conditions are used to investigate the cause of such variations that occur

concurrently with seismic events. The samples present different degrees of damage,

simulating the presence of a damage zone around the fault. These experiments

showed that the observed seismic variations are probably controlled by the properties

and damage of the bulk material surrounding the fault, rather than by coseismic

on-fault damage.

Chapter 4 – Influence of viscous lubricant on nucleation and propagation of fric-

tional ruptures.

This chapter investigates how the nucleation and the propagation of laboratory earth-

quakes can be affected by the presence of a viscous lubricant film between fault

surfaces. To this end, frictional ruptures were reproduced on analog material in a

biaxial configuration. This chapter shows how, under given lubrication conditions,

the lubricant eases fault reactivation (occurring for significantly reduced stresses).

Moreover, it shows that ruptures occurring under lubricated conditions propagate as

pulse-like ruptures rather than as crack-like ruptures as the ones occurring under dry
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conditions. These results could help understand the emergence of slow earthquakes

in low-stress regions or the emergence of induced earthquakes.

Chapter 5 – On the scale dependence in the dynamics of frictional rupture

This chapter focuses on fracture energy’s role in the propagation of frictional ruptures.

In particular, it tries to highlight and solve ambiguities in the definition of fracture

energy among different communities (such as seismology, geology, and mechanics).

In particular, a distinction is made between fracture energy (constant fault property)

and breakdown work (slip-dependent quantity). Experimental evidence suggested

a scale dependence of rupture dynamics, which was further investigated through

numerical simulations. This chapter suggests that for sufficient displacement, the

breakdown work could begin to control rupture dynamics, enhancing rupture growth

and helping overcome stress barriers.

Chapter 6 – Frictional weakening leads to unconventional singularities during dy-

namic rupture propagation

In this chapter, laboratory earthquakes are studied in light of the recently highlighted

theory of unconventional singularities. This theory demonstrates that in the case of

frictional ruptures, the residual stress acting in the wake of the crack tip can modify

the singularity order controlling the stress and displacement fields surrounding the

crack, resulting in slip-dependent breakdown work. While such residual stress can

be considered constant for regular ruptures, if weakening mechanisms are activated,

it can evolve with slip, becoming critical in the definition of rupture dynamics. Fric-

tional ruptures were studied and analyzed under this framework, revealing that when

frictional weakening takes place (i.e. flash heating), a slip-dependent breakdown work

is observed, as well as singularity orders that deviate from the well-known square root

singularity.

Chapter 7 – Large biaxial apparatus; development and preliminary results

This chapter presents the newly developed apparatus, located in the Laboratory of

Experimental Rock Mechanics (EPFL). It is a large biaxial apparatus, hosting a 2.5 m

long fault, generated by two samples of analog material (PMMA). The emergence of
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complexities for ruptures propagating over long distances, as well as how boundary

conditions can affect nucleation location by controlling the frictional stress state along

the fault, are discussed.

Chapter 8 – Conclusions

This manuscript concludes with a last chapter summarizing the findings presented

throughout the thesis, and discussing their implications on earthquake mechanics.
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2 State of the Art

2.1 Earthquakes as frictional phenomena

Earthquakes are episodes of sudden slip occurring on pre-existing faults. It appears

therefore logical to think of them as frictional phenomena, where friction is the

resistance to motion experienced by a body sliding on another at the interface.

2.1.1 Friction

Da Vinci, already in the 15th century systematically studied the importance of friction

in everyday applications. Even if unpublished, he indicated two main laws governing

friction, that were one century later rediscovered by Amontons and are nowadays

known as Amontons Laws:

• 1st law: frictional force is proportional to the normal load;

• 2nd law: frictional force is independent of the apparent contact area.

A few years later, Coulomb indicated a difference between static friction (µs) and

kinematic friction (µk), with the static being translated in the tangential force needed

9
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Figure 2.1: Evolution of contact area with the applied normal load (left) and elapsed
time (right), modified from Figure 5 (Dieterich and Kilgore, 1994).

to initiate a body motion and the kinematic translated in the tangential force needed

to keep the body moving. Moreover, he indicated kinematic friction as being indepen-

dent of sliding velocity.

It was in the 20th century that Bowden and Tabor (1939) opened to the modern vision

of friction, introducing the concept of real area of contact. They stated that each

surface is defined by an ensemble of asperities, only a portion of which supports the

acting load, resulting in a real area of contact much smaller than the nominal one.

They showed that static friction only depends on the real contact area. Experiments

performed on transparent analog material demonstrated that real contact area has a

dependence on normal stress and time of stationary contact (Dieterich and Kilgore,

1994) (Figure 2.1).

2.1.2 Constitutive frictional laws

Despite the fact that Coulomb’s theory already proposed that when two solids slide

against each other the friction characterizing the interface would drop from µs to

µk, it assumed this transition occurred instantaneously, regardless of slip and/or slip

velocity. However, frictional behavior between two sliding surfaces can be described

by other constitutive laws that consider additional parameters possibly influencing the

friction values, and can be mainly divided into slip-dependent friction laws and rate

and state-dependent friction laws. Slip-dependent laws were inspired by experimental

work (Rabinowicz, 1951), and deeply investigated by Palmer and Rice (1973), showing
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Figure 2.2: Schematic representation of the Linear slip weakening law (left) and the
Rate and State friction law (right).

that the transition from µs to µk occurs through a slip-weakening distance (Dc). In

particular, considering a linear slip-weakening behavior, the frictional evolution can

be described as:

µ=µs − (µs −µk)
D

Dc
for D < Dc (2.1)

µ=µk for D > Dc (2.2)

(2.3)

with D the experienced slip.

However, there is no mention of time or rate dependence of friction in the aforemen-

tioned constitutive laws. Furthermore, they do not account for any kind of interface

strengthening, allowing for a description of only one event’s behavior at a time.

To compensate for this lack, Rate and State dependent laws were empirically built

following the experimental work of Dieterich (1979); Ruina (1983). Frictional sliding

experiments performed under different sliding velocities and applied normal loads

demonstrated that friction is affected by time, slip, and slip velocity. Frictional evolu-

tion during sliding is described as a function of slip rate V and state variable θ by a
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formulation of two coupled equations:

µ=µ0 +a l n

(
V

V0

)
+b l n

(
V0θ

dc

)
; (2.4)

θ = 1− V θ

dc
, (2.5)

or θ =−V θ

dc
l n

(
V θ

dc

)
, (2.6)

with a and b frictional parameters, dc the characteristic slip distance. The two equa-

tions describing the evolution of θ are respectively the Aging (or Dieterich, eq. 2.5)

Law and the Slip (or Ruina, eq. 2.6) Law.

The a and b parameters are critical in predicting the frictional stability of the fault.

For a > b the fault will be called velocity strengthening, meaning that for an increase

of sliding velocity, steady-state friction will increase, while for a < b the fault will be

called velocity weakening, meaning that for an increase of sliding velocity, steady-state

friction will decrease.

2.1.3 Spring-block model and frictional stability

Over the last few decades, significant effort has been made to better understand earth-

quake mechanisms and fault slip modes observed in nature. Byerlee and Brace (1968)

were the first to propose the mechanism of stick-slip as an analog for earthquakes. A

stick-slip occurs in a frictional system that accumulates elastic strain during loading

(stick phase) and releases it through sudden slip whenever the frictional strength is

overcome (slip phase). This phenomenon is described by the spring-block model

(Figure 2.3). A block laying on a surface is pulled at a constant velocity through a

spring. The stability of the system is a function of i) the stiffness of the spring (k),

and ii) the frictional strength of the sliding interface
(
∂F
∂d

)
. If the frictional strength

decreases with slip fast enough such that the effective interface stiffness is lower than

the one of the spring
(
∂F
∂d < k)

)
, than the slip remains stable. If the frictional strength

decreases with slip more slowly such that the effective interface stiffness is higher than

the one of the spring
(
∂F
∂d > k

)
, then the slip is unstable. The stiffness of the spring in

the model can represent the stiffness of the medium surrounding a fault in natural
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Figure 2.3: Sketch of the spring block model (on the left) and the evolution of stress
and slip with time for stable (orange) and unstable (green) conditions (on the right).

systems or the stiffness of the apparatus used in laboratory experiments, whereas the

stiffness of the frictional interface can represent the stiffness of the fault.

In particular, the frictional stability of a fault can be described through the critical

stiffness (Rice and Ruina, 1983)

kc = (b −a) σN

dc
. (2.7)

For kc < k the slip will occur stably and for kc > k the slip will occur unstably. Note that

in this case, the stability of the system is described by the rate and state parameters

described in the previous section.

2.2 Earthquakes as fracture phenomena

Despite earthquakes can be intuitively described as frictional sliding, they are often

as well studied as propagating cracks, taking advantage of the well-known theories of

fracture mechanics (Freund, 1998). It was shown, in fact, that shallow earthquakes

are shear ruptures nucleating along pre-existing faults present in the brittle Earth

crust (Ohnaka, 2013). In fracture mechanics rupture propagation is distinguished into

three main modes of rupture: mode I, mode II, and mode III. (i) Mode I describes the

tensile opening of the two surfaces composing the interface, (ii) mode II describes

the in-plane shearing of the two surfaces, and (iii) mode III describes the anti-plane
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Mode I Mode II Mode III 

Figure 2.4: Modes of rupture: Mode I (opening), Mode II (shearing), Mode III (antis-
hearing).

shearing of the two surfaces. In most seismological applications mainly mode II and

mode III ruptures are considered because the opening of the cracks/faults is inhibited

by the large in-situ stresses at large depths while mode I is usually used to describe

engineering applications such as hydraulic fracturing.

2.2.1 Fracture Mechanics

The discipline of Fracture Mechanics was developed in the last century to explain why

materials fail at stresses that are typically much lower than their theoretical strength.

This happens because of defects such as pores, cracks, inclusions, and others that

modify the stress distribution in the bulk material, hence its effective strength. Inglis

(1913) studied for the first time the influence of a hole in a loaded glass plate on

the local stress redistribution, discovering that there was a concentration of stress

around such a hole, a function of its length and curvature. A few years later this

work was extended by Griffith (1921), considered the father of fracture mechanics,

by analyzing the static propagation of cracks from an energetic perspective. He

proposed an energy balance that, based on a thermodynamic equilibrium (neglecting

the kinematic energy), reads as:

dETOT

d a
= dΠ

d a
+ dWs

d a
= 0 (2.8)

where ETOT is the total energy, Π is the potential energy (i.e., strain energy, U work

done by external forces, F ) and Ws the work needed to create new surface.

Considering G = −dΠ
d a the energy release rate (energy available to drive the propa-
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Figure 2.5: Schematic illustration comparing Westergaard (in green) and Irwin (in
blue) solutions ahead of the crack tip.

gation) and dWs
d a = 2γs the surface energy (energy needed to generate a unit of new

surface), the energy balance can be rewritten as:

G = 2γs. (2.9)

Once this energy balance is met, it determines the crack propagation. Moreover, this

leads to the definition of critical stress at which a crack will eventually propagate:

σc =
√

2γsE

πa
, (2.10)

with E the elastic Young modulus of the material.

Westergaard (1939) developed the solution of the stress field surrounding a crack of

length 2a in an infinite plate in equibiaxial tension (Figure 2.5). The solution leads to

null stress on the crack’s (x < a) face and for x > a:

σyy = σext√
1− ( a

x

)2
(2.11)

It is to be noted that for x → a, σyy →∞.

This solution was greatly simplified by Irwin (1957), by introducing the notion of stress

intensity factor, K . The latter quantifies the severity of the stress at the tip of the crack
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and was derived as:

K =σext
p
πa. (2.12)

Usually, a subscript is used to indicate the mode of failure: KI,KII,KIII. This was made

possible by the clever use of polar coordinates (r,θ), which facilitated the development

of the stress field. However, this limits the solution validity to the vicinity of the crack

tip. The solution leads to null stress on the crack’s (x < a) face and for x > a:

σij =
K(I,II,III)p

2πr
f (θ), (2.13)

with f (θ) angular function. As for Westergaard’s solution, for r → a, σyy →∞. The

stress field shows a dependence on distance from the rupture tip governed by r−0.5,

known as the square root singularity.

Combining Irwin’s definition of stress intensity factor (2.12), and Griffith’s energy

balance (2.10), we can define the fracture criterion:

G = K 2
I

E ′ +
K 2

II

E ′ +
K 2

III

2µ
, (2.14)

with E ′ linked to Young’s modulus E , and the Poisson’s ratio µ depending on the

assumption of plane stress (E ′ = E) or plane strain
(
E ′ = E

1−µ2

)
.

Dynamic fracture and equation of motion. All the previous equations refer to quasi-

static crack propagation. However, if the system is loaded rapidly, the crack will

propagate at a given rupture speed Cf. The energy balance describing its propagation

will not neglect anymore the kinetic energy involved. Equation 2.8 will become:

G = dΠ

d a
− dEk

d a
. (2.15)

The kinematic energy Ek = 1
2 kρa2C 2

f

(
σ
E

)
, with k a constant and ρ the mass density of

the material. By manipulating eq. 2.15 together with eq. 2.10 (for a detailed derivation

please refer to Anderson (2017)), an equation describing the evolution of rupture
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velocity with crack length can be written as:

Cf =Cr

(
1− a0

a

)
, (2.16)

with a0 the initial crack length. Equation 2.16 takes the name of equation of motion.

The stress field will be similar to that in the quasi-static case (2.13) except that the

angular functions, which depend on the distance from the crack tip, will be affected

by the rupture velocity ( f (θ,Cf)). For a mode I rupture it will be

σij = KI
p

2πr f (θ,Cf). (2.17)

In a similar way the fracture criterion will become:

G = K 2
I

E ′ A(C f ). (2.18)

with A(C f ) changing for the different rupture modes, and depending on C f ,Cs ,Cp .

Limits of LEFM and small-scale yielding. The theory described above, known as

Linear Elastic Fracture Mechanics (LEFM), was developed to study cracks in brittle

materials. It can also be applied to elasto-plastic materials but under one assumption:

all the plastic deformation occurring at the crack tip must be confined to a small

volume in relation to the dimensions of the crack or other length scales defining the

problem. This assumption is known as small-scale yielding hypothesis. The latter

solves the issue of having, with Irwin (1957) solution, infinite stress at the crack tip.

2.2.2 Energy release rate and J-integral

A way to study the characteristics of a propagating crack, overcoming the small-scale

yielding assumption is to apply the elasto-plastic theory developed by Rice (1968).

The latter relies on a quantity, the J-integral, and is measured as a contour integral,
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Figure 2.6: Schematic illustration of the energy release rate during a loading-unloading
tensile test (a.) and representation of the J-integral as a contour integral around the
crack tip (b.).

defined as:

J =
∫
Γ

(
w d y −Ti

∂ui

∂x
d s

)
(2.19)

with w = ∫ ε
0 σij dεij the strain energy density, Ti = σijnj the traction vector, u the

displacement vector and d s a length increment along the chosen contour Γ. The

contour Γ needs to contain the crack edge. It can be demonstrated (Rice, 1968) that

no matter the contour chosen around the crack edge, the J-integral will be identical

(from here the definition of path-independent integral). It was as well demonstrated

that the J-integral is equal to the energy release rate (for a detailed demonstration

refer to chapter three of Anderson (2017))

J =−dΠ

d a
=G . (2.20)

2.2.3 Breakdown Zone Model

The problem of having singular stresses at the crack tip with a LEFM solution was

also solved with a different approach by Barenblatt (1962) by introducing a cohesive
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Figure 2.7: Schematic of the breakdown model. Shear stress breakdown occurs in the
wake of the rupture tip as slip increases until a critical slip distance (Dc) is reached.
The green shaded area indicates the breakdown zone. On the right the evolution of
shear stress with slip defining the fracture energy. (Figure inspired by Fig. 2.10 Ohnaka
(2013) ).

zone ahead of the crack tip. This quantity accounts for ’molecular cohesive forces

acting on the surface of a crack in the vicinity of its end’. This generates a negative

stress intensity making the stress finite at the crack tip. Even if initially developed

for tensile fractures, this same concept was successfully applied to shear fractures

with one main adjustment: the cohesive zone will rather take place behind the crack

tip, given that shear ruptures occur on pre-existing cracks and that the dissipation

processes is frictional (Ida, 1972; Palmer and Rice, 1973). This constitutive model sees

the shear stress acting on the fault decreasing from its peak value (τp) to a residual

value (τf) over a distance xc, taking the name of cohesive zone. The decrease of shear

stress occurs concurrently with an increase of fault slip (D) which at distance xc takes

the name of critical slip distance (Dc). For distances larger than xc the stress remains

constant at τf while D keeps increasing until rupture stops.

Based on this model, the estimation of the J-integral will give the rupture fracture

energy (Gc):

Gc =
∫ Dc

0
(τ(D)−τf)dD. (2.21)
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corresponding to the shaded yellow area in Figure 2.7.

2.3 Phases of the earthquake rupture

Earthquakes are sudden and powerful episodes. However, they are characterized

by distinct phases; nucleation, propagation, and arrest. Seismological observations,

laboratory experiments, numerical simulations, and analytical analyses have been

and continue to be used to shed light on such phenomena over the years.

2.3.1 Nucleation

When a shear rupture occurs along an interface, it does not immediately propagate

at seismic velocities, but instead initiates very slowly and eventually gradually accel-

erates. The first experiments capturing details of the initiation of ruptures were the

ones conducted by Ohnaka and Shen (1999). These shear experiments, performed on

surfaces with different topography, gave rise to the rupture nucleation model (Ohnaka,

2000). In this model, rupture nucleation is divided into two phases; (i) a quasi-static

rupture growth driven by external loading and (ii) an accelerating rupture growth

controlled by the elastic strain energy released from the bulk. This suggests that de-

pending on the fault strength, a different amount of energy will be stored in the bulk

around the crack, defining the rupture acceleration and velocity. In particular, a tough

fault will enable the bulk to accumulate a large amount of strain energy, allowing

the rupture to grow fast. On the other hand, if the fault is weak, the bulk will not

accumulate enough energy, and the rupture will propagate slowly.

In this model that assumes a bi-directional rupture growth (Fig. 2.8 )(Ohnaka, 2000),

two characteristic lengths describe the evolution of the nucleation stage and delimit

the two above-mentioned phases: Lsc and Lc. The rupture propagates in a quasi-static

manner at a steady velocity up to a critical length Lsc. The rupture starts to accelerate

at higher speeds until reaching the critical nucleation size Lc, at which point it propa-

gates unsteadily at seismic velocities.

In particular, bringing together (i) the relationship correlating the critical slip distance
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Figure 2.8: Nucleation model proposed by Ohnaka (2003) (Fig. 15). The characteristic
length 2Lsc determines the transition from the stable to the unstable phase. The
characteristic length 2Lc determines the transition from the unstable to the dynamic
phase.

Dc with the breakdown zone size xc (Ohnaka and Yamashita, 1989):

Dc

xc
= k

∆τ

µ
(2.22)

being k a dimensionless quantity, and (ii) the fact that Lc = xc for dynamic propagation

(Ohnaka and Shen, 1999), Lc can be defined, for a slip-weakening friction law as

Lc = 1

k

µ

∆τ
Dc. (2.23)

Under a slip-weakening framework, seismic ruptures nucleation is well described

(Ida, 1972; Campillo and Ionescu, 1997; Uenishi and Rice, 2003). Different definitions

of Lc can be found assuming a rate and state friction law. Under this framework, a

whole evolution of possible nucleation sizes was found depending on the frictional

parameters (a/b) (Rubin and Ampuero, 2005; Ampuero and Rubin, 2008). Other

numerical work explored the nucleation process of seismic ruptures in a rate and

state framework (Lapusta and Rice, 2003; Kaneko and Ampuero, 2011; Kaneko et al.,
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2016). Regardless of the assumptions and frictional model used in the investigation of

nucleation, it appears that the nucleation size strictly depends on the acting load and

the interface frictional properties. It is important to keep in mind that monitoring

the nucleation phenomena requires a high spatial and temporal resolution. Certainly,

the improved experimental technologies developed in recent years greatly fostered

investigations of nucleation at the scale of the laboratory. Experiments have been

performed on both analog materials, making use of their optical properties allowing

imaging of the rupture front (Rubinstein et al., 2004; Nielsen et al., 2010; Latour et al.,

2013; Selvadurai, 2019; Ben-David et al., 2010; Guérin-Marthe et al., 2019), and on

rocks (Mclaskey and Kilgore, 2013; McLaskey, 2019; Harbord et al., 2017), highlighting

the influence of applied load, frictional properties, and loading rate on nucleation.

The model described above is also known as Preslip Model and, despite having been

observed in nature (Bouchon et al., 2013; Tape et al., 2018), it mainly applies to

homogeneous faults. In the case of heterogeneous faults, other nucleation processes

have been proposed such as the Cascade Model, which describes the initiation process

as the occurrence of small earthquakes eventually triggering progressively larger ones

leading to the main event (Ellsworth and Bulut, 2018; Beroza and Ellsworth, 1996;

Ellsworth and Beroza, 1995). Supported by experimental evidence (McLaskey, 2019),

the Rate-Dependent Cascade Up Model suggests, for heterogeneous faults, that their

reactivation could be controlled by the rate at which strain is redistributed along

frictional heterogeneities. Recent work analyzing nucleation processes characterizing

some large earthquakes (Kato and Ben-zion, 2021) proposed an Integrated Model

combining background seismicity in rock volumes surrounding a potential rupture

zone with localized deformations resulting in foreshocks eventually triggering a main

rupture.

Furthermore, recent experimental work demonstrated that frictional ruptures are

initiated by slow and aseismic nucleation fronts, not described by fracture mechanics,

leading to dynamic ruptures (Gvirtzman and Fineberg, 2021).
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2.3.2 Propagation

We saw that fracture mechanics is a powerful tool to describe rupture propagation.

In particular, if the assumptions required by LEFM are met (small scale yielding),

equation 2.16 describes rupture propagation, whose velocity is controlled by the

rupture size.

Admissible domains for Rupture velocity. The rupture velocity (Cf) is of crucial

importance to analyze rupture dynamics. However, Cf has some intrinsic limitations

due to the involved mode of rupture. Since Mode III ruptures involve only shear

motion, the limiting propagation velocity is the S-wave speed (Cf < Cs). In Mode

II, ruptures involve both shear and dilation motions. Because of that, the rupture

velocity must be constrained by the P-wave speed (Craggs, 1960). However, Kostrov

(1966) demonstrated that in a velocity domain within the Rayleigh speed (Cr) and Cs,

the crack would generate energy rather than consume it. Because this is physically

unacceptable, it prevents ruptures from propagating in this domain: Cr < Cf < Cs.

It was subsequently proposed (Burridge, 1973; Andrews, 1976), that rupture speed

higher than Cs could still be permitted, defining the ultimate mode II rupture speed

admissible domain as Cf <Cr & Cs <Cf <Cp. Recent studies highlighted that for 3D

mixed mode ruptures (mode II and mode III) the ’forbidden’ domain (Cr <Cf <Cs)

becomes accessible and the energy flux at the crack tip remains always positive

(Bizzarri and Das, 2012).

Natural observations (Archuleta, 1984; Dunham and Archuleta, 2004; Bhat et al., 2007;

Bouchon and Vallée, 2003; Socquet et al., 2019) as well as experimental observation

on analog material (Rosakis et al., 1999; Schubnel et al., 2011; Xia et al., 2004) and

rocks (Passelègue et al., 2013) assessed the transition from sub-Rayleigh to supershear

rupture velocities in both natural and laboratory earthquakes.

Slow to fast earthquakes. The propagation phase of an earthquake is the phase

during which seismic waves are radiated in the volume, causing damage. However,

not all earthquakes propagate in the same way. Recent evidence highlights a complete
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spectrum of slip behaviors with earthquakes manifesting as slow or fast.

Slow earthquakes propagate at portions of seismic waves speed ( 0.1−1m/s) and man-

ifest a very small radiation content. They gather events as low frequency earthquakes

(LFEs), very low frequency earthquakes (VLFEs), slow slip events (SSEs), episodic

tremors and slip (ETSs) (Beroza and Ide, 2011). They have the characteristic of occur-

ring in a much longer duration (T ) with respect to fast earthquakes, despite compara-

ble seismic moments (Ide et al., 2007).

Fast earthquakes correspond to ordinary events; they propagate at velocities either

close to the seismic wave speed or higher (i.e. supershear) and they radiate a signifi-

cant amount of waves.

It was suggested that slow earthquakes respond to a linear scaling relation M0 ∝ T

(Ide et al., 2007; Hawthorne and Bartlow, 2018) while fast earthquakes respond to a

cubic one M0 ∝ T 3 (Figure 2.4). The different scaling might indicate different propa-

gation mechanisms occurring among the two kinds of events as suggested by Ide et al.

(2007). However, recent observations (Frank and Brodsky, 2019; Michel et al., 2019),

laboratory (Passelègue et al., 2020) and numerical (Dal Zilio et al., 2020) studies have

proposed that slow slip events observe the ordinary cubic scaling, hence they share

the same rupture mechanisms.

Weakening mechanisms during coseismic slip. During rupture propagation, faults

can experience slip velocities up to 10 m/s, with slip concentrated in very thin shear

zones ( 1−5mm) (Rice, 2006), producing a significant amount of heat. This heat can

generate several mechanisms that alter the fault composition, contributing, most of

the time, to its weakening.

• Flash Heating is activated at contact asperities when the fault slip velocity be-

comes higher than a critical weakening velocity (Vw), generating a temperature

rise. If the temperature at the contact asperities is higher than the melting

temperature of the material, a degradation of the contacts will occur with a

consequent weakening (Molinari et al., 1999; Rice, 2006). Flash weakening has

been investigated through laboratory experiments (Goldsby and Tullis, 2011;
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Figure 2.9: Relation between the seismic moment and the duration time of slow
earthqaukes compared to regular earthquakes (Figure taken from Ide et al. (2007), Fig.
2).
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Acosta et al., 2018; Passelègue et al., 2014; Beeler et al., 2008) and numerical

studies (Brantut and Viesca, 2017a; Brantut and Platt, 2017).

• Thermal pressurization can be activated only if the shear zone along which slip

occurs is fluid-saturated. The shear motion can cause an important on-fault

increase in temperature. Due to this temperature rise the fluid will expand

much more than the rock matrix due to its larger thermal expansion coefficient.

This can produce a significant fluid pressure increase that releases the acting

normal stress, facilitating slip and enhancing weakening. Important laboratory

observations (Badt et al., 2020; O’Hara et al., 2006; Ferri et al., 2010; Violay

et al., 2015; Acosta et al., 2018; Wibberley and Shimamoto, 2005) and numerical

studies (Viesca and Garagash, 2015; Platt et al., 2015) support the theoretical

framework already developed (Sibson, 1973; Rice, 2006).

• Elasto hydrodynamic lubrication occurs when a fluid film exists in between

the solid contacts. The thickness of the film (controlled by surface roughness

and acting normal load), fluid viscosity, fluid pressure, and slip velocity can

influence the fault frictional resistance (Brodsky and Kanamori, 2001). Labo-

ratory experiments performed on both analog materials (Bayart et al., 2016a)

and rocks (Cornelio et al., 2019; Cornelio and Violay, 2020; Cornelio et al., 2020)

shed light on different aspects of these weakening mechanisms.

• other weakening mechanisms are possible as gel formation (Di Toro et al.,

2004), micropowder lubrication (Rabinowicz, 1955; Reches and Lockner, 2010),

rock melting (Hirose and Shimamoto, 2005a; Passelègue et al., 2016b; Violay

et al., 2014). For a detailed review of all weakening mechanisms refer to Di Toro

et al. (2011).

2.3.3 Arrest

A rupture is expected to propagate as long as the driving force (energy release rate

available at its tip, G) is equal to the resistance to rupture growth (fracture energy, Gc)

(Griffith’s criterion). Therefore, in the same way, it should arrest as soon as G < Gc.
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Husseini et al. (1975) described two possible mechanisms for earthquake arrest, built

on this energy balance; an increase of fracture energy or a decrease of the available

driving energy. The first mechanism is known as Fracture energy barrier and occurs

when a rupture traveling along a pre-existing fault segment (whose fracture energy is

controlled by the frictional properties of the interface) enters intact rock with fracture

energy significantly larger. This sudden increase of Gc will induce the rupture arrest.

The second mechanism is known as Seismic gap and occurs when a region of the

fault does not store sufficient elastic strain (probably lost through previous events).

Because stored strain energy feeds the energy release rate (via stress drop), when a

portion of the fault experiences a decrease of available stress drop, the energy release

rate G decreases, inducing the rupture to arrest. These regions take the name of

seismic gaps. This arrest criterion was confirmed through a theoretical model based

on LEFM and considering precursory events as arrested cracks (Kammer et al., 2015).

This same approach was supported by experimental evidence showing that LEFM can

be used as a capable predicting tool (Bayart et al., 2016a; Ke et al., 2018a). Moreover,

by coupling numerical simulations and large-scale laboratory experiments, a recent

model proposed a ’modified elliptical crack model’, that describes how the observed

rupture arrest can be caused by initial heterogeneous stress distribution (Ke et al.,

2020).

2.4 Earthquakes energy balance

As described in the previous section, faults accommodate plate motion by either a

gradual slip of the order of millimeters per year or by very sudden slip occurring

at rates of meters per second. In this second case, at slip initiation, the stress τ0

acting on a fault of surface area S decays, in an abrupt manner, towards a steady

state value τ1 over a critical distance Dc. This behavior is often described with the

slip-weakening model for which, as the stress acting on the fault decreases (τ0 → τf),

the slip increases linearly (0 → Dc) until the steady state frictional stress is reached

and slip keeps increasing up to a final value Dfin.

The evolution of stress with seismic slip provides insights regarding the energy balance
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Figure 2.10: Schematic illustration of the earthquake energy budget for the breakdown
zone model (solid black line) and a more realistic shear stress-slip evolution (dashed
black line).

of earthquakes. The observed stress drop during a seismic event is caused by the

release of potential energy, composed of both gravitational energy and strain energy.

The drop of strain energy (∆W ) can be quantified as

∆W = 1

2
(τ0 −τ1)DfinS. (2.24)

Part of this potential energy is (i) radiated through seismic waves (ER), and part of it is

dissipated into (ii) fracture energy (EG), energy locally dissipated into fresh fracture

surfaces, (iii) other dissipated energy (EH), dissipated locally into heat by frictional -

or viscous/plastic processes. The total dissipated work can then be rewritten as:

∆W = ER +EG +EH. (2.25)

A direct relation between ER and EG can be written from the stress-slip relation

following:

ER = ∆τ

2
Dfin −EG (2.26)
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with the

EG = ∆τ

2
Dc. (2.27)

During rupture propagation, part of the energy budget is dissipated along the fault,

and only the remaining energy terms feed the rupture process. This available energy

(EG +ER) (Husseini, 1977) is used to compute the radiation efficiency

ηR = ER

ER +EG
. (2.28)

However, the stress evolution with seismic slip can be much more complex than

the one described through a linear slip-weakening model. The stress could initially

increase to a value for which the static friction is overcome (τp), and only at this

point slip would initiate (Kanamori and Brodsky, 2004). Moreover, during rupture

deceleration and earthquake arrest, stress could experience a re-strengthening phase

and/or additional weakening phase, depending on physical mechanisms occurring

on-fault (dashed curve in Figure 2.10).

2.4.1 Challenges on the estimation of energy partitioning

While the study of the energy balance is of great importance to fully understand

the physics of earthquakes, the understanding of the energy partitioning through

natural observations is still not complete, because of both technical limitations and

scientific unknowns. The main disciplines attempting to determine the energy budget

of earthquakes are seismology, geology, fracture mechanics, and finally experimental

rock mechanics. While each of these disciplines allows for estimating some terms of

the energy budget, none of them have access to the complete energy partitioning, and

they all present strong limitations.

For instance, seismological studies have access to (i) seismic waves, allowing to infer

the radiated energy (Rivera and Kanamori, 2005), and to (ii) ground motion and

geodetic measurements (Tsuboi, 1933), from which we can estimate the average slip,
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and infer an effective fracture energy. However, the absolute magnitude of the stress

(in particular, dynamic shear stress) and the dynamic evolution of slip on the fault

are not accessible through seismic recordings, making an estimate of the energy

dissipated into heat impossible.

Since the seismological approach fails at estimating dissipated energy, geologists

tried to estimate the mechanical work dissipated in both heat and fracture, using

well-exposed paleo fault zones (Chester et al., 2005; Pittarello et al., 2008; Di Toro

et al., 2010). From these paleo faults, the estimate of the surface energy is made

through micro-structural analyses (fracture surface), and the estimate of heat is done

by measuring the thickness of pseudotachylyte (veins of melt produced by frictional

melting). One limitation of this approach is that the studied fault zone may result

from multiple of earthquakes, which makes the estimate of the energy budget for a

single earthquake impossible. Moreover, it is not possible to constrain the radiated

energy and the seismic content from field observations.

Finally, fracture mechanics has been used over the last years to describe both nu-

merically (Barras et al., 2020, 2019) and experimentally (Svetlizky and Fineberg, 2014;

Bayart et al., 2016a; Kammer and McLaskey, 2019) dynamic earthquake ruptures and

their energetic features. However, in the estimate of fracture energy, it shows one main

difference with respect to other approaches; fracture energy is by definition constant

and cannot be considered dependent on the size of the event, unlike seismological

observations, as will be analyzed in the next section.

Concerning experimental rock mechanics, several studies have been designed and

performed to compute earthquake’s energy balance (Ohnaka, 2003; Nielsen et al.,

2016; Passelègue et al., 2016a; Aubry et al., 2018; Cornelio et al., 2020). The advantage

of being able to reproduce earthquakes at a smaller scale in the laboratory is to

be in fully controlled conditions. If the applied conditions match the ones in situ,

then the processes observed during experiments should give reliable insights into

processes occurring during natural earthquakes. Different variables can be controlled

in the laboratory such as stress, the ambient temperature, fault roughness, initial
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damage, and others, to constrain the thermodynamic conditions driving dynamic

crack propagation. However, depending on the designed sensors and their acquisition

frequency, the energy partitioning can sometimes still rely on given constitutive laws,

resulting, in some cases, in a too simplistic representation of the energy balance.

This requires the development of high frequency sensor arrays, to catch the details

of the stress evolution with slip and to capture the complete features of the rupture

processes.

2.4.2 Fracture energy: a scale-dependent quantity?

It is clear that some discrepancies exist, among the different disciplines above men-

tioned, concerning the definition of earthquake fracture energy. If we considered

fracture energy in the fracture mechanics framework as the resistance to rupture

growth (Gc), i.e., the energy needed for the rupture to advance, then one would expect

it to be a function of the surface energy (as seen in eq. 2.14). Despite this being initially

developed for opening ruptures (mode I), it can as well be adopted for shear ruptures

(i.e., the ones characterizing natural earthquakes). If for mode I ruptures fracture

energy is expected to be overall constant and depend on rock properties, for shear

ruptures fracture energy depends on the interface properties (i.e., in particular, the

area of contact) and has an upper bound limit given by the rock fracture toughness.

This was observed in experimental results obtained on intact and saw-cut rock sam-

ples. Gc estimated from post-failure curves of intact samples showed values of the

order of 104 J/m2 (Wong, 1982), while Gc estimated from friction experiments on

saw-cut samples showed values of the order of 10−2 to 10−1 J/m2 depending on the

initial fault roughness (Ohnaka, 2003). The values of fracture energy mentioned above

are significantly lower than the values estimated through seismological observations

and most importantly, slip and scale independent. On the contrary, one of the main

characteristics highlighted by seismological estimates is that fracture energy shows a

linear dependence on slip (Abercrombie and Rice, 2005), with values ranging from

10−1 to 108 J/m2. This was further supported by numerical works explaining such

slip dependence through activation of weakening mechanisms (Viesca and Garagash,
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2015; Brantut and Viesca, 2017b). The fracture energy estimated through seismolog-

ical observations is often referred to as the seismological fracture energy. With the

attempt of reconciliation, Tinti et al. (2005) defined a new quantity called Breakdown

work, considered as the "excess of work over the minimum magnitude of the traction"

and considered in this thesis as:

Wbd =
∫ Dm

0
(τ(D)−τmin) dD. (2.29)

where Dm corresponds to the value of slip for which the stress is minimum (τmin).

2.5 Reproducing earthquakes in the laboratory

The effort put into studying the mechanics and physics of earthquakes can be chan-

neled in different directions. One of them is reproducing earthquakes in the laboratory,

with the advantage of facing simplified systems and controlled conditions. This al-

lows us to decompose complex problems and focus on selected aspects at the time.

Different methods and apparatus have been employed in the past decades, and are

still used nowadays, depending on the object of study. As described in the previous

sections, an earthquake can be considered and analyzed as a frictional process as

well as a rupture process. This is reflected in the experimental approaches in Friction

experiments and Rupture experiments.

2.5.1 Friction laboratory experiments

Friction experiments have as their main objective the study of frictional properties of

artificially created faults, generated by either bare surfaces or gouge layers. They can

further differentiate into low-velocity experiments, mainly focusing on fault stability,

and high-velocity experiments, mainly studying fault weakening during the co-seismic

phase of slip.

Concerning low-velocity friction experiments, most of them are performed under con-

stant values of normal stress and temperature with imposed sliding velocity (nanome-

ters to millimeters per second). They allow us to explore the dependence of friction
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on sliding velocity and slip history. Usually, velocity steps are imposed on the two

blocks constituting the artificial fault to determine the frictional parameters (a,b,dc),

allowing the definition of fault stability (eq. 2.4) (Dieterich and Kilgore, 1994; Di-

eterich, 1979; Ruina, 1983). Other experiments focused on fault healing (i.e., how

fault regains strength after a slip event), by imposing a given sliding velocity followed

by a hold time, showing a logarithmic dependence of friction with time. (Dieterich,

1972; Marone, 1998b). The above-mentioned studies contributed to the empirical

development of the Rate and State friction law (eq. 2.4)(for a detailed description refer

to Marone (1998a)). It is important to consider that experiments performed under

a range of velocity relatively low, can be representative only of the initiation stage

of an earthquake and useful to derive information about fault stability (i.e., based

on the measured frictional properties, will the fault slide stably or undergo sudden

slip?), but with limited information about the co-seismic phase. Moreover, one main

limitation of these experiments is the macroscopic evaluation of friction. This is due

to the spatial and temporal resolution of the monitoring system. When the frictional

evolution is measured far-field, as in most low-velocity friction tests, the instability is

considered to occur as a rigid block motion, and the evolution of friction as macro-

scopic (i.e., averaged for the whole fault area). In this framework, the spring-block

model is a useful tool to describe the system’s stability. On the contrary, when the fault

is equipped with near-field sensors acquiring at high frequency, then processes such

as nucleation and propagation can be captured, and the spring-block model ceases to

be useful, as will be shown in the next section for rupture experiments.

On the contrary, high-velocity experiments were designed to investigate the fault be-

havior during the co-seismic phase of an event. Their majority are conducted in rotary

shear apparatus, able to reproduce co-seismic sliding velocity (from micrometer to

meter per second) and to shear cylindrical samples up to a nominal infinite displace-

ment (Shimamoto, 1994; Di Toro et al., 2010; Ma et al., 2014). This often produces a

thick layer of gouge which eventually melts and undergoes thermal processes. The

significant fault weakening and dramatic friction loss were measured (Fukuyama

and Mizoguchi, 2010; Di Toro et al., 2011; Violay et al., 2013, 2014; Passelègue et al.,

2016b; Cornelio et al., 2019, 2020), due to the activation of the weakening mechanisms
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described in section 2.3.2. High-velocity friction experiments have the advantage of

reproducing the co-seismic phase of an event in terms of sliding velocity and final

slip distances, focusing on the physical effects they can have on the rock interface.

On the other hand, they are not optimal for monitoring rupture nucleation, being the

rupture forced by the imposed sliding velocity history and not spontaneously propa-

gating. Moreover, the formation of gouge and melt complicates, especially for rotary

shear apparatus, the employment of sensors monitoring the on-fault deformation,

co-seismic stress drop, or rupture velocity (note that measurement of such quantities

was possible in the rotary configuration on analog materials (Chen et al., 2021)).

2.5.2 Rupture laboratory experiments

Rupture experiments have as their main objective the study of ruptures occurring

along artificial faults and of all the quantities characterizing their nucleation, propaga-

tion, and arrest. As described in section 2.3, rupture velocity can span a whole range

of values, from very slow characterizing the nucleation phase (i.e., quasi-static), to

eventually reaching supershear values during dynamic propagation (this section will

be focused on shear ruptures).

The first requirement for performing rupture experiments and being able to track all

the rupture phases is a sufficiently high frequency monitoring system. Let’s imagine a

rupture propagating at a constant velocity of 900 m/s, along a 10 cm long interface.

For the rupture to travel the entire fault it would take 10 ms (frequency of 10 kHz).

If the monitoring system acquires at a recording frequency lower than 10 kHz, we

will not be able to capture the rupture propagation (it would be lost in between two

following measurements), and the slip event would be considered as rigid block mo-

tion. On the contrary, if the recording frequency is higher than 10 kHz, then we will

be able to capture the rupture propagation. As mentioned in the previous paragraph,

the spring-block model exclusively applies to low resolution experiments, while to

capture dynamic rupture propagation high resolution experiments are needed, and

different theoretical frameworks are required to describe them.

The first experiments showing the propagation of shear ruptures along a pre-existing
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Figure 2.11: Overview of the main experimental setups developed to study earth-
quakes in the laboratory. They are grouped into rupture experiments (shaded green
area) (Fukuyama et al., 2016; Ke et al., 2020; Rosakis et al., 2020; Svetlizky and Fineberg,
2014; Beeler et al., 2012), friction experiments (shaded blue area) (Tinti et al., 2016; Di
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(Passelègue et al., 2013; Cornelio and Violay, 2020).
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interface are the ones of Wu et al. (1972) (performed on analog material) and of John-

son et al. (1973) (performed on granite), followed by the ones of Dieterich (1978, 1981);

Lockner et al. (1982) performed in a large biaxial apparatus (1.5 m long fault) hosting

Westerly granite samples. The employment of sensors such as velocity transducers,

displacement transducers, and strain gauges placed along the fault allowed tracking

the evolution in space and in time of the rupture front. Smaller granite samples were

used by Ohnaka and Shen (1999), to study the influence of fault’s roughness on the

nucleation and propagation phase, Rubinstein et al. (2004) used analog material to

show that slip initiates after breakage of frictional contacts.

During the same period, another research group investigated rupture dynamics

through shear experiments performed on analog material (Homalite) on both notched

samples (Rosakis et al., 2000) and pre-existing interfaces, showing for the first time

supershear rupture propagation (Rosakis et al., 1999; Xia et al., 2004). Their work takes

advantage of the optical properties of the transparent tested material, to continuously

shot frames of the rupture history. This allowed advancing in the understanding of

rupture dynamics, observing different rupture modes (i.e., pulse-like and crack-like

(Lu et al., 2007)), frictional contribution to dynamics (Rubino et al., 2017), and full-

field measurement of the phenomena by coupling photoelasticity with digital image

correlation (Rubino et al., 2019, 2020; Rosakis et al., 2020).

Also, through the use of a high-speed camera, the different phases of spontaneous

laboratory ruptures were imaged, observing a quasi-static nucleation (Nielsen et al.,

2010; Latour et al., 2013; Guérin-Marthe et al., 2019) followed by a dynamic propaga-

tion covering the whole velocity range (Schubnel et al., 2011).

In the meantime, the significant work of Svetlizky and Fineberg (2014), opened to a

new vision of laboratory rupture experiments, showing how the onset of frictional

rupture can be described as a shear crack. Linear Elastic Fracture Mechanics was

since then used to describe and predict features of rupture propagation, such as

fracture energy (Svetlizky and Fineberg, 2014), equation of motion (Svetlizky et al.,

2017), rupture length (Bayart et al., 2016a), influence of heterogeneous fault proper-

ties (Bayart et al., 2018), influence of fluid lubricated conditions (Bayart et al., 2016b).

More recent works focused on the propagation of rupture at bi-material interfaces
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(Svetlizky et al., 2020; Shlomai et al., 2020b,a). All these experiments were performed

on analog material (PMMA) and measurements were conducted through the use of

high frequency (1 MHz) strain gauges and optical measurement of the contact area.

After the pioneering work of Dieterich (1978, 1981), new large biaxial apparatus were

installed and used to explore features of shear ruptures. One of them was built on

a shaking table in Tsukuba, Japan and allows reproducing rupture experiments on

Metagabbro (Fukuyama et al., 2014). The fault is equipped with piezoelectric trans-

ducers, accelerometers, and strain gauges thanks to which rupture propagation and

dynamics can be tracked and studied (Xu et al., 2019b,a, 2018; Fukuyama et al., 2016;

Xu et al., 2018; Yamashita et al., 2018). Another recent large biaxial apparatus con-

tributing to the production of laboratory earthquake events was developed at Cornell

University, USA, where two granite blocks generate a 3 m fault. Rupture arrest was ob-

served and predicted through LEFM (Ke et al., 2018a). Rupture nucleation (McLaskey,

2019), as well as the propagation velocity domain (Wu and McLaskey, 2019) were

investigated.

All the experimental setups mentioned above have the advantages of having at dis-

posal long faults, easily accessible by the test operator, where a large number of sensors

can be deployed. This makes near-field and approximately on-fault measurements

possible with the opportunity to track every stage of the rupture process, by either

imaging techniques (i.e., photoelasticity, digital image correlation, light interferome-

try, and others), acoustic techniques (through seismic sensors or accelerometers), or

mechanical measurements (through high frequency strain gauges, displacement and

velocity transducers). However, this comes at the cost of not being able to reproduce

loading conditions representative of the natural systems.

For this reason, alternative experimental methods were used to investigate rupture dy-

namics, such as stick-slip experiments in triaxial machines, for which the application

of confining pressure allows for the reproduction of more realistic loading conditions.

Several works used acoustic emissions to locate (Lockner et al., 1992) and monitor

ruptures generating in rock samples relating nucleation processes and precursors to

asperity distribution (Thompson et al., 2009; Goebel et al., 2012). Passelègue et al.

(2013) showed the first clear evidence of supershear ruptures on saw-cut rock inter-
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face, confirming the first estimates made in the pioneering work of Johnson et al.

(1973), carried out at a time when supershear ruptures were still unknown. Charac-

teristic quantities such as fracture energy and radiation efficiency were estimated

(Passelègue et al., 2016a) and high frequency radiation content measured during labo-

ratory ruptures related to rupture velocity (Marty et al., 2019). It was also highlighted

how the influence of initial stress can modify rupture modes (slow to fast ruptures)

(Passelègue et al., 2020).
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3 Origin of the Co-Seismic Varia-

tions of Elastic Properties in the

Crust

This chapter focuses on examining the causes of the observed changes in elastic

properties at the fault zone during earthquakes. According to seismological investiga-

tions, changes in the elastic properties near the fault zone frequently occur during

earthquakes. In this study, stick-slip experiments using saw-cut granite samples with

varying degrees of bulk damage (i.e. initial microcracking) are used to investigate the

causes of these variations.

Stick-slip events were produced under a triaxial compression configuration that al-

lowed confining pressures representative of upper crustal conditions (15 to 120 MPa),

and were monitored through continuous active ultrasonic measurements. In these

experimental results, co-seismic changes in P-wave velocity were largely controlled by

the elastic re-opening of microcracks in the bulk, rather than by co-seismic damage

or the formation of fault gouge. On the contrary, co-seismic changes in P-wave ampli-

tude (which in this context is used as a surrogate for attenuation) were controlled by a

combination of elastic re-opening of microcracks in the bulk and inelastic processes

(i.e. co-seismic damage and gouge formation and dilation).

This chapter is a modified version of a scientific article published by Wiley:
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Paglialunga, F., Passelègue, F. X., Acosta, M., & Violay, M. (2021). "Origin of the Co-

Seismic Variations of Elastic Properties in the Crust: Insight From the Laboratory." Geo-

physical Research Letters, 48(12), e2021GL093619. https://doi.org/10.1029/2021GL093619
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3.1 Introduction

It is known that during the failure of intact rock specimens, the formation and prop-

agation of microcracks in the bulk increases up to failure, inducing a continuous

reduction in seismic velocity (Lockner et al., 1977). If this behavior reflected the failure

of natural faults, monitoring the evolution of seismic velocity could help in detecting

possible earthquake preparation phases. Earthquakes, effectively, correspond to the

brittle failure of the upper crust due to, in the majority of cases, stress accumulation

along crustal faults resulting from long-term tectonic loading. Seismological observa-

tions highlighted that earthquakes are associated with co-seismic changes in elastic

properties around the fault zone (Brenguier et al., 2008; Chen et al., 2010; Froment

et al., 2013; Hobiger et al., 2012; Qiu et al., 2020; Wegler et al., 2009; Wu et al., 2016).

Most of these studies showed co-seismic velocity variations occurring predominantly

in the shallow part of the crust (4-5 km depth). The attributed origin is not unique,

and could involve different physical models (Rubinstein et al., 2004): (i) co-seismic

damage caused by ground motion, (ii) pore pressure variations, (iii) microcracks

response to static stress change or (iv) fault damage zone response to fault motion.

Indeed, in the upper crust faults are composed by a fault core, where most of the

slip occurs, and by a zone of damage surrounding the fault core (Caine et al., 1996;

Faulkner et al., 2010; Lockner et al., 2009; Rempe et al., 2013; Wallace and Morris, 1986).

While we can have access to direct measurements of the damage zone’s width close

to the surface (ranging between a few meters and a few kilometers), we do not have

direct measurements of its evolution with depth, apart from specific drilling projects,

which highlight that both the damage zone and fault core are very narrow at depth

(Holdsworth et al., 2011). Such observations are supported by a recent numerical

study (Okubo et al., 2019) highlighting that the size of the damage zone generated

by earthquake ruptures is maximum close to the surface and decreases with depth.

Because of that, the response of fault zones to loading, in terms of seismic properties,

is expected to vary spatially and temporally, and to be a function of both fault structure

and travel paths of the seismic waves (Nishizawa, 1982). To get insights on co-seismic

properties variations throughout the seismic cycle, several experimental studies fo-
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cused on monitoring the evolution of elastic properties through laboratory friction

experiments on artificial faults (Kendall and Tabor, 1971). Yoshioka and Iwasa (2006)

used transmission waves to monitor a brass fault contact evolution under normal and

shear stress, finding a clear increase in wave amplitude in response to an increase

of normal and shear stresses and amplitude variations linked with precursory slip

due to a change of the fault’s contact area. Following studies performed with gouge

interfaces (Kaproth and Marone, 2013; Scuderi et al., 2016; Tinti et al., 2016) showed

both co-seismic and precursory changes in P-wave velocity associated with laboratory

earthquakes, attributed to the gouge layer dilation and its change of porosity. Scuderi

et al. (2016) explored the complete spectrum of failure modes, from slow to fast earth-

quakes, showing that not only co-seismic changes but also precursory variations of

P-wave velocity occur for each mode of failure. Fukuyama et al. (2018) studied am-

plitude variation during high-velocity friction experiments. Moreover, Shreedharan

et al. (2021) showed clear precursory P-wave amplitude variations occurring during

the instability nucleation phase and precursory P-wave velocity variations distorted

by the presence of the surrounding bulk material. These observations suggest that

the elastic properties of the bulk material surrounding the fault may play a role in the

seismic velocity drops associated with natural earthquakes, as well as its recovery in

the months following the rupture. Indeed, seismic wave velocities are sensitive to a

change in the degree of damage (i.e. presence of microcracks) of the medium they

travel through (Blake et al., 2013; Brantut, 2015; Griffiths et al., 2018; Guéguen and

Palciauskas, 1994; Kuttruff, 2012; Nasseri et al., 2009; Nishizawa, 1982). This study

aims at understanding how much the change in seismic properties observed during

earthquakes is controlled by co-seismic damage occurring on- (i.e. gouge production)

and off- (i.e. formation of microcracks in the fault wall due to seismic rupture) fault,

and how much is instead affected by the presence of the initial degree of damage

characterizing the bulk material around the fault and its response to stress changes.

To this end, stick-slip experiments were conducted under a wide range of confining

pressures on granite saw-cut cylindrical samples presenting two different degrees of

initial bulk damage, to mimic different fault damage zone properties.
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3.2 Experimental methods

Materials. The tested material is La Peyratte granite, a crustal rock presenting a

modal composition of 38.5 % plagioclase, 28.5 % quartz, 20 % K-Feldspar, 13 % biotite

with an average grain size of 800 microns. Right-circular cylindrical samples were

prepared with 38 mm diameter and 78 mm height. Some were thermally treated

before the experiments by slowly heating them (5°C/min, to avoid thermal gradients

inside the sample (Wang et al., 2013)) up to different target temperatures (650°C) and

let cool down to ambient temperature inside the oven overnight, to avoid thermal

shock. Target temperatures were chosen above the αβ quartz transition (572°C),

allowing intense intra-granular cracking, randomly oriented in the bulk, producing

isotropically damaged media (Glover et al., 1995; Pimienta et al., 2019; Wang et al.,

2013), with reduced fracture toughness (Kang et al., 2020; Nasseri et al., 2007). To

characterize the different samples, density and porosity were measured, obtaining

densities of 2.63 g/cm3 and 2.58 g/cm3 and porosities of 0.4 % and 6.6 %, respectively

for non-treated and thermally treated granite at 650°C. Samples were saw-cut with

an orientation of 30° to the vertical axis, creating an artificial fault plane. The fault

roughness was imposed by hand using #240 grit sandpaper, generating a smooth

fault, optimally oriented for reactivation, avoiding the propagation of new secondary

fractures in the surrounding medium (Renard et al., 2020). The lack of secondary

fracture formation under this configuration has been verified in previous experimental

work (e.g. (Acosta et al., 2019)’s supplementary material). A strain gauge was glued

on the sample at an intermediate distance between the fault and the sample edge,

measuring the axial deformation of the bulk material (Figure 3.1a.).

Testing procedure. Tests were run in an oil medium high-pressure triaxial apparatus,

FIRST (installed at LEMR, EPFL). The samples were first submitted to a target confin-

ing pressure (PC) (15, 30, 45, 60, 90, 120 MPa), with subsequent increase of axial load.

Axial load was applied by controlling the oil flow rate (0.25 ml/min or 0.50 ml/min in a

few cases) pushing the piston, generating a displacement rate of ∼ 6 ·10−6 mm/s. For

the different samples (non-treated and treated), experiments were conducted starting
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from the lowest PC and, once the stick-slips series was performed, PC was increased

to the following target PC and a new stick-slips series performed, up to the highest

target PC. Two displacement transducers were placed beside the sample, measuring

locally the sample shortening and/or the fault slip. Mechanical data were recorded at

a frequency of 100 Hz for the whole duration of the tests.

In our experimental conditions, increasing the axial stress led to an increase of both

shear and normal stresses acting along the fault interface:

σn = (σ1 +σ3)

2
− (σ1 −σ3)

2
· cos(2θ) (3.1)

τ= (σ1 −σ3)

2
· si n(2θ) (3.2)

with θ angle between the fault plane and the applied vertical stress, andσ1, andσ3 the

axial and radial stress respectively (Figure 1a). When the maximum fault strength was

reached, instabilities occurred along the artificial fault (i.e. laboratory earthquakes).

Acoustic measurements. Active acoustic measurements were recorded during de-

formation, using acoustic sensors (PZT crystal) placed inside the top and bottom

anvils of the triaxial apparatus, with a recording frequency of 100 Hz. The acquisition

system setup and the picking procedure were modified and adapted from Acosta and

Violay (2020). Once the waveforms were low-pass filtered (using a Butterworth filter

with a cutoff frequency of 1 MHz), they were used to detect the P-wave arrival time

(tP). The cumulative integral of the squared wave amplitude was computed using the

trapezoidal method (unit spacing), obtaining a proxy of the energy the wave carries

along. To get the sensitivity to change of this proxy of energy, its time derivative was

computed. As the derivative reached a given threshold, tP was returned (Figure 3.1b.).

Since the microcracks densities affecting the wave amplitude depend on the applied

confining pressure, the threshold was systematically set, for the different applied PC,

by manually peaking the one corresponding to the P-wave arrival. The measured tP

was then corrected by the P-wave travel time through the top and bottom metal anvils.
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Figure 3.1: a. Sample configuration with applied external loads σ1,σ2, pulsing direc-
tion (in red) and strain gauge location. b. P- wave arrival time detection; the top panel
displays the wave energy evolution with time, the bottom panel displays the detected
P-wave arrival time (in red), and P-wave first arrival amplitude (inset, in blue). c.
Seismic waves evolution during a stick-slips series performed for a treated sample at a
PC of 15 MPa. Red markers indicate the arrival time detected by the automatic picking.
Shown waves are sampled (1:5). In white the shear stress evolution during the test.

Once detected the P-wave arrival time (tP) the P-wave velocity (VP) was computed as

VP = Lcorrected/tP (3.3)

with Lcorrected the sample length, systematically corrected by the elastic shortening

and slip occurring. The P-wave amplitude (AP) was also computed as the difference in

amplitude between the first maximum and minimum of the P-wave (Figure 3.1b.inset).

Seismic measurements were performed in the vertical direction, parallel to the sample

axis (ray path showing the largest variations in wave velocity due to the mechanical

anisotropy occurring during differential loading).

Seismic wave monitoring and loading direction. We know that a sample subjected

to increasing confining pressure will be subjected to an isotropic closure of micro-

cracks present in the bulk. Whenever differential loading is applied, an anisotropic

behavior of cracks will be shown. Microcracks perpendicular to the loading direction

will close while the ones parallel to the loading direction will rather open and even-

tually propagate. In the present experiments, the seismic properties were measured
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Figure 3.2: Evolution of confining pressure (PC) and differential stress (σd) respectively
in gray and black. Evolution of VP for the different monitoring directions for the whole
duration of the test.

in the vertical direction, i.e. direction parallel to the sample’s axis. While this ray

path should be the most affected by the closure of microcracks perpendicular to the

loading direction, it was checked that the chosen direction was representative of the

overall response of the bulk material. This was done by performing a test with seismic

waveforms monitored in multiple directions. VP was computed along four directions

(0°, 21°, 38°, 50° with respect to the horizontal direction). For all directions, an increase

in VP was observed during both hydrostatic pressure increase and differential stress

increase (Figure 3.2). Moreover, despite a slight difference between them, the increase

in velocity proved comparable in magnitude. This suggests that the bulk material

remained in an elastic domain and that the stress needed to induce microcracks

opening and subsequent propagation is higher than the stress needed to induce the

macroscopic fault slip. Hence, it looked reasonable, in case of impossibility to monitor

at high recording frequency seismic waves in multiple directions (as in the present

case), to monitor seismic waves along the direction affected the most by mechanical

anisotropy.
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3.3 Results

Stick-slip experiments conducted under different PC were used to investigate seismic

properties evolution throughout the seismic cycle. For each of them, the shear stress

increased first linearly and, once reached the fault strength, dropped to a residual

value (Figure 3.3). As expected, the higher the applied PC, the higher the fault strength,

stress drop, and resulting slip were observed. Concerning the seismic properties, an

increase of VP and AP was observed during the hydrostatic loading up to the target

PC. Moreover, both VP and AP responded to the applied differential stress accordingly,

increasing during loading and decreasing during unloading. For both the non-treated

and treated sample, the increase in VP during differential loading (IV l oadi ng
P ) was

larger for low PC, and smaller for high PC (Figure 3.4). In particular for the non-treated

sample, IV loadi ng
P (from (σ1 −σ3) = 0 to the fault’s strength) was ∼200 m/s, ∼140 m/s,

∼90 m/s, ∼80 m/s, respectively at a PC of 15, 30, 60, 90 MPa. For the treated sample,

IV l oadi ng
P was ∼390 m/s, ∼220 m/s, ∼150 m/s, respectively at a PC of 15, 45, 120 MPa.

AP changed in a similar way during differential loading (I Aloadi ng
P ) for the different

PC. I Aloadi ng
P for the non-treated sample was si m3.310−4V ,∼ 1.910−4V ,∼ 1.010−4V ,

respectively at a PC of 15, 30, 60, 90 MPa. For the treated sample, I Aloadi ng
P was

∼ 4.510−4V ,∼ 4.5510−4V ,∼ 1.210−4V , respectively at a PC of 15, 45, 120 MPa. As stress

drops occurred, associated with seismic fault slip, a drop in VP as well as in AP was

observed.

The co-seismic drops in velocity (∆VP) and amplitude (∆AP) were computed for each

stick-slip, and compared with their respective stress conditions (Figure 3.5). ∆VP did

not show a linear dependence on stress conditions applied to the fault (i.e. normal

stress, confining pressure, shear stress). In the case of non-treated sample, for low PC

(15-30 MPa), hence for low ∆τ (∼ 1-3 MPa), ∆VP were larger (∼ 4 to 9 m/s) than for

events recorded at higher PC (60 MPa), and medium ∆τ (∼ 4-9 MPa), which were ∼2

to 6 m/s. For higher PC (90 MPa) and the highest ∆τ (∼ 12−28MPa), ∆VP increased

again (∼ 4-9 m/s). The same trend was observed for the treated sample but with larger
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∆VP. For low PC (15 MPa), hence for low ∆τ (∼ 3-4 MPa), ∆VP were larger (∼25-50

m/s) than for events recorded at higher PC (30-45 MPa), hence for medium ∆τ (∼
4-9 MPa), which were ∼ 6 to 18 m/s. For higher PC (60-90-120 MPa), and the highest

∆τ (∼ 15-45 MPa), ∆VP increased again (∼ 15 to 30 m/s). Overall, a large difference

in magnitude was noted between the non-treated and the treated sample (Figure 2):

the latter showed larger increases during elastic loading and larger drops for similar

stress drops. ∆AP evolution with stress conditions is similar to ∆VP evolution, with

higher values for low PC and high PC and lower values for intermediate PC, for both

the non-treated and the treated samples (Figure 3.5, colorbar).

3.4 Discussion

In these experiments a non-monotonic ∆VP evolution with shear stress drops was

observed (Figure 3.5), suggesting that distinct physical processes coexist at the origin

of velocity changes during stick-slip instabilities, due to the combination of initial
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bulk damage and loading conditions. In particular, these drops in velocity during

stick-slip events could be related to (i) horizontal microcracks re-opening in the bulk,

after initial closure during increasing differential stress (Passelègue et al., 2018), due to

differential stress reduction or (ii) co-seismic damage induced around the fault during

dynamic rupture propagation and fault motion (Marty et al., 2019; Okubo et al., 2019).

To test these hypotheses, the maximum possible contribution of microcracks opening

due to co-seismic stress drop on the associated ∆VP was estimated. Such effect is

expected to be similar during both loading and unloading of the bulk (if no adhesion

is considered on the microcrack, e.g. stress-induced microcrack opening/closure is a

reversible process). Under these assumptions, IV l oadi ng
P for each PC can be used to

estimate the contribution of microcracks opening following co-seismic stress drops

and associated strain release, not considering possible co-seismic damage occurring

off-fault. ∆VP only due to the re-opening of microcracks occurring in the bulk was

predicted as follows:

∆V pr edi cted
P = (∆εax)/(Iεloadi ng

ax ) · IV loadi ng
P (3.4)

where∆εax is the drop in axial strain measured concurrently with stress drop, Iεloadi ng
ax

the increase in axial strain during differential loading (strain gauge located in the

bulk material, far enough from the fault, expected to capture elastic deformation

of the bulk). ∆V pr edi cted
P for all the events at each PC for both treated and non-

treated samples, showed the same evolution with loading conditions of the ones

experimentally observed (∆V measur ed
P ). In fact, by plotting them together (Figure

3.6a.), a linear dependence between the two is noted, with a slope very close to 1:1.

This suggests that ∆V measur ed
P are well explained by the co-seismic re-opening of

microcracks in the bulk, resulting from the release of strain. This suggests that in

our experimental configuration, no significant co-seismic damage was generated

during rupture propagation, or that it was negligible with respect to the observed

velocity variations. Once again, the non-monotonic trend observed as a function of

applied stress (Figure 3.5) is explained by the interplay between PC and IV loadi ng
P

(Figure 3.4). For low PC the induced stress drops are very small (∼ 1-3 MPa / ∼ 3-4
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MPa respectively for non-treated and treated sample) but the related IV loadi ng
P (seen

here as the maximum potential velocity drop caused by microcracks opening, at a

specific PC) is very large (∼ 200 m/s / ∼ 390 m/s), generating high-velocity drops (∼ 4

to 9 m/s / ∼ 7 to 50 m/s).

On the contrary, for medium PC the induced stress drops are a bit higher (∼ 4-9 MPa),

but the corresponding IV l oadi ng
P is lower (∼ 140 m/s / ∼ 210 m/s), generating quite

small velocity drops (∼ 2 to 6 m/s / ∼ 6 to 18 m/s), while for high PC the observed stress

drops are very large (∼ 12-28 MPa / ∼ 15-45 MPa) and even if the related IV loadi ng
P is

very small (∼ 80 m/s / ∼ 150 m/s), the resulting velocity drops are larger (∼ 4 to 9 m/s

/ ∼ 15 to 30 m/s ) (Figure 4a).

Remarkably, while co-seismic ∆VP proved, in these experiments, to be mostly related

to the re-opening of microcracks in the bulk and elastic relaxation, some gouge

production on the post mortem samples fault surfaces was observed (in particular on

the one of the treated sample), which is expected to influence the seismic properties

measured across the sample (Scuderi et al., 2016; Shreedharan et al., 2021; Tinti et al.,

2016). In particular, the presence of a gouge layer is expected to affect AP, considered

as a simplified way to account for attenuation (Lockner et al., 1977) (i.e. the higher

the amplitude of the wave, the lower the attenuation and vice versa). Compared to

VP, which is mainly affected by elastic processes such as microcracks closure and

re-opening, AP is influenced also by the fault’s specific stiffness and by the inelastic,

dissipative deformation processes occurring on and off-fault (i.e. frictional sliding of

microcracks in the bulk and/or gouge particle shearing).

A prediction similar to the one described above was attempted to test if AP measured

in these experiments was also mainly influenced by the bulk properties and stress

conditions. Equation 3.4 was modified and VP was replaced by AP as follows:

∆Apr edi cted
P = (∆εax)/(Iεloadi ng

ax ) · I Al oadi ng
P (3.5)

with ∆Apr edi cted
P the predicted amplitude drops and I Aloadi ng

P the overall increase of

AP during differential loading. For the non-treated sample, the prediction works well,

with values falling very close to the prediction line of slope 1:1 (Figure 3.6b). However,
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Figure 3.6: a. ∆V pr edi cted
P vs ∆V measur ed

P are shown for non-treated (in burgundy)
and treated (in blue) samples. The dashed line represents the 1:1 slope which divides
the plot into two regions: (in white) domain where ∆VP are completely explained
by elastic re-opening of the microcracks present in the bulk, (in gray) dissipative
domain where ∆VP are explained by dissipative phenomena like co-seismic damage

and gouge shearing. b. ∆Apr edi cted
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P are shown for non-treated (in
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regions: (in white) domain where ∆AP are completely explained by elastic re-opening
of the microcracks present in the bulk, (in gray) dissipative domain where ∆AP are
explained by dissipative (inelastic) phenomena (i.e. shearing of the gouge layer).

for the treated sample this is true only for the lower PC (15 MPa). For higher PC (45

and 120 MPa) the predicted drops do not mimic the measured ones, the latter being

notably larger (up to 400 % larger). This might be explained by the change in the fault’s

contacts and/or by non-elastic processes occurring either in the bulk (i.e. friction

caused by shear along microcracks) or on the fault surfaces (i.e. gouge production,

shearing, and dilation). Since the expected stress responsible for microcracks shearing

is larger than the one expected to activate shearing along the artificial fault, it was

assumed that the non-elastic processes observed are caused by the fault’s response to

stick-slips.

Attenuation evolution with slip and fault stiffness. It was investigated whether the

non-elastic processes observed could be ascribed to processes occurring on fault,

rather than in the bulk of the sample. This was verified by analyzing the evolution

of AP with cumulative slip (Figure 3.7 a.,b.), since (i) gouge production is expected
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to increase linearly with cumulative fault slip (Archard, 1953) and (ii) slip requires

shearing of gouge particles under high applied stresses. Given that (i) the thermally

treated sample is expected to have a lower fracture toughness than the non-treated one

(Nasseri et al., 2007), (ii) a decrease in AP for consecutive stick-slips was observed only

under medium to high PC (i.e. normal load acting on the fault), and (iii) that a large

amount of gouge on the post-mortem sample’s fault was observed, AP behavior was

ascribed to be a function of the gouge production (Frérot et al., 2018) and subsequent

gouge particles shearing during fault’s slip under these conditions. This seemed

coherent with the evolution of the fault specific stiffness (Pyrak-Nolte et al., 1990) for

the different stress conditions (Figure 3.7 c.).

The fault stiffness was computed following (Pyrak-Nolte et al., 1990) as kF = ∂σd
∂uF

where

σd is the differential stress acting on the fault and uF the fault displacement, which

describes the elastic deformation (εf) occurring on the contact asperities and voids

or filling material. To obtain the latter, a correction of the deformation measured

vertical LVDT (εLVDT) was corrected by the deformation of the apparatus (εapp), and

the deformation of the bulk material surrounding the fault (εbulk) measured through

strain gauges following:

εf = εLVDT −εbulk −εapp (3.6)

εf =
uax

L
−εbulk −

∆σd

Eapp
(3.7)

where uax is the displacement measured by the LVDTs, L is the sample’s length, Eapp

is the deformation modulus of the apparatus. Once obtained the fault deformation,

the effective displacement was obtained by multiplying by the sample length.

In the case of the treated sample, it reached a sort of saturation for the highest PC (120

MPa) (i.e. the gouge, once filled all the voids available in the interface and compacted,

will not deform any further for higher PC, not influencing kF).
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3.5 Implications

Summarizing the interpretation of the results, co-seismic∆VP seemed to be controlled

by the combination of bulk properties and applied stress (i.e. re-opening of the micro-

cracks present in the bulk concurrently with stress drop). This does not imply that

other phenomena occurring during stick-slips, such as gouge layer dilation, could

not contribute to ∆VP itself, but only that their influence, compared to the one of the

pre-existing microcracks in the bulk, resulted negligible. In addition, while co-seismic

∆AP seemed also to be controlled by the combination of bulk properties and applied

stress when the presence of gouge was not dominant, they were probably controlled

by dissipative processes occurring on-fault when the conditions (treated sample and

higher applied stress) allowed an important production of gouge, hence a necessary

shearing of gouge particles.

In contrast to previous experimental studies (Kaproth and Marone, 2013; Scuderi

et al., 2016; Shreedharan et al., 2021), no significant and clear precursory variation of

seismic velocity and amplitude was observed. This might be due to several reasons;

among the others, the localized nature of the nucleation phenomenon, known to be

the cause of observed pre-seismic slip. Depending on the nucleation patch size, either

a lower or a higher stress perturbation will be induced in its vicinity. A nucleation

patch length significantly smaller than the fault length is expected under this configu-

ration (Harbord et al., 2017). Assuming this, the stress release during the nucleation

of instability is expected to affect only a small fraction of the whole sample, without

inducing any strong premonitory change in VP or AP. Another reason could simply

be the resolution of the seismic measurements, which may be not high enough to

capture precursory changes which remain lost within the error linked to the present

measurements.

However, these results could help to better understand in which conditions precur-

sory variations of seismic properties can be detected and used to monitor faults’ state

of stress. The rock wall’s elastic properties have significant control over the seismic

properties measured across the system. It was recently shown that this distortion is

crucial for observations of the aforementioned precursory phase (Shreedharan et al.,
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2021). For this reason, the luckiest combination to observe this variation would be

to encounter a fault composed of a wide gouge layer and a large nucleation patch.

The shearing of gouge particles within the fault zone will strongly affect the seismic

amplitude, the parameter the most sensitive to inelastic processes.

Moreover, even if a direct comparison remains risky given the differences in the

applied conditions and the large uncertainties in the estimation, there are some analo-

gies between the relative variations in ∆VP recorded in this study and the ones ob-

served after real earthquakes. It emerges that the overall range of values measured in

these experiments (0.03% - 0.35% and 0.16% - 1.23% respectively for non-treated and

treated sample), performed under stress conditions representative of the upper crust,

is comparable to the ranges of values measured after real earthquakes. Brenguier et al.

(2008) estimate variations of ∼ 0.02%−0.07%, Chen et al. (2010) find ∼ 0.04%–0.08%,

Nimiya et al. (2017) find ∼ 0.4%−0.8%, Qiu et al. (2020) find ∼ 0.15%−0.25%, Taylor

and Hillers (2020) find ∼ 0.15%. The similarity between these laboratory observations

and the ones referring to natural earthquakes suggests that the monitored seismic

properties could be controlled by the same factors (i.e. combination of propagation

of seismic waves through fault core, damage zone, and rock wall). Measurements

performed across artificial gouge faults, monitoring ∆VP evolution of the only gouge

layer with no contribution of the surrounding medium, showed higher relative ∆VP

variations ∼ 1%−4% (Scuderi et al., 2016; Tinti et al., 2016) (Figure 3.8).

Finally, given the impossibility to measure natural seismic variations of the only fault

core, monitoring the evolution of seismic velocity along faults surrounded by large

damage zones, could be of interest for observing co-seismic changes during shallow

earthquakes, since the combination of large and highly damage zones and low-stress

conditions lead to extremely high sensitivity in velocity changes due to stress pertur-

bations, especially at low depths. Moreover, since many earthquakes are preceded

by a nucleation stage (Latour et al., 2013; Ohnaka, 2003; Ruiz et al., 2014; Socquet

et al., 2017; Tape et al., 2018), which is expected to release part of the stress along the

fault, the amplitude evolution may provide, under the aforementioned conditions,
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some indications about stress evolution along the fault and the proximity to failure.

This kind of observation could, yet, be limited by the current spatial resolution of

seismological observations and by the knowledge of the damage zones in seismogenic

faults.
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4 Influence of viscous lubricant on

nucleation and propagation of

frictional ruptures.

This chapter analyzes the nucleation and propagation phase of frictional ruptures

under lubricated conditions.

Fluids naturally permeating the Earth’s crust or being injected for reservoir stimula-

tion have been shown to promote fault reactivation, resulting in natural or so-called

induced earthquakes. It is important to comprehend how the presence of these fluids,

as well as their properties, affect the activation and magnitude of seismic events. To

this end, laboratory earthquakes on analog material (PMMA) were reproduced to

study the influence of viscous lubricant on fault frictional stability, rupture nucleation,

and propagation under mixed lubrication conditions. They showed that for the same

applied normal stress, faults under lubricated conditions (i.e. where a thin film of

viscous lubricant had been spread) can be activated at much lower shear stresses than

dry faults. At the same time, the generated events will be much smaller in magnitude

(i.e. smaller stress drop) and propagate more stably.

This chapter is a modified version of a scientific article published by Wiley:

F. Paglialunga, F. Passelègue, S. Latour, A. Gounon, & M. Violay (2023). "Influence of

Viscous Lubricant on Nucleation and Propagation of Frictional Ruptures." Journal of
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ruptures.

Geophysical Research, 128(4) https://doi.org/10.1029/2022JB026090
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4.1 Introduction

The presence of fluids in the upper earth’s crust is crucial to assess fault stability.

The fluid overpressure decreases the effective normal stress acting on the fault plane,

promoting fault reactivation (i.e., earthquakes) (Leclère and Fabbri, 2013; Sibson,

1985). Fault reactivation can also be favored by fluid injection during geo-reservoir

stimulations and is accompanied by small magnitude (sometimes larger) (human)

induced earthquakes (Ellsworth, 2013; Majer et al., 2007). To better comprehend the

physical mechanisms that occur on the fault during the increase of the fluid pressure,

numerous works studied fault reactivation in the laboratory, based on the concepts of

effective stress combined with the Coulomb failure criterion (Sibson, 1985).

On the one hand, researchers focused on understanding the onset of fault reactivation

due to a linear increase in fluid pressure in triaxial loading apparatus. They demon-

strated that when the fluid pressure build-up is homogeneous along the fault, the

reactivation follows the Coulomb failure criterion (Rutter and Hackston, 2017; Scuderi

et al., 2017; Ye and Ghassemi, 2018). When the fluid pressure build-up presents a

gradient, due to a low permeability fault zone or a large imposed injection rate, the

Coulomb failure criterion still holds if considering the average fluid pressure dis-

tributed all along the fault. However, the degree of fluid pressure heterogeneity will

influence the onset of fault reactivation (Cebry et al., 2022; Passelègue et al., 2018) and

control the dynamics of the induced slip front (Passelègue et al., 2020) as expected the-

oretically (Garagash and Germanovich, 2012). At a larger scale of observations, stress

heterogeneities related to fast fluid injection or low permeability fault are at the origin

of foreshocks and induce swarms signature even at the scale of the laboratory (Cebry

and Mclaskey, 2021). In addition, fluid injection experiments were also conducted

at a larger scale along natural faults, allowing the study of the influence of elastic

stress redistribution due to partial site at the injection site on the induced seismic

sequence (De Barros et al., 2016; Guglielmi et al., 2015), and on the fluid pressure front

diffusion (Cappa et al., 2018, 2022). On the other hand, researchers have also studied

the influence of mitigation strategies on induced seismicity. By studying the response
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of experimental faults to cyclic increases in fluid pressure (Chanard et al., 2019; Noël

et al., 2019a,b) they have shed light on reactivation mechanisms and the onset of

unstable slip. Another mitigation strategy can be related to the use of different fluid

properties. Despite that, up to now, few studies focused on the influence of fluids,

and their viscosity, on the reactivation and the propagation of seismic rupture (Bayart

et al., 2016b; Cornelio et al., 2019; Cornelio and Violay, 2020; Cornelio et al., 2020). The

influence of fluid viscosity on earthquake nucleation and propagation is moreover

relevant knowing that the fluids naturally flowing into faults can present different

viscosities, depending on the presence of gouge and its composition (Brodsky and

Kanamori, 2001; Otsuki et al., 1999). It is then important to understand how fluid

viscosity affects the nucleation and propagation of earthquakes.

For what concerns earthquakes nucleation, i.e. a period that describes the initiation

of rupture, different models seem to be able to describe this process (for a review refer

to (McLaskey, 2019)). The pre-slip model, the most observed experimentally (Guérin-

Marthe et al., 2019; Latour et al., 2013; Mclaskey and Lockner, 2014; Ohnaka and

Shen, 1999; Okubo and Dieterich, 1984), describes nucleation by a first quasi-static

phase (aseismic slip) followed by an acceleration phase and subsequent dynamic

propagation, with the nucleation length Lc, the size at which the aseismically slipping

patch enters the acceleration phase (Latour et al., 2013). It takes the general form of:

Lc = ηDc

(σn −Pf)∆ f
k (4.1)

assuming a linear slip weakening law, with η the shear modulus of the bulk material,

Dc the critical slip distance describing the stress weakening, ∆ f the friction drop

characterizing the event, σn and Pf respectively the normal load and the fluid pres-

sure, and k a constant depending on geometry (Uenishi and Rice, 2003). Note that

different definitions of Lc are found depending on the theoretical framework in which

nucleation is studied; with linear slip-weakening (Andrews, 1976; Uenishi and Rice,

2003) or rate and state friction (Rubin and Ampuero, 2005; Ampuero and Rubin, 2008).

An increase in pore pressure induces a reduction in the effective normal stress, which

increases the critical length Lc, resulting in a slow, stable fault slip before eventually
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fast dynamic events. Indeed, recent in situ experimental tests (Guglielmi et al., 2015)

and numerical studies (Bhattacharya and Viesca, 2019) suggest that fluid overpres-

sure initially promotes a slow slip. However, little is known about the influence of

fluid viscosity on the nucleation length or nucleation process in general (Cornelio

and Violay, 2020). More is known for what concerns the effect of fluid viscosity on

frictional stability. The theory of lubrication describes the interface weakening based

on the lubrication conditions; boundary lubrication conditions (when the load is

exclusively supported by solid contacts), mixed lubrication conditions (when the load

is supported by both solid contacts and the fluid), and full lubrication conditions

(when a continuous film of fluid supports the totality of the load). One of the first

studies to treat this topic was (Brodsky and Kanamori, 2001). Depending on fault

slip and the given characteristic lubrication lengths, the fault weakening can, in spe-

cific cases, be described by elastohydrodynamic lubrication. Recent experiments

performed on rocks were focused on understanding the influence of viscous fluids

in fault mechanical behavior, spanning the three aforementioned lubrication condi-

tions and showing that fluid viscosity influences fault stability (Cornelio and Violay,

2020) and weakening mechanism (Cornelio et al., 2019, 2020). In particular, they

showed the dynamic friction to be strictly dependent on fluid viscosity and slip veloc-

ity, suggesting, under given conditions, elastohydrodynamics as a possible weakening

mechanism (Cornelio et al., 2019). Experimental work performed on analog material

(Bayart et al., 2016b) studied the influence of lubricant on rupture dynamics, showing

that in the case of boundary lubrication conditions seismic source parameters such as

fracture energy and stress drop can be affected by the presence of viscous lubricants.

In particular fracture energy values were found significantly larger than for the dry

case (about one order of magnitude). Moreover, it was shown that the presence of

viscous lubricant did not modify the equation of motion expected from Linear Elastic

Fracture Mechanics (Svetlizky et al., 2017). The objective of this work is to study the

influence of viscous lubricant in the nucleation and propagation of spontaneous

frictional ruptures, occurring under mixed lubrication conditions, not explored until

now.
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4.2 Methods

4.2.1 Experimental setup

Spontaneous frictional ruptures were reproduced along artificial interfaces by putting

into contact two polymethyl methacrylate (PMMA) samples in a biaxial apparatus

located in the Experimental Rock Mechanics Laboratory in the Swiss Institute of Tech-

nologies (EPFL) (Paglialunga et al., 2022) (Figure 4.1 a,b). Two blocks of dimensions

200x100x10 mm and 400x100x10 mm generated an interface of 200x10 mm. The ma-

terial is characterized by CP and CS of respectively of 2700 and 1345 m/s. Macroscopic

loads were imposed through two hydraulic pumps from Enerpac applying normal

and shear loads. The normal load was kept constant during the whole duration of the

experiment while the shear load was applied though a hydraulic manual pump until

the fault exhibited instabilities (the loading rate cannot be controlled in the current

setup). The macroscopic loads were monitored during the experiments using two

load cells located between the two pistons and the frames holding the samples. The

recording frequency was 100 Hz, acquired through a National Instrument acquisition

system.

4.2.2 Photoelasticity

The nucleation and the propagation of dynamic rupture phenomena were recorded

using a high-speed camera Phantom VE0710. The Camera allowed recording images

of the complete fault interface with a resolution of 1280 x 32, in fault length and

fault width, respectively. The camera is equipped with a dynamic memory buffer

for acquisition in trigger mode, allowing to store continuous sequences lasting up

to 4 seconds. The camera was triggered using the accelerometer located close to the

interface, allowing to record nucleation and propagation of the dynamic rupture at a

sampling rate of 113000 images/seconds. The visibility of the fracture propagation

was improved thanks to the birefringent properties of PMMA under polarized light,

using a LED bar and two polarized filters on each side of the fault (Figure 4.1 b.). The

interferometric images recorded during nucleation and rupture propagation allowed
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Figure 4.1: Scheme of the experimental setup where the two PMMA samples are
loaded to recreate the artificial fault (a. top view, b. side view). The fault is equipped
with a strain gauges array at 1.5 mm from the interface and two accelerometers at 5
mm from the faut. A fast camera continuously acquired videograms allowing tracking
of the rupture front. c. Example of a precursor event with synchronization of the
different acquisition system : photoelasticity (in colorbar), strain gauges (in red) and
accelerometers (in white).

us to track the position of the rupture tip during the event. In all the figures showing

photoelasticity measurements, the colormap indicates the light contrast with respect

to a reference time selected before each event. Strong dynamic stress concentrations

will induce a high contrast that will indicate the passage of the rupture front (the

colorbar is not shown since it would not add quantitative information regarding the

measurement).

4.2.3 Dynamic strain gauges

To capture the details of dynamic ruptures, the fault was equipped with an array of

16 one-direction (parallel to the fault direction) strain gauges, equally spaced, placed

at ∼1 mm from the interface. Measurements were acquired continuously at a high

recording frequency (2MHz) using a digital oscilloscope. Signals were pre-amplified

using Kyowa signal conditioner CDA-900A. This system allows a maximum bandwidth

frequency of 500 kHz, allowing the complete capture of the dynamic of the rupture

front. Note that strain gauge dimensions prove to be of crucial importance for the

analysis of the strain signal. The ones used in this study have a size of 0.2 x 1.4 mm.
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4.2.4 Accelerometers

In addition to strain gauges, two high-frequency accelerometers (type 8309 from

Bruel and Kjaer), were glued at different locations along the fault interface, 5 mm

away from the fault plane at 62 and 37 mm from the right edge of the fault. They

were recording preferentially the acceleration motions in the slip direction. These

accelerometers present a flat response up to 54 kHz, within a 10% limit interval. The

acceleration signals were monitored through a 4 channels Nexus conditioner, which

converted directly the signal in mV/g. These sensors were located in the near-field

source domains and were used to compute the near-field acceleration, velocity, and

displacement motions during dynamic rupture propagation.

4.2.5 Experimental conditions

Experiments were performed both under dry and lubricated conditions (drops of fluid

were placed in between the two surfaces generating the interface). Different mixtures

were created to obtain fluids with different viscosities; 100 % water, 40 % water & 60

% glycerol, 15 % water & 85 % glycerol, and 99 % glycerol, with respective viscosities

of 1.0 mPas, 10.8 mPas, 109 mPas, 1226 mPas (Cornelio et al., 2019). In what follows,

fluids will be distinguished by their viscosity value. The same two samples were used

for all the experiments. However, the interface was cleaned after each experiment,

removing the gouge and the lubricant (if present). Note that each experiment includes

a sequence of seismic events, and there was no control over the condition of the

fault between events. Moreover, we ensured that the macroscopic roughness was

consistent across all experiments. Note that no observable damages occurred during

the cumulative seismic sequences induced.

4.3 Experimental results

In the first data set, the dependence on applied normal load was studied in dry condi-

tions. In a second data set, the normal load was kept constant among the different

experiments, but lubrication conditions were changed. The aforementioned three
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kinds of measurement (high-frequency strain, on-fault acceleration, photoelasticity)

were synchronized and used to study the rupture front nucleation and propagation.

The time vectors were synchronized through arrival times of the rupture front at loca-

tion x=0.17 m where all three measurements are available. Rupture velocity evolution

was computed from both the strain gauges array and the photograms. In the first

case, the arrival time was detected for each strain gauge location assuming a locally

constant rupture velocity computed as Cf = ∆x
∆t . A similar procedure was followed to

compute Cf from the photograms, with the only difference being that the arrival front

was detected at discrete equidistant locations along the fault.

4.3.1 Mechanical results

Macroscopic stresses were analyzed to study the influence of load and lubrication

conditions during stick-slip events. For experiments performed under dry conditions,

the applied normal stress was kept constant with final values of ∼1.75 MPa (SF34), 2.5

MPa (SF35), and 3.5 MPa (SF36). The shear stress was increased until, once reached

the fault strength, the emergence of instabilities (i.e. stress drops), characteristic of

stick-slip behavior (Figure 4.2 a). The fault strength showed to be consistent for the

different tested normal stresses, and stress drops associated with stick-slip events

increased slightly with normal stress. For all experiments performed under lubricated

conditions, the applied normal stress was ∼ 3.5 MPa (the highest normal stress applied

during dry experiments). However, the different lubrication conditions affected the

fault strength (τs), which decreased with increasing viscosity (Figure 4.2 b). τs in dry

conditions was found of 1.75 MPa and it decreased to 1.56 MPa in water lubricated

(η = 1.0 mPa·s) conditions. With viscous lubricant, τs was found of ∼ 0.74 MPa for

η=10.8 mPa·s, 0.56 MPa for η=109 mPa·s, and 0.41 MPa for η=1226 mPa·s. To compare

fault stability among the different conditions, the apparent friction ( f ) was computed

as f = τ
σn

(Figure 4.2 c). Its macroscopic evolution showed the same behavior as the

shear stress, exhibiting a peak value ( fp) right before the instability and a drop (∆ f )

concurrent with the event. The events occurring on the dry interface show the highest

friction values ranging between 0.50 and 0.61 for events at 1.75 MPa, 0.50 and 0.58 for
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events at 2.5 MPa and 3.5 MPa. Much lower friction values, in response to lower shear

stress, were measured for events occurring in lubricated conditions. In particular, the

values ranged between 0.41 and 0.51 for η=1.0 mPa·s, 0.20 and 0.24 for η=10.8 mPa·s

lubricated conditions, 0.16 and 0.18 for η=109 mPa·s lubricated conditions, 0.09 and

0.12 for η=1226 mPa·s lubricated conditions.

4.4 Photoelasticity; precursors and main events

The nucleation stage of instabilities was studied by combining interferometric images

provided by the high-speed camera and strain gauges data. High-speed photoelastic

measurements of the interface allowed the detection of the rupture front (from nucle-

ation to dynamic propagation) through analysis of stress concentration at the crack

tip resulting in a high light contrast (Figure 4.3a). The rupture front was manually

picked for each event and its evolution in time was studied. As can be observed from

the macroscopic shear stress evolution (Figure 4.2 a,b), the series of mainshocks were

preceded by a precursor event. Here we define precursors as the ruptures that did

not propagate throughout the whole fault, but rather stopped at a given location,

depending on the local stress distribution. Their propagation, even if incomplete,

modified the on-fault stress distribution, influencing the activation of the following

event. The first main (i.e., complete) event often nucleated in the exact fault location

where the precursor had previously stopped (Figure 3). For example, as the rupture

nucleated at the sample’s edge, it propagated dynamically through a big part of the

interface and slowed down until stopping at position x∼50 mm. The main event that

followed (Figure 3 b) nucleated at the exact same location at which the precursor had

previously stopped (∼50 mm), and propagated bilaterally rupturing the whole fault.

Similar behavior was observed for the precursor event that occurred in lubricated

conditions with η=10.8 mPa·s lubricant (Figure 4.3 c). The precursor nucleated at the

fault edge propagated dynamically and stopped at position x∼70 mm. The next event

nucleated exactly at the same location and propagated bilaterally rupturing the whole

fault (note that strain perturbation visible after the nucleation front is secondary

waves).
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Figure 4.3: Examples of a sequence of a precursor event (a., c.) and the following
main event (b., d.) for experiments performed under dry conditions (on the left)
and lubricated conditions (on the right). All the precursors nucleated at the fault’s
edge and, after propagating along a big portion of the fault, they stopped. The main
events following them always nucleated in the same portion of the fault where the
precursors had previously stopped. Strain evolutions (in red) are shown together with
photoelasticity measurements.

4.5 Influence of lubrication conditions on the nucleation of

instability

From now on, we will focus only on the study of mainshocks. Remarkably, all the

events that completely ruptured the interface were bilateral (i.e., propagating simulta-

neously in both directions with respect to their nucleation patch), with nucleation

occurring in the central part of the interface. Most of the ruptures showed a symmetric

propagation, while a few were affected by the sample’s edge effects (Figure 5.4 g, h).

All the events showed a phase attributable to rupture nucleation, where a quasi-static

rupture growth was observed, followed by an acceleration phase and a dynamic prop-

agation phase. The transition from the quasi-static phase to the acceleration phase is

expected to define the nucleation length Lc (Latour et al., 2013). While the accelera-

tion phase was always detectable, the quasi-static stage was not easily detectable for

all experimental conditions. For this reason, the nucleation length measured in this

study corresponds to the first slipping patch measurable in time from photoelasticity
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Figure 4.4: a. Example of photoelesticity measurements used to track the rupture
evolution profiles. The profiles were manually picked (dashed white). All main rup-
tures nucleated in the central part of the fault and propagated bilaterally. b-d events
occurring for increasing applied normal stress. e-h events occurring for increasing
fluid viscosity (under constant normal stress of 3.5 MPa). Colors indicate different
events.

as depicted in Figure 5.4 a , and might not correspond exactly to the one measured in

(Latour et al., 2013). Nevertheless, Lc showed a clear dependence on applied normal

load and fault lubrication conditions. In dry conditions, Lc decreased for increas-

ing normal load as expected (Latour et al., 2013), with values of 0.025-0.045 m for

σn = 1.75 MPa, ∼0.017-0.038 m for σn = 2.5 MPa, and ∼0.07-0.025 m for σn = 3.5 MPa,

in agreement with eq. 1. Under lubricated conditions, Lc increased with increasing

fluid viscosity, with values of ∼0.03-0.07 m for η=1.0 mPas, ∼0.05-0.08 m for η=10

mPas, ∼0.06-0.08 m for η=100 mPas, ∼0.055-0.085 m for η=1022 mPas (Figure 4.5 ).
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4.6 Rupture propagation velocity evolution

Rupture velocity during propagation (only the side approaching the right edge of the

fault of the bilateral rupture is considered for this purpose) showed the largest values

for events occurring on the dry interface with values ranging between 1200 m/s and

1500 m/s (reaching an asymptotic value around CS, and in some cases exceeding

it) (Figure 4.6 ). Events occurring on the lubricated interface showed lower Cf. In

particular, Cf was between 122 m/s and 525 m/s for η=1.0 mPa·s, 61 m/s and 332 m/s

for η=10.8 mPa·s, 120 m/s and 503 m/s for η=109 mPa·s, and 449 m/s and 511 m/s

for η=1226 mPa·s. It can be observed that conversely to rupture velocity evolutions

recorded in dry conditions, all the rupture velocity profiles recorded under lubricated

conditions reached shortly an overall constant value which was kept for a portion of

the propagation distance. Approaching the final propagation distance (L) (edge of

the interface) ruptures experienced either an acceleration (under η=1.0 mPa·s) or a

deceleration (under η=10.8,109, and 1226 mPa·s). These results suggest that while

rupture velocity increased with propagation distance in dry conditions, in agreement

with what the equation of motion would describe, under mixed lubricated conditions

ruptures showed an initially stable propagation with slow and intermediate rupture

velocity fronts along the interface.

72



4.7 Estimates of the energy release rate during propagation

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

propagation length (L) [m]

0

200

400

600

800

1000

1200

1400

1600
C

f [m
/s

]

Cs

DRY 
η=1.0 mPa.s
η=10.8 mPa.s
η=109 mPa.s
η=1226 mPa.s

Figure 4.6: Evolution of the rupture speed with propagation length for all the events
under the different lubrication conditions.

4.7 Estimates of the energy release rate during propagation

The measurements of the 16 horizontal strain gauges array gave insights about, be-

sides the evolution of the rupture fronts propagating during the events, the strain

evolution during the experiments, and its perturbation at the passage of the rupture

front (Figure 4.7 ). Events propagating under dry conditions were characterized by

notable strain perturbations, which became less and less evident for the events oc-

curring under lubricated conditions. Moreover, from the strain evolutions profiles, it

can be observed that the rupture propagation time is comparable to the local strain

perturbation time window in the case of dry conditions, while it is larger in the case

of lubricated conditions (Figure 4.7 ). To better understand how rupture dynamics

were affected by the chosen lubrication conditions, an analysis of the fracture energy

released at the passage of the rupture front was adopted. Using theoretical predictions

of Linear Elastic Fracture Mechanics (LEFM), the fracture energy at the rupture tip

could be inverted for selected stick-slip events, assuming the propagating front as a

shear rupture (Svetlizky and Fineberg, 2014). Stress perturbations occurring at the

passage of the rupture tip can be described by LEFM as:

∆σxy(θ,r,Cf) =
KII(Cf)p

2πr
ΣI I

xy(θ,Cf) (4.2)
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Figure 4.7: Strain evolution with time during rupture nucleation for events occurring
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Where θ,r are polar coordinates with origin at the crack tip, KII(Cf) is the stress inten-

sity factor and ΣI I
xy(θ,Cf) is the angular variation. The stress intensity factor KII(Cf) can

be related to the fracture energy by imposing an energy balance that equates fracture

energy Gc to the energy release rate G through the following:

Gc =G = (1−η2)

E
K 2

II(Cf) fII(Cf) (4.3)

where fII(Cf)is a function of the rupture velocity. Since the system is initially loaded

(macroscopic loads), the stress (and strain) distribution at the crack tip is influenced

by initial stresses (σxx,σyy and residual stress (τ) and the respective singular contri-

butions of the stress field. For this reason, to obtain the strain variations (∆εxx), the

initial strain (acting before the event) was subtracted from εxx. The fracture energy

estimated for the dry interface ranged between 0.62 and 1.5 J/m2, values in agreement

with the literature for similar experimental conditions (Bayart et al., 2016b; Svetlizky

and Fineberg, 2014). Under lubricated conditions the estimated fracture energy was

significantly lower, ranging between 0.05 and 0.09 J/m2 for η=1.0 mPa·s, 0.01 J/m2

for η=10.8 mPa·s, between 0.04 and 0.05 J/m2 for η=109 mPa·s and between 0.07 and

0.17 J/m2 for η=1226 mPa·s (Figure 4.8 ). An evident trend shows that under mixed

lubrication conditions, the fracture energy characterizing the main rupture front is
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Figure 4.8: Estimates of fracture energy under dry and mixed lubrication conditions.
a. Event 01 in dry conditions at 3.5 MPa normal stress. Strain evolutions are synchro-
nized with photoelasticity measurements (in the background). In dashed white, the
theoretical predictions expected from LEFM for the portion of the fault along which
the rupture propagated dynamically. The inset shows the fit of the strain perturba-
tion with LEFM, resulting in an estimated Gc = 0.8J/m2. b. Examples of fit of strain
perturbation predicted by LEFM with the measured ones for lubrictaed conditions. c.
Estimated values of Gc for the different tested conditions. (Color legend refers to the
one described in Fig. 2.)

lower than for dry conditions.

4.8 Radiations during rupture propagation

The recorded on-fault accelerations were compared for the different experiments. It

is important to keep in mind that the accelerometer used to record the data is placed

at x=163 mm, a location at which the ruptures have already transitioned into their dy-

namic propagation phase (for all conditions except for η=109 mPa·s lubricated case for

which the rupture nucleated around that location (Figure 5.4 g.,); the accelerometer

placed at x=138 mm was used instead). A significant difference can be noticed in the

acceleration content among the different conditions (Figure 4.9 ). The accelerations
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measured for events in water-lubricated conditions show the highest amplitude, fol-

lowed by the ones measured for events in dry conditions. The acceleration amplitude

progressively decreases with increasing lubricant viscosity, reaching the lowest for

events under η=1226 mPa·s lubricated conditions. This data was then used to com-

pute the acceleration Power Density Spectrum. Lubrication influenced the radiation

content. The power density (proportional to the moment magnitude) of events occur-

ring on the dry interface and water-lubricated is the highest and slightly decreases

for higher viscosity mixture-lubricated interfaces. The lowest amplitude (i.e. lowest

expected moment magnitude) is observed for η=1226 mPa·s lubricated interface. In

this spectrum the main peak is common to all the experimental conditions, corre-

sponding to a given corner frequency value ( fc). This frequency is about ∼6.5 kHz,

most probably related to the rupture velocity and the length of dynamic propagation.

Considering a rupture velocity of ∼500 m/s (average rupture velocity measured for dry

conditions), and dividing by the corner frequency ∼6.5 k Hz, a characteristic length of

∼0.08 m is obtained, comparable to the propagation length measured through pho-

toelasticity during dynamic propagation. However, such corner frequency suggests

that only a small patch of the fault propagates dynamically in presence of viscous

fluids. Assuming a rupture speed of 100 m/s (as the ones measured for lubricated

conditions), the expected propagation length is ∼1.5 cm, which appears to be smaller

than the propagation length expected from photoelasticity (i.e. L ∼6-8 cm). Slip rate

(V (t ) = 2
∫

ad t ) and coseismic slip (D(t ) = ∫
V d t ) were computed through integration

in time of the acceleration signal. The rise time (tr), time characterizing the local slip

duration, was chosen by looking at the slip evolution. The time window started at the

time at which D(t ) ̸= 0, and ended at tr, the time at which D(t ) reached a plateau. The

successive decreasing evolution of slip is not characteristic of the main rupture but of

reflections traveling along the interface, which can be neglected in what follows. It

should be noted that accelerometers are only installed on one side of the fault (top

sample), as such, the slip measured is representative of only half of the total fault slip.

The V (t ) and D(t ) evolution were computed for the different lubrication conditions,

and notable differences were observed between them (Figure 4.10 ). The slip rate

reaches a maximum value Vmax and decreases more or less abruptly depending on
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Figure 4.9: Acceleration data (a.) and respective Power Spectral Density (b.) for events
occurring under different lubrication conditions.

lubrication conditions (Figure 4.10 c). The maximum value of Vmax was measured for

the water-lubricated interface ∼0.4 m/s, comparable to the ones measured for the

dry interface (∼0.27-0.35 m/s). Vmax shows a clear trend for the remaining lubrication

conditions, decreasing with increasing viscosity, reaching the lowest values for η=1226

mPa·s (∼0.04-0.08 m/s). A similar trend was observed for the coseismic slip. The

highest final slip values were measured for the dry interface (∼29-52 ηm), while they

decreased, for the lubricated interface, with increasing lubricant viscosity.

4.9 Discussion

Our experimental results show that in dry conditions, increasing the normal stress

acting on the fault leads to a decrease in the nucleation length, while the frictional

strength of the interface remains roughly constant. These results are compatible with

previous studies (Latour et al., 2013; Harbord et al., 2017; Guérin-Marthe et al., 2019).

In lubricated conditions, our experiments highlight that increasing the fluid viscosity

along the fault leads to (i) a decrease in the peak strength of the fault, and of the

subsequent stress drop during instabilities, (ii) an increase in the nucleation length

for constant normal stress, (iii) a decrease in the rupture velocity and fracture energy

along the interface, and (iv) a decrease in the size of the events in terms of slip and

radiations.
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4.9.1 Influence of fluid viscosity on the reactivation of the fault

A clear evolution of macroscopic friction with applied normal stress and lubrication

conditions was observed in these experiments. The events occurring on the dry inter-

face show the highest friction values, which decreased, in lubricated conditions, for

increasing fluid viscosity. Under dry conditions, friction is defined as f = Acontact
Aapparent

τy

σn
,

with Acontact the real contact area, Aapparent the nominal contact area and τy the solid

shear strength and σn the macroscopic normal load. The increase in normal load is

reflected in an increase in the area of contact, leading to a constant friction value. How-

ever, the presence of a fluid film between the two surfaces (i.e. lubricated conditions)

can interfere with the load distribution. Depending on the thickness of the film (con-

trolled by loading condition, surface roughness, and fluid properties), the different

conditions can be boundary lubrication, mixed lubrication, or full lubrication. Please

note that in this context such definitions are used to describe initial contact conditions

and could slightly differ from the ones used in the lubrication theory which assumes

a sliding velocity. The experiments show a significant reduction in peak friction for

lubricated conditions, indicating that the boundary lubrication condition should

be excluded as a plausible option. In fact, under boundary lubrication conditions

the stress acting on the interface is by definition supported completely by the solid

contacts. For this reason, the peak friction is expected to be similar to the one of the

dry interface. The dynamic friction value will be the one most affected by the presence

of a lubricant film, showing a significant reduction (Bayart et al., 2016b; Cornelio et al.,

2019). We assumed the fault to be subjected to mixed lubrication conditions, meaning

that the applied normal load is born partly by the solid contacts and partly by the

lubricated contacts. The fluid will occupy part of the initial contact area, reducing the

solid contacts, hence drastically decreasing the peak friction. Moreover, this effect will

be more accentuated for higher viscosity values, due to the higher resistance to motion

generating higher lubrication pressures and a larger area of lubricated contacts. This

well reflects what was observed with macroscopic stress evolution (Figure 4.2 ), i.e.

the large decrease in static fault strength in presence of highly viscous fluids, allowing

to induce rupture events at much lower stress conditions than in the dry case.
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4.9.2 Influence of normal stress and fluid viscosity on nucleation length

As seen in the introduction, the nucleation length can, in case of homogeneous faults,

be described by the following equation assuming the slip-weakening law (Ida, 1972):

Lc = (ηDc)/(σn∆ f ). Under the same assumption, this equation can be rewritten as

Lc ∝ (ηGc)/(σn∆ f )2. We can therefore speculate on which quantities affect the ob-

served evolution of Lc, by considering∆ f as the macroscopic measured friction drops,

and Gc the values of fracture energy inverted through strain gauges measurements.

Starting by the latter, we observed Gc values drastically reduced under lubrication

conditions, and slightly increased for increasing lubricant viscosity. At the same time,

the friction drop was found to decrease for increasing lubricant viscosity. Considering

that σn was kept constant for all the performed experiments and equal to 3.5 MPa, we

can then assert that the observed behavior of Lc mainly depends, in the case of mixed

lubrication conditions, on the competition between the change in Gc and the change

in friction drop for the different viscosities. Furthermore, as shown in the Results

section, we estimated for lubricated conditions lower fracture energy (Gc) driving

the main rupture front. This is different from what was measured under boundary

lubrication conditions (Bayart et al., 2016b, 2018) which shows fracture energy in-

creasing with the presence of a lubricant. Considering a linear slip weakening law, the

fracture energy is expected to be proportional to the critical slip distance (Dc). Hence,

in light of eq.1, we would expect higher Gc values for larger nucleation lengths. How-

ever, this is true only in the case of comparable initial stress (as occurs in boundary

lubrication conditions). As it was highlighted through macroscopic stress evolution,

the performed events were most probably occurring in mixed lubrication conditions;

the static shear stress (and peak friction) dramatically decreases, with an associated

much lower stress (and friction) drop. In the slip-weakening framework, a lower peak

stress with an associated lower stress drop would generate a smaller fracture energy.

All is finally controlled by a competition between the change in Dc (which was shown

to be increasing with viscosity (Cornelio et al., 2019)) and the change in ∆τ with the

presence of a lubricant. This explains why in the studied events the expected scaling

Gc ∝ Lc is not observed.
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4.9.3 Lubrication affects the rupture mode (crack-like vs pulse-like)

It is known that the characteristic time during which the event occurs carries impor-

tant information about the nature of the event itself. The rise time, intended as the

local slip duration, was computed considering the slip evolution integrated from the

on-fault accelerations as described in section 3.5 (Figure 4.11 a inset). On the other

side, another characteristic time was computed; the source duration Td, intended

as the total expected rupture duration (time that the rupture spends to travel along

the interface (Figure 4.11a)). It was computed as an average between the maximum

expected source duration computed as T(d,max) = L/Cf with L the propagation length

and Cf the measured rupture speed, and the lower bound T(d,min), measured as the

time the rupture took to propagate from the accelerometer position to the fault edge.

The comparison of these two characteristic times (Td) gave insights into the mode of

rupture; crack-like vs pulse-like. It is known (Lu et al., 2007; Lykotrafitis et al., 2006)

that for

• tr ∼ Td the rupture will show a crack-like behavior (ruptures for which the

interface keeps sliding in the wake of the crack tip)

• tr < Td the rupture will show a pulse-like behavior (ruptures for which the

interface heals in the wake of the crack tip and relocks).

We observed that for the events occurring under dry conditions, the two characteristic

times are comparable tr ≈ Td, an indicator of crack-like ruptures. However, this is

not the case for the events occurring under lubricated conditions. Regardless of the

fluid viscosity, the rise time was always found much smaller compared to the source

duration tr < Td, an indicator of pulse-like ruptures (Figure 4.11b). Moreover, we know

that the stress state and nucleation length can control the rupture mode (Gabriel et al.,

2012). The seismic ratio was then computed for the different events as S = fs− f0

f0− fd
−1,

with fs and fd respectively the static and dynamic friction and f0 the initial friction

value measured for each event. The values of friction were chosen respectively as fs =
0.6 (maximum static friction measured in the present experiments for dry interface)
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and fd = 0 (minimum dynamic friction that can be reached). The evolution of S values

with nucleation length (Lc) seems in agreement with the literature (Gabriel et al.,

2012), showing; for low S values and small Lc values emergence of crack-like ruptures,

for higher S values and larger Lc values emergence of pulse-like ruptures (Figure

4.11c). The latter can be partitioned further into growing pulses and decaying pulses.

This discrimination is possible by observing the rupture velocity evolution profiles. As

aforementioned, the velocity evolution of the events occurring with water as lubricant

shows a first overall steady behavior suggesting fault plane healing (Freund, 1979),

followed by an acceleration towards the fault edge, a signature of growing pulses.

The opposite happens for the velocity evolution of the events occurring with viscous

mixtures as a lubricant; after an overall steady behavior, the rupture slows down

towards the fault edge, a signature of decaying pulses. The emergence of pulse-like

ruptures can also be observed in Figure 4.8 where for such conditions, after the strain

perturbation concurrent with the passage of the rupture front, strain promptly returns

to the static value, suggesting healing of the interface behind the crack tip. While

for events occurring under dry conditions, the strain rather reaches a residual value,

suggesting continuous sliding. As suggested by observing the dependence of the

rupture mode on the seismic ratio, the cause for the observed pulse-like ruptures could

be the low prestress characterizing these events. Theoretical work (Zheng and Rice,

1998), and more recently experimental work (Lu et al., 2007) already showed how for

low prestress values, and in velocity weakening conditions, the rupture preferentially

propagates as self-healing rather than as a crack. Indeed, for events under lubricated

conditions, we observed a dramatic reduction of shear strength with respect to the

case under dry conditions. This implies a much lower prestress level that could

facilitate pulse-like over crack-like ruptures. This is also compatible with recent

theoretical and numerical work demonstrating, for ruptures governed by a rate and

state friction law, the potential emergence of slip-pulses for rate-weakening interfaces

(Roch et al., 2022). Moreover, laboratory experiments on granite (McLaskey et al.,

2015) showed that such slip pulses could emerge either at free sample edges or right

outside of the nucleation patch, as it happens in our observed events.
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Figure 4.11: a. Example of how the rise time (tr) and the source duration (Td) would
seem in one of the observed events. b. Comparison of tr values with Td values for the
different events. The slope 1:1 indicates ruptures propagating in a crack-like manner,
while the area for which tr < Td indicates ruptures propagating in a pulse-like manner.
c. Dependence of the different rupture modes on seismic ratio S and nucleation length
Lc (inspired by Fig. 5 in Gabriel et al. 2012). For low S values crack-like ruptures are
observed, for increasing S values the rupture modes transition into growing pulses
and for even higher S values to decaying pulses. Note that the dashed curves are
drawn by hand to differentiate the different observed regimes and do not follow any
analytical or numerical solution. (Color legend refers to the one described in Fig. 2.)

4.9.4 Radiation

The radiation analyzed through the acceleration data was revealed to be influenced

by the lubrication conditions. The overall radiation was maximum in the dry and

water-lubricated cases. It decreased slightly for the η=10.8 mPa·s lubricated case

and kept decreasing for higher fluid viscosities. This can be explained by different,

but probably connected, phenomena such as; i) viscous damping, ii) lubrication

mechanism, and iii) reduced frictional strength. Viscous damping commonly occurs

when thin viscous fluid films are constrained between surfaces. The fluid lubricating

the interface damps the acceleration waves traveling through it, resulting in a lower

radiated content. Figure 4.9 shows clear evidence of dissipation for high-viscosity

lubricant fluids. By comparing the values of maximum slip rate Vmax with values

of maximum rupture velocity C(f,max) for different lubrication conditions, one can

observe that for a similar range of C(f,max), Vmax is lower for increasing lubricant

viscosity, an indicator of higher damping and/or dissipation. Slightly different is

the lubrication mechanism involving the lubrication pressure Plub caused by fault
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motions. Such lubrication pressure increase would reduce the contact area, resulting

in reduced high-frequency radiation expected from asperity breakage. This has also

been observed during the 1999 Chi-Chi earthquake in Taiwan (Ma et al., 2003), where

the gouge layer in the fault was considered to behave as a viscous material. They

observed in one portion of the fault a reduction in high-frequency energy, probably

due to high displacement and velocity which allowed the increase of lubrication

pressure, and reduced the contact asperities. The presence of lubricants led to a

reduction of fault frictional strength, with repercussions on the magnitude of the

experienced stress drops (significantly reduced with respect to dry conditions). A

smaller stress drop will inevitably generate a lower radiated content, as observed in

these experiments. Given that all the events occurred under lubricated conditions

(and showed a lower stress drop) were associated with a pulse-like behavior, one

could draw the conclusion that pulse-like ruptures generate a lower radiated content,

opposite to what showed by (Lambert et al., 2021) (larger radiated energy for pulse-like

ruptures). However, the two results can be actually consistent with each other. In our

study, the lower radiation is only related to the difference in magnitude of the stress

drops characterizing pulse-like and crack-like ruptures, while (Lambert et al., 2021)

compared ruptures of the same stress drop.

4.10 Conclusion and implications for natural earthquakes

Our experimental results show that the presence of lubricant along faults could pro-

mote low-stress regions due to a strong reduction of the peak friction coefficient,

enhancing the emergence of pulse-like ruptures propagating at low or intermediate

seismic velocities. If the on-fault conditions are such that the lubrication responds to

a mixed lubrication regime (given surface roughness, effective fluid viscosity given by

the gouge composition, and applied load), then the conclusions drawn in this study

could suggest some of the possible causes that bring some earthquakes to not grow

fast (at the Rayleigh wave speed) and big (i.e., with high radiated energy), but rather

propagate slow (at portions of the S-wave speed) and small (i.e., smaller radiation

content). The presence of a viscous layer can, under the aforementioned conditions,
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drastically reduce the fault strength, implying, as intuitively as it seems, an easier fault

reactivation. However, despite this, given the small stress drop that accompanies it,

the rupture would be slower and radiate less. Moreover, these ruptures would initiate

in larger nucleation regions, implying a larger portion of the fault slipping aseismically

before it starts to propagate dynamically. This could describe the local emergence of

slow ruptures or pulse-like phenomena in low-stress areas which are not expected to

be explained by high fluid pressure, for instance in clay-rich environments.
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5 On the scale dependence in the

dynamics of frictional rupture:

constant fracture energy versus

size-dependent breakdown work
The propagation phase of an earthquake rupture and the accompanying energy bal-

ance are the main topics of this chapter. It is highlighted in the introduction how

important the fracture energy of earthquakes is as it is expected to control the nucle-

ation, propagation, and arrest of the seismic rupture. On one side, the seismological

fracture energy estimated for natural earthquakes (commonly called breakdown work)

ranges between 1 J/m2 and tens of MJ/m2 for the largest events and shows a clear

slip dependence. On the other side, recent experimental studies highlighted that,

concerning rupture experiments, fracture energy is a material property (energy re-

quired to break the fault interface) independently of the size of the event, i.e. of the

seismic slip. With the intention of reconciling these contradictory observations and

definitions, stick-slip experiments were performed, as an analog for earthquakes, in

a bi-axial shear configuration. Fracture energy was estimated through both Linear

Elastic Fracture Mechanics (LEFM) and a Cohesive Zone Model (CZM) and through

the integration of the near-fault stress-slip evolution. In these experiments, fault

weakening is divided into a near-tip weakening, corresponding to an energy of few

J/m2, consistent with the one estimated through LEFM and CZM, and a long-tailed

weakening corresponding to a larger energy not localized at the rupture tip, increasing
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with slip. Through numerical simulations, it was shown that only near-tip weakening

controls the rupture initiation and that long-tailed weakening can enhance slip during

rupture propagation and allow the rupture to overcome stress heterogeneity along the

fault. This study brought to the main conclusion that the origin of the seismological

estimates of breakdown work could be related to the energy dissipated in the long-

tailed weakening rather than to the one dissipated near the tip.

This chapter is a modified version of a scientific article published by Elsevier:

Paglialunga, F., Passelègue, F. X., Brantut, N., Barras, F., Lebihain, M., & Violay, M.

(2022). "On the scale dependence in the dynamics of frictional rupture: Constant

fracture energy versus size-dependent breakdown work", Earth and Planetary Science

Letters, 584, 117442. https://doi.org/10.1016/j.epsl.2022.117442
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5.1 Introduction

Earthquakes are due to the abrupt release of part of the elastic stored energy accu-

mulated during the inter-seismic period, which is released as radiated energy in the

bulk and dissipated energy in the vicinity of the fault. The latter can be subdivided

into two contributions: (1) the so-called breakdown work, which is associated to fault

weakening down to some minimum frictional strength (Tinti et al., 2005), and (2) the

remaining frictional dissipation (Kanamori, 1977; Kanamori and Brodsky, 2004). The

breakdown work (Wb) is a collective dissipation term that includes on- and off-fault

processes occurring at a range of timescales during rupture, from the onset (i.e., near

the tip of the propagating rupture) to the later stages of slip (i.e., far from the tip). In-

spired from the energy budget of slip-weakening models of earthquakes (e.g., Palmer

and Rice, 1973), breakdown work (previously commonly known as ’seismological’ frac-

ture energy) is often proposed as a proxy for the fracture energy (Gc) (Venkataraman

and Kanamori, 2004; Abercrombie and Rice, 2005), defined as the energy consumed

at the rupture tip to propagate the rupture by a unit area. However, breakdown work

is analogous to fracture energy only if the fault weakening is concentrated near the

propagating tip of the rupture, which is not expected to be systematically the case dur-

ing natural earthquakes (e.g., Lambert and Lapusta, 2020; Brener and Bouchbinder,

2021b,a). How this dissipated energy is distributed around the propagating rupture

has a key impact on its dynamics.

Estimating the partitioning of breakdown work between fracture energy and fric-

tional dissipation and its spatio-temporal distribution during earthquakes is of first

importance since they seem to control the nucleation and propagation of the seis-

mic rupture, as well as the intensity of the wave radiation at the origin of ground

motions. To clarify our terminology, in this paper we follow Tinti et al. (2005) and

make a distinction between what we will call the breakdown work, which is defined as

the total energy dissipated in excess of the residual friction, and the fracture energy

(termed "surface energy" by Tinti et al. (2005)), defined as the critical energy release

rate required to expand the rupture. As noted by Tinti et al. (2005), fracture energy is
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likely a small part of the breakdown work: this is what we explore here.

Unfortunately, most seismological observations do not allow for a complete estimate

of the energy balance of crustal earthquakes, due to the presence of several unknowns,

such as the stresses acting on the fault and the minimum slip distance needed to

release the stress drop. The analysis of the radiated seismic waves provides a good

estimate of the radiated energy (Kanamori, 1977; Venkataraman and Kanamori, 2004),

but quantifying the breakdown work of earthquakes remains challenging and relies on

a number of simplifying assumptions that are difficult to assess. Still today inverting

the dynamic parameters controlling rupture processes during natural earthquakes

requires highly instrumented fault zones (Twardzik et al., 2014). For this reason, break-

down work is often estimated from kinematic models with limited frequency bands,

or constraining a priori a given weakening law, with the possibility of influencing the

final values. With this in mind, such estimates indicate that ’seismological’ fracture

energy scales with earthquake slip, as a power law with an exponent ranging from 0.5

to 2 (e.g., Abercrombie and Rice, 2005; Viesca and Garagash, 2015).

Laboratory studies have brought useful constraints on the energetics of shear rup-

tures (e.g., Johnson and Scholz, 1976; Ohnaka and Yamashita, 1989; Rubinstein et al.,

2004; Svetlizky and Fineberg, 2014; Bayart et al., 2016b; Xu et al., 2019a). Stick-slip

experiments conducted on rocks or analog materials have shown that the onset of

frictional slip can be described by a shear crack (i.e., mode II fracture) nucleating and

propagating along the fault interface. Using Linear Elastic Fracture Mechanics (LEFM),

recent studies (e.g., Svetlizky and Fineberg, 2014; Bayart et al., 2016b; Kammer and

McLaskey, 2019) have highlighted that the stress field and associated release of elastic

energy at the rupture tip is fully controlled by a fracture energy of the interface that is

a scale-independent interface property. Such estimates are found to be a fraction of

the mode I fracture energy of the intact material (1 to 10 kJ/m2), dependently on the

interface properties (Svetlizky and Fineberg, 2014). For dry interfaces, such estimates

can be related to the tensile fracture energy of the intact material (1 to 10 k J/m2)

using the real area of contact broken by the frictional rupture (Svetlizky and Fineberg,

2014). Yet, this direct relation to the fracture energy of the bare material fades with
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more complex interface conditions (e.g. after lubrication (Bayart et al., 2016b)). In

addition, the propagation and arrest of dynamic ruptures in laboratory samples has

been shown to be fully described by fracture mechanics (Kammer et al., 2015; Bayart

et al., 2016b; Galis et al., 2017; Svetlizky and Fineberg, 2014; Passelègue et al., 2020),

raising the hope of predicting earthquake motions.

However, laboratory studies on rupture experiments have shown values of fracture en-

ergy of the order of tenths to hundreds of J/m2 (Svetlizky and Fineberg, 2014; Kammer

and McLaskey, 2019; Ohnaka, 2003), far from those of natural earthquakes, suggesting

a difference between the processes included at the two scales of observations. Indeed,

at the scale of natural faults, seismological observations indicate a slip-dependence of

the breakdown work of earthquakes (Abercrombie and Rice (2005); Venkataraman and

Kanamori (2004); Viesca and Garagash (2015); Causse et al. (2014); Tinti et al. (2005)

and therein) with values ranging from 1 J/m2 to tens of MJ/m2 for the largest crustal

earthquakes (i.e. three to four order of magnitude larger than the fracture energy of in-

tact material constituting the seismogenic crust), differing from the notion of fracture

energy as a constant material property. Recent work by Ke et al. (2020) suggests that

apparent scale-dependent breakdown work can emerge in ruptures governed by an

underlying constant (material-dependent) fracture energy when earthquakes propa-

gate into regions of decreasing background stress, where ruptures progressively stop.

Such apparent scaling arises due to stress drop heterogeneity rather than intrinsic

fault strength evolution.

By contrast with laboratory rupture experiments, friction experiments at high slip

velocity, aimed at characterizing the evolution of frictional strength that would be

observed at a single point along the fault during seismic slip and have reproduced

the slip-dependence of breakdown work, with values ranging between 1 kJ/m2 to 10

MJ/m2 (Nielsen et al., 2016; Cornelio et al., 2020; Seyler et al., 2020; Passelègue et al.,

2016a). Similarly, fault models based on weakening mechanisms such as thermal pres-

surization (Viesca and Garagash, 2015; Lambert and Lapusta, 2020) or flash heating

(Brantut and Viesca, 2017a) have also been shown to exhibit such scaling between

slip and breakdown work. In both friction experiments and models, most of the total

91



Chapter 5. On the scale dependence in the dynamics of frictional rupture

dissipated energy is converted into frictional dissipation, further enhancing the weak-

ening of the fault during coseismic slip due to the occurrence of thermally activated

weakening processes. In this regard Lambert and Lapusta (2020) emphasize how, due

to this enhanced fault weakening prolonged after rupture propagation, breakdown

work does not solely correspond to dissipation occurring within a small region near

the propagating rupture tip (cohesive zone), but includes possibly large contribu-

tions from dissipation occurring at large distances from it. The exact role of such

“long-tailed” weakening in the dynamics of rupture propagation, and in particular its

possible contribution to fracture energy at the propagating tip, remains somewhat

unclear. Using rate-and-state models of friction, recent works show that while the dy-

namics of the frictional rupture can be described by fracture mechanics, the fracture

energy inverted at the crack tip only corresponds to a small fraction of the breakdown

work integrated during rupture (Barras et al., 2020; Brener and Bouchbinder, 2021b,a).

We combine, in a single experimental setup, the study of rupture dynamics and friction

evolution. From the variation of frictional stress with slip measured in the wake of

the rupture, we show that the fracture energy represents only a small fraction of the

total breakdown work at the scale of laboratory experiments, as discussed already in

Tinti et al. (2005) and Cocco and Tinti (2008). Building on these observations, this

manuscript tackles two objectives: firstly, to investigate and quantify the discrepancy

between fracture energy and breakdown work existing at the scale of laboratory

experiments, and secondly to discuss how the observed dynamics can be up-scaled

to understand the energy budget of natural earthquakes.

5.2 Methods

5.2.1 Apparatus and loading conditions

Experiments were performed with a bi-axial shear apparatus, located at the Experi-

mental Rock Mechanics Laboratory of the Swiss Federal Institute of Technology in

Lausanne (EPFL). The apparatus is composed of a rigid steel frame holding two rectan-

gular cuboid blocks of polymethylmethacrylate (PMMA) of known elastic properties
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(Young’s modulus E=5.7 GPa and Poisson’s ratio ν=0.33) (Figure 5.1a.). The dimen-

sions of the PMMA blocks are of 20 cm × 10 cm × 1 cm for the upper block, and 50 cm

× 10 cm × 3 cm for the lower block, resulting in a 20 cm × 1 cm fault interface. External

loading is imposed by using two hydraulic pumps applying respectively normal and

shear load with a maximum stress of 20 MPa (Figure 5.1a). The applied macroscopic

loads were measured using two load cells located between the frame and the pistons,

and recorded at 100 Hz sampling rate with a National Instrument data acquisition

system. To capture the details of the dynamic ruptures, the upper PMMA block was

equipped with an equally spaced array of strain gauge rosettes placed 1 mm away from

the fault, which guaranteed high frequency measurement of strain (for details on the

acquisition system refer to the Supplementary Material). To reproduce earthquakes

with our experimental system, a normal load was first imposed along the fault, for

values ranging between 0.2 and 5 MPa. Then, the shear load was manually increased

up to the onset of instability, which resulted in a spontaneous fast release of stress

along the experimental fault, associated with seismic slip and elastic wave radiation

(i.e., stick slip events).

5.2.2 Estimation of local strain and rupture velocity

During stick-slip events, the local material response was analyzed using the strain

gauge array. Denoting x and y the fault-parallel and the fault-perpendicular coordi-

nates, respectively, the elements εxx,εyy,εxy of the strain tensor were obtained from

the measured strain (referred to as ε1,ε2,ε3 for strain gauges oriented at 90◦, 45◦ and

135◦ from the fault direction, respectively) as

εyy = ε1,

εxy = ε3 −ε2

2
,

εxx = ε3 +ε2 −ε1.

(5.1)

Typical time series of shear strain (εxy) computed at each rosette location, together

with the laser displacement sensor and the acceleration motions, during a stick-slip

instability (here obtained at 2.3 MPa normal stress) are presented in Figure 5.1b.
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Rupture velocity (Cf) was estimated using the times at which the passage of rupture

front was detected from the different strain gauges and the relative distance between

them. The arrival of the rupture front was determined as the moment at which the

strain gauges signal reached its peak (Figure 5.1c); this method assumes that the

rupture velocity is constant over the distance spanned by the gauge array. An increase

in rupture velocity is observed with an increase in the initial peak shear stress, as

observed in previous studies (Ben-David et al. (2010); Passelègue et al. (2016a), and

references therein). Once the rupture fully propagated along the interface, the two

sides of the fault started behaving like rigid blocks slipping one against the other,

as shown by the evolution of the macroscopic slip and the cessation of measured

acceleration motions (Figure 5.1b).

5.2.3 Linear Elastic Fracture Mechanics and Cohesive Zone Model

During stick-slip experiments, the onset of slip arises in the wake of a propagating

rupture that generates an associated stress perturbation. LEFM has been shown to

be a valid tool to describe such perturbations in the stress field by analogy with a

propagating shear crack, which is expected to create a singular field, whose intensity

can be described by the stress intensity factor (KII), a quantity accounting for geometry

and loading conditions (Irwin, 1957). The main assumption of this model is that

all dissipative processes occurring close to the crack tip must be concentrated in

one point. The Cohesive Zone Model (CZM) regularizes the stress singularity by

introducing a cohesive zone of finite dimension, xc , where shear stress continuously

decreases from a peak at the crack tip, τp, down to a constant residual value, τr (e.g.,

Poliakov et al. (2002)). The two quantities which control this model are xc and the

stress drop over which the dissipation occurs.

Both LEFM and CZM allow for an estimate of the fracture energy related to the prop-

agation of the rupture, by imposing an equilibrium between the energy release rate

and the fracture energy that respectively depends on KII and (xc, τp−τr) as detailed in

the Supplemental Material. These two models were adopted, given their widespread

use in recent experimental studies performed under similar conditions (Svetlizky and
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Figure 5.1: a. Sketch of the biaxial apparatus used to perform stick-slip experiments.
Symbols as rectangles and circles represent respectively strain gauges and accelerom-
eters placed at a distance of 1 mm from the fault. The sketch does not respect the
real distance between them, which is shown in (c). b. Evolution of strain (in black)
during the occurrence of a rupture event. Strain is measured through strain gauge
rosettes placed at three different location along the fault. Macroscopic slip evolution
measured through laser displacement sensor (in green). Macroscopic slip is initiated
once rupture has propagated all the way through the fault. The acceleration evolution
(in blue) shows radiation occurring mainly during rupture propagation and dissipat-
ing as macroscopic slip occurs. c. Zoom-in of strain and acceleration distributions
during the rupture event. Rupture arrival times for each strain rosette (in red) used to
estimate the rupture velocity (Cf).
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Fineberg, 2014; Bayart et al., 2016b; Kammer and McLaskey, 2019) .

5.3 Experimental Results

5.3.1 Estimation of the fracture energy

Dynamic strain perturbations recorded at the vicinity of the rupture tip were com-

pared to theoretical predictions, using both CZM (Poliakov et al., 2002; Kammer and

McLaskey, 2019) and LEFM (Svetlizky and Fineberg, 2014) (Supplementary material).

The LEFM solution was fitted through a least-squares method, by adjusting a single

parameter, KII, while the CZM solution was fitted by adjusting two parameters (τp−τr)

and xc (Figure 5.2a). Both LEFM and CZM predictions output comparable values of

Gc. This inversion was done for several events occurring at different applied normal

loads (Figure 5.2b, Table S1). As expected from previous studies (Okubo and Dieterich,

1984; Bayart et al., 2016b), Gc increases with increasing applied normal load, due to an

increase of contact area between the two surfaces. The values found ranged between

0.5 and 11 J/m2, in agreement with previous estimates (Svetlizky and Fineberg, 2014;

Bayart et al., 2016b). Our results suggest that the cohesive zone (inverted from CZM)

increases with the initial applied normal stress, with values ranging from 1 to 10 mm

at 0.2 and 4 MPa applied normal stress, respectively (Figure 5.2c). Note that for events

presenting small values of xc, CZM predictions collapse to those of LEFM, as expected

theoretically and previously observed (Svetlizky and Fineberg, 2014). Finally, using

our estimates of xc, a characteristic slip-weakening distance was estimated as (Palmer

and Rice, 1973)

Dc = xc 4(1−ν) (τp −τr)/πµ. (5.2)

Dc increases with the initial normal stress from a few microns at the lowest stress

tested to tens of microns at ≈ 4 MPa normal stress (Figure 5.2c.), in agreement with

previous studies (Ohnaka, 2003; Passelègue et al., 2016a).
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Figure 5.2: a. Example of strain variation evolution during one rupture event
(∆εxx,∆εyy,∆εxy). Theoretical predictions from CZM (in black) and LEFM (dashed
gray) are plotted as well. b. Evolution of fracture energy inverted (from CZM) for all
the studied rupture events for increasing applied normal load. c. Critical distance
(Dc) evolution for all the studied rupture events with applied normal load, obtained
by making use of cohesive zone (xc) inverted through CZM.

5.3.2 Comparison to local slip measurements

The values of fracture energy and frictional parameters inverted from CZM can be

compared to the local evolution of stress versus slip. First of all, using the local strain

tensor and the material’s elastic properties, under the assumption of plain strain

conditions, the shear stress evolution (τ) during instability was computed at 1 mm

from the fault. Secondly, the strain measurements were used to compute the local slip

induced along the fault during rupture propagation. The particle velocity was esti-

mated from the strain component parallel to the slip direction, following u̇x =−Cfεxx

(Svetlizky and Fineberg, 2014). Then, local fault slip was obtained by integrating u̇x

with respect to time. The latter was compared to the slip obtained from the calibrated

accelerometers located along the fault, computed following ux =
Î

t a(x)d t , with a

the measured acceleration in m/s2 and t the time during propagation. The evolution

of slip during rupture propagation obtained from both strain gauges and accelerome-

ters is comparable (Figure 5.6). The final values of slip obtained in this way are also

comparable to the macroscopic slip measured by the laser sensor, suggesting that

strain gauges provide a robust estimate of the local slip during rupture propagation,

excluding possible strain-induced waves reflection. The total displacement occurring

on the fault was computed as D(t ) = 2ux, assuming a symmetric displacement across

the fault, given the uniform far-field loading.

97



Chapter 5. On the scale dependence in the dynamics of frictional rupture

In agreement with the slip-weakening assumption used in CZM, the onset of slip

is marked by a large stress release (around 0.5 MPa) within a small amount of slip

(around 10 µm) (Figure 5.3a), an outcome which is in good agreement with our

estimates of Dc using equation (5.2). This abrupt weakening stage is followed by a

second long-tailed weakening stage during which the stress decreases continuously

with increasing slip, at a much lower rate. During the first weakening stage, 70% of the

final stress drop is achieved in the first micrometers of slip (Figure 5.3). During the

second stage, the weakening continues at a lower rate until the arrest of dynamic slip,

defined here as the time at which the rupture propagated through the entire fault. It is

important to highlight that a steady state residual stress is not achieved at the scale of

our experiments. While the first weakening stage is predicted by CZM at the strain

gauge locations (Figure 5.3b), this long-tailed weakening is not expected to occur from

the model, suggesting that at the scale of our experiments, fault weakening is more

complex than expected from linear slip-weakening model (Palmer and Rice, 1973).

This dual-scale weakening has been observed for decades in studies of engineering

materials like concrete (Planas et al., 1997; Bažant, 2004), and is expected to give rise

to a scale-dependent fracture energy, as it is observed from earthquakes scaling law

(Madariaga and Meyers, 2009).

5.3.3 Comparison between fracture energy, near-tip and long-tailed break-

down work

Keeping these last observations in mind, we now assume that the evolution of stress

and slip estimated using the strain gauges located at 1 mm from the fault are repre-

sentative of the real motions occurring along the fault during rupture propagation.

This assumption seems robust since (i) the slip inverted from strain gauges at 1 mm

from the fault is comparable to the one measured by the accelerometers and the laser

sensor, (ii) the evolution of the stress 1 mm away from the fault is close to the evolution

of the stress on the fault, particularly in terms of energy dissipated (Figure 5.3b). In

general, off-fault shear stress is similar to that on the fault when it is measured at

distances much smaller than the size of the cohesive zone, which is verified here.
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The estimates of Dc, obtained from equation (5.2), allowed us to differentiate two

principal weakening stages and to compute the energy dissipated during each of them.

The energy dissipated at the crack tip, also known as the edge-localized dissipation

(Barras et al., 2020), was computed for each event as Wb,tip = ∫ Dc
0 (τ (D)−τ (Dc))dD,

using the measured shear stress τ. These values are in good agreement with Gc

estimates obtained from the direct inversion of the strain perturbations shown above

(Figure 5.3c), showing that our near-fault stress measurements can be considered

representative of on-fault stress, and, once more, that dynamic fracture mechanics is

able to describe the onset of frictional sliding.

Secondly, the total dissipated energy resulting from the full stress evolution (i.e. break-

down work) was computed following

Wb =
∫ Dm

0
(τ (D)−τ (Dm))dD (5.3)

where Dm corresponds to the value of slip for which the stress is minimum (τmin)

during rupture propagation. In our experiments Dm coincide with the final displace-

ment Dfin. The energy dissipated during the complete weakening processes ranges

between 1 and 60 J/m2, i.e. values that are two to six times greater than Wb,tip and

Gc. While Gc slightly increases with applied normal load, as discussed previously, Wb

covers a much wider range of values, which present a clear dependence with the final

slip (Figure 5.3d). These observations suggest that contrary to the energy dissipated

at the rupture tip, which can be considered as an emerging property of the rough

contact problem (fault roughness, normal pressure), the energy dissipated during the

second weakening stage is rather controlled by frictional dissipation and slip history,

presenting features similar to the breakdown work derived from high-velocity friction

experiments (Nielsen et al., 2016) and natural earthquakes (Abercrombie and Rice,

2005; Tinti et al., 2005; Cocco and Tinti, 2008).
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5.4 Discussion

5.4.1 Theoretical stress intensity factor including long-tailed weakening

In our experiments, the prolonged weakening does not completely contribute to

fracture energy. However, one may wonder how and at which scale the long-tailed

weakening may control rupture dynamics. As a first step, we analyze theoretically

the influence of the cohesive stress distribution acting behind the crack tip on the

stress intensity factor, and examine how stress variations far from the rupture tip may

actually contribute to tip dynamics.

Let us consider a semi-infinite straight crack nucleating at t=0 in an infinite elastic

medium. The crack is loaded under anti-plane shear conditions with a constant uni-

form background stress τb. The propagation of the shear crack is resisted by cohesive

frictional stresses τf (x, t ). Following our experimental results, which provide evidence

for a dual-scale weakening stage, the frictional stresses can be decomposed into the

sum of three terms defined by (i) τf,tip (D(x, t )) describing the near-tip weakening due

to the local instantaneous slip D , (ii) τf,tail (D(x, t )) associated to the long-tailed weak-

ening, and (iii) the uniform residual stresses τr,tail at large slip. The stress intensity

factor resulting of the evolution of stress with slip is written as (Kostrov, 1966)

ktot(xtip,Cf, t ) =βs (Cf)
∫ Cst

0

[
τb

(
xtip − r

)−τr,tail
] drp

r

−βs (Cf)
∫ Cst

0
τf,tip

(
D(xtip − r, t − r /Cs)

) drp
r

(5.4)

−βs (Cf)
∫ Cst

0
τf,tail

(
D(xtip − r, t − r /Cs)

) drp
r

.

where xtip is the position of the rupture tip, βs (Cf) =
√

2
π

√
1−Cf/Cs is a universal

pre-factor depending of the crack velocity Cf, r is the longitudinal distance to the

crack tip, and Cs is the shear wave velocity of the material.

The presence of cohesion behind the rupture tip implies that the stresses remain
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non-singular at the crack tip (ktot = 0). Assuming this, the total stress intensity factor

can then be rewritten from equation (5.4) as

ktot(xtip,Cf, t ) = k(xtip,Cf)−ktip(xtip,Cf, t )−ktail(xtip,Cf, t ) = 0, (5.5)

where k is the first term of the right hand side of equation (5.4) and corresponds to

the stress intensity factor that emerges when all weakenings are occurring within

an infinitesimally small region behind the crack tip, ktip is the second term of the

right hand side of equation (5.4) and corresponds to the contribution of the near-

tip weakening frictional stresses, and ktail is the third term of the right hand side of

equation (5.4) and relates to the frictional stresses that weaken far from the rupture

tip.

The terms of equation (5.5) are very different by nature. Indeed, since τf,tip is nonzero

only in a small region of dimension xc,tip near the tip, ktip is independent from time

and can be written as a velocity-dependent “cohesion modulus” ktip(Cf) (i.e., dynamic

toughness) (Kostrov, 1966). On the contrary, ktail, the contribution of the long-tailed

weakening to the total stress intensity factor ktot relates to the distribution of frictional

stress τf,tail in a larger region of size xc,tail ≫ xc,tip with some delay due to the wave-

mediated nature of the stress transfer. As such, the breakdown work of equation (5.3)

depends only on the spatial distribution of slip (D (x)), while the energy absorbed at

the rupture tip is function of the spatio-temporal evolution of slip D (x, t ) near the

propagating front and strongly depends on the rupture velocity.

One may then distinguish three characteristic regimes depending on the rupture

length (L) with respect to the characteristic cohesive zone sizes.

Regime (i): xc,tip < L < xc,tail. τf,tail can be considered locally constant outside of xc,tip.

The stress singularity in front of the the crack tip is dominated by ∝ kLEFM/
p

r . In this

regime kLEFM = (k −ktail) = ktip(Cf), and the dynamic energy balance can be written

following (Freund (1998) chap. 5):

G = kLEFM(xf,Cf)
2

2µ
√

(1−C 2
f /C 2

s )
= ktip(Cf)

2

2µ
√

(1−C 2
f /C 2

s )
=Gc,tip, (5.6)
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meaning that the energy dissipated to make the crack propagate corresponds to the

near-tip fracture energy only.

Regime (ii): L ≈ xc,tail. Once the long tailed weakening initiates, the stress state in the

vicinity of the crack tip results from the combination of background stress and long

tailed frictional stress following ∝ (k −ktail) = ktip(Cf). However, in this intermediate

case no clear residual frictional stress is achieved during propagation. Yet, if there is a

clear separation of scales between xc,tip and xc,tail, the energy balance at the rupture

tip is well-approximated by equation (5.6).

Regime (iii): L ≫ xc,tail (i.e., both the near-tip and long-tailed weakening occur within

a small region behind the crack tip). A well defined residual stress τr,tail is reached be-

hind the crack tip. In this case, both types of weakening control the rupture dynamics

(kLEFM = ktip(Cf)+ktail(Cf)). The energy balance reads

G = kLEFM(Cf)
2

2µ
√

(1−C 2
f /C 2

s )
=Gc,tip +Gc,tail. (5.7)

In this case, the fracture energy measured from the tip stress singularity equals the

complete breakdown work, potentially much larger than the fracture energy associ-

ated with the near-tip weakening.

Moreover, rupture velocity can influence such regimes, enhancing the contribution of

long-tailed weakening to the crack tip for low Cf (i.e., the lower the rupture velocity, the

shorter the time needed for stress waves traveling at Cs to catch up with the propagat-

ing tip). For short crack lengths or near-Cs ruptures, crack dynamics are dominated by

the near-tip weakening only, and the total breakdown work can be much larger than

fracture energy. This is what we observed in our experiments, where probably our

finite fault length was too small to observe contributions of the long-tailed weakening.

For large rupture lengths or lower rupture velocities, breakdown work and fracture

energy are equal and crack dynamics are controlled by the total energy. The transition

between these simple regimes is further investigated with numerical simulations in

the next section.
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5.4.2 Modeling frictional rupture with a dual-scale slip-weakening law

Once the rupture length (Lf) reaches a sufficient size Lf ≫ xc,tail, two scenarios are ad-

missible in light of the small-scale yielding requirement (i.e., dissipative phenomena

limited to a region much smaller than the dimensions of the system). The rupture tip

dynamics is driven either by the first or the second weakening stage depending on

the rupture history (total length and speed). To shed light on the realization of these

two scenarios, we conduct numerical simulations of frictional ruptures (see Supple-

mentary Materials for details on the numerical method) driven by slip-weakening

friction laws with different weakening length scales. For simplicity, only mode III

ruptures were studied in order to avoid rupture propagation velocities larger than

the shear wave velocity, which would add unnecessary complexity to our results.

The reference case consists of a linear slip-weakening law defined by a peak stress

τp, residual stress τr = 0.8τp and a slip-weakening distance Dc,tip. The tested case

consists of a dual-scale slip-weakening law, that matches the reference case in the

first stage, but which is followed by a second long-tailed weakening stage (Figure 5.4

inset) allowing a larger stress release up to a final residual stress τr,tail = 0.1τp over

a weakening distance Dc,tail = 50Dc,tip (details can be found in the Supplementary

Material). In both cases, the initial background stress (τb) along the fault was set to a

uniform value, and rupture nucleation was triggered by imposing an elevated stress

patch τb,nucl 5% above τp in a small region at the center of the modeled fault.

During the propagation phase of the rupture, the numerical results obtained for the

reference slip-weakening law show a symmetric crack-like rupture propagating across

the interface, with an increase in stress and slip velocity occurring near the tip of

the crack (Figures 5.4a and 5.4c). To further investigate the dynamics at the rupture

tip, the increase in slip velocity at the vicinity of the crack tip was fitted with LEFM

predictions (Figure 5.4e) following (Barras et al., 2020)

v(r = x −xtip,θ =π,Cf) ≈
K 2

IIICf√
2π(x −xtip)µαs(Cf)

(5.8)

where KIII is the stress intensity factor, r,θ is a polar coordinate system moving with
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the rupture tip, and αs(Cf) =
√

1−C 2
f /C 2

s . The best fit outputs the solution for the

stress intensity factor, which is directly related to the energy release rate following

G = K 2
III

2µαs(Cf)
. (5.9)

The latter is used to study the near-tip energy balance controlling the dynamics of the

rupture tip during its propagation (Barras et al., 2020). This analysis demonstrates

that during the rupture propagation driven by the simple slip-weakening law, the

energy balance G =Gc,tip is systematically respected, independently of the rupture

length (Figure 5.4f). Note that small variations in the energy release rate are observed

during the crack propagation, due to the uncertainties on the estimate of the rupture

velocity and sharp variations of 1/αs (Cf) near Cf ≃Cs. This result confirms that the

energy release rate at the crack tip is controlled by the near-tip fault weakening, as

expected theoretically (Irwin, 1957; Barras et al., 2020).

Interestingly, the results obtained for the dual-scale weakening law show the afore-

mentioned different scenarios as function of the background stress. The overall effect

of the used dual-scale slip-weakening law is reflected in a larger slip and slip velocity

in the central part of the crack (Figure 5.4), which lead to the emergence of a second in-

crease in slip velocity traveling behind the slip velocity peak characterizing the rupture

propagation front. Note that such kind of rupture fronts presenting two successive

increases in slip velocity have been recently recorded during rupture experiments

presenting low rupture velocities, i.e., low initial normal stress, (Brener and Bouch-

binder, 2021a). For frictional rupture under high background stress (i.e., τb = 0.9τp),

the nucleated rupture driven by the first-weakening mechanism (G = Gc,tip) keeps

accelerating such that it is barely perturbed by the effect of the long-tailed weakening.

An example of such dynamics is presented in Figure 5.4a and shows a propagation

very similar to the equivalent simple slip-weakening setup. Moreover, the increase in

the slip velocity profile generated by the long-tailed weakening leads to an associated

energy release rate much smaller than Gc,tail, confirming that it is not controlling

rupture propagation (Figure 5.4f). Conversely, if the background stress is smaller (i.e.,

τb = 0.85τp), the increase of slip rate generated by the second-weakening stage can
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reach the leading front and accelerate the rupture further. Such situation is shown in

Figure 5.4c that highlights how the rupture is now propagating faster than in the case

of simple slip-weakening law. The inverted value of G from the slip velocity profile is

now balancing Gc,tail, confirming that the long-tailed weakening mechanism is driving

the rupture. Remarkably, for the slip-weakening model used in these simulations,

dynamic fracture arguments can be used to predict the critical level of background

stress τ∗b that controls the observed transition between (τb > τ∗b) and (τb < τ∗b) (see

the details in Supplemental material).

5.4.3 Contributions of long-tailed weakening in presence of a stress het-

erogeneity

We showed how the long-tailed weakening induces larger slip and higher slip velocities

away from the crack tip. One consequence of this additional weakening is that it could

help to overcome stress heterogeneities distributed along faults. To study this specific

case, we impeded rupture acceleration by introducing a low stressed area at a distance

x/Lc = 120 from the center of the fault, with Lc = µDc/τp. The background stress,

set initially at τb/τp = 0.90 was decreased to τb/τp = 0.65 in the outer region of the

space domain. Under these conditions, once the rupture nucleates, it propagates

generating two slip velocity peaks (Figure 5.5a), in a similar way to the case without

a stress barrier. However, due to the decrease of background stress, which is now

much smaller than the residual stress associated to the first weakening τr = 0.8τp, the

crack tip is momentarily stopped (since G < Gc,tip ) at the barrier location. As time

grows, the enhanced stress drop due to the prolonged weakening near the fault center

reaches the crack tip, promoting the propagation of the rupture across the barrier,

which is observed as a second (large) peak slip rate takes over the rupture. The second

weakening subsequently controls the complete rupture dynamics, following G =Gc,tail

(Figure 5.5b). These observations suggest that the large amount of slip induced by

the long-tailed weakening allows the rupture to overcome zones of lower background

stress that would normally stop the rupture controlled by the near-tip weakening only.

While a small amount of energy is sufficient to nucleate and propagate a frictional
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rupture along fault interfaces, the presence of stress heterogeneities along a fault

are expected to obstruct the propagation of ruptures induced by a rapid but limited

frictional weakening. However, substantial weakening mechanisms activated at larger

critical distances achieved in the central part of the crack can enhance the propagation

of seismic rupture through regions of lower background stress, and control afterwards

the dynamics of the crack. It emerges a possible scale dependence in the dynamics

of rupture controlled by multiple weakening stages, meaning that cracks presenting

large values of fracture energy can propagate due to the activation of slip on smaller

cracks presenting lower values of fracture energy (i.e., enhancing propagation). This

seems in agreement with recent experimental results highlighting that frictional

instabilities are initiated by small events growing and cascading up into a much larger

rupture (Mclaskey and Lockner, 2014). This cascade of weakening mechanisms is also

consistent with the sequence of deformation processes reported in fields observation

of exhumed fault zones (Incel et al., 2019). Following our interpretation, the origin of

breakdown work inverted from seismological observations could be related to energy

dissipated through frictional weakening mechanisms, as suggested by Cocco et al.

(2006), rather than to the one dissipated near-tip (i.e., fracture energy of the interface).

In fact, while the onset of friction is described by standard fracture processes, as

stated in previous studies (Svetlizky and Fineberg, 2014), earthquake motions could

be related to frictional weakening processes at the scale of crustal faults, which are

expected to promote large values of breakdown work due to the activation of thermal

processes during seismic slip (Di Toro et al., 2011), and to present a clear dependence

with slip, as observed for natural earthquakes (Abercrombie and Rice, 2005; Nielsen

et al., 2016).

5.5 Conclusions

Our results presented above highlight that:

i) A two-stage fault weakening is observed experimentally during frictional rupture

propagation. A first rapid decay occurs within few microns of slip (ascribed to the
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release rate jumps to the value of fracture energy describing the long-tailed weakening
G =Gc,tail (i.e., rupture dynamics controlled by the long-tailed weakening).

critical slip distance Dc), followed by a long-tailed weakening, for which a steady state

residual strength is not achieved at the scale of our experiments.

ii) The energy dissipated at the rupture tip is associated with the first weakening

stage, defined here as the fracture energy of the interface Gc. This energy is the one

controlling the onset of frictional rupture as already shown (Svetlizky and Fineberg,

2014). The energy dissipated during the long-tailed weakening corresponds to the

breakdown work, which describes frictional weakening processes occurring at the

interface during seismic slip.

iii) The derivation of the energy balance through the analysis of the stress intensity

factors shows that further weakening, occurring once fracture energy is dissipated,

will produce an additional energy release. This is expected to grow with time as more

and more slip is achieved, enhancing the energy release rate at the crack tip and

facilitating rupture propagation.

iv) Numerical simulations reveal the interplay between two successive weakening

mechanisms represented by a dual-scale slip-weakening law. The rapid near-tip weak-

ening mechanism controls the propagation dynamics in regions of high background
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stress (τb > τ∗b) where rupture is expected to nucleate. Once the nucleated rupture has

generated sufficient slip to activate the second weakening mechanism, the resulting

long-tail dissipation is able to drive the rupture further into portions of the fault with

lower background stress (τb < τ∗b) and across stress barriers.

Our results provide insights to interpret the scaling relationship of breakdown work

with slip, already widely observed for mining, induced seismicity, laboratory earth-

quakes and natural earthquakes. At first sight, the breakdown work of natural earth-

quakes appears to increase linearly with seismic slip (Abercrombie and Rice, 2005;

Tinti et al., 2005; Nielsen et al., 2016; Selvadurai, 2019). However, single populations of

smaller earthquakes (Mw < 5) seem to follow independent power law (with exponent

∼2) relationships, compatible with linear slip-weakening behavior. These succes-

sive power-two relationships suggest that earthquakes spanning several ranges of

magnitudes could exhibit different weakening processes, activated at different length

scales. As a consequence, the amount of breakdown work generated during rupture

propagation would be the result of both the final slip and the initial shear stress acting

along the fault (i.e. of the stress drop), rather than the final rupture length (as for a

circular crack model). Of course, in nature, the evolution of stress with slip is expected

to deviate from the simple linear slip-weakening behavior assumed for simplicity in

this work, which is expected to modify the slip dependence of the breakdown work, as

observed in recent studies (Viesca and Garagash, 2015; Lambert and Lapusta, 2020;

Brener and Bouchbinder, 2021a,b). However, the activation of different weakening

mechanisms with increasing slip suggests that while natural earthquakes might be

expected to initiate like classical shear cracks, subsequent frictional weakening can

help them grow further into lowly-stressed regions of the fault and across barriers.
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5.6 Supplementary material

This supplementary material contains details on the methods used in this article and

supplementary material for the discussion and interpretation of the data.

5.6.1 High-frequency acquisition systems

To capture the details of the dynamic ruptures, the upper PMMA block was equipped

with an equally spaced array of strain gauge rosettes placed 1 mm away from the fault,

each covering an area of 0.30 mm×0.36 mm and containing three linear gauges (with

a resistance of 350 Ohms and a gauge factor of 2.08) oriented at 45◦, 90◦ and 135◦

with respect to the fault direction. Strain gauge bridge completion and amplification

were done using a Kyowa signal conditioner CDA-900A. Amplified strain gauge sig-

nals were acquired continuously at a high recording frequency (2 MHz) using digital

oscilloscopes. This system allowed a maximum bandwidth frequency of 500 kHz. The

conversion coefficient of recorded voltage into strain was 2×10−3 /V.

In addition, a high-speed laser displacement sensor (LK-G 5000 from Keyence) was

used to measure the final macroscopic displacement of the lower block. The sensor

employed a standard reflection technique using a triangulation between the emitting

and the receiving laser devices. The maximum bandwidth frequency was 500 kHz and

displacement was recorded at 2 MHz.

Finally, two 1-axis accelerometers, which preferentially measured the in-plane ac-

celeration of particles, were placed at 2 mm from the fault to capture the rupture

motions during experiments. These sensors were monitored at 10 MHz using digital

oscilloscopes. Records of a 65 ms time window were triggered when the signals ex-

ceeded a threshold of 0.1 m/s2 during instabilities. One of the accelerometers, located

close to a strain gauge rosette, was monitored continuously at 2 MHz sampling rate to

allow for a good synchronization with strain gauges and laser measurements.
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5.6.2 Fracture energy inversion through LEFM

In LEFM framework, the stress perturbation around the crack tip was computed as:

∆τ(θ,r,Cf) =
KII(Cf)p

2πr
ΣII

xy(θ,Cf) (5.10)

where (θ,r ) are polar coordinates with origin at the crack tip, KII(Cf) the mode II

stress intensity factor and ΣII
xy(θ,Cf) the angular variation. The stress intensity factor

is related to the fracture energy imposing an equilibrium with the energy release rate

following:

Gc = (1−ν2)

E
K 2

II(Cf) fII(Cf) (5.11)

where fII(Cf) is a function of the rupture velocity. In the last equation the only un-

known KII(Cf) can be written as a function of the fracture energy and rupture velocity.

In this way, the fracture energy Gc could be fitted by adjusting only one parameter

(KII(Cf)).

Since the system was initially loaded (macroscopic loads), the stress distribution at

the crack tip was given by initial (σx,σy) and residual (τ) stresses and the respective

singular contributions of the stress field (∆σx,∆σy,∆τ). Considering this, to compare

the experimental measurements to LEFM theoretical predictions, the initial strain

was subtracted from εxx,εyy and the residual strain from εxy to obtain strain variations

resulting from the rupture propagation (∆εxx,∆εyy,∆εxy). By following the procedure

described in Svetlizky and Fineberg (2014), the fracture energy was inverted from the

strain increase assuming our local estimates of rupture velocity.

5.6.3 Fracture energy inversion through CZM

The CZM regularizes the stress singularity with the introduction of a dynamic cohesive

zone xc at the crack tip within which all cohesive forces are dissipated. Here we use

the “distance-weakening” model of Poliakov et al. (2002), where the shear stress is
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described as a function of position x along the crack following

∆τ(x) =


0 (x −xtip) <−xc

(1+ x−xtip

xc
)(τp −τr) −xc < (x −xtip) < 0

(5.12)

where xtip is the position of the rupture tip, τp is the peak strength and τr is the residual

strength. The local shear stress change is a direct function of the dynamic cohesive

zone size xc and the fracture energy Gc, i.e., the edge localized energy dissipation

expressed as (Poliakov et al., 2002)

Gc = 16(1−ν)

9π

(τp −τr)2

µ
xc fII(Cf), (5.13)

where fII is a non-dimensional function of the rupture velocity Cf, ν is the Poisson

coefficient and µ is the shear modulus of the material. Despite its dependence on Cf,

the product of fII(Cf) with xc results in the static cohesive zone size which is constant,

reason why Gc is independent of Cf. Gc was inverted by adjusting the two terms still

unknown (i.e., xc and (τp −τr)) through a least-squares fitting procedure.

The procedure to compute the shear stress change field around the crack tip through

the cohesive zone model followed the solutions already derived in Poliakov et al. (2002)

and Kammer and McLaskey (2019). Complex variables were defined as:

zd = x + iαd y ;

zs = x + iαs y
(5.14)

with αd =
√

1−C 2
f /C 2

p, αs =
√

1−C 2
f /C 2

s . For a cohesive linear cohesive zone we can

define the following analytic functions

Md = τp −τr

π

[(
1+ zd

xc

)
arctan

(
zd

xc

)−0.5

−
(

zd

xc

)0.5]
;

Ms =
τp −τr

π

[(
1+ zs

xc

)
arctan

(
zs

xc

)−0.5

−
(

zs

xc

)0.5] (5.15)
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The shear stress change can then be described as

∆τ(x, y) = Re
[
4αsαd Md − (1+α2

s )2Ms
]

/D (5.16)

with D(Cf) = 4αsαd − (1+α2
s )2 the Rayleigh function.

5.6.4 Numerical simulations

The illustrative numerical simulations were carried out through spectral boundary

integral method (Morrissey and Geubelle, 1997). Mode III ruptures governed by the

two-stage law were studied:

τf(D) =


τp − (τp −τr,tip)D/Dc,tip if D ≤ Dc,tip,

τr,tip − (τr,tip −τr,tail)(D −Dc,tip)/(Dc,tail −Dc,tip) if Dc,tip < D ≤ Dc,tail,

τr,tail else.

(5.17)

where τf(D) is the frictional stress acting along the interface, τp the peak stress, τr,tip

the stress at which the constitutive law transitions from the first stage weakening into

the long-tailed weakening, Dc,tip the critical slip distance related to the first stage

weakening and Dc,tail the critical slip distance related to the long-tailed weakening.

The elastodynamic equilibrium relating shear stress τ to the ongoing slip rate V is

given by

τ(x, t ) = τb(x, t )+φ(x, t )−µV (x, t )/2Cs, (5.18)

where τb is the background stress on the fault, µ is the shear modulus of the sur-

rounding material, and Cs is the shear wave speed. The term φ corresponds to the

static and dynamic non-local stress redistribution due to slip. To study the influence

of the dual-scale weakening, we compared numerical results given by two different

constitutive relationships.

The first one is the reference case, corresponding to a standard slip weakening law (in
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Figure 5.8: a. Constitutive laws used in the simulations: in solid gray the single
weakening law (reference case), in solid black the dual-weakening law. b. Scheme
of the numerical setup with the initial background stress along the fault (τb), for
τb = 0.90τp (in solid black), τb = 0.85τp (in solid gray) and for the case with stress
barrier (in dashed gray). An elevated stress patch τb,nucl 5% above τp, in a small region
at the center of the modeled fault (Np), allows rupture nucleation.

solid gray in Figure 5.8a.). It is defined by a peak stress τp, residual stress τr = 0.8τp

and a slip-weakening distance Dc,tip. The values of stress and displacement were

choosen so that they could reflect the ones observed in the experiments. In the refer-

ence single-weakening case we wanted to consider only the influence of the observed

first weakening (corresponding to a dissipated energy=fracture energy). Given that

the first weakening corresponded to a stress drop of 20%, 0.8x multiplier was chosen

for the stress.

The second one consists of a dual-scale slip-weakening law, that matches the refer-

ence case in the first stage, but which is followed by a second long-tailed weakening

stage allowing a larger stress release up to a final residual stress τr,tail = 0.1τp over a

weakening distance Dc,tail = 50Dc,tip.(in solid black in Figure 5.8a.). The second weak-

ening distance was chosen by extrapolating from the experimental curves the slope of

the second weakening and inferring from this the displacement corresponding to a

total stress drop.
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5.6.5 Role of the critical background stress in the transition between the

two observed scenarios

It was shown in our simulations how different levels of background stress lead to

different rupture dynamics. The critical background stress describing the transition

between the two scenarios can be obtained by looking at dynamic fracture mechanics.

Form Freund’s approximation (Freund, 1998), the rupture velocity is a monotonic

function of Gstat/Gc, with Gstat being the energy release rate for an equivalent static

crack (Cf = 0) with the same rupture length, in the following way:

Gstat/Gc = (τb −τr)2πL

2µDc(τp −τr)
. (5.19)

For a fixed background stress τb and any rupture size L, a rupture driven by the second

weakening mechanism is expected to propagate faster than a rupture driven by the

first weakening mechanism if:

Cf,2 >Cf,1,
(τb −τr,2)2

Dc,2(τp,2 −τr,2)
> (τb −τr,1)2

Dc,1(τp,1 −τr,1)
(5.20)

From this relation, one can then define a critical background stress τ∗b below which,

the second weakening mechanism will control rupture dynamics:

τ∗b = ητr,1 −τr,2

η−1
(5.21)

with η=√
Gc,2/Gc,1. The critical value of background stress associated to our simula-

tions is found to be τ∗b = 0.86, value which well reflects the transition observed in the

simulations.

5.6.6 Estimate of the fracture energy from natural earthquakes

The breakdown work of natural earthquakes has been estimated from values of seismic

moment (M0), source radius (r ), static stress drop (∆σ) and radiated energy (Er ). The

average slip (D̄) was calculated for each events from the definition of the seismic
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moment which implies that (Aki, 1966)

D̄ = M0

µA
(5.22)

where A =πr 2 is the rupture area. The breakdown work was then estimated from the

relation described by Abercrombie and Rice (2005):

Wb = (∆σ−σa)
D̄

2
, (5.23)

where σa is estimated following Beeler and Hickman (2004) as

σa =µ Er

Mo∆σ
. (5.24)

The experimental data plotted in Figure 5.9 come from acoustic emissions and stick-

slip events (Mclaskey and Lockner, 2014; Goodfellow and Young, 2014; Yoshimitsu

et al., 2014), mining-induced seismicity and excavation undergroung research lab-

oratory (Spottiswoode and McGarr, 1975; Gibowicz et al., 1991; Collins and Young,

2000; Sellers et al., 2003; Oye et al., 2005; Kwiatek et al., 2011), fluid induced seismicity

(Urbancic et al., 1993, 1996) and natural earthquakes (Mori et al., 2003; Abercrombie

and Rice, 2005; Imanishi and Ellsworth, 2006; Beroza and Spudich, 1988; Baltay et al.,

2011; Viesca and Garagash, 2015)

The predictions of the rupture length as a function of the average slip presented in

Figure 5.9 are computed for different values of stress drop following the definition of

the average stress drop (Eshelby, 1957):

∆σ= 7π

16
µ

D̄

r
(5.25)

for a penny shaped crack of radius r propagating in a homogeneous isotropic infinite

medium.

The power-one linear dependence observed in literature (Abercrombie and Rice, 2005;

Tinti et al., 2005; Nielsen et al., 2016; Selvadurai, 2019) is expected from earthquakes
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scaling laws which imply a stress drop independent of the earthquake size, and only

function of the ratio between slip and rupture length. However, looking at Figure

5.9 a., a main distinction can be made between the mentioned earthquakes; small

earthquakes (Mw < 5) can be described by a power-law with an exponent 2 while

large earthquakes (Mw > 5) can be described by a power-law with an exponent 1.

This observation is compatible with the fact that small events manifest a linear slip

weakening behavior, where the average slip is not only a function of the rupture length,

but it also increases with the stress drop for similar rupture lengths (Figure 5.9b.,c.).

This can be different for large earthquakes which can more easily be described by a

circular crack model. The latter considers ruptures propagating in an infinite medium,

inducing a linear increase of slip with rupture length (Figure 5.9a.).
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Figure 5.9: a.Scale dependence of breakdown work with slip. Colors differentiate
the population of events occurring along a same experimental setup, same mines
or injection sites, and a same fault zone area. The color bar indicates the stress
drop estimated for each event. The black dashed lines correspond to the evolution
of the breakdown work as a function of the average slip assuming source model in
infinite medium (Madariaga, 1976), for three different stress drops (1, 10, 100 MPa).
The red dashed lines represent quadratic trend lines for three successive weakening
mechanisms. b., c. Scaling relationship of respectively source radius and stress drop
with seismic slip.
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6 Dynamics of earthquake rupture

controlled by fault frictional weak-

ening

This chapter is a step further into investigating the nature of the observed slip-

dependent breakdown work observed in Chapter 5. When a frictional rupture propa-

gates along a fault, several frictional and thermal weakening mechanisms can be acti-

vated. Such mechanisms enhance the stress weakening and prevent it from promptly

reaching a constant residual value. Moreover, recent theoretical and numerical studies

demonstrated how continuous stress weakening should affect the singularity order

controlling rupture dynamics. The results of stick-slip experiments on PMMA sam-

ples under normal stress ranging from 1 to 4 MPa. Strain gauges rosettes, located

close to the frictional interface, were used to analyze each rupture event, studying the

evolution of shear stress, slip velocity, and material displacement as a function of the

distance from the rupture tip.

This chapter is a modified version of a scientific article:

Paglialunga, F., Passelègue, F. X., Lebihain, M., & Violay, M. (2023). "Frictional weaken-

ing leads to unconventional singularities during dynamic rupture propagation", in

preparation
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Chapter 6. Dynamics of earthquake rupture controlled by fault frictional weakening

6.1 Introduction

Frictional rupture phenomena, including natural earthquakes, are often described by

singular solutions of shear crack motions (Freund, 1979; Palmer and Rice, 1973; Rice,

1980). For such cracks, the stress field at the rupture tip is described by a square root

singularity (ξ=−0.5), constant residual stress is expected far behind the rupture tip,

and the energy balance condition equates the energy release rate (i.e. rupture growth

driving force) to a constant value of fracture energy (Gc) (i.e. resistance to rupture

growth). This was confirmed by experimental and numerical observations, where the

onset of frictional sliding, the evolution of the rupture speed, and the rupture length

were predicted by Linear Elastic Fracture Mechanics (LEFM) (Bayart et al., 2016a;

Kammer et al., 2015; Kammer and McLaskey, 2019; Svetlizky and Fineberg, 2014;

Xu et al., 2019a). These experiments suggested that the fracture energy controlling

the dynamics of the rupture tip is an interface property, presenting upper bound

values corresponding to the fracture energy of the intact material composing the

bulk (Svetlizky and Fineberg, 2014). As aforementioned, such observations imply

a constant residual shear stress far behind the rupture tip (outside of the cohesive

zone).

However, it is widely recognized that fault shear stress is likely to evolve during seis-

mic slip due to (i) velocity and slip dependencies (Marone, 1998a), (ii) activation of

thermal weakening processes (Di Toro et al., 2011; Hirose and Shimamoto, 2005b;

Rice, 2006), (iii) dilatancy inducing fluid pressure changes (Brantut, 2020; Rice and

Rudnicki, 1979; Segall et al., 2010). These changes in the residual stress behind the

rupture tip could induce a slip dependency of the apparent fracture energy (nowadays

more commonly called breakdown work (Tinti et al., 2005)) estimated for natural

earthquakes (Abercrombie and Rice, 2005; Lambert and Lapusta, 2020), in contrast

to the LEFM definition. The breakdown work (Wbd) is a quantity commonly used to

study the energy balance of earthquakes and is defined as an energy term including

all on-fault dissipative processes Wbd = ∫ Dfin
0 τ−τmindD , with τ the shear stress acting

on the fault,τmin the minimum shear stress reached on-fault, and D the fault slip. It
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6.1 Introduction

can be observed that, by definition, Wbd is a slip-dependent quantity. It is therefore

important to be aware of how possible stress weakening may affect rupture dynamics

and the energy release that controls it.

In these regards, our recent work highlighted that a long-tailed weakening can emerge

after a first rapid weakening during frictional rupture experiments (Paglialunga et al.,

2022), resulting in a slip-dependent breakdown work. Despite this observation, the

rupture dynamics, analyzed through LEFM, showed to be controlled by a constant frac-

ture energy Gc, in agreement with previous studies (Bayart et al., 2016a; Kammer et al.,

2015; Kammer and McLaskey, 2019; Svetlizky and Fineberg, 2014; Xu et al., 2019a).

However, analyzing such frictional ruptures in the framework of LEFM relies on the

assumption of constant residual stress behind the rupture tip. The observed long-

tailed weakening could call into question this assumption and limit the framework’s

applicability to fully describe frictional ruptures, explaining the observed mismatch

between Gc and Wbd (Paglialunga et al., 2022).

Moreover, theoretical studies have shown that continuous stress weakening can mod-

ify the singularity order controlling the stress and displacement fields around the rup-

ture tip, deviating from the square-root singularity commonly adopted in LEFM, and

leading to an unconventional singularity order (ξ ̸= −0.5) (Brantut and Viesca, 2017a;

Brener and Bouchbinder, 2021b; Garagash et al., 2011; Viesca and Garagash, 2015).

In particular, when frictional ruptures are described by ξ ̸= −0.5, the stress (σ) and

displacement (u) fields obey respectively the following scaling relationships (Brener

and Bouchbinder, 2021b): σ≈ K (ξ)r ξ and u ≈ K (ξ)r (ξ+1)/µ, with K (ξ) the ξ- generalized

stress intensity factor, r = x−xtip the distance from the rupture tip, and µ the dynamic

shear modulus. These lead to the following relation: Wbd ∼ [K (ξ)]2r (1+2ξ)/µ, valid for

r > xc, with xc the cohesive zone size (eq.5 from (Brener and Bouchbinder, 2021b)).

From this relation, it can be easily noticed that for ξ = −0.5, the Wbd dependence

on r completely vanishes, making the breakdown work independent of the distance

from the rupture tip. This does not happen when ξ ̸= −0.5, for which Wbd has a direct

dependence on r .
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Chapter 6. Dynamics of earthquake rupture controlled by fault frictional weakening

So far, the occurrence of such unconventional singularities during frictional ruptures

has not been measured at the laboratory scale. In this paper, we present new data

analyzed in an innovative theoretical framework, demonstrating the first experimental

evidence of strain and stress perturbation caused by unconventional singularities

associated with velocity-dependent frictional weakening. These experimental findings

are supported by theoretical explanations about the emergence of unconventional

singular fields during dynamic rupture.

6.2 Methods

We performed stick-slip experiments in a biaxial apparatus working in a 2D single

shear configuration under an applied normal stress ranging from 1 to 4 MPa (Figure

6.1 a.). The tested samples consist of two polymethylmethacrylate (PMMA) blocks of

dimensions (20x10x3) cm (top block) and (50x10x3) cm (bottom block), generating,

once put into contact, an artificial fault of (20x3) cm. The external loading is imposed

using two hydraulic pumps. The normal load is applied to the top block and kept

constant while the shear load is manually increased and applied to the bottom block

inducing, once reached the fault strength, stick-slip events. Strain gages rosettes

(oriented along 45, 90, 135), located 1 mm away from the frictional interface, were used

to compute the local strain and stress tensors (for details refer to the supplemental

material). The strain tensor rotation was obtained through conversion of ε1,ε2,ε3 into

εxx,εxy,εyy following:

εxy = ε3 −ε2

2
(6.1)

εyy = ε1 (6.2)

εxx = ε3 +ε2 −ε1 (6.3)

Assuming plane strain conditions, the stress tensor was computed through the elastic

properties of PMMA. The local strain temporal evolution shows clear perturbations

concurrent with stick-slips (Figure 6.1 b.). By zooming-in in time, details of the

instability can be caught (Figure 6.1 c.), showing a first (main) rupture front, followed
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Figure 6.1: a. Experimental setup - Direct shear biaxial apparatus with PMMA samples
generating an artificial fault. Strain gauges rosettes are located along the fault at a
distance of 1-1.5 mm from the fault plane. b. Temporal evolution of vertical strain
(obtained through high-frequency strain gauges acquisition system) at the three
different locations along the fault. When the fault experiences instability, the shear
rupture propagates along the interface and causes a strain perturbation concurrent
with the passage of the front (indicated by the blue arrows). Yellow shaded areas
indicate the time window selection shown in the following panel. c. Zoom-in of (b.).
d. Zoom-in of (c.) The red curve indicates the strain gauge location shown in the
following panel. e. Vertical strain temporal evolution for the central location. Please
note that the y-axis and x-axis limits change for each panel.

by a series of secondary fronts probably caused by rupture reflections at the fault

edges. To study the rupture dynamics, only the main front was considered in the

present study, selecting a time window around the first strain perturbation (Figure 6.1

d., e.). Note that the following analysis and discussions will exclusively focus on the

dynamics of the main rupture front for each stick-slip event, and all the experimental

curves that will be shown will refer to a defined time window, systematically smaller

than the expected propagation time along the fault interface (the rupture showed in

Figure 6.1 e. is described by a temporal window of ∼ 45 µs).

The rupture propagation velocity (Cf) was estimated by computing the ratio between
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Chapter 6. Dynamics of earthquake rupture controlled by fault frictional weakening

the distance among the strain gauge locations and the rupture front travel time from

one location to the other. For each event, the particle velocity was then computed

through the strain component parallel to the slip direction as u̇x = −Cfεxx. This es-

timate has been shown to be comparable to distinct measurements of slip motions

associated with the propagation of the seismic rupture in previous experimental

studies (Svetlizky and Fineberg, 2014; Paglialunga et al., 2022). The fault slip veloc-

ity was considered equal to twice the particle velocity measured through the strain

gauges (V = 2u̇x), assuming an antisymmetrical distribution of slip and slip rate. This

assumption seems valid given that the two samples have comparable dimensions,

the same width, and are made of the same material. Integrating V during the prop-

agation time, local material displacement could be estimated as well (ux). The slip

displacement (D) of the fault is computed as twice (refer to the assumption described

just above) the local displacement (D = 2ux) assuming the material displacement

measured through the strain gauge 1 mm away from the fault is comparable to the

one occurring on-fault.

6.3 Results

Each rupture event was studied through the evolution of shear stress, slip velocity, and

material displacement as a function of the distance from the rupture tip (Fig.6.2). In all

the studied events, local shear stress evolution exhibited an increase ahead of the rup-

ture tip followed by a first significant decrease within the first micrometers of slip and

a second mild one within larger distances (Fig.6.2a.) as recently observed (Paglialunga

et al., 2022). A rapid increase of slip velocity was observed concurrent with the passage

of the rupture front, followed by a slow decay occurring with distance from the rupture

tip. The peak slip velocity (Vmax) showed a clear dependence with estimated rupture

speed, with ∼ 0.08m/s for Cf ≈ 220m/s up to ∼ 0.8m/s for Cf ≈ 840m/s (Fig.6.2b.). The

evolution of material displacement (ux) presented values close to 0 m ahead of the

rupture tip (values slightly deviate from 0 due to off-fault measurement) and a sharp

increase behind it (Fig.6.2c.), with final displacements ranging between 3.9 and 28 µm.

Subsequently, the fault strength weakening was analyzed through the evolution of
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Figure 6.2: Elastic fields around the rupture tip. Evolution of a. shear stress computed
from the measured strain (εxx), b. slip velocity computed from the measured strain
(εxx), c. material displacement computed from the estimated slip velocity for several
events presenting different Cf (colorbar).

the local shear stress (τ) with the fault’s slip displacement (D). The fault’s weakening

presents a sharp decrease of shear stress occurring within the first microns of slip,

followed by a milder decrease occurring within a larger amount of slip (Fig.6.3a.). The

breakdown work evolution was computed as

Wbd =
∫ D

D((x−xtip)=0)
τ−τ(D)dD (6.4)

where D((x − xtip) = 0) is the displacement at the passage of the rupture tip. Since

no slip is expected to occur ahead of the rupture tip on the fault plane (Cf = 0 when

(x −xtip) > 0), the breakdown work evolution was computed only from slip occurring

after the passage of the rupture tip (x − xtip) = 0, neglecting fictitious contributions

due to elastic strain of the bulk at the measurement location. The evolution of Wbd

showed a first increase with slip described by a slope close to 1 : 2 and a subsequent

increase described by a slope of ∼ 1 : 0.6(±0.1) (Fig.6.3b.). The power law exponent

was measured by fitting the evolution of Wbd with D for D > Dc with a first-degree

polynomial. Then, ξ was derived from the power law exponents estimates through

(Brener and Bouchbinder, 2021a): Wbd(D) = Gc

(
D
Dc

)(
1+2ξ
1+ξ

)
, finding values ranging

between -0.4 and -0.2 (Fig.6.3c.).
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6.4 Theoretical modeling of the kinematic fields around the

rupture tip for unconventional singularity order

While the first increase of breakdown work with slip can be explained by a slip weaken-

ing behavior of the fault, the subsequent increase (power law of 1:0.6) is unexpected

from the conventional theory of LEFM. If such a continuous weakening stage con-

trolled the dynamics of the rupture, unconventional stress fields should be observed

around the rupture tip as expected from theoretical studies (Brantut and Viesca, 2017a;

Brener and Bouchbinder, 2021b; Garagash et al., 2011; Viesca and Garagash, 2015).

To further investigate the dynamics of rupture, the temporal evolution of ∆εxy,∆εxx,

and ux were compared to the predsharp decrease of shear stress bed by an uncon-

ventional singularity order (Brener and Bouchbinder, 2021b). ∆εxy and ∆εxx are the

strain perturbations generated by the passage of the rupture front and are obtained

by subtracting the initial strain from εxx and the residual strain from εxy.

For the LEFM theoretical prediction, the stress field perturbation around the rup-

ture tip takes the following general form (for a detailed description please refer to
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singularity order

(Anderson, 2017; Freund, 1998)):

∆σi j (r,θ) = KIIp
2πr

ΣI I
ij (θ,Cf) (6.5)

where KII the stress intensity factor, and ΣI I
ij (θ,Cf) the angular variation function.

Coordinates are expressed in the polar system with (r,θ) respectively the distance

from the crack tip and the angle to the crack’s plane.

In the unconventional theory framework, the stress fields were derived from the

elastodynamic equations assuming a steady-state rupture velocity. The equations

obtained present the following form:

σxx (r,θ) = 2(ξ+1)K (ξ)
IIp

2πR(Cf)
[2αs(1−α2

s +2α2
d)r ξdsi n(ξθd)−2αs(1+α2

s )r ξs si n(ξθs)],

(6.6)

τ(r,θ) = 2(ξ+1)K (ξ)
IIp

2πR(Cf)
[4αsαdr ξdcos(ξθd)− (1+α2

s )2r ξs cos(ξθs)],

(6.7)

σy y (r,θ) = 2(ξ+1)K (ξ)
IIp

2πR(Cf)
[−2αs(1+α2

s )r ξdsi n(ξθd)−2αs(1+α2
s )r ξs si n(ξθs)].

(6.8)

with K (ξ)
II = l i mr→0

(
(2
p

2π)
(ξ+1) r−ξτ(r,0+−)

)
the ξ−generalized stress intensity factor, αd =

1−
(

Cf
Cd

)2
,αs = 1−

(
Cf
Cs

)2
, where (Cd,Cs) are respectively the P-wave and S-wave velocity,

and R(Cf) = 4αdαs − (1+α2
s )2 the Rayleigh function. (r,θ) are corrected for the dis-

tortion produced by Cf, becoming θd = arctan(αd tan(θ)), θs = arctan(αs tan(θ)) and

rd = r

√
1−

(
Cf sin(θ)

Cd

)2
, rs = r

√
1−

(
Cf sin(θ)

Cs

)2
.

The displacement field related to the unconventional rupture phenomenon can be

predicted by (Brener and Bouchbinder, 2021b):
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Chapter 6. Dynamics of earthquake rupture controlled by fault frictional weakening

ux(r,θ) = (2K (ξ)
II )/(µ

p
2π)

(6.9)

uy(r,θ) = (2K (ξ)
II )/(µ

p
2πR(Cf))[2αsr (ξ+1)

d si n((ξ+1)θd)−αs(1+α2
s )r (ξ+1)

s si n((ξ+1)θs)].

(6.10)

The values of ξ used to fit the experimental curves were computed through the mea-

sured evolution of Wbd with D as discussed earlier (Brener and Bouchbinder, 2021b).

The stress intensity factor is linked to the energy term via (eq.5 from (Brener and

Bouchbinder, 2021a)): K (ξ)
II = EWbd(Dfin)

(1−ν2) fII(Cf)r (1+2ξ) , with E ,ν respectively the elastic mod-

ulus and Poisson’s ratio, and fII(Cf) = αs
(1−ν)R(Cf)

C 2
f

C 2
S

the universal function of rupture

velocity.

6.5 Description of strain perturbation with the unconven-

tional theory

We now compare the theoretical predictions to experimental strain and displacement

evolution of two different frictional ruptures presenting values of ξ = −0.32,−0.27,

and final values of Wbd of 9.5 and 11 J/m2, respectively (Fig.6.3b). This comparison is

presented in Fig.6.4. Note that for both models, i.e. LEFM and unconventional theory,

the predictions of strain fail ahead of the rupture tip. This is explained by the fact that

these models assume a dynamic rupture driven along an infinite fault by a shear stress

equal to the residual stress. As such, they overlook any finite-size effects emerging

from the finiteness of the specimen size and the distance to the applied boundary

conditions. Moreover, please note that the measurement location was chosen to be

the closest possible to the fault plane (strain gauges at ∼1 mm), to capture stress and

displacement evolution close to the ones occurring on-fault. However, this implies

the likelihood to perform measurements within the cohesive zone, expected to be

for PMMA around 2-5 mm. This area (indicated in Fig.6.4a-d with the shaded grey

area) was excluded when performing the LEFM fits, given that this model assumes
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6.5 Description of strain perturbation with the unconventional theory

conditions of small scale yielding (dissipation zone small with respect to the other

length scales).

The experimental data were compared with the predictions of LEFM (ξ=−0.5) invert-

ing Gc from the best possible fit of ∆εxx, ∆εxy, and ux following the method described

in previous studies (Svetlizky and Fineberg, 2014) (Fig.6.4).

The inversion and the minimization algorithm used to obtain the best solution of Gc

are using simultaneously two strain components and the displacement (∆εxx, ∆εxy,

ux). The best fits output values of Gc slightly different from the values of Wbd esti-

mated for the slip stress curves. The LEFM predictions do not deviate excessively

from the experimental curves for either event, showing an acceptable but not accu-

rate description of the strain perturbations for both ∆εxx and ∆εxy (Fig.6.4a.,b.). A

stronger deviation is observed for ∆εxy, particularly in the second case (ξ=−0.27),

independently of the distance from the rupture tip (Fig.6.4b.). In addition, the fit

obtained for the displacement is similar to our experimental estimates in terms of

magnitude. However, while the slip evolution is similar within the first microns of

slip, the experimental data deviate from the theoretical prediction when D > Dc

(Fig.6.4c.,d.).

In the same way, the unconventional model provides reasonable predictions of the

evolution of ∆εxx in both events (Fig.6.4c.,d.). Instead, for ∆εxy, we can observe

that, for the two events, the unconventional singularity model fully describes the

experimental curves, while LEFM naturally fails as it assumes a more abrupt stress

drop and constant residual stress. In particular, the greater the deviation from ξ=−0.5,

the greater the disparities between LEFM and the unconventional model (Fig.6.4a.,b.).

Overall, the unconventional singularity model provides convincing predictions for a

wide variety of dynamic quantities (∆εxx, ∆εxy and ux) from the sole evolution of the

breakdown work with slip.

Finally, we compare the experimental results to the theoretical predictions of the

evolution of breakdown work with slip behind the crack tip obtained from both mod-

els. Starting from the stress estimates computed in both LEFM and unconventional
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Figure 6.4: Strain and displacement field described by unconventional singularity
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framework, the breakdown work was computed following eq. 6.4. While LEFM pro-

vides a good estimate for the first microns of slip, predictions deviate for increasing

slip, in both quantity and temporal evolution. On the contrary, the unconventional

model provides a good prediction, particularly for D > Dc, as expected from the un-

conventional theory (Fig.6.4e., f.). These results highlight that while LEFM provides

reasonable estimates of fracture energy, the unconventional theory provides greater

predictions of breakdown work evolution with slip, when enhanced weakening is

observed.

6.6 Flash heating as possible weakening mechanism

These results provide the first complete evidence of unconventional stress fields dur-

ing the dynamic propagation of laboratory frictional rupture, caused by continuous

stress weakening behind the rupture tip. The observed unconventional singularity

orders could emerge, among others, from frictional weakening mechanisms such as;

thermal activation (Bar-sinai et al., 2014), viscous friction (Brener and Marchenko,

2002), powder lubrication (Reches and Lockner, 2010), flash heating (Rice, 2006; Bran-

tut and Viesca, 2017a), thermal pressurization (Rice, 2006; Viesca and Garagash, 2015).

Among these, flash heating has been shown to be activated under similar experimen-

tal conditions (Rubino et al., 2017), and thus could be the best candidate to explain

the unconventional stress fields observed in our experiments. Moreover, the high slip

rate measured near-fault enhances the activation of flash heating as previously shown

(Rice, 2006; Goldsby and Tullis, 2011). This agrees with the clear dependence of ξ

values with maximum slip rate and rupture velocity observed in our events (Fig.6.3c.):

higher Vmax are associated with ξ values that deviate from the conventional value

(-0.5).

Flash heating is activated when the fault slip velocity becomes higher than a critical

weakening slip velocity (Vw), causing mechanical degradation of contact asperities

during their lifetime (Rice, 2006; Goldsby and Tullis, 2011). The temperature reached

at the asperities was computed trough Tasp = Tamb + 1
(ρcp

p
kπ)

τcV
p

tc with Tamb the
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ambient initial temperature, τc the stress acting on the single asperity, tc the lifetime

of a contact, ρ the bulk density, cp the bulk specific heat and k the thermal diffusivity.

Under our experimental conditions, the temperature increased with slip velocity, ex-

ceeding the material’s melting temperature (Tasp > Tmelting = 160◦) (Fig.6.5a., b.), and

indicating that melting of asperities probably occurred in our experiments (Rubino

et al., 2017). We compared the evolution of Wbd with D , normalized respectively by Gc

and Dc, with asymptotic solutions for flash heating phenomena (Brantut and Viesca,

2017a).

For D < Dc (small slip), the evolution of Wbd can be described by the asymptotic

solution derived for adiabatic conditions (Brantut and Viesca, 2017a):

Wbd = ρc(Tm −Tamb)w
p

2π

(
D

V t A
w +D

)2

(6.11)

where t A
w = ρc(Tm −Tf)/τa(

p
2πw)/Vw (time required for a layer of thickness

p
2πw

to reach Tmelting ), w is the fault’s width (assumed here as w = 4a with a the asperity

size), and τa is a normal stress dependent contact shear stress at the origin of the

change in temperature in the fault layer (Fig.6.5c.). In presence of gouge along the

interface, τa will correspond to the macroscopic shear stress τ0. Along bare rock

interfaces, τa = τc
a

∆Lasp
, where ∆Lasp is the average distance between two asperities

(see Annex A for details). Note that this model assumes a constant sliding velocity

V . This assumption looks fairly reasonable in our case, as the first part of the stress

weakening (D < Dc) occurs in a very short time window during which V is nearly

constant.

For D > Dc, a second asymptotic solution considering the coupled elastodynamics

and frictional motions of the propagating rupture can be used (Brantut and Viesca,

2017a):

Wbd = τcDSP
w

(
µVw

3πτaCf

)(1/3) ( D

DSP
w

)(2/3)

(6.12)

where DSP
w =Vwα

(
ρc(Tw−Tf)
τaVw

)2
is a characteristic slip weakening distance. While this
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asymptotic solution is expected to describe the evolution of breakdown work at a

larger seismic slip than the one observed in our experiments, this equation can still

be used here because (i ) heat diffusion at the scale of asperities is expected to control

fault weakening when D > Dc and (i i ) τa increases with τ0, through the increase of

a
∆Lasp

with σn.

Assuming our experimental estimate of Cf, this asymptote well describes the second

branch of the evolution of Wbd with D (power law with an exponent of 2/3, Fig.6.5c.).

Such scaling is also observed at large slip for thermal pressurization in drained condi-

tions, suggesting that such exponent is related to diffusion mechanisms regulating

the weakening of faulting during seismic slip (Brantut and Viesca, 2017a; Viesca and

Garagash, 2015).

6.7 Implications and conclusions

These experimental results show that the continuous weakening activated along the

fault can modify the singularity order governing displacement and stress fields around

the rupture tip, inducing a slip and scale-dependent breakdown work, rather than

a constant one. Moreover, this work highlights from an experimental point of view

that frictional ruptures analysis in the framework of linear elastic fracture mechanics

might not always be sufficient when frictional weakening mechanisms occur away

from the rupture tip. Importantly, as long as the residual stress does not reach a

steady-state value far from the rupture tip, as happens for thermal weakening pro-

cesses, the singular fields will hardly recover the conventional square-root singularity,

independently of the rupture size. Our new results highlight the difficulty in a priori

estimating the fracture energy governing the dynamics of the seismic rupture, ex-

pected to control the final rupture length (earthquake size). The equation of motion

of ruptures driven by unconventional singularities is expected to involve the cohesive

zone size (see Eq. 7 (Brener and Bouchbinder, 2021b)), which often depends on the

structural problem (loading conditions, fault geometry). Furthermore, the activation

of thermal mechanisms depends not only on the rupture characteristics such as crack

velocity but also on ambient conditions (such as initial temperature) and possibly
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slip history controlling asperity roughness and strength. As a result, both rupture

dynamics and fault weakening are expected to be governed by fault geometry and

rheology and may vary depending on the natural environment. One may legitimately

wonder whether theoretical models will be able to capture these complex behaviors,

or whether numerical simulations, as proposed in recent studies, will be required

instead (Lambert and Lapusta, 2020).

However, together with the recent development of the unconventional singularity

theory (Brener and Bouchbinder, 2021b), our results open the door for a better un-

derstanding of the rupture dynamics and energy budget of natural earthquakes in

the near future, through the possible evaluation of the equations of motions for

unconventional rupture phenomena.

6.8 Annex A

For the estimate of ∆Lasp, a simplified description of the interface roughness is used,

considering only one population of asperities of typical size a and height h, separated

by an average distance ∆Lasp. The number of asperities was computed considering

the following relationship Ar
An

= Gc
GPMMA

(values of GPMMA coming from Vaseduvan et al.,

2020), which lead to N2D = Gc
GPMMA

An

πD2/4
asp

.

Assuming an equidistant spacing between the asperities in both directions, the total

number of asperities can be written as N2D = NxNy with Nx and Ny respectively the

number of rows and columns of asperities located in the x and y directions. The latter

numbers are related to the interface dimensions through Nx
Ny

= Lf
Wf

, with Lf and Wf

respectively the length and width of the interface. Considering this as a 1-D problem,

the number of asperities along the interface in the slip direction reads N1D =
√

N2D
Lf
Wf

.

The distance between two asperities could then be estimated as ∆Lasp = Lf−N1DDasp

N1D+1 .

The contact stress at the origin of the change in temperature of asperities during the

seismic slip can be expressed as τeff = τc
a

∆Lasp
.
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7 Scale effects and complexities of

long frictional ruptures

This chapter describes the newly developed large biaxial shear apparatus hosted in

the Laboratory of Experimental Rock Mechanics (EPFL), as well as preliminary results

obtained in the last months. This apparatus was designed to investigate the scale

dependence of frictional ruptures, and complexities caused by the significant fault

length.

The apparatus was designed and realized by Michel Teuscher, Laurent Morier, and

Maxime Vigne (mechanical workshop PLTE, EPFL), on the preliminary drawing of

Federica Paglialunga, François Passelègue, and Marie Violay.
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7.1 Introduction

One of the key aspects to consider when studying the physics and mechanics of

earthquakes through experimental techniques is the possible scale effect. How do the

experimental findings brought to light on a few centimeters long samples apply to

natural faults with lengths ranging from meters to hundreds of kilometers? All the

complexities of the seismic cycle, including rupture nucleation, propagation, and

arrest, are expected to be fully captured only on sufficiently long faults.

For example, the ratio between the fault length and the slip weakening distance

characterizing the fault proved to be critical. For high values of this ratio, Lapusta and

Rice (2003) showed that partial events can occur between subsequent complete events,

with the two (partial and complete) sharing the same nucleation characteristics.

Furthermore, Cattania (2019) demonstrated that even on a single homogeneous fault,

long fault lengths can lead to complex earthquake sequences. The emergence of these

partial events implies the arrest of a propagating rupture, a condition that is clearly

favored by long fault systems (Ke et al., 2020) with heterogeneous stress distribution

(Tinti et al., 2005; Radiguet et al., 2013, 2015; Bayart et al., 2018).

In addition to the foreshock activity (partial events occurring before a mainshock), it

is critical to investigate how fault length affects the physics of earthquake nucleation,

in terms of location and dynamics. Although this has been partially addressed both ex-

perimentally and theoretically for homogeneous fault systems (Campillo and Ionescu,

1997; Uenishi and Rice, 2003; Ohnaka, 2000; Latour et al., 2013; Kaneko et al., 2016),

larger fault lengths with heterogeneous initial stress distribution allow for more com-

plex, and probably realistic, mechanisms controlling ruptures nucleation. The now

widespread notion of friction coefficient used to analyze fault stability and rupture

nucleation is a useful tool when studying the fault system as a rigid block. However,

when lingering on the local on-fault processes preceding the rupture itself, more

elaborate models (Luo and Ampuero, 2018; Lebihain et al., 2021) and experiments

(Buijze et al., 2021; Bedford et al., 2022; Gounon et al., 2022) which incorporate fault

heterogeneities should be employed.
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In the last decades, several existing large biaxial apparatuses highlighted important fea-

tures characterizing laboratory earthquakes on scales bigger than the one commonly

investigated in the laboratory. The first experiments conducted along meter-scale

laboratory faults were performed in the 80’s, using strain gauges located in the vicin-

ity of the fault, measuring rupture properties in rocks during dynamic propagation

(Dieterich, 1978, 1981; Okubo and Dieterich, 1981, 1984). More recently, with the

technological advances in high-frequency acquisition, these experiments were revis-

ited along similar experimental systems, ∼3 m long granite fault, showing a variety

of events (contained and complete), with different radiation content depending on

loading rate conditions (Wu and McLaskey, 2019; Ke et al., 2018b). Such observations

of confined ruptures enabled the study of rupture arrest within the framework of

fracture mechanics (Ke et al., 2018b, 2020). Similar experimental faults also allowed

studying the effect of roughness and fault conditions (Yamashita et al., 2018, 2021),

strain rate (Xu et al., 2018), and local loading rate (Yamashita et al., 2022), advancing

our understanding of earthquakes. Although these are the largest existing experimen-

tal fault systems, the ratio between the fault length and the nucleation length of the

tested rocks is much smaller than would be expected in nature.

Rather than increasing the fault length, reproducing earthquakes in analog materials

with much shorter nucleation lengths than crustal rocks can significantly reduce the

aforementioned ratio. Laboratory earthquakes were performed on analog materials

on cm-scale fault lengths, allowing researchers to study rupture nucleation and prop-

agation processes and observe both finite and complete events (Cebry et al., 2022;

Rubino et al., 2022). Experimental studies performed on faults around ten times larger

than the nucleation length were able to describe the observed events as shear rup-

tures, taking advantage of the Linear Elastic Mechanics Framework, and to describe

rupture propagation and predict rupture lengths through analytical solutions, and

under different experimental conditions (Svetlizky and Fineberg, 2014; Svetlizky et al.,

2017; Bayart et al., 2016a, 2018). Under similar experimental conditions, nucleation

phases were also imaged (Schubnel et al., 2011; Latour et al., 2013) and the effect

of loading rate (Guérin-Marthe et al., 2019) and heterogeneous frictional properties
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(Gounon et al., 2022) were investigated.

Despite the great advancement achieved so far, experimental investigation still lacks

the ability to study possible scale effects over several orders of magnitude. Moreover,

to capture the complexities that characterize an entire seismic cycle, with the expected

precursor activity, the ratio between the two length scales (fault length and nucleation

length) should be the largest possible (Cattania, 2019). As a result, a large biaxial

apparatus was built in LEMR (EPFL), hosting analog material samples, allowing for

a fault length to nucleation length ratio of ∼100, so far the highest values used for

experimental studies.

7.2 Large biaxial apparatus

The large biaxial apparatus works in a single shear configuration, with two blocks

pressed against each other and successively sheared to reproduce frictional rup-

tures. This new experimental setup is designed to host samples of analog material

(poly(methyl methacrylate) PMMA). The entire apparatus is 3 m long, 2 m wide, and

0.8 m tall (Figure 7.1). The samples have the following dimensions: (2.5 x 0.5 x 0.03

m), generating an interface 2.5 m long and 0.03 m thick. They are placed on top of

twenty-four frictionless cylinders made of Teflon. The normal load is applied through

twenty hydraulic pistons, grouped into four distribution plates that can independently

apply a given load, allowing both initial homogeneous and heterogeneous load distri-

butions. The shear load is applied through five pistons moving a lateral pusher which

evenly distributes the stress throughout the bottom sample side. To prevent sliding

on interfaces other than the one between the two samples, a puncher is located on

the top sample’s lateral side, opposite the trailing edge. The pistons apply pressure at

the maximum velocity of the pump’s capability, hence it is not possible to control the

loading rate in the present configuration. The fault can be easily equipped with several

kinds of sensors, as it is easily accessible to the user. In the current configuration,

strain gauges are employed to monitor the local stress state and rupture velocity, as in

previous experimental studies conducted at smaller scale Paglialunga et al. (2022).
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7.2 Large biaxial apparatus

A

B

BA

1 m

Figure 7.1: Large biaxial apparatus, located at the Laboratory of Experimental Rock
Mechanics (LEMR, EPFL). Top figure shows a top view of the apparatus. The bottom
figures show the pump and valves used to apply normal and shear loads (A) and a
side/rear view of the apparatus with the piping system allowing both homogeneous
and heterogeneous application of stress (B).
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Figure 7.2: First phase of the experimental protocol; the increase of normal loading.
The fault is loaded gradually up to a selected value of stress. On the right the contact
area’s evolution during the application of normal load is showed. The contact is well
distributed throughout the whole area.

7.2.1 Experimental protocol and acquisition system

The experimental protocol consists of two main phases; (1) application of normal load

to the top sample with a selected stress distribution (homogeneous or heterogeneous)

(Figure 7.2), and (2) increase of shear load at a constant rate until fault reactivation.

Depending on the applied normal load and fault properties, the sliding will occur

either stably or unstably (i.e. stick-slips). In this context, only unstable events were re-

produced and studied. Strain evolution along the fault length was monitored through

strain gauges. The strain was acquired at a recording frequency of 40 KHz, with a

National Instrument system. Strain gauge rosettes were located close to the fault (∼ 3

mm away from the fault plane) at eight equidistant locations.

7.2.2 Experimental conditions

As a first step, the effect of boundary conditions on the nucleation and propagation of

seismic ruptures was investigated. The samples were brought into contact with an

average on-fault normal stress distribution of ∼ 2 MPa. The shear load was applied
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to the bottom sample until the occurrence of seismic events. As mentioned earlier, a

steel puncher is located on the right side of the top sample to prevent sliding between

the loading plates and the sample. Under this configuration, rupture nucleation was

constrained at a given location along the fault (towards the leading edge). The size

and position of the puncher were then varied to study their influence on nucleation

location and the onset of sliding (scheme in Figure 7.5). The first puncher used

(indicated in green) is 50 cm long and covered the whole width of the sample (it will be

referred to as ’large puncher’). The second one is 20 cm long and was located first at

28 cm (shown in yellow) (’top-medium puncher’), and then at 9 cm from the bottom

edge of the sample (shown in blue, ’bottom-medium puncher’). The third puncher is

even smaller, with a length of 8.5 cm, and it was placed first at 38 cm (shown in purple,

’top-small puncher’) and then at 9 cm (shown in orange, ’bottom-small puncher’)

from the bottom edge of the sample. All the experiments were performed at room

humidity conditions. Note that the fault roughness was not reiterated between each

test and probably differs between experiments.

7.3 Results

7.3.1 Stick-slip events

All the experiments showed the behavior depicted in Figure 7.3. During the increase

of shear load, the strain along the fault increased until the on-fault stress reached

the fault’s strength at which point instabilities occurred, causing strain perturbations.

This did not happen uniformly along the fault but rather in a localized manner. For

this reason, precursory events were observed in different regions of the fault. Once

the precursor activity ceased, complete ruptures propagated across the entire fault

length, and a new seismic cycle began.

Different types of dynamic events were observed.

Finite event. Most finite events nucleated at the right edge of the fault, and propagated

along half portion of the fault. Figure 7.4a. shows the evolution of strain for the three

different directions (xx, yy, xy) for a time window of ∼ 7 ms. The rupture nucleated
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Figure 7.3: Evolution of strain (εxx,εxy,εyy) during the application of shear load. Pre-
cursor events (pointed out by red arrows) anticipate main ruptures.

around position 2.3 m, accelerated, and entered a phase of dynamic propagation

(highlighted in dashed black line), reaching a rupture speed of ∼ 700 m/s. The front

stopped at position 1.3 m, location at which it can be observed a build-up of strain.

Complete event. An example of a complete rupture is shown in Figure 7.4b. In this

case, the rupture nucleated at the left edge of the fault and propagated along the

whole interface. This event propagated dynamically for the whole fault length, with

rupture propagation velocity reaching ∼ 1300 m/s.

Complex event. The majority of the observed events show complex dynamics, such as

the one depicted in Figure 7.4c. In this event, the rupture nucleated around position

2.3 m. It accelerated, and entered a phase of dynamic propagation (highlighted in

a dashed black line), reaching a rupture speed of ∼ 750 m/s. The front stopped at

position 1.1 m, location at which it can be observed a build-up of strain. The strain

build-up occurs for a portion of the fault of around 0.5 m and eventually renucleates

as a supershear rupture, propagating at ∼ 1500 m/s.

7.3.2 Local stress state controls rupture nucleation location

Rupture nucleation happened at varying locations along the fault, controlled by

experimental boundary conditions. For each experiment, the nucleation location
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Figure 7.4: Typical dynamic events occurring during the above-mentioned experi-
ments: a.) finite event, b.) complete event, c.) complex event. Black dashed lines
indicate the dynamic rupture propagation, purple dotted curves indicate S-wave
velocity, and green dashed curves indicate strain transfer.

of the complete events was measured (finite ruptures were not considered in this

section). When the large or the top-small puncher were used, the totality of the events

nucleated at the right edge of the fault (Figure 7.5). For the other combinations of the

puncher size and position, the nucleation location was also observed on the left edge

of the fault (Figure 7.5).

To understand how the puncher size and position controlled the rupture nucleation

location, the on-fault stress state (σyy,τ) was measured for each event. For the events

generated with the large puncher (Fig.7.6a., b.) τ/σyy evolution across the fault high-

lights a main peak (0.47) around position 1.7 m, a decrease along the fault, reaching a

minimum (0.2) around position 0.3 m, and further increase (0.35) around position

0.02 m. Ruptures nucleated where the fault experienced the highest τ/σyy value,

indicated by the shaded area in Fig.7.6. Concerning the events generated with the

bottom-small puncher (Fig.7.6c., d.) τ/σyy evolution across the fault highlights a

first peak (0.38) around position 2 m, a second peak (0.34) around position 1.1 m,

followed by a constant distribution (0.22) around position 0.2-0.7 m. A third peak (0.4)

is observed at the fault’s edge at position 0.02 m. Also in this case, nucleation occurred

where the two peaks in τ/σyy were observed (∼ 0.02 m and 1.7 m).
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Figure 7.5: Scheme of the biaxial apparatus with different puncher combinations of
dimensions and location (top). Distribution of event nucleation locations along the
fault for the different boundary conditions (bottom). The colors refer to the puncher
indicated in the top panel.

7.3.3 From single system size events to complex rupture sequences

The rupture sequences observed in all the experiments manifested a wide range of

behaviors, with sequences composed exclusively of system-size events and others pre-

senting more complex distributions with finite events occurring between consecutive

main events. The rupture length was measured for each event (finite and complete),

considering the portion of the fault that experienced a shear strain drop, a signature

of rupture propagation. The resolution of the measurements relies on the spatial

distribution of the strain gauges across the fault.

Experiments with the large puncher revealed the richest distribution, with an average

of six finite ruptures occurring between two complete ruptures (Figure 7.7). The finite

rupture lengths followed a peculiar distribution, increasing in the first half of the cycle

and decreasing in the second half, just before the main event. Complete ruptures

occurred at regular time intervals of about 3 s.

Experiments performed with the top-medium puncher showed a medium distribu-
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Figure 7.6: Distribution of σxy/σyy along the fault, prior to instabilities, for experi-
ments n26 and n22. a. and c. show the temporal evolution of shear strain. Colored
line indicate the events that have been studied. b. and d. show the distribution of
τ/σyy for each of the selected events. Shaded regions indicate the locations at which
nucleation was observed (Figure 7.5).
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ring during each experiment. Rupture lengths rely on the sensors’ spatial resolution
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as the fault length).

tion, with an average of two finite ruptures between two complete ones (time interval

of around 2.5 s). The second, third, and fourth cycles highlighted a power law trend of

rupture lengths, increasing getting close to the main rupture.

Experiments performed with the bottom-medium puncher showed what are known

as system-size events, single complete ruptures occurring at regular rupture intervals

(3 s).

Experiments performed with the bottom-small puncher showed a rich complexities

distribution. An average of four finite ruptures occurred between two complete rup-

tures, which occurred at regular time intervals of around 3.5 s. Unlike the sequences

occurring with the top-medium puncher, the rupture length slightly increased after

the first finite event and stayed constant for the following ones at around 0.6 m.

Experiments performed with the top-small puncher showed single events propagating

as complete ruptures, with time intervals of around 3 s.
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7.4 Discussion

In this section, different features of the preliminary experimental results will be high-

lighted and discussed.

7.4.1 Transition from sub to super shear rupture

A common kind of rupture observed in these experiments is the one indicated as

complex in Figure 7.5. The rupture nucleates close to the leading edge, accelerates and

reaches a dynamic propagation (with rupture speed lower than S-wave speed). After

propagating for a small portion of the fault, the rupture stops and the fault locally

builds up some strain. Strain (and stress) transfer occurs for a third of the fault length,

until rupture re-nucleation. In this last phase, rupture propagates dynamically at

supershear velocities.

The on-fault distribution of shear (τ) and normal (σyy) stress was analyzed (Figure

7.8). Starting from the fault leading edge (2.5 m), the evolution of σyy shows a gradual

increase along the fault interface reaching its maximum at the trailing edge of the

interface (0.2 m), with a stress of 2.9 MPa. For what concerns τ, it shows at the leading

edge value of stress of 0.3 MPa, a local increase to 0.75 MPa around 2 m. Its maximum

is reached at the trailing edge of the interface (0.2 m), with a stress of 0.8 MPa. τ/σyy

distribution is, obviously, controlled by the ones described just above. In particular, a

main peak (0.38) is observed at position 2 m, controlling rupture nucleation. A second

peak is observed between 0.8 and 1.3 m, reaching values of 0.32.

This high-τ/σyy region around ∼1.1 m can represent an impediment for the propagat-

ing rupture front. As shown in Dunham et al. (2003); Weng et al. (2015), a local increase

of normal stress can, in fact, act as a barrier. The effect of the barrier dimensions and

distance from the rupture nucleation location can either inhibit rupture propagation

or enhance it by promoting the nucleation of a daughter rupture propagating at su-

pershear velocities. The transition from sub- to super- shear rupture is possible due

to a low seismic ratio (S = τs−τ
τ−τd

), favored by the presence of the barrier. This reflects
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Figure 7.8: Complex event caused by heterogeneous stress distribution. a.) strain
(εxx,εxy,εyy) temporal evolution during rupture transition from sub-Rayleigh (∼750
m/s) to supershear (∼1500 m/s) velocity. b.) Evolution of shear (τ) and normal (σyy)
stress along the fault prior to the event. c.) Evolution (τ/σyy) along the fault prior to
the event. The grey shaded area indicates the stress heterogeneity acting as a barrier.

what is observed in Figure 7.8 where a second (daughter) rupture propagates right

outside of the high-τ/σyy region with supershear velocity.

7.4.2 Stress distribution controls rupture nucleation location

The events analyzed nucleated in a variety of locations, depending on pre-stress

distribution controlled by boundary conditions. The two examples shown in Figure

7.6 represent the two end members observed in these experiments. With the large

puncher, ruptures nucleated where the fault locally reached τ/σyy ∼ 0.38−0.45. While

the averaged τ/σyy value across the fault (which will be indicated as f̄ ) was of ∼0.267.

With the bottom-small puncher, the ruptures also nucleated where the τ/σyy values

were the largest, so either towards the leading edge (τ/σyy ∼0.38) or at the trailing

edge (τ/σyy ∼0.37) of the fault, with f̄ ∼0.29. It is interesting to notice that in the

first case, ruptures nucleated for a local τ/σyy value relatively high (τ/σyy ∼0.45) with

respect to the average value ( f̄ =0.267). For the second case, the ruptures nucleated

for a lower local τ/σyy value (τ/σyy ∼0.38) at a higher average value ( f̄ =0.29).

If we considered f̄ to be representative of macroscopic friction, these observations
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highlight the difficulty in relying on this quantity for a precise prediction of the oc-

currence of ruptures, as already suggested by Ben-David and Fineberg (2011). In

the presented cases, complete ruptures nucleated under different f̄ values for the

same initial material and interface properties. This fosters the idea that macroscopic

friction might not be exclusively a material property, as commonly thought, but rather

depend on the dynamics of nucleation (controlled by on-fault stress conditions).

7.4.3 Stress distribution controls earthquake sequences

In addition to controlling rupture nucleation, stress distribution appears to control

the complexity of laboratory sequences. So far, it has been demonstrated that the

frictional properties of faults (Kaneko et al., 2010; Dublanchet et al., 2013), geomet-

rical features (Dal Zilio et al., 2019), and faults system can all have an impact on the

seismicity statistics surrounding a major event. A case of a single homogeneous fault

can also produce complexities for sufficiently large fault lengths (Cattania, 2019). The

experiments presented here belong to a combination of the aforementioned condi-

tions. The seismic cycles occur on a single fault ∼100 times larger than the expected

nucleation length. However, stress distribution was more or less heterogeneous along

the fault. This probably allowed some earthquake sequences to show a more complex

behaviour as in the case of large, top-medium, and bottom-small puncher (Figure

7.7). Other sequences, in the case of bottom-medium and top-small puncher, exhib-

ited system-size events, repeating without finite ruptures. Figure 7.9 shows stress

distribution before each event for the large puncher case (a.) and for selected times

of the seismic cycle of the bottom-medium puncher (b.). A more heterogeneous

stress distribution (Figure 7.9a.) seems to promote finite events, while a smoother

distribution single complete ruptures.

7.5 Conclusions

The results presented in this chapter are preliminary and further investigation is

needed to support any of the following conclusions. However, they suggest inter-
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Figure 7.9: Distribution of τ/σyy along the fault, prior to instabilities, for experiment
n26 (a., large puncher), and for selected times for experiment n19 (b., bottom-medium
puncher). Colored line indicate the events that have been studied. b. and d. show the
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esting features of laboratory earthquakes propagating across long faults, which are

summarized below.

• Heterogeneous stress distribution along faults can promote sub to supershear

transition. Stress heterogeneities can act as barriers to the propagating rup-

ture either stopping it (as observed for the finite ruptures) or enhancing its

propagation until the transition to supershear velocity.

• Difficulty in predicting the ultimate size of a rupture from its nucleation phase.

Finite events observed in these experiments share, during their propagation

time, the same characteristics of events that instead grow bigger. This is due to

heterogeneous stress and/or friction along the fault that can arrest or eventually

enhance rupture propagation (as discussed in the previous point).

• Local stress state (τ/σyy), rather than macroscopic friction, controls rupture

nucleation. Ruptures can nucleate for lower values of macroscopic friction if a

higher τ/σyy value is reached locally along the fault, causing rupture initiation.

• Laboratory earthquake sequences are influenced by both fault length to nu-

cleation length ratio (∼100) and heterogeneous stress distribution. Smoother

stress distribution leads to system size events, while a spiky distribution leads

to a complex sequence.
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8.1 Summary

This thesis investigated some of the characteristics of earthquakes from an experi-

mental standpoint. To carry on this research, three different apparatuses were used; a

triaxial compression apparatus, a biaxial shear apparatus, and a large biaxial shear

apparatus (all hosted in the laboratory of Experimental Rock Mechanics, EPFL). A

large number of experiments were performed to calibrate and put into operation

these machines that arrived (triaxial apparatus) and were developed (biaxial shear

apparatus and large biaxial shear apparatus) during the duration of this thesis. Several

acquisition systems were employed such as high-frequency strain gauges, mechanical

stress acquisition through load cells, active measurement of seismic velocities via

piezoelectric transducers, accelerometers, laser displacement sensors, photoelasticity

measurements through a fast camera. The experimental methods used brought to

light interesting features of laboratory earthquakes.

The main conclusions are summarized below.

• Monitoring the temporal evolution of seismic properties around fault zones

could help detect possible precursor activity prior to the earthquake. However,
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our results suggest that this will be most effective under certain conditions;

i) monitoring attenuation rather than seismic velocities. We show that the

variations in seismic velocities during a seismic event are caused by the re-

opening of microcracks characterizing the bulk material and damage zone

surrounding the fault, rather than by damage occurring on-fault. The stress

accumulated during the interseismic period is stored elastically in the bulk and

damage zone through the closure of pre-existing microcracks (reflected in an

increase in seismic velocities). During stress release these microcracks re-open,

causing a drop in seismic velocities. The seismic attenuation (measured in

this study using seismic wave amplitude as a proxy), was found to be more

dependent on dissipative processes occurring on-fault.

ii) Monitoring faults with a wide core, where most of the dissipative processes

seem to occur. Larger dissipative processes magnitude will manifest a larger

variation in attenuation.

iii) Monitoring system sufficiently close to the fault. This will help to cut out the

variations caused by the elastic response of the bulk surrounding the fault.

• Lubricants (i.e. water, water and gouge, industrial fluids, ...) present on the fault

can influence the nucleation and propagation phases of an earthquake. In par-

ticular, under mixed lubrication conditions, they reduce the frictional strength,

easing fault reactivation. These generated low-stress regions can promote the

emergence of pulse-like ruptures propagating at low to intermediate seismic

velocity. As compared to dry conditions, the fracture energy controlling rupture

dynamics and the radiation content are reduced. Moreover, these ruptures initi-

ate in larger nucleation regions, implying that a larger portion of the fault slips

aseismically before it begins to propagate dynamically. These results can help

to understand the local emergence of slow ruptures or pulse-like phenomena

occurring in low-stress regions.

• Frictional ruptures (the laboratory equivalent of seismic ruptures), can manifest

a dependency on slip, with dynamics possibly affected, under given conditions,

by enhanced weakening occurring on-fault. In our experiments, the observed
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stress vs slip curve showed a sharp near-tip weakening, followed by a milder

long-tailed weakening occurring until final slip. This resulted in, on one side, a

constant fracture energy computed near-tip with the Linear Elastic Fracture Me-

chanics model, regardless of the final slip experienced by the fault. On the other

hand, complete breakdown work, computed as the energy dissipated below the

stress-slip weakening curve, showed a clear dependence on the final coseismic

slip. Even if rupture dynamics are theoretically expected to be driven by the

near-tip fracture energy, these observations raised the question of whether rup-

tures propagating for sufficiently long distances would ever reach a breakdown

work capable of controlling rupture dynamics. Based on these findings, numeri-

cal experiments assuming a dual frictional weakening (a first sharp weakening

responsible for rupture nucleation and a second milder weakening caused by

frictional dissipation) revealed interesting features of the rupture dynamics. For

sufficiently long faults (and slip distances larger than the critical slip distance),

the long-tailed weakening can generate enough breakdown work, capable of

driving the rupture dynamics and helping it propagate over stress barriers that

would otherwise arrest it in case of one single slip-weakening constitutive law.

This demonstrates that additional weakening can affect, to some extent, rupture

propagation.

• The well-known square root singularity, a quantity describing the severity of the

stress and displacement field perturbations around a crack, is commonly used

to describe frictional ruptures under the assumption of constant residual shear

stress. This works perfectly when no frictional weakening occurs along the fault

in the wake of the rupture tip. However, when dissipation mechanisms are

activated by slip, the aforementioned assumption is no longer respected. This

can cause a deviation of the singularity order from the square root value, which

will affect rupture dynamics and make the breakdown work a slip-dependent

quantity. The performed laboratory experiments revealed unconventional sin-

gularity orders (ξ ̸= −0.5) generated by flash heating activated by the sufficiently

high slip rates. The emergence of frictional and/or thermal weakening which is

157



Chapter 8. Conclusions and perspectives

commonly observed in geological studies or during laboratory experiments can

result in stress evolving with slip, which is reflected in a slip-dependent break-

down work. Most importantly, enhanced weakening can affect the singularity

order that drives the rupture propagation. These findings make a significant

contribution to our understanding of frictional rupture dynamics, as well as to

resolving the existing confusion about the definition of fracture energy among

various scientific communities, where it is considered a constant fault property

by some and a slip-dependent quantity by others.

• Complexities in seismicity distribution, rupture dynamics, and nucleation lo-

cation emerge for sufficiently long fault lengths (∼100 times the fault nucle-

ation length). Specifically, boundary conditions (representing, for example,

heterogeneities in elastic properties of the bulk surrounding the fault) appear

to control the location of rupture nucleation by influencing the on-fault stress

distribution. Regardless of the macroscopic friction (the average on-fault τ/σyy

ratio is used as a proxy), ruptures always nucleate where the local τ/σyy ra-

tio is greatest. This demonstrates that the friction coefficient widely used to

assess fault stability may not be completely reliable in determining the onset

of rupture. Furthermore, non-homogeneous on-fault stress distribution with

localized heterogeneities acting as a barrier can control rupture propagation by

arresting it or enhancing it and assisting in the transition to supershear rupture

velocity. Finally, the combination of the significant fault length in relation to

rupture nucleation length and a heterogeneous initial stress distribution can

vary the earthquake sequences which appear more complex in some cases and

as system-size events in others.

8.2 Perspectives

The work described in this thesis revealed important characteristics of laboratory

earthquakes. However, much more needs to be done to make our understanding more

complete and useful if not for earthquake prediction, then for earthquake hazard
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mitigation. Among others, one of the biggest challenges is to explore how seismic

ruptures behave across different scales. There is a scarcity of data between the ones

acquired at the laboratory scale (∼centimeters) and the ones acquired at the natural

scale (∼meters to kilometers), which, in some cases, prevents us from directly extrapo-

lating experimental investigations to problems of natural systems. The objective of the

new large biaxial shear apparatus described in Chapter 8, is to contribute to bridging

this gap. The preliminary results described in the previous chapter provide intriguing

insights into how frictional ruptures can become complex as they propagate along

significant fault distances and encounter stress heterogeneities.

Many features of propagating frictional ruptures can be investigated following the

contributions brought by the work presented here. Only a few of them are highlighted

below:

• The influence of stress heterogeneities on rupture nucleation in relation to

macroscopic friction;

• The effect of stress heterogeneities on rupture propagation and fracture energy;

• Evolution of fracture energy and breakdown work with rupture propagation for

distances much greater than the typical critical slip distance;

• Measurement of the radiated energy of finite ruptures. Comparison of the

fracture energy inferred from the classical seismological approach and the one

computed through fracture mechanics;

• The role of stress distribution and fault length in the determination of seismicity

rates;

• To interpret the experimental frictional ruptures in the framework of rate and

state friction;

• others (effect of fluids, gouge, ...).

To investigate the above-mentioned aspects, different acquisition techniques should

be employed. The apparatus enables the employment of various types of sensors,
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both close to and far from the fault. Strain gauges can be used for mechanical data

acquisition (as in the current version), with recording frequencies of up to 2 MHz.

Acoustic sensors can be used to measure seismic velocities and radiation contents as

ruptures propagate. Accelerometers can be used to measure on-fault acceleration as

well as the slip and slip rate of the seismic rupture by temporal integration. Imaging

techniques can also be used to (i) track the temporal evolution of the rupture front

along the fault (via photoelasticity), and (ii) measure the local displacement and strain

field via Digital Image Correlation. Furthermore, coupling laboratory experiments

with numerical models would be beneficial. In particular, to (i) replicate a numer-

ical version of the experimental setup to study the observed ruptures and (ii) vary

boundary conditions and size of the system to allow us to upscale the observations to

dimensions representative of natural faults.
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Figure 1: Pictures of the triaxial compression apparatus FIRST (EPFL) (Top-left)
Scheme of sample assembly with two LVDTs, and acoustic sensors glued in the top
and bottom anvils. (Top-right). Rear view of the apparatus with hydraulic pumps
controlling confining pressure, axial load, and fluid pressure (Bottom-left).
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Figure 2: Top view of the biaxial direct shear apparatus. Hydraulic pumps are con-
nected to the normal and shear pistons. Two load cells placed between the piston and
the steel frame measure macroscopic normal and shear stress. Local high-frequency
strain is acquired through strain gauges located along the fault.
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2016 – 2018 Politecnico di Torino – Italy
MA in Civil Engineering (Geothecnics)
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Ruptures. F. Paglialunga, F. Passelègue, S. Latour, A. Gounon, M. Violay.
Journal of Geophysical Reasearch, https://doi.org/10.1029/2022JB026090.

2022 On the scale dependence in the dynamics of frictional rupture: Constant
fracture energy versus size-dependent breakdown work F. Paglialunga, F. Pas-
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