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A B S T R A C T   

Novel usages of brain stimulation combined with artificially intelligent (AI) systems promise to address a large 
range of diseases. These new conjoined technologies, such as brain-computer interfaces (BCI), are increasingly 
used in experimental and clinical settings to predict and alleviate symptoms of various neurological and psy-
chiatric disorders. Due to their reliance on AI algorithms for feature extraction and classification, these BCI 
systems enable a novel, unprecedented, and direct connection between human cognition and artificial infor-
mation processing. In this paper, we present the results of a study that investigates the phenomenology of human- 
machine symbiosis during a first-in-human experimental BCI trial designed to predict epileptic seizures. We 
employed qualitative semi-structured interviews to collect user experience data from a participant over a six- 
years period. We report on a clinical case where a specific embodied phenomenology emerged: namely, after 
BCI implantation, the patient reported experiences of increased agential capacity and continuity; and after device 
explantation, the patient reported persistent traumatic harms linked to agential discontinuity. To our knowledge, 
this is the first reported clinical case of a patient experiencing persistent agential discontinuity due to BCI 
explantation and potential evidence of an infringement on patient right, where the implanted person was robbed 
of her de novo agential capacities when the device was removed.   

1. Introduction 

Medical brain-computer interfaces (BCI) are systems that capture 
quantitative neural data and convert these data into various responses 
(e.g. therapeutic, diagnostics, preventive, etc). For instance, a patient 
specific algorithm can be created following quantitative data collection 
phases, during which intracranial electroencephalograms—internal 
recording of neural activities via subdural grid electrodes—are per-
formed for assessments of an individual case of epilepsy [1]. As such, a 
BCI may be used to predict epileptic seizure by monitoring neural data 
and discharging electric stimulation, or by alerting the user when the 
system identifies a specific quantitative neural data threshold. In the 
first scenario, users are out-of-the-decisional-loop, meaning they do not 
get to choose whether a therapeutic response (e.g., electric stimulation 
by Neuropace devices) is discharged – they passively receive the stim-
ulation. In the second scenario, users are in-the-decisional-loop, 

meaning that they have got opportunities to choose whether a thera-
peutic response should be executed (e.g., advisory devices such as 
Neurovista). 

Most of the ethical debates about the putative effects of implantable 
neural device, such as Deep Brain Stimulation (DBS) on users’ person-
ality, identity, agency, autonomy, authenticity, and self relate to the first 
scenario, the subjective experience of being passively out of the deci-
sional loop [2–4]. While some studies describe neuropsychiatric 
DBS-induced outcomes [5,6], other reported that postoperative 
self-estrangement is associated with a sense of losing control and a 
distorted perception of one’s capacities [7]. 

In the ethical literature, the second scenario —being active in the 
decisional loop— has been described as encompassing a stronger degree 
of autonomy: “if the subject is in the loop, she retains some autonomy 
over decision-making” [8]. However, despite the rapid progress of 
neural data collection for therapeutic purposes [9], evidence and 
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literature about the impact of these monitoring devices on the patient’s 
subjective experience of being in-the-loop is lagging [10]. This current 
study not only look at whether implanting and using a BCI may induced 
postoperative personality changes, importantly examines whether 
explanting BCI may lead to similar neuropsychiatric effects. 

We report on the case of one patient (Patient R) implanted with a BCI 
that was designed to keep her in the decisional loop by detecting 
epileptic seizures through brain data collection. Postoperatively, Patient 
R experienced a robust sense of empowerment, embodiment, mergence, 
de novo agential capacities which appeared inseparable from functioning 
with her implanted device. Yet, when the device manufacturer forced 
her to undergo device explantation, she suffered substantial harms to 
her de novo self-concept. In particular, Patient R experienced radical 
psychological discontinuation and disruption of agential capacities, 
which continue to cause persistent emotional and affective harms years 
after system operator removal. The case of Patient R raises critical 
ethical and legal questions: what moral and legal rights are BCI- 
implanted individuals entitled to as patients? Are we in front of new 
fundamental rights issue, —specific to the cerebral, mental, and agential 
domain, hence called “neurorights”? 

In the past years, there have been suggestions to recognize novel 
human rights or to expand existing legal rights to address evolving 
neurotechnologies [11–15]. Although there are strong reasons to be 
agnostic [16] or even sceptical [17,18] on whether neurorights are 
needed, we analyse how qualitative data from a clinical case could be 
potential empirical evidence corroborating the thesis that some user’s 
rights, may be needed to preserve, promote, and protect a person’s de 
novo agential capacities. 

2. Methods 

During a period of 6 years, we examined perceptions of self-change 
as articulated by Patient R, who volunteered to be enrolled in the first 
in-human experimental trial testing a personal advisory implantable 
brain device for predicting epileptic seizures via neural data recordings 
(See Images 1 and 2). Full medical details of the trial and system can be 
read here [1,19]. 

Patient R was diagnosed with severe chronic epilepsy at 3 years of 
age, which had a profound detrimental impact on her quality of life. 
Despite undergoing a wide range of treatments over the years, none 
were successful in managing her condition effectively. By the time she 
reached her late 40s, Patient R underwent a surgical procedure to 
implant a Neurovista BCI, which could detect and alerting her to the 
onset of seizures. This enabled her to take prophylactic medication such 
as clonazepam to prevent seizures from occurring. Remarkably, Patient 
R went from experiencing an average of three seizures per month to 
none, thanks to the efficacy of the BCI device. Unfortunately, the Neu-
rovista trial was discontinued due to financial constraints, necessitating 
the explantation of the device from Patient R. 

At non-standardised intervals,1 Patient R was asked a series of open- 
ended questions intended to elicit first-person narratives of subjective 
perceptions of changes to her sense of self (interviewed conducted and 
writing data collected by FG). To reach an understanding of patient’s 
inner experience with BCI, we apply a qualitative research design. We 

Images 1. Implantation of silicon lead assemblies on cortical surface via 
craniotomy. Silicon lead assemblies contained eight contacts collecting intra-
cranial electroencephalograms data through the telemetry unit. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to 
the Web version of this article.) 

Images 2. Insertion of the telemetry unit in subclavicularly area. Telemetry 
unit automatically measured and wirelessly transmitted patient’s brain data to 
external personal advisory device. 

1 Patient 1 was enrolled in “(H0013883) Implantable Seizure Advisory Brain 
Devices: Ethical Implications” study. Patient R was interviewed in English by 
FG (lead author), along with other Neurovista users (see 17). However, the 
unique narrative of Patient R led to subsequent and separate follow up in-
terviews by FG over a period of 6 years, at non-standardised intervals which 
required the ethics approval of H0013883 to be extended twice. Patient R had 
been explanted during all interviews. The initial interview was conducted at the 
home of Patient R, all subsequent interviews were conducted over phone and 
emails, except one handwritten correspondence. FG conducted the analysis of 
the data collected from the interviews and identified themes within the data. 
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used a qualitative instrument grounded in phenomenology to conduct 
in-depth and semi-structured interviews. Interviews were based on an 
adapted version of the qualitative tool first developed and tested in 
Ref. [20] and further elaborated in Refs. [7,21,22]. Qualitative data 
were collected from interviews and correspondences over the period of 
our project. Questions were followed up at various intervals to check the 
content of the answers, and to observe any persistence in the narratives. 
Interviews were transcribed verbatim. Contents were then manually 
coded and finally analysed by regrouping the patient’s subjective ex-
periences into common themes and clusters. 

Our qualitative methodology allowed us to capture singular, unique, 
first-person perspectives that are not identifiable with standardized 
questionnaires and scales. By looking at the subjective character specific 
to the patient’s experience of being implanted with a brain device run 
with a data-driven algorithm, we believe we can gain better empirical 
and conceptual understanding of the phenomenology of potential BCI- 
induced benefits and vulnerabilities. 

3. Results 

Patient R’s narratives were analysed and categorised into two groups 
of experiences: feelings generated by ‘being-implanted’, and feelings 
generated by ‘being-explanted’. Both groups of experiences were sub-
divided into eight clusters of first-person experiences. These eight 
clusters were populated by the patient’s key answers and quotes. Our 
study identified the following experiences of Patient R:  

A) Being-implanted  

(A.1) Feelings of adjustment with BCI. 

Experiences ranging from initial excitement to challenges in adapt-
ing to new ways of interacting/living with technology: 

“They had to read my brain and get to know me. The [BCI] had to get 
to know me. And everything that affected me. So everything from 
small seizure activity that occurs in your brain from a migraine oc-
curs in your brain; all those different things cause different read- 
outs.”   

(A.2) Feelings of embodiment with BCI. 

Experiences described as becoming seamlessly integrated into her 
sense of self and everyday life, leading to personal growth and a feeling 
of transformation as the technology became a part of who she is: 

“[The BCI] was like an alien at first, you grow gradually into it and 
get used to it, so it then becomes a part of everyday, […] it becomes 
part of you. Because that’s what it did, it was me, it became me, […] 
with this device I found myself […] It changed who that person was 
then and I found myself changing … growing I suppose […].”   

(A.3) Feelings of empowerment with BCI. 

Experiences described as an increased sense of independence, lead-
ing to a heightened sense of agency and control over her environment 
and abilities through the technology: 

“I felt like I could do anything-I can do this-I can do everything I want 
to do-apart from obvious little things like jobs or things like that I 
can’t do a lot of things. But I could do-I could drive, I could see 
people, I was more capable of making good decisions-not bad 
decisions.” 

“I feel like-I wish I could’ve been a better mother-I know I was a good 
mother under the circumstances-but I reckon I could’ve been ever 
better [had I been implanted with the BCI earlier]. […] I blame 
myself that maybe my kids haven’t gone and done things that they 
wanted to do, so I blame myself still.”   

(A.4) Feelings of symbiotic agency with the BCI. 

Experiences reported as mutually beneficial relationship between 
her and the technology in which they operate together to achieve a 
common goal, with each entity contributing its unique strengths and 
capabilities to enhance the overall performance of the symbiotic agency: 

“My device became as dependable as time itself. Your alarm clock 
that wakes you up in the morning to get you to work on time! Your 
appointments for that day! Checking the weather forecast. To decide 
what to wear! If you can go for a walk, to the beach or a picnic etc. 
We use mobile phones every day, we rely on them all the time. 
People are attached to these things more than they realise and think 
nothing of it! Why then would it be so strange for me, myself to 
become so attached to [the] device and feel that we became one and I 
felt safe and secure? Why then should I not mourn the loss of 
something that gave me the most secure feeling I could ever have 
imagined?”   

B) Being-explanted  

(B.1) Feelings of resistance to explantation of the BCI. 

Experiences described as a reluctance to lose the BCI, which was an 
integral part of her identity and daily life: 

“I wish I could’ve kept it-I would’ve done anything to keep it. […] I 
wanted to stay with it […] I would’ve done anything-I would’ve paid 
money-I would’ve done anything if I could’ve.” 

“I was the last person to have the device out.” 

“G (husband) even said he would do anything so I could keep it. […] 
Buy it even. He would have taken a second mortgage on our home for 
me to keep it.”   

(B.2) Lost feelings of symbiotic agency with the BCI. 

Experiences described as a loss of control over the mutually benefi-
cial abilities between her and the technology, resulting in emotional 
pain and psychological insecurity: 

“We had been surgically introduced and bonded instantly. With the 
help of science and technicians we became one. We did together 
what was expected of us! We performed beautifully … To this date, I 
have never again felt as safe and secure. Nor am I the happy, out- 
going, confident woman I was. I still get emotional thinking and 
talking about my device, and I miss terribly having the security of it.”   

(B.3) Feelings of cognitive and psychological uncertainty. 

Experiences described as a sense of confusion, disorientation, and 
anxiety as she navigates a new normal without the technology that had 
become an integral part of her cognitive and emotional processes: 

“I’m missing and it’s missing. Cause I felt insecure, because [I] can’t 
think straight […] I’m not sure anymore and I’m scared that I’m 
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panicking too much now whereas before there wasn’t that question, 
it was right there, I knew it and now I’m frightened that I might be 
making wrong decisions because I don’t have that back-up; that part 
of me is gone. So I do miss it and I’d do anything in the world and I 
said to [Neurovista] ‘when’s the next [BCI]?’”   

(B.4) Feelings of loss and stolen identity from having the BCI taken 
away. 

Experiences described as a sense of overwhelming sadness, power-
lessness, and loss of self, as the technology that had become an extension 
of her identity is no longer present: 

“They took away that part of me that I could rely on and I got scars 
[…] I cried, I did a lot of crying, I could still do a lot of crying but now 
I’m left with like little craters in my head from where they cut big 
holes or big craters […] that upsets me because that made me a 
different person […] I had my device-I was self-assured […] I wish I 
hadn’t of gotten it taken out.” 

“It was so overwhelming for me I became emotional and cried. […] 
Living without my device was very hard at first. I always felt like 
there was something missing, I’d forgotten or left behind … a part of 
me! […] My confidence in myself was shattered. Doubting every 
feeling. Asking or questioning myself all the time. […] Am I safe? 
[…] How will [I] cope and live without my trustworthy dependable 
part of myself ? […] Staying home alone is scary. […] I do not go out 
much unless I’m with my husband. My social life is not existent 
now.”   

(B.5) Feelings of a profound loss: 

Experiences described as a deep sense of grief and mourning for the 
loss of the technology that had become an integral part of her life and 
identity: 

“A mourning. I mean I know it’s been a while, but I still know what it 
did and how it worked and in a way if you think about it you can feel 
it still. It’s like it’s there but it’s not there. You can remember 
everything about and I mean it taught me, it taught my doctors more 
about me and more about how to read things.” 

“To finally switch off my device was the beginning of a mourning 
period for me. A loss, a feeling like I’d lost something precious and 
dear to me, that could never be replaced: It was a part of me.” 

4. Discussion 

4.1. BCI and self-understanding 

Patient R presents evidence of how the experience of having a BCI 
that constantly monitors, processes, and translates one’s brain data to 
make predictions may radically impact the implanted patient’s self- 
understanding and self-concept [23]. Did the BCI become part of her 
personhood [24,25]? Patient R reported that “[the BCI] becomes part of 
you. Because that’s what it did, it was me, it became me”. The data 
disclosed and exposed by the device were incorporated into Patient R’s 
self-conception and self-understanding, which resulted in a reported de 
novo identity: “that made me a different person”. Based on Patient R’s 
narratives, it seems that she merged with the technology in that her 
postoperative subjective experiences embodied a new revision of her 
self-understanding: “we became one”; “with this device I found myself”. 

With constant feedback from the BCI, Patient R received alerts from 
the device, then used this information to decide whether to self- 

administer medication to prevent seizures. As Patient R recounts: 
“[The BCI] changed who that person was then and I found myself 
changing”. In effect, the BCI allowed her to exercise her autonomy by 
giving her the capacity to better control the number and severity of her 
seizures. 

Our team observed salient phenomenological effects of being in-the- 
loop. The BCI played a critical role in Patient R’s decision-making pro-
cesses to the extent that the technology was inextricably present in the 
daily decisions she had to make: “I had my device-I was self-assured”, “I 
felt like I could do anything-I can do this-I can do everything I want to do 
[…] I was more capable of making good decisions”. Initially, Patient R 
retained autonomy in deciding whether to follow the advice of the 
implanted device. As she realised just how accurate the data predictions 
of the BCI were, she stopped “listening” to her own instincts, and instead 
ceded her decision-making capacities to the technology. As such, she 
learnt how to let the predictive functionalities instigate her decision, 
how to be in-the-loop, but also of-the-loop. Her choices, in some 
important ways, became an epiphenomenon of-the-loop by continually 
outsourcing her decision-making process to the BCI. This opportunity to 
defer her choices to an AI system led to some novel agential abilities. 
These of-the-loop abilities involved, at least in part, the possession and 
capacity to deploy a range of competencies relating to self-discovery, 
self-definition, and self-direction [26]. Doing so meant that she could 
act in accordance with her own values while remaining in the loop. 

4.2. What is a symbiotic agent? 

The term symbiosis come from the field of ecology; it means two 
entities co-existing in a mutually beneficial relationship [27,28]. The 
BCI’s personalised algorithm generated a unique neuronal signature. 
The BCI reached an optimal function by learning from monitoring Pa-
tient R’s brain activities: “The [BCI] had to get to know me.” In turn, 
Patient R perceived herself to have learned from the BCI: “it taught me, it 
taught my doctors more about me and more about how to read things.” A 
symbiosis emerges when both entities augmented each other’s capac-
ities. The AI-driven personalised algorithm directly benefited from 
monitoring Patient R’s brain activities by enhancing its autonomous 
predictive performance via ongoing interactions. In contrast, despite the 
algorithm being tailored to the specifics of each implanted patient, this 
device proved not to be optimally predictive across all other implanted 
patients in the experimental trial [1,19,22]. Nonetheless, Patient R 
agential capacities were augmented due to constant accurate predictive 
function of the BCI, which increased her confidence and abilities – her 
of-the-loop abilities. 

Subjective postoperative experiences of Patient R amount to signif-
icant evidence of human-machine symbiosis. The onset of new and 
persistent agential capacities which were recounted and embraced by 
the patient following implantation is evidence that a de novo subjective 
experience of agency has emerged post implantation. Patient R experi-
enced an involuntary shift in her feelings of agency, wherein radically 
merging with the technology profoundly shaped her agential capacities. 
Being-in-the-world implanted had ostensibly deep merging effects 
where interfacing with the neural device led to novel agential 
continuity. 

These feelings of symbiosis were quintessential for Patient R. Upon 
receiving a termination order from the device manufacturer for reasons 
of bankruptcy, she tried to elude the situation. She expressed her strong 
desire to continue with the BCI and actively engaged in planned nego-
ciations, displaying elements of resistance while ultimately coming to 
terms with the situation: “I wanted to stay with it […] I would’ve done 
anything-I would’ve paid money-I would’ve done anything if I could’ve 
and until today”. From her first-person perspective, there was more at 
stake than a simple removal of a device from her brain. Being forced to 
endure removal of the BCI meant for her the experience of drastic 
agential and psychological discontinuation — a disruptive intrusion and 
a severe rupture of her subjective phenomenal experience of being-in- 
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the-world as a merged person. In sum, it robbed her of the new person 
she had become with the technology. She felt out of-the-loop and re-
ported painful feelings of being lost: “A mourning” … “I’m missing and 
it’s missing” … “They took away that part of me that I could rely on” … 
“that part of me is gone”. Explanting her removed a central component 
she relied on to be-in-the-world as a fully autonomous agent. 

Following the above, a symbiotic relation appears to involve an 
existential dependency. The idea of existential dependency means that 
the existence of one particular agent or entity can somehow be depen-
dent on the existence of some other agent or entity; accordingly, if the 
of-the-loop agential capacities did not exist, Patient R would necessarily 
fail to exist also. The contentious idea here is that Patient R would not 
necessarily fail to exist if her agential capacities did so because she 
would just fail to be an agent with these capacities (out-of-the-loop), 
which in the long-term temper on the probability for Patient R to exist as 
a de novo agent. 

Important ethical questions are raised in the case of this patient. 
What are the possible moral rights and legal protections for allowing 
implanted BCI users to retain access to the therapeutic benefits available 
only through sustained and secure use of the device? Do companies or 
medical teams have a moral obligation to maintain any postoperative 
‘new person’ emerging from a successful implantation of an AI brain 
device? Should a postoperative symbiotic person be a legal agent 
bearing rights and be recognised by our legal system? If a symbiotic 
agent is granted legal personhood, should they become subject of the 
law and exist in our normative legal spheres as an actor holding 
inalienable rights? It would be hard to see how they would not be a 
subject of the law (bearing and assuming their responsibilities, requiring 
legal protections). However, in our case above, the concept of a post-
operative de novo (symbiotic) person seems to be regarded as being less 
than a full legal person since the device company did not prioritize her 
preservation and dismissed the objections and resistance of Patient R to 
be explanted. One relevant ethical question is whether this should have 
been the case. 

4.3. Neuro-rights? 

What rights may a de novo person emerging from a BCI usage be 
entitled to Ref. [29]? There have been calls to implement and discuss 
various forms of neurorights ([11–15,30]. Given the level of integration 
of the BCI into the patient’s cognitive architecture, first, let us look at 
how explanting the BCI may constitute an infringement of the patient’s 
rights to psychological continuity and mental integrity. 

The right to psychological continuity, which is grounded on the 
psychological-continuity account of personal identity [31], has been 
described as the right to preserve “people’s personal identity and the 
continuity of their mental life from unconsented external alteration by 
third parties” [11]. Besides protecting patients from 
autonomy-circumventing practices such as unauthorized neuro-
modulation, the right to psychological continuity also offers solid 
normative ground to protect people from the explantation of BCIs that 
play a constitutive role in determining personhood; i.e. the status of 
being an individual person, and personal identity, i.e. the attitude to 
identify with an individual person. Psychological continuity theories of 
personal identity define personal identity in terms of overlapping chains 
of connections between mental states (e.g. memories and affective 
states). Whenever the BCI enables appropriately caused mental states 
that play a constitutive role in determining someone’s agency and per-
sonal identity, then removing the BCI may constitute a violation of her 
right to psychological continuity (unless the explantation is deemed 
medically necessary). 

By affecting a person’s psychological continuity, disrupting or 
explanting someone’s BCI may thereby also cause an infringement on 
their right to mental integrity. The right to mental integrity is protected 
under the EU’s Charter of Fundamental Rights (CFR), whose Article 3 
states that “everyone has the right to respect for his or her physical and 

mental integrity”. Authors have proposed neuro-specific interpretations 
of the right to mental integrity. For example, Ienca and Andorno defined 
the neuroright to mental integrity as people’s right to be protected from 
illicit and harmful manipulations of their mental activity, while Lavazza 
defined it as “the individual’s mastery of his mental states and his brain 
data so that, without his consent, no one can read, spread, or alter such 
states and data in order to condition the individual in any way” [32]. 
According to Lavazza’s definition, only non-consensual uses of the 
implanted BCI (e.g., non-consensual explantation, disruption of func-
tion, or functional modification) would constitute a violation of mental 
integrity. According to Ienca and Andorno’s formulation, in contrast, 
consented uses may nonetheless infringe on the right to mental integrity 
as long as they produce disproportionate harm to the person. For 
example, if a BCI manufacturer goes bankrupt and requires all patients 
using their manufactured device to sign a consent form in which they 
consent to explantation, such consent may be considered invalid if the 
explantation results in physical and psychological harm to the user. The 
case above appears to demonstrate various degrees of post-trial harms. Is 
the loss of capacities, more precisely agential capacities affecting quality 
of life, a potential ground for neuroright? 

4.4. Loss of de novo agential capacities as evidence of user’s rights? 

Is there a right to preserve agential capacities induced by a BCI 
because sudden removal of these capacities may lead to long terms 
psychological harms? To our knowledge, the clinical case above may 
illustrate the first published evidence of specific infringements of a pa-
tient’s possible neurorights, where the implanted person was robbed of 
her de novo agential capacities with the removal of a BCI which led to 
diminishing of quality of life and psychological distress. 

As the BCI became integrated into the patient’s cognitive architec-
ture, the boundary between the patient’s pre-implantation set of agen-
tial capacities and the post-implantation agential capacities enabled by 
the BCI becomes blurry. By profoundly challenging Patient R’s under-
standing of who she was, interfacing with neural device redefined the 
very relation she had with her own agential capacities. The capacities for 
de novo agential continuity seem to encompass a claim to the right to 
exercise these agential capacities. We believe the concept of agential 
capacities is useful —as seen across this study— to shed further light on 
the notion of possible neurorights. 

It is hard to respect the dignity of a person unless we respect them as 
holding fundamental capacities for agency. Grounding human rights in 
human agency and autonomy has had strong advocates in recent de-
cades [33]. Many scholars have argued that human rights are designed 
to protect agency [34]. Denying the value of achievable agency may not 
be an alternative for a human being; having a life requires indispensable 
conditions of agency as necessary goods [33,35,36]. Our understanding 
is that the UN Universal Declaration of Human Rights [37] is largely 
built on the notion of agency. For instance, Article 18 indicates humans 
have rights to freedom of thought and conscience, both of which involve 
capacities to exercise control over their choices, highlighting agency as a 
fundamental aspect of being human. In other words, humans have ca-
pabilities or capacities which ought to be protected. 

Human persons cannot be treated as morally dignified beings when 
their capacities for agency are not respected. The willingness to exist as a 
symbiotic agent is an expression of agency of a person bearing rights. 
When thinking of a postoperative person with a BCI, we may need to 
revise or expand our legal ontology in ways that recognize the moral 
dignity of the new postoperative person. The case of Patient R teaches us 
that these technologies can be a critical component of one’s agential 
existence that deserves dignified respect and protection. Accordingly, 
there are reasons to believe AI-personalised algorithm should not be 
seen as purely a neutral, technical enabling device which can be used for 
a variety of medical applications to achieve specific good. 

An imposed removal of a BCI may have profound existential side 
effects. In our case above, it was more than a device being explanted 
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from Patient R brain. Rather, the company was responsible for the cre-
ation of a new person. The device was the property of the company, not 
of the patient, despite the fact she appropriated the de novo agential 
capacities—resulting in an existential dependency with the BCI. In a 
way, the company owned the new person; as soon as the device was 
explanted, that person was terminated. 

Drawing upon these reflections, we argue that the capacity to exer-
cise one’s de novo agency, or to autonomously choose what happens to 
them (i.e. not consenting to explantation) may be considered as a basic 
right for agency grounded in a bodily integrity right that ought always to 
be respected and protected. If these rights pertaining to de novo agenitial 
capacities exist, then a user who consented to be implanted should (if 
not in all then in most cases) have their rights to refuse explantation 
protected, unless competence for self-determination is ruled out. If these 
rights regarding the inherent agential capacities truly exist, the act of 
removing these capabilities which formed the core foundation of Patient 
R’s agency, may be perceived as a violation of her rights to some extent. 
Without these capabilities, she lost substantial degrees of her agency, 
suggesting a denial of her de novo self, as such infringing her possible 
neurorights to be that agent. Neurorights of this nature would imply 
that when a patient consents to be implanted with a manufactured de-
vice in an experimental setting, this should not grant the manufacturing 
company with the authority to unilaterally determine the possibility of 
explantation, particularly based solely on resource availability. The acts 
of consenting for implantation and explantation are not isomorphic and 
interchangeable notions [38,39]. 

5. Conclusion 

Pairing AI with neurotechnology suggests the prospect of using brain 
stimulation for targeting a variety of symptoms, by keeping or not a user 
in the decisional loop. Although recent, there is an emerging academic 
literature engaging with the ethics of medical devices trial exit, 
including BCI 20, [40–46]. Aside from questions linked with techno-
logical empowerment, non-obsolescence and privacy [47,48], forced 
trial ending introduces fundamental questions about users’ rights, 
particularly when devices prove to be highly beneficial to the recipient, 
including developing a new agential capacities [49–51]. While there are 
crucial studies looking into whether implanting neural device may cause 
personality changes, this current study provides evidence that explant-
ing BCI may lead to long term adverse psychological and emotional ef-
fects [52]. 

Patient R experienced an immediate life transformation from living 
with the chronic symptoms of epilepsy, characterised by the uncertainty 
of not knowing if and when the next seizure would come, to successfully 
managing and preventing it with the assistance of an implantable BCI 
device. Our report seems to provide empirical evidence that being 
implanted with a BCI that monitors epilepsy can generate subjective 
feelings of symbiosis on the part of the patient with the “connecting” 
device. In the case of Patient R, this also resulted in the claim of having 
achieved new and beneficial agential capacities, experienced as symbi-
otic and being of-the-loop. The story of Patient R has a parallel in the 
famous science fiction film Blade Runner, where a fully autonomous 
agent resisted, refused, and avoided being terminated despite manu-
facturer order. Patient R’s case is a robust example of how companies 
may act against the rights of implanted patients with new agential ca-
pacities. This paper hopes to encourage further investigations into the 
idea of neuro-specific human rights. 
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