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Abstract

Humans can express their actions and intentions, resorting to verbal and/or non-verbal commu-
nication. In verbal communication, humans use language to express, in structured linguistic terms,
the desired action they wish to perform. Non-verbal communication refers to the expressiveness of
the human body movements during the interaction with other humans, while manipulating objects, or
simply navigating in the world. In a sense, all actions require moving our musculoskeletal system which
in return contribute to expressing the intention concerning the completion of that action. Moreover,
considering that all humans share a common motor-repertoire, i.e. the degrees of freedom and joint
limits, excluding cultural or society-based influences, all humans express action intentions using a
common non-verbal language. From walking along a corridor, to pointing to a painting on a wall, or
handing over a cup to someone, communication is provided in the form of non-verbal “cues”, that
express action intentions.

This thesis objective is hence threefold: (i) improve robot imitation of human actions by incorporat-
ing human-inspired non-verbal cues onto robots; (ii) explore how humans communicate their goals
and intention non-verbally and how robots can use the same non-verbal cues to also communicate its
goals and intentions to humans; and (iii) extract latent properties of objects that are revealed by human
non-verbal cues during manipulation and incorporate them onto the robot non-verbal cue system in
order to express those properties.

One of the contributions is the creation of multiple publicly available datasets of synchronized
videos, gaze, and body motion data. We conducted several Human-human interaction experiments
with three objectives in mind: (i) study the motion behaviors of both perspectives in human-human
interactions, (ii) understand how the participants manage to predict the observed actions of the other;
(iii) use the collected data to model the human eye-gaze behavior and arm behavior.

The second contribution is an extension to the legibility concept to include eye-gaze cues. This
extension proved that humans can correctly predict the robot action as early, and with the same cues,
as if it were a human doing it.

The third contribution is developing a human-to-human synchronized non-verbal communication
model, i.e. the Gaze Dialogue, which shows the inter-personal communication of motor and gaze
cues that occur during action execution and observation, and apply it to a human-to-robot experiment.
During the interaction, the robot can: (i) adequately infer the human action from gaze cues, (ii) adjust
its gaze fixation according to the human eye-gaze behavior, and (iii) signal non-verbal cues that
correlate with the robot’s own action intentions.

The fourth and final contribution is to demonstrate that non-verbal cues information extracted from
human can be used by robots in recognizing the types of actions (individual or action-in-interactions),
the types of intentions (to polish or to handover), and the types of manipulations (careful or careless).

Overall, the communication tools developed in this thesis contribute to enhance of human robot
interaction experience, by incorporating the non-verbal communication “protocols” used when humans
interact with each other.

Keywords: Non-verbal Cues, Human-Human Interaction, Eyes and Body Tracking, Mutual
Understanding, Human-Robot Interaction
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Resumo

Os seres humanos são capazes de expressar as suas acções e intenções recorrendo à comunicação
verbal e/ou não verbal. Na comunicação verbal, os seres humanos utilizam a linguagem para expressar,
em termos linguı́sticos, a acção que querem realizar. A comunicação não verbal refere-se à expressi-
vidade dos movimentos do corpo humano durante a interacção com outros seres humanos, quer seja
durante a manipulação de objectos, quer seja simplesmente a deambular. De certa forma, todas as
acções requerem o movimento do nosso sistema músculo-esquelético que, em troca, contribuem para
expressar a nossa intenção relativa à conclusão dessa acção. Além disso, tendo em conta que todos
os seres humanos partilham um repertório comum para movimentos corporais, ou seja, agimos de
forma semelhante, excluindo influências culturais ou sociais, conclui-se que todos os seres humanos
expressam intenções de acção utilizando uma linguagem não verbal comum. Desde o caminhar ao
longo de um corredor, até apontar para uma pintura numa parede, ou entregar uma chávena a alguém, a
comunicação é fornecida sob a forma de “sinais” não-verbais, que expressam intenções de acção.

Esta tese tem três objetivos: (i) melhorar a capacidade de imitação das ações dos humanos por
parte dos robôs ao incorporar nos robôs a comunicação não verbal inspirada na dos humanos quando
executam ações; (ii) explorar como os humanos comunicam aos outros as suas ações ou intenções de
agir e como os robôs podem tirar partido dessa comunicação para expressar a sua ação ou intenção de
agir; e (iii) extrair as propriedades latentes dos objetos que são reveladas pela comunicação não verbal
dos humanos durante a manipulação dos mesmos e a sua incorporação no sistema não verbal dos robôs
de maneira a expressar essas propriedades.

Uma das contribuições foi a criação de múltiplas bases de dados, gratuitamente disponı́veis, de
vı́deos e um conjunto de dados sincronizados dos movimentos dos olhos e do corpo. Realizámos
várias experiências com três objetivos em mente: (i) estudar os movimentos de ambas as pessoas
nas interacções humano-humano, (ii) compreender como as pessoas conseguem prever as acções
observadas dos outros; (iii) utilizar os dados recolhidos para modelar o comportamento do braço
humano e o comportamento do olhos.

A segunda contribuição é uma extensão do conceito de legibilidade ao incluir os movimentos dos
olhos baseado nos humanos. Esta extensão provou que os humanos podem prever correctamente a
acção do robô tão cedo e com as mesmos sinais como se fosse um humano a fazê-lo.

A terceira contribuição é desenvolver um modelo de comunicação não verbal sincronizado entre
humanos, intitulado de o Diálogo dos olhos, que mostra a comunicação interpessoal de sinais motores
e visuais que ocorrem durante a execução e observação de uma acção, e aplicá-lo a uma experiência
humano-robô. Durante a interacção, o robô é capaz de: (i) inferir adequadamente a acção humana a
partir de sinais do olhar, (ii) ajustar a sua fixação do olhar de acordo com o comportamento do olhar
humano, e (iii) sinalizar sinais não-verbais que se correlacionam com as intenções de acção do robô.

A quarta e última contribuição é uma demonstração que sinais não-verbais extraidos dos humanos
pode ser usado por robôs para reconhecimento dos tipos de acções (individuais ou de acção-interacções),
os tipos de intenções (polir a mesa ou entregar um objecto), e os tipos de manipulações (cuidadosas ou
descuidadas).

Em resumo, os instrumentos de comunicação desenvolvidos nesta tese contribuem para o melho-
ramento das interações humano-robôs ao incorporarem os “protocolos” de comunicação não verbal
usados pelos humanos entre sı́.

Palavras-Chave: Sinais Não Verbais, Interação Humano-Humano, Deteção do Movimen-
tos dos Olhos e do Corpo, Reconhecimento Mutuo, Interação Humano-Robo
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Resumé

Les êtres humains sont capables d’exprimer leurs actions et leurs intentions par la communication
verbale et/ou non verbale. Dans la communication verbale, les êtres humains utilisent le langage pour
exprimer, en termes linguistiques, l’action qu’ils veulent réaliser. La communication non verbale fait
référence à l’expressivité des mouvements du corps humain lors de l’interaction avec d’autres êtres
humains, que ce soit lors de la manipulation d’objets ou simplement en marchant. En un sens, toutes
les actions nécessitent le mouvement de notre système musculo-squelettique qui, en retour, contribue
à exprimer notre intention concernant l’accomplissement de cette action. En outre, étant donné que
tous les êtres humains partagent un répertoire commun de mouvements corporels, c’est-à-dire que
nous agissons de manière similaire, à l’exclusion des influences culturelles ou sociales, il s’ensuit que
tous les êtres humains expriment des intentions d’action en utilisant un langage non verbal commun.
Qu’il s’agisse de marcher dans un couloir, de montrer du doigt un tableau sur un mur ou de tendre une
tasse à quelqu’un, la communication se fait sous la forme de ”signaux” non verbaux qui expriment des
intentions d’action.

Cette thèse a trois objectifs : (i) améliorer la capacité des robots à imiter les actions des humains
en incorporant dans les robots la communication non verbale inspirée de celle des humains lorsqu’ils
effectuent des actions ; (ii) explorer comment les humains communiquent leurs actions ou leurs
intentions d’agir aux autres et comment les robots peuvent tirer parti de cette communication pour
exprimer leur action ou leur intention d’agir ; et (iii) extraire les propriétés latentes des objets qui sont
révélées par la communication non verbale des humains lors de leur manipulation et leur incorporation
dans le système non verbal des robots afin d’exprimer ces propriétés.

L’une des contributions a été la création de plusieurs bases de données de vidéos, librement
accessibles, et d’un ensemble de données synchronisées sur les mouvements des yeux et du corps.
Nous avons mené plusieurs expériences avec trois objectifs en tête : (i) étudier les mouvements
des deux personnes dans les interactions homme-homme, (ii) comprendre comment les personnes
peuvent prédire les actions observées des autres ; (iii) utiliser les données collectées pour modéliser le
comportement des bras et des yeux humains.

La deuxième contribution est une extension du concept de lisibilité en incluant les mouvements
oculaires humains. Cette extension a prouvé que les humains peuvent prédire correctement l’action du
robot aussi tôt et avec les mêmes indices que si un humain le faisait.

La troisième contribution consiste à développer un modèle de communication non-verbale syn-
chronisée entre humains, intitulé le Gaze Dialogue, qui montre la communication interpersonnelle des
signaux moteurs et visuels qui se produisent pendant l’exécution et l’observation d’une action, et à
l’appliquer à une expérience homme-robot. Pendant l’interaction, le robot est capable : (i) de déduire
de manière appropriée l’action humaine à partir des signaux du regard, (ii) d’ajuster la fixation de son
regard en fonction du comportement du regard humain, et (iii) de signaler des signaux non verbaux en
corrélation avec les intentions d’action du robot.

La quatrième et dernière contribution est une démonstration que les signaux non verbaux extraits
des humains peuvent être utilisés par les robots pour reconnaı̂tre les types d’actions (individuelles
ou actions-interactions), les types d’intentions (polir la table ou livrer un objet), et les types de
manipulations (soigneuses ou négligentes).

En résumé, les outils de communication développés dans cette thèse contribuent à l’amélioration
des interactions homme-robot en intégrant les “protocoles” de communication non-verbale utilisés par
les humains entre eux.

Mots-clés: Indices non verbaux, interaction homme-homme, suivi des yeux et du corps,
compréhension mutuelle, interaction homme-robot.
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1.1 Motivation

Humans, in the first few months of existence, begin perceiving the actions of others by
observation of the surrounding world [Woodward et al., 2009]. It was believed that the ability
of human infants to read the intentions of others was an innate trait, nowadays, thanks to
studies in early cognitive development it is comprehended that early experiences contribute to
social understanding.

In what follows is a road map on the understanding of other’s goals and intentions from
observation. The first example given is the seventh art, specifically renowned feature films,
and how they convey so much information without the use of words (“Show, do not tell”).
Then it continues with the examination of the human body posture which from a single
instant/frame it is possible to extract the intended goal given the appropriate context. This
capacity is accentuated given an example of proficient observers that can detect minute details
in the small variations in the body configuration that disambiguate an action as successful
or not. This remarkable understanding can be traced back in our brain by the activation of
neural mechanisms during observation. These neural mechanisms, i.e. the mirror neurons,
are also activated when we use our musculoskeletal system which generates the desired eye-
gaze and body movements to perform the action. The motivation of this thesis ends with an
overview of current robot scenarios and the advantages of integrating human understanding
from observations onto robots.

Cinema and exposition

Movies can be a great source of entertainment yet, for the viewer to comprehend what a
character is thinking or feeling, they must interpret their actions, body language, and facial
expressions. There usually exists a narrator and dialogues between actors during scenes, but
the film is a visual medium and those are add-ons to an already rich storyline. The expression
“a picture is worth a thousand words” perfectly applies to cinema. Movie enthusiasts praise
directors, cinematographers, and screenwriters who do focus on delivering elaborate, thought
provocative, well-devised exposition which entertains and lets the audience decipher its
meaning. What cinematographers call exposition involves explaining things to the audience
with visuals, sounds, and clever ways to describe information while engaging in the story
[Bell, 2004]. Bad exposition is when there are monotonous scenes of extensive speech, either
narration or dialogue, to explain a piece of the plot, which makes for an unpleasant tedious
experience that may result in disengagement. One example of poorly executed exposition is
present in the 2016 feature-length film Suicide Squad (Figure 1.1 on the right). A ubiquitously
poorly rated movie which, among other things, introduces characters in an overly descriptive,
powerpoint-like, slides which crams all the information in one swift move instead of letting
the viewer uncover over the course of the film. On the other hand, the left picture in Figure 1.1
shows one of the iconic moments from The Matrix film where Morpheus gives Neo two options
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to continue his journey. This freeze-frame encapsulates so brilliantly the daring decision Neo
had to make in order to uncover the truth.

Figure 1.1: Examples of good and bad exposition in movies. On the left: The Matrix. Dirs. Lana Wachowski and Lilly
Wachowski. Warner Brothers, 1999. DVD. On the right: Suicide Squad. Dir. David Ayer. Warner Brothers, 2016. DVD. The
first is a critically acclaimed masterpiece while the second is the infamous 2016 version of a failed superhero movie. The
images are frames taken directly from each film.

The concept of “Show, do not tell” [Yarmolinsky, 1954] encapsulates the before mentioned
differences in exposition. Once a technique used exclusively by writers and novelists to
reveal information not through long descriptions but by invoking the reader’s thoughts, senses,
and feelings. It was soon adopted to cinematography given that movies work primarily by
conveying visual cues during storytelling. The technique envisions an audience capable of
intellectual reasoning to decode the information portrait in the visual exposition. “Showing”
important information during movies scenes can be focusing the audience attentions on places,
people, or things. Even a scene without dialogue can express emotion, reveal (i.e. the “telling”
of) intention, or desire. It is not fun or enthusiastic hearing actors explain every important plot
scene and the same can be applied to robots. It will not be pleasant if in order to interact with
a robot, verbal instructions are required for every step of the collaboration. In that sense, this
thesis is inspired by the “Show, do not tell” technique, where information is revealed by visual
cues of the human and the robot.

Body posture, motion and gestures (the showing)

reveals a lot about someone’s goals or intentions (the telling)

The First Human Language

The human body was the first communication language before any speech appeared ([Cum-
mings, 2011]), from facial expressions, arm and leg movements, posture, head orientation, to
eye contact. This capacity is referred to as non-verbal communication and involves all the
Degrees of Freedom (dof) in our bodies. Our primate ancestors deduced, from observing the
other’s body and facial expressions, whether they are to be trusted or not [Kuiper, 2008]. In
our daily lives, we befriend people that makes us feel safe and secure - which we do not think
is a threat. Body language still takes an important part in assessing someone’s personality
[Cummings, 2011]. In an anatomical sense, each human being has a very similar body config-
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uration providing similar responses when executing the same action. Consequently, we can
recognize actions by recognizing the motions associated with said action. This repertoire is
learned at a very young age when we imitate what our parents and relatives are doing with
their hands, arms, face, and body [Revel and Andry, 2009]. As we grow we acquire knowledge
throughout our life of how people behave and what is the intrinsic action associated with such
behavior.

Figure 1.2: A person reaching for a book in a bookshelf. On the left it is a stock image taken from the web and, on the right,
is the same image with the background removed after editing to keep only the subject in focus. Image taken from the web
https: //www.pinterest.com/pin/398709373261271920/. Accessed 2 Dec. 2021.

As a practical exercise let us examine the left image in Figure 1.2. From a purely empirical
analysis, we can detect a non-neutral and complex body configuration. The person is standing
on top of books, the body is rotated to the side and tilted forward, the head is faced slightly
upwards and to the right, the right arm is stretched to reach a specific object, and the hand
is opened, while the left hand is probably holding the bookcase for support. Finally, one
of the legs is raised and tilted backwards which we can assume is providing extra stability
to counterbalance the weight of the body that is pushing forward. This is what can be seen
from basic inspection and deduction. From the context described above, we can also infer
that the eyes, although hard to see, are fixating a specific object, in this case, probably one
of the books from the shelf. Additionally, from the context of the scenario (the bookcase)
and given the described body posture we can assume that the lady is trying to reach a book
on the top shelf. These are evidently decoded from the cues of the stretched arm with the
head and eyes focusing a region close to the hand. All of this information can be extracted by
simply inspecting the human body without any text description. This is quite a remarkable
feat considering it (apparently) did not take much time, effort, and energy for the brain to
process this information from a single image. Now, context is extremely important, and it is
thanks to it that much of the deduction comes from (specific goal and intention). However, if
we were to remove the context, illustrated by Figure 1.2 on the right, we could still argue that
the person is reaching for something. The context allows us to decode the specificity of the
object (a book), nonetheless, the action (reaching) was clear without the context.
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Figure 1.3: A subject attempting to make free-throws in basketball. The number on top reflects the frame where the video
sequence was cut. Participants were then asked to answer whether they think the ball is going through the basket or not. The
top sequence is of a successful attempt while the bottom is a failed attempt at making a free-throw. Reprinted from “Action
anticipation and motor resonance in elite basketball players.” by Salvatore Aglioti et al., 2008, Nature Neuroscience, page 2.

Figure 1.4: Percentage of successful responses to the video outcomes for the three groups of participants. The percentages are
given to the 10 predefined video sequence cuts. Reprinted from “Action anticipation and motor resonance in elite basketball
players.” by Salvatore Aglioti et al., 2008, Nature Neuroscience, page 2.

The Minute Details

The impressive ability of human observation does not end here. The following work
examines the aptitude for expert users to detect small variations in the arms. [Aglioti et al.,
2008] performs an interesting exercise involving basketball free throws. Participants were
asked to correctly guess whether the person in the video was going to successfully make a free
throw or not. There are several video samples which include attempts where the person would
make and others where it would miss. The participants include current professional basketball
players (experts’ group), ex-players turned coaches and journalists (watchers’ group), and
people with no knowledge of the sport (novices’ group). The experiments involved video
segments where the action would be cut at specific frames as shown in Figure 1.3. The
participants were given 3 possible answers at each frame: “make”, “miss”, and “do not know”.
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The study revealed that, with no surprise, professional basketball players predicted the outcome
of the action earlier and more accurately than the coaches and journalists, and even more than
the novices viewers. This makes sense as they have the expertise of watching and playing on a
regular basis compared to retired players or novices. The surprising results are that basketball
players were capable of correctly guessing, with some precision, the outcome of the action
before the ball leaving the person’s hand (frame 710 and before). This suggests that the players
are examining the body configuration (motion kinematics) to determine the ball’s trajectory.
As for novices and expert watchers, the predictive abilities mainly relied on the trajectory of
the ball. Figure 1.4 shows that basketball players correctly guess up to 60% of the actions at
the 710 frame mark (before leaving the hand), where the watchers and novices are below 40%.
This is a remarkable ability, and although not accessible to everyone, it shows the tremendous
information the human body can reveal if someone is sufficiently trained to look for them.
Robots might be far away to detect these subtle differences but are more than ready to examine
the human body and recognize the inherent actions.

Findings in Neuroscience

The experiments in [Aglioti et al., 2008] also analysed brain activity by looking at the
corticospinal activity of people viewing the free throws video sequences. A transcranial
magnetic stimulation (TMS) device was placed on the left primary motor cortex of each
participant. The analysis found that the expert’s and watchers’ group corticospinal excitability
is increased when they observe basketball actions but not when observing other sports actions,
like kicking a football. This is in line with work in neuroscience where actions that are familiar
to us tend to increase the motor-evoked potentials (MEP) higher than non-familiar ones [Cross
et al., 2009]. Nonetheless, TMS analysis shows that observing other people performing actions
induces activity in the MEPs from the muscles that would be active if those observed actions
were performed by ourselves. This neuron activation is part of a bigger picture called the
“mirror neuron” system (MNS).

The “mirror neuron” is a neuroscience theory on the neurophysiological mechanisms of
action understanding in humans and other primates. There is a curious story surrounding this
famous discovery. It is said that the first time these neurons were detected was by chance
when studying the prefrontal cortex in macaques, a species of primates commonly used in
experiments due to its resemblance to the human central nervous system. The scientists were
performing other unrelated experiments with electrodes implanted in the macaque’s brain
when, during a lunch break, they noticed that some macaque’s brain regions were actively
flashing. They were confused given that those brain regions are only flashing during active task
participation and the monkey was only seated, and ogling at the sandwich the scientist was
eating. That was when they first discovered that there are regions of the brain where neurons
are active during the execution of an action and active during observation of the same action
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executed by someone else ([Rizzolatti and Craighero, 2004, Rizzolatti et al., 2001a]). Figure
1.5 shows an illustration of how the “mirror neurons” response occurs in the macaque’s brain.
Later experiments have discovered that the same neural response is present in the human brain
[Mukamel et al., 2010]. Although the experiments did not use invasive electrodes but instead
noninvasive indirect measurements, such as electroencephalography (EEG) or functional
magnetic resonance imaging (fMRI), in principle, the results argue that similar “mirror
neurons” exist in humans. The “mirror neuron” system delivers a plausible, although still
subject to much debate theory that humans, as well as monkeys, recognize through observation
the other’s actions. The motor cortex is the region in the cerebral cortex responsible for
the control and planning of motor movements. The first discovery of mirror neurons was
in the F5 region in the premotor cortex. The premotor cortex is responsible for movement
preparation and mirror-like neurons were found to be active during observation of goals, such
as grasping an object [Gallese et al., 1996]. The primary motor cortex M1 which is responsible
for controlling muscles and thereby movements is also active during action observation [Press
et al., 2011]. Additionally, if there are lesions in those brain regions a decrease in action

Figure 1.5: A ”mirror neuron” fires an electrical pulse, or action potential, when the monkey either observes or executes a
specific action. In this case, the ”mirror neuron” responds to grasping action. The graph at the bottom shows what the action
potentials (each depicted as a hump) would look like when measured with an electrode, as used by the researchers. Image and
caption from the Harvard University website, “Mirror Neurons After a Quarter Century: New light, new cracks”, by John
Taylor and figures by Youngeun Choi, 2016, https://sitn.hms.harvard.edu/flash/2016/ mirror-neurons-quarter-century-new-
light-new-cracks/ Accessed 2 Dec. 2021.

recognition is noticed [Keysers et al., 2018]. More, it has been confirmed that mirror neurons
are not only responsible for action recognition but also capable of understanding the action
intention [Iacoboni et al., 2005]. These neurophysiological studies, and many more, bring
light to our inherent capability of decoding human activity from inspection of the visuomotor
coordination, i.e. non-verbal communication. Our understanding of the human body posture,
orientation, head-eyes fixation, object-oriented goal, etc, are reinforced by the activation of
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our brain’s inner neurological visuomotor mapping of those same actions [Rizzolatti et al.,
2001b].

Neuroscientist António Damásio and his group have been trying to define the necessary
requirements for a living being to be considered a conscious being. They have come up with
the idea that in order to have a system that simulates the actions of others (a MNS) there must
be first a system that simulates our actions before we execute them. This system is what they
call as-if system. The brain can “simulate” activations in the somatosensorial regions, such as
sensations of touch, temperature, or even body motion, as-if it were really occurring [Damasio
et al., 1991]. The advantage of having a system that can simulate a state without in fact
realizing it is to reduce time processing the information and save energy. For example, when
we have to fixate an object in our periphery vision, the occipital lobe (the visual cortex of the
brain) is alerted to the imminent movement of the eyes and prepares to smooth the transition
of fixation to the object without vision blur. The prove of “mirror neurons” is the validation
of the as-if system, a network of neurons capable of simulating visuomotor coordination of
action that is not actually happening in the self.

It Starts at a Very Young Age

Figure 1.6: A person going for a handshake on the left, and on the right, it is an infant-parent interaction where the infant is fol-
lowing the caretaker’s gaze. The left image was taken from the web (https://www.pinterest.com /pin/398709373261271920/).
The part on the right is from the University of Washington, the Institute for Learning & Brain Sciences website, “The
Importance of Early Interactions”, 2016, https://doi.org/10.6069/trxn-kx52. Accessed 2 Dec. 2021.

Newborn begin their life as a clean slate (figuratively), without any knowledge, of how
to walk, talk, move or perform other daily tasks. Although it is debated whether newborns
have already innate skills Slater and Kirby [1998]. Infants start building their motor repertoire
by observing their parents and imitating. Infants learn a lot by moving Nagai and Rohlfing
[2007], watching and repeating what they do. Andrew Meltzoff a developmental psychologist
has defined this as the “like me” theory of child development [Meltzoff, 2007]. Stating that
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infants are constantly evaluating other people’s actions to validate their belief that others are
“like me”. Andrew Meltzoff’s “like me” theory corroborates the same principles of António
Damásio’s as-if theory.

“The eyes are the windows to the soul”, and in a neurophysiology sense, it indicates
the focus of attention and goal-direction to achieve or execute an action. [Mangold, 2015]
estimated that humans receive about 85-90% of the information through their visual system.
Figure 1.6 on the right shows the influence that eye gaze (accompanied with head-gaze) has
on an infant. Showing that, starting at a very young gaze, we humans use gaze to understand
others’ focus and intentions. Children can participate in social interactions long before they
can speak. At around 10 months children understand that eye-gaze can be used to communicate
[Brooks and Meltzoff, 2002]. It is not just human eye-gaze that infants follow, [Meltzoff,
1999] has also found that infants are more likely to imitate an action by a human than if that
action was performed by an innate device. Hence, body posture, gestures, mannerisms are
all picked up by children and coded to a significant meaning, whether it is an emotion or an
action.

Robots can Learn it Too

[Dragan et al., 2013] state that for the intention of others to be understood, they need to
make their goal location unambiguous to us. Figure 1.6 on the left shows a hand gesture that
is ubiquitous to everyone, and no verbal description is needed to understand the intention.
Our body movements translate how we move around in the world, manipulate objects, and
collaborate with others. In order to achieve this in Human-Robot Interaction (HRI), robots
should, in the same manner as humans, perform understandable movements.

Figure 1.7: The different types of human-robot interactions and highlighted in red are the level of collaboration which are
more frequent in todays research. This is a stock image taken from the web (https://ifr.org/news/top-trends-robotics-2020/).
Accessed 2 Dec. 2021.

Robotics has been advancing to less restricted environments, i.e. cell-like situations with
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little or no human interaction, to a more shared workspace with humans. Unfortunately, most
applications developed today have little collaboration between a robot and a human, as seen
in Figure 1.7. Industrial manufacturing is going through a major reform toward flexible and
intelligent manufacturing (Industry 5.0). Breaking with the established safety procedures
as the separation of workspaces between robot and human are removed. Some examples
of proposals are by [Robla-Gomez et al., 2017] that introduces a viscoelastic covering on
robots to absorb impacts when a collision can not be avoided or make the robot mechanically
compliant for safe and intentional human-robot contacts. [Zanchettin et al., 2016] can adapt
the robot’s velocity by knowing where the human will be to avoid task interruption. All of
these approaches are last resort solutions: either minimize damages when accidents occur or
reduce the robot’s capabilities (torque, velocity) to prevent serious accidents. We believe in
solving the problem of shared space by providing robots with human observation techniques
to infer intention and action. Few robots, nowadays, are cognizant of the implicit meaning of
their actions resulting in random, unclear, signals to humans [Chatila et al., 2018, Avelino et al.,
2021]. Most often than not, humans can not interpret robot actions in the purely functional
manner that they are intended. I argue that the robotics research community should explore,
even further, techniques to efficiently generate and understand implicit communication. It
would promote understandable robot actions and avoid major accidents. I believe that robots
with human-like motions will make action intentions more salient to humans.

1.2 Thesis Objectives

The importance of studying human non-verbal communication is to adhere these properties
to humanoids and robots. We humans, without realizing it, are using a lot of subtle non-verbal
cues from others humans to understand the action. The simple act of observing the human
locomotion tell us the direction, an estimation of speed (fast, slow, etc), and possibly, from the
context, where it is going. When working in a shared space, humans utilize eye gaze and body
movements as cues to understand the actions of their workmates. By inferring the actions of
others, we can efficiently adapt our movements to appropriately coordinate the interaction. At
the same time, we can learn how humans behave and build robots that behave in a human-like
manner. It is our belief that robots should possess this non verbalized vocabulary not only to
understand humans quickly and effectively as well as to express their goals. This facilitates
human understanding of the robot’s actions and intentions. Figure 1.8 shows a diagram of
our proposal for human-robot communication during HRI. The human, as stated previously,
emits their non-verbal cues (eyes and body), and the robot should also possess that same
capability. Our objective is to work on developing the communication system (the red region).
First, a communication system that takes advantage of the gaze information provided by
humans to recognize action intention and, at the same time, generate human-inspired eye-gaze
cues that expresses robot’s action intention. Secondly, a communication system that uses the
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body cues (our focus is on the arm/hand) to recognize the action intention from the motion
and, at the same time, generate human-inspired robot motion that expresses robot’s action
intention. These two communication systems need to process the non-verbal cues to extract
useful features for understanding human action and reproduce robot non-verbal cues.

Human Robot

Eye-gaze
Communication System

Arm/Hand
Communication System

Eye-gaze Cues Eye-gaze Cues

Body Cues Body Cues

Action
Intention

Eye-gaze
Generation

Action
Intention

Arm Motion
Generation

Figure 1.8: Diagram of human-robot non-verbal communication system.

Hence this thesis aims at:

• studying human non-verbal cues during object manipulation and human-human interac-
tion

• developing human-inspired models of non-verbal cues that express human intention
when manipulating objects and when interacting with other humans

• implement those models in robot controllers that (i) generate human-inspired non-verbal
cues that express robot action intention, and (ii) recognize from human non-verbal cues
the desired human action intention

Imitation learning is the most widely used form of learning during development. It reduces
effort and time consumption in learning dexterous abilities that would otherwise take much
longer to acquire in a trial-and-error learning technique. Imitation is also central to the
development of fundamental social skills such as reading faces, body gestures [Meltzoff and
Moore, 1977], and understanding the intentions and desires of other people [Over and Gattis,
2010]. Gaze helps us understand if the person is engaged in the action and what is the next
step in the interaction. [Patla and Vickers, 2003, Bambach, 2013] have shown that people
fixate points on which they will step approximately one second before reaching them, a.k.a.
footprint fixation, hence navigational intent can be inferred from gaze patterns and I argue that
action intent can also be inferred from gaze patterns.
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Robots should conform to human expectations hence we aspire to have robots that read
human non-verbal cues and express their own non-verbal cues. If the robot can understand
human intention through our eye-gaze and arm-hand cues, in real-time, this allows for faster
and reliable reactions. If the robot can generate its own eye-gaze and arm-hand cues, inspired
on human non-verbal cues, then humans will have a more natural and fluid understanding
of what are the robots goals and intentions. This combined provides a system that in trying
to mimic Human-Human Interaction (HHI) progresses towards a future where humans and
robots (HRI) do not need any external communication tool (a screen or remote controller) to
work together seamlessly.

1.3 Contributions

The main contributions of this thesis are: (i) multiple publicly available datasets of HHI
with synchronized videos, gaze and body motion data; (ii) proof that robot legibility can be a
robot with predictable non-verbal cues; (iii) develop a non-verbal communication model (the
Gaze Dialogue) which gives the robot the ability to check! infer the human action from gaze
cues, adjust its gaze fixation according to the human, and signal non-verbal cues that correlate
with the robot’s own action intentions; and (iv) extract unknown object properties from human
non-verbal cues during manipulation.

1.4 Thesis Outline

This thesis is organized in three different parts. Part I explores the imitation capabilities
of robots to express human-like actions from non-verbal cues. Part II explores how humans
communicate and how robots can use the same cues to communicate its goals and intentions
to humans. Part III explores further the communication by exploring the intricate details in
non-verbal cues that reveal object latent properties during manipulation.

In Part I, Chapter 3 addresses the human gaze cues during interpersonal interactions and
the legibility of robot actions when using human-like gaze cues. Chapter 4 is on understanding
polishing motions from human motion cues and robots reproducing the motion cues for
accurate and legible polishing strategies. In Part II, Chapter 5 presents the The Gaze Dialogue

Model encoding the interplay of the eye gaze cues during the dyadic interaction between
a human and a robot. Chapter 6 proposes a motor resonance model that couples the robot
and human motion cues during handover actions. In Part III, Chapter 7 is on inferring levels
of liquid inside a cup from eye gaze cues of human-human and human-to-robot handovers.
Chapter 8 studies the human motion cues during manipulation of cups empty or full with
liquid and how robots can take advantage of such information to adapt its interaction when
manipulating the cup.



1.5. PUBLICATIONS 13

The thesis concludes with an overall conclusion for each of the previous chapters, detailed
answers to the Research Questions presented in chapter 2, and outlining limitations and future
research directions. The final chapters A:D are appendixes which include information on the
publicly available datasets and additional results from chapter D.
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This section is reserved to present the current state of the art in the field of robotics
particularly centered in the human-robot collaboration approaches which take advantage of
human non-verbal information. Figure 2.1 illustrates the structure of the section. It begins
with motivating further the thesis by discussing relevant works in the fields of neuroscience
and human psychology. It proceeds with the works centered on the analysis of non-verbal gaze
and body cues with a particular focus on action and motion understanding. It finishes with the
inclusion of current proposals on human non-verbal cues integration in robot experiments.

Motivation
Neuroscience Psychology

Gaze Cues Body Cues

Human Robot Collaboration

Literature
Review

Figure 2.1: Diagram of the most important topics present in this chapter.

2.1 Neuroscience Background

Neuroscientists [Rizzolatti et al., 2001a] discuss that “mirror neurons” serve as a mapping
function, both in primates and in humans, to explore the implications for understanding and
imitating actions. First of all, it has been shown that in macaques mirror neurons only respond
to actions that have physical results on objects, e.g. such as grasping an object. However, it
has been observed that homologous human brain regions fire up by intransitive (meaningless)
movements. This means that humans have a greater propensity for copying actions details, i.e.
imitating, as for chimpanzees, they have a greater propensity for copying action outcomes, i.e.
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emulating. Furthermore, when monitoring their own behaviour, humans have a bias toward
monitoring kinematics, chimpanzees, on the other hand, have a bias toward monitoring goals
([Hecht et al., 2013]). The MNS is also important in anticipating future actions that are not yet
fully visible ([Kokal et al., 2009, Welsh et al., 2005]) either other’s or own actions ([Vernon
et al., 2015]). [Kourtis et al., 2013] found evidence that people engaged in joint tasks represent
in advance each other’s actions to facilitate coordination.

Interestingly, mirror neurons are also active when the meaning of action can be inferred
from sounds or other hints ([Wykowska et al., 2016]). [Olivier et al., 2007] have shown
that the same cortical network (responsible for grasping) may contribute to language and
number processing, supporting the existence of tight interactions between processes involved in
cognition and action. [Schuch and Tipper, 2007] found that the simulation of another person’s
behavior goes beyond pure visuomotor processes. Observing another person successfully
inhibit action or make an error evokes processes similar to those that occur when the action
is completed. An example can be given when watching someone slip on ice. It provides a
powerful error signal, enabling us to avoid the same hazard, even if we had not been explicitly
monitoring this person’s behaviour. Moreover, listening to others’ actions can also be a
triggering factor. A fraction of the monkey mirror neurons, in addition to their visual response,
also become active when the monkey listens to an action-related sound (e.g. breaking of a
peanut).

It has been suggested by [Iacoboni and Dapretto, 2006] that mirror neurons could result
from evolutionary pressure to greatly facilitate action understanding. [Rizzolatti et al., 2001b]
hypothesise two options that might explain how the brain implements action understandings:
the visual hypothesis and the direct-matching hypothesis. The visual hypothesis states that
action understanding is based on a visual analysis of the different elements that form an action,
with no motor involvement. The direct-matching hypothesis holds that we understand actions
when we map the visual representation of the observed actions onto our motor representation
of the same action. [Jellema et al., 2000] support the visual hypothesis by showing that neurons
activate with directed gaze to perform an action but do not activate when there is no directed
gaze to the action. However, this does not indicate how the “validation” of the meaning of
observed actions is achieved. [Umiltà et al., 2001] showed the mirror neurons in the F5 region
in macaques verify the direct-matching hypothesis by showing that more than half of the
recorded mirror neurons also discharged in the hidden condition. e.g. macaques knew there
was food even when they saw only the hand. Monkeys, like humans, can infer the goal of
an action, even when the visual information about it is incomplete. From a motor point of
view, the gaze/reach association makes sense, e.g. infants realize that you can reach better
something you gaze at. False-belief understanding is of particular interest because it requires
recognition that others actions are driven not by reality but by beliefs about reality, even when
those beliefs are false. [Krupenye et al., 2016] performed trials with great apes which proves
the hypothesis, at least in principle, that non-humans also acquire a theory of mind when it
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comes to interpreting the other’s understanding.
Imitation is primarily directed toward reproducing the outcome of an observed action

sequence rather than reproducing the exact action means ([Hilt et al., 2020]). [Erlhagen
et al., 2006] perform experiments of grasping-placing sequence to show how the mapping
from perception to action may contribute to the inference of the action goal. Consequently,
greater uncertainty about others’ actions will call for a greater need for trustful predictions and
greater sensorimotor recruitment ([Wang et al., 2015, Sciutti et al., 2013]). We predict others’
behavior via adopting the intentional stance. The intentional stance refers to the other’s mental
states such as beliefs, desires and intentions. [Wykowska et al., 2016] found that participants
observing the iCub transporting an object, anticipated the action patterns similarly to when
they observed a human. The robot evoked automatic ’motor matching’ and ’goal reading’
mechanisms in the observers. Emulating human-like behavior in artificial agents might lead
to social cognitive mechanisms being invoked to the same extent as other human interaction
partners would do. [Lopes and Santos-Victor, 2005] came up with a general architecture for
action imitation based on visual mapping of the action observed, motor conversion of the
action visualized, and visual transformation from the observed point to the robot’s point of
view. [Breazeal and Scassellati, 2002] proposed designs for building robots that can become
sociable beings.

Synchronization, which is a physiological mechanism present in mammals ([Feldman,
2007]), occurs at the neurological level during human dyad interactions ([Hu et al., 2017]),
where others refer to it as inter-brain synchronization ([Dumas et al., 2010, Ikegami and
Iizuka, 2007]). [Konvalinka and Roepstorff, 2012] review the two-brain methodological
approaches. The reviewed studies employ either fMRI, EEG, or NIRS recordings in both intra-
and inter-personally, and integrate various conceptual frameworks. Many of the two-brain
studies have identified functional similarities between brains in interaction. Two assumptions
have been made: (i) that the brains of two interacting members are coupled via their behaviour,
or (ii) that there is a brain-to-brain coupling mechanism between interacting partners that
cannot be merely explained by the measured behavior of the two members. Whichever the
assumption, synchrony is certainly an indispensable trait of social interaction. [Sisbot et al.,
2010, Mörtl et al., 2014] show that humans tend to synchronize with interactive partners,
either by adapting the speed to the partner, following the same gaze direction ([Lachat et al.,
2012]), or manipulating the objects the same way. Moreover, when applied to human-robot
relations, humans tended to synchronize better to humanoid robots than to non-humanoid
robots [Hasnain et al., 2012, 2013]. This gives an advantage to humanoid robots when aiming
for safe and efficient interaction. The advantage that humanoid robots have when it comes to
the motor repertoire, is linked to their overall body structure when compared to the human
body. Humans are predisposed to understand human movement [Simion et al., 2008]. As such,
robots that reproduce movements that humans recognize the intention of, are ideal for sharing
common spaces with them. The robot’s intention would be understood quickly, preventing any
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collision and harm during the interaction.
Inspired by the MNS hypothesis, we argue that for safe and reliable interactions between

humans and robots, a robot must possess the ability to map human behaviour. Hence, our
objective is to analyse humans during the manipulation of objects, either individually or in
collaborative tasks. Mirror neurons might be involved in understanding the actions of others
and might, therefore, be crucial in action-in-interaction communication ([Fadiga et al., 2005]).
More, human manual interactions with objects are part of what sets us apart from the rest
of the animal kingdom. Create and use tools, understand/learn from, or imitate each others’
object-related actions in ways that other species do not ([Hecht et al., 2013]).

2.2 Psychology Background

According to psychologists, when two humans interact or communicate with each other
they do not only use speech to convey the content of a message but also employ a large variety
of non-verbal behaviors [Burgoon and Kendon, 1992]. Young infants, even at preverbal stages,
take turn switching roles while maintaining bidirectional interaction without the use of explicit
codes or declarative “procedures”. Among the implicit but important signals of interaction,
synchrony and rhythm appear to be fundamental mechanisms in early communication among
humans [Andry et al., 2011]. [Nagai and Rohlfing, 2007] studied the motionese, that can help
infants and robots to detect the meaningful structure of actions. Parents tend to modify their
infant-directed actions, e.g., put longer pauses between actions and exaggerate actions, which
are assumed to help infants understand the meaning and the structure of the actions. Scenes
captured by parents and toddlers have different properties, and that toddlers scenes lead to
models that learn more robust visual representations and drastically outperform parent-trained
models in many conditions [Bambach et al., 2017].

Neuroimaging, developmental psychology, and social psychology suggest the existence of
motor patterns that reflect the intention to act in a social context. [Georgiou et al., 2007] show
that kinematic differences in reach-to-grasp actions are due to prior intentions, i.e. why one has
decided to grasp the object. Moreover, reach-to-grasp can also be executed in cooperative and
competitive setups. The cooperative task requires a slow careful action while the competitive
task a fast movement (natural), which it is referred in this thesis as non-careful. However, the
difference between cooperative and competitive could be because of the social and non-social
conditions arising from the need to coordinate behavior with external timing signals in the
social conditions. It is plausible that reaching and grasping an object with a cooperative intent
leads to a motor strategy that is different from the motor strategy used to reach towards and
grasp an object with a competitive intent. Social context shapes action planning in such a
way that, although the to-be-grasped object remains the same, different kinematical patterns
are observed [Becchio et al., 2010]. [Gaussier and Pitti, 2017] mention that the grasping
trajectory of an object is impacted by the social environments. [Gupta et al., 2009] stated that
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humans are capable of recognizing an object and its purpose by watching the grasping of other
humans. Hence our brain is perhaps not planning the grasping as a sequence of elementary
and independent subtasks. In social tasks, final-goals have also been reported as having an
effect on reach-to-grasp kinematics such as giving vs placing an object [Becchio et al., 2008a],
cooperative vs competitive actions [Becchio et al., 2008b], and even verbal vs non-verbal
communicative intentions [Sartori et al., 2009]. [Iacoboni et al., 2005] showed that when
observing people, we are often able to say not only what they are doing but also the why
i.e. the prior intention motivating their action. The very same action is executed differently
depending on whether it carries a communicative or a purely individual intent [Sartori et al.,
2009].

[Imre et al., 2019] argue that altruistic behavior is not necessarily a consequence of
deliberate cognitive processing but may emerge through basic sensorimotor processes such
as error minimization. Affordances also play a key role by constraining the possible set of
actions that an observed actor might be engaged in, enabling a fast and accurate intention
inference [Jamone et al., 2018]. Some evidence in experimental psychology has suggested
that imagery ability is crucial for the correct understanding of social intention. [Lewkowicz
et al., 2013] called motor imagery as an internal representation of a given motor act without
overt motor output. [Lewkowicz et al., 2013, Aglioti et al., 2008] showed that human agents
can use small changes in gaze position and/or hand kinematics to anticipate above the chance
level the end result before seeing the second-half of the sequence.

In collaboration, there is not a priori role distribution, but a spontaneous role distribution
depending on the interaction history and mutual “online adaptation” [Jarrassé et al., 2014].
In contrast, cooperation occurs when different roles are ascribed to both people (leader and
follower). [Fairhurst et al., 2014] suggest that leading is related not only to the implementation
of a task-specific strategy but also to the adjustments of this strategy depending on the nature
of the partner. From everyday experience, we know that it is generally easier to interact with
someone who adapts to our behavior. Beyond this, achieving a common goal will very much
depend on who adapts to whom and to what degree. [Sacheli et al., 2013] concluded that people
when grasping bottle-shaped objects make their movements more “communicative” even when
not explicitly instructed to do so. Concluding that being the leader of an interaction implies
the (intentional) recruitment of communicative behaviors to convey essential information
to others; acting as a follower implies adaptation to a partner not only on the basis of good
predictive abilities but also depending on the ability to inhibit automatic resonance in order to
focus on the partner’s (and on the joint) goal. This supports the notion that joint actions imply
a form of communication during which smooth coordination is achieved only when partners
send motor signals effectively and are prompt to interpret them. It is the visual interaction and
not the verbal that helps achieve unintentional coordination [Richardson et al., 2005].

Metacognition concerns the processes by which we monitor and control our own cognitive
processes. Implicit metacognition enables us to adopt a “we-mode”, through which we
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automatically take account of the knowledge and intentions of others [Frith, 2012]. Explicit
metacognition enables us to discuss with others the reasons for our actions and perceptions
and overcome our lack of direct access to the underlying cognitive processes. [Frith, 2012]
suggest that explicit metacognition is a uniquely human ability that has evolved through its
enhancement of collaborative decision-making and this thesis’s goal is to progress towards
including it in robots as well.

Understanding nonverbal communication is crucial for building adaptive and interactive
robots. We need to take seriously the role of turn-taking and role switching from imitating to
being imitated if we intend to avoid the confusion between social embeddedness and action-

in-interaction exchange and sharing. Imitating corrects the discrepancy between movement
seen and movement done [Nadel et al., 2004]. From this can emerge both the capacity to learn
new actions and the capacity to link one’s perception to the others’ action rather than to one’s
own action.

2.3 Non-verbal Gaze Cues

In non-humans, such as apes, the colour of the sclera is rather similar to that of the skin
around the eyes. This might perhaps have evolved to deceive predators or even fellow primates
who might compete for scarce resources. We humans may have evolved eyes with greater
contrast between iris and sclera precisely because the risk of predators is minimal, and the
benefits of an enhanced gaze signal in terms of communication [Hedge et al., 1978] and
cooperation [Amati and Brennan, 2018] far outweigh the cost of an inability to deceive.

Saccadic eye movements reflect not only the action, but in addition, appear to have the
purpose of obtaining very specific information [Hayhoe and Ballard, 2005]. The authors give
an interesting example found in cricket players that fixate the bounce point of the ball just
ahead of its impact, as the location and time of the bounce provide information for the desired
contact point with the bat. Eyes movements are pro-active, i.e. saccades are often made to a
location in a scene in advance of expected behavior [Johansson et al., 2001]. In other words,
gaze precedes movements. When watching an actor manipulate objects, observers naturally
direct their gaze to the object as the hand approaches and typically maintain gaze on the object
until the hand departs [Flanagan et al., 2013, Parks et al., 2015]. Roughly a third of all fixations
on objects could be identified as one of four: (i) locating objects used later in the action, (ii)
directing the hand or object in hand to a new location, (iii) guiding the approach of one object
to another, (iv) checking the state of some variable.

The structure of the eyes is such that it provides us with a particularly powerful non-verbal
cue to the direction of another person’s gaze [Langton et al., 2000]. This belief is expressed in
the eye-mind hypothesis, stated by [Just and Carpenter, 1976], which posits that eye gaze is
tightly linked to attention and cognitive processes. However, understanding where someone
is directing their attention involves more than simply analyzing their gaze direction, head
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orientation, and pointing gestures. It should be the ability to make sense of another individual’s
actions and crucially, to predict what they are about to do next. The “Theory of Mind” in
humans [Humphrey, 1984] says the we humans are able to do this because we have evolved the
ability to read the behaviors of others in terms of mental states such as knowing and believing.
Socially relevant cues such as eye-gaze direction and head orientation trigger reflexive shifts
of the other’s visual attention. Nonetheless, non-biological directional cues such as arrows do
not trigger reflexive shifts of attention [Green et al., 2013]. In turn, any information provided
by the head can override directional signals from the body. If the face is viewed at a distance,
or if the eyes are obscured by a shadow, the system defaults to signalling the direction of
attention from the orientation of the head, or if this too is obscured, from the orientation of the
body [Langton et al., 2000]. Head orientations operates to influence eye direction at a very
early stage in processing [Langton et al., 2004], and the judged direction of gaze from isolated
eyes is improved by adding a head as background [Kluttz et al., 2009]. [Castelhano et al.,
2007] concluded that during real-world scene perception, observers are sensitive to the other’s
direction of gaze and use it to help guide their own eye movements. One central finding is
that the ability to derive the location to which an observed actor is attending (gaze following)
develops earlier than the ability to relate one’s own and other’s perceptions [Knoblich and
Sebanz, 2008]. Gaze following has also been shown in behavioural studies on goats, dogs,
and chimpanzees. However, the ability to relate to one’s own and others’ perceptions seems
to be present only in humans emerging from 12 months onwards [Tomasello and Carpenter,
2007]. Infants start acquiring some rudimentary sensorimotor skills by the time they start
to learn joint attention. Very young infants (2-3 years old) do not infer the mental state of
“seeing” from another gaze direction but 4-6 years old do [Montgomery et al., 1998]. Infant’s
gaze is influenced by action familiarity [Elsner et al., 2014]. Authors in [Doniec et al., 2006]
observed that infants gaze behavior followed the robot’s arm movement, and before the robot
fully completes the movement it knows which object it is going to grab.

[Nowak et al., 2017] studies whether temporal adaptation usually present in HHI also occurs
during human-robot cooperation. [Sciutti et al., 2018, Sciutti and Noceti, 2018] developed
social interactions between humans and robots to study human adaptation to robot behavior.
One reason for non-adaptability could be the non-natural gaze behavior of the robot, in
particular the lack of mutual gaze. Other works by [Kshirsagar et al., 2020] are lacking true
human-robot eye contact given that the robot head is a screen with eyes connected to a robot
arm and not a humanoid. [Kompatsiari et al., 2018] showed that eye contact is more engaging
for humans and that reflects on the gaze following. [Just and Carpenter, 1980, Langton et al.,
2000, Ristic et al., 2002] show that people reflexively follow human gaze cues suggesting that
artificial agents are treated similarly to human agents.

[Grigore et al., 2013, Zheng et al., 2015] study robot-to-human handovers and found that
using head and eye gazes respectively allowed for fewer failures and participants reached
sooner for the object. [Anzalone et al., 2015] have used robot-to-human eye-gaze movements
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while [Fan et al., 2017] used for human-to-robot eye-gaze movements to study whether
the human is engaged. [Huang et al., 2015a] use a head-mounted eye-tracker to predict
the ingredients chosen for making a sandwich. In [Khoramshahi et al., 2016] gaze cues
significantly improved participants’ reaction times to an avatar’s movements. Participants in
[Kompatsiari et al., 2021] experiments felt more engaged with the robot when it established
eye contact. However, [Perugia et al., 2021] stated that gaze toward an object rather than
gaze toward a robot is the most meaningful prediction of engagement. Aversion of gaze in
a social chat is an indication of a robot’s uncanniness and that the more people gaze at the
robot in a joint task, the worse they perform. One thing is certain, tasks are done faster with
eye-gaze than head-gaze [Palinko et al., 2016]. Head-based gaze estimation is good enough
for detecting head turns [Yucel et al., 2013], but it is not good enough for object recognition.
[Admoni, 2016] was focused on studying the influence of robot eye-gaze cues on human
reaction, and decision making and in [Admoni et al., 2016] studied intentional delays, e.g.
slowing down the release of the object, and it lead to increased participants’ awareness of the
robot’s non-verbal gaze cues. [Ivaldi et al., 2017] noticed that if participants had a negative
attitude towards the robot, they would look less at the robot’s face and more at the location of
the interaction, the robot’s hand.

Having access to a partner’s referential gaze behavior has been shown to be particularly
important in achieving collaborative outcomes [Collier et al., 2015], but the process in which
people’s gaze behaviors unfold over the course of an interaction and become tightly coordinated
is not well understood. [Collier et al., 2015] mention that tracking the gaze of a collaborating
dyad could be used “in situ” to track their progression through a reference-action sequence.
Which is what this thesis aims to do. Findings clearly show how hand, body, and eye gaze
position, together with the agent’s goals, can suggest an action-in-interaction or an individual
action. By synthesizing gaze behaviors appropriately in coordination with the detected gaze of
a human interlocutor, the robot could attempt to produce gaze behaviors that follow the same
pattern of natural human-like gaze coordination [Collier et al., 2015].

2.4 Non-verbal Kinesics Cues

The human body is our physical interaction with the surrounding world, as such our
movements reflect our intentions and actions. The simple act of walking communicates where
we intend to go [Knapp et al., 2013]. [Cummings, 2011] provided an extensively detailed
analysis of the subjects body posture, mannerisms, and ticks, during group conversations.
The author was capable of categorizing people’s personality from the conspicuous but subtle
non-verbal signals. Humans seem able to effortlessly align their actions, goals and intentions
with other humans during social interactions [Newman-Norlund et al., 2007]. Social cognition
concerns the process of alignment of individual minds, even in the absence of a shared goal
[Gallotti et al., 2017]. For instance, [Issartel et al., 2007] noticed that when people walk
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together, they synchronize unconsciously their footsteps by steadily regulating their step size
or frequency. We can deduce that immediate unconscious motor coordination can not be
avoided when the subjects share visual information.

[Mörtl et al., 2012, Lorenz et al., 2011] found that human dyads synchronize their arm
movements in goal-directed action tasks. This somewhat proves that the partner is not a “neu-
tral” stimulus each agent needs to adapt to [Sacheli et al., 2012]. [Shen, 2012] studied motor
interference and motor coordination and concluded that participants tended to synchronize
better with humanoids compared to non-biological entities (e.g. pendulums or moving dots).
[Nair et al., 2020] developed a model, inspired by the newborn ability to detect biological
from non-biological motions [Simion et al., 2008], and concluded that both the model and
human participants can reliably identify whether two actions are the same or not. [Vignolo
et al., 2016, 2017] developed a similar model which enabled the robot to detect the presence
of humans in its surroundings to provide the appropriate social behavior.

[Dragan et al., 2013] argue that for others to understand the intention of an action, the
movement should be legible. The term legibility describes how quickly the trajectory unveils
its end goal before the movement is complete. The word legible, traditionally an attribute of
written text, refers to the ease of readability of handwriting. Predictability, on the other hand,
refers to the quality of matching expectations.

[Butepage et al., 2018] worked on predicting a window of future human motion given
a window of past frames from skeleton data. Although the approach is limited to simple
movements (e.g. moving the arm from A to B) it predicted better legible motions. Other
works [Busch et al., 2017, Pérez-D’Arpino and Shah, 2016, Stulp et al., 2015, Pfeiffer et al.,
2016] explore the advantages of legible behaviors, but it is important to note the impact of
trying to make all robot motions legible. [Bodden et al., 2016] states that motion synthesis
methods have focused on functional objectives and that simple and straight-line motion can be
as expressive as state-of-the-art legible motions synthesis.

[Rasch et al., 2018] studied the human arm motion when handing over an object. They
experimented with two robots, one humanoid and one non-humanoid, and concluded that
humans prefer the humanoid movement because of its biological motion. [Yamane et al., 2013]
also, from a human-human database, analysed the human giver motion in order to provide a
robot with correct hand poses to receive the object. The authors mention that the robot reacts
while the human hand is moving as observed in the human-human condition. Fluent meshing
in human-robot collaboration requires the robot to make its intentions clear to the human
collaborator. [Kwon et al., 2018] enabled robots to express their incapability by non-verbally
communicating what they are trying to accomplish and why they are unable to accomplish it.

In HHI, individuals naturally achieve fluency by anticipating the partner’s actions. [Moreau
et al., 2016] also found that users tend to place objects in such a way that it facilitates the action
of the other user. This predictive ability is largely lacking in collaborative robots, leading to
inefficient HRI.
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2.5 Human-Robot Collaboration

When a robot is learning it needs to explore its environment and how its environment
responds to its actions [Senft et al., 2017, Chandrasekaran and Conrad, 2015]. With the
increase of autonomous capabilities of robots, the role of humans in the interaction is not
reduced, on the contrary, human gains more high-level responsibilities. Therefore, it is
important to consider the human in the control loop as a decision-making dynamical system
[Musić and Hirche, 2017]. [Baraglia et al., 2016] came up with the conclusion that people
collaborate best with a proactive robot, but still prefer having control of when the robot should
help. [Huang et al., 2015b] developed two types of robot behaviors: (i) proactive, i.e. lead
the action, and (ii) reactive, i.e. wait for the human to make a move. The authors concluded
that the proactive behavior led to the greatest levels of team performance, but with the poorest
user experience, while the reactive robot led to the poorest performance and greatest user
experience. [Beckerle et al., 2017] surveyed HRI perspectives, current issues and opportunities
in the field. They conclude that sensory feedback is a possibility to close human-machine
control loops and could rely on models of basic sensory dimensions. Evaluation metrics going
beyond questionnaires are scarce and functional assessment protocols that consider real-world
task complexity and training progress are required, especially for learning devices. To tackle
HRI systematically in design, human-oriented methods and human-in-the-loop experiments
are promising topics for future research. This is exactly what I try to accomplish in this thesis.

[Bansal et al., 2019] show preliminary results that robots acting in consideration of the
goals and interaction-awareness of others achieve higher efficiency as well as improved safety.
However, [Gombolay et al., 2017] state that human participants’ awareness of their team’s
actions decreased as the degree of robot autonomy increased. Researchers must be aware of
increased autonomy and reduce situational awareness. [Li et al., 2016] developed a framework
where the human needs to take an online corrective action to move the robot arm when there
are uncertainties. After the human releases, the robot should continue to follow the path. This
is an approach, although limited to only coordination of trajectories (not actions), which allows
for robot adaptation to human action.

Motor resonance is based on the finding that executing and perceiving an action relies on
the same substrates illustrated by behaviors such as motor coordination and motor interference
Gallese [2003]. This has been validated even in neurological studies Chaminade et al. [2008].
Motor coordination is a hallmark of human interactions, and motor interference has been used
to demonstrate the validity of the motor resonance framework to understand human perception
of humanoid robots. In human-humanoid interaction, both agents are anthropomorphic,
humans should rely on motor resonance the same way they do when facing a fellow human.
[Issartel, 2009] propose that it should be reproduced in the behavior of humanoid robots the
unintentional motor coordination described in human interactions. So that in order to optimize
humanoid’s social competence, robots and humans should mutually influence each other.
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[Tsarouchi et al., 2016] state that sensors such as vision systems, or laser scanners, enable
a more natural and direct human-like motion. [Wang et al., 2019] developed a controller
which recognizes human handover intention from an electromyography sensor. Although it
works well for intended scenarios there are some limitations in a multi-action setup where the
handover is not the only expected outcome. The same can be remarked for [Nemlekar et al.,
2019, Strabala et al., 2012]. [Chan et al., 2015] prepared a scenario where humans handed over
twenty common objects and the experiments were recorded with a Motion Capture System
(Mocap) system. The human givers use a different handover orientation depending on whether
they are focusing on their own comfort or the receiver’s comfort. This suggests that some
household objects do not have a strong enough affordance characteristic that would prompt
givers to hand them over in any particular orientation unless asked explicitly to consider the
object’s function. [Hansen et al., 2017] another scenario with ten participants recorded with
a Mocap system showed that the handover strongly depends on the interpersonal distance
between the giver and receiver, while object mass relates only to handover duration. The
mass may change but the shape size and centre of mass were kept constant. [Vogt et al.,
2018] develop another approach to seamlessly retrieve and pass objects to and from human
users. Yet the system is time-dependent and not generalized to any type of handover since it
requires the location of objects, robot and users at all times. [Medina et al., 2016] study the
human-to-human handover and measured the load share during handover for a more robust
robot release of the object. [Parastegari et al., 2017] focused on predicting the preferred object
transfer position for humans, i.e. height of the object with respect to the table.

One finds more research about how to speed up a given technique than the comprehensive
characterization of that technique, how it complements other approaches, and how it can be
integrated with them [Ingrand and Ghallab, 2017]. The focus is on making it faster, more
accurate, than actually understanding if it is useful or not. Acting cannot be reduced to the
reactive triggering of sensory-motor commands mapped from planned actions or observed
events. There needs to be a significant deliberation between what is planned and the commands
achieving it. To collaborate effectively the autonomous system must know the user’s goal. As
such, most prior works follow a predict-then-act model, which first predicts the user’s goal
with high confidence, then assists given that goal. [Shervin Javdani et al., 2019] apply their
framework to both shared-control teleoperation and human-robot teaming. In their studies,
user’s tended to prefer a predict-then-act approach for the simpler grasping scenarios, though
not significantly so, as users varied greatly in their preferences and desires. [Hoffman, 2019]
state that there is no systematic discussion on how to measure fluency and proposed metrics
that are useful for social robotic interactions but do not define the importance of the role
relationship between human and robot. The coordination between visual search and motion
control has not been investigated. [Tseng and Mettler, 2019] proposes an approach to analyze
the coordination between visual attention via gaze patterns and motion control. The human
experimental data demonstrates that fixation is used primarily to look at the target, and humans
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coordinate their motion and gaze to scan new areas.
The notions of safe and compliant hardware are not enough. [Dehais et al., 2011] compared

three different robot motions: (i) most legible, safe, comfortable, (ii) most unsafe, and (iii)
least legible. When analyzing the eye-gaze motion (ii) and (iii) led to statistically higher mean
fixations time than (i). Suggesting that motion (ii) and (iii) were more complex since longer
mean fixation duration are generally believed to be an indication of a participants difficulty
extracting or interpreting information. Additionally, for motion (ii) participants exhibited
the lowest mean of saccades while observing, representing an excessive focusing due to the
unsafeness of the trajectory, as for motion (iii) had the highest number of saccades, meaning
there was a lot of searching due to being a trajectory difficult to understand. A robot should
plan its motion so that it is both safe and efficient. [Hayne et al., 2016] achieves it by avoiding
the workspace previously occupied by the human. A similar work is by [Claudia and Shah,
2015], which developed a real-time target prediction of human reaching motion. In this case,
it predicts the action of the human and plans a trajectory for the robot to reach its goal without
colliding with the human.

[Lecun et al., 2015] expects unsupervised learning to become far more important in the
long term. On recognition and prediction of human reaching motions, [Luo and Berenson,
2015] used an unsupervised learning method that outperform supervised methods. Humans
and animals learning is largely unsupervised and the structure of the world is discovered by
observing, not by being told the name of every object.

2.6 Research Questions

Before a robot can imitate a human, it needs to decode human behavior. Human behavior is
predicated on the intention, and the intention can be interpreted from its verbal and non-verbal
communication [Mavridis, 2015]. Verbal communication will not be addressed in this thesis
since it is slow and unpractical for action intention. Non-verbal communication cues, on the
other hand, are one, if not, the source of action understanding for humans. This thesis argues
that robots can extract valuable information from non-verbal cues to use in HRI scenarios.

From reviewing the literature it is clear that there are plenty of works on non-verbal cues but
none that explore the full potential in HRI. There is a lack of research on human eye-gaze cues
for recognizing and reproducing actions. As for the hand-arm cues, although there is extensive
research in human-robot collaboration, there is little research on synchronization between
humans and robots as well as extracting in real-time latent information from non-verbal cues.
[Takayama et al., 2011] claim that a robot showing its intention reassures the humans of their
interpretations of robot behavior, thus making the robot more appealing and approachable.
This thesis is also focusing on enabling robots to express their own human-like non-verbal
cues. I argue that this is a communication tool necessary for robots to express understanding
of human action and for humans to understand the robot reaction, i.e. mutual understanding.
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As such this thesis attempts to answer the following research questions:

• Research Question 1 (RQ1) - Can robots execute actions and be successfully understood
just by imitating human non-verbal cues?

• Research Question 2 (RQ2) - Can humans and robots mutually understand each other
during interaction simply through non-verbal cues?

• Research Question 3 (RQ3) - Do human non-verbal cues reveal object properties and can
it be detected by robots?

• Research Question 4 (RQ4) - Can robots use human-like eye-gaze and arm-hand cues to
express actions, intentions, and motion profiles?

The idea is to aim for a world where robots behave like humans so that interacting
with a robot would have no need for training or practicing since it will be identical to
another human.



Part I

Imitating Human Actions
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3
Using human-like gaze cues to imitate in

pick-and-place and handover actions

“ One, remember to look up at the stars and not down at your feet. Two,

never give up work. Work gives you meaning and purpose and life is empty

without it. Three, if you are lucky enough to find love, remember it is there

and don’t throw it away. ”
Stephen Hawking,
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Humans have the fascinating capacity of processing non-verbal visual cues to understand
and anticipate the actions of other humans. This “intention reading” ability is underpinned
by shared motor-repertoires and action-models, which we use to interpret the intentions of
others as if they were our own. By inferring the actions of others, we can efficiently adapt our
movements and appropriately coordinate the interaction. According to [Dragan et al., 2013],
the intention of others can only be understood if and when the end-goal location becomes
unambiguous to us. For that same reason, to improve HRI, robots should perform coordinated
movements of all body parts, so that their actions and goals can be “legible” to humans.

3.1 Introduction

We start by defining a scenario of HHI, detailed in Section 3.2, to study non-verbal
communication cues between humans, in a quantitative manner. The experiment consists of an
actor performing goal-oriented actions in front of three humans sitting at a round table (Figure
3.1). The actor picks up a ball and either (i) places the ball on the table (placing) or (ii) gives
the ball to one of the subjects (giving). The experiment is recorded and the actor’s 3D body
movements and eye-gaze information during the interaction are tracked.

The recordings were taken during the entire experiment, and used to design a human study.
This is with the purpose of analysing three different cues: eye gaze, head orientation, and
arm movement towards the goal position (Section 3.2.1). For this study, we prepared a gated
experiment, using a set of video segments of increasing temporal duration, of each action
performed by the actor. The video fractions are shown to the participants, and they are asked
to predict the actor’s intended action: giving the ball to one of the persons or placing the ball
at one of three assigned markers on the table (6 possibilities in total).

The 3D body movements and eye-gaze information are used to develop a computational
model of the human actions (Section 3.3). The arm movement was modelled with Gaussian
Mixture Model (GMM), and Gaussian Mixture Regression (GMR) is used to generate the arm
trajectory. The eye gaze behavior depends on the type of action: (i) for the placing the eye
fixates the initial ball position and then it aims at the goal position (i.e. marker on the table);
(ii) for the giving action, the eye gaze switches between the face of the human and end-goal
position (i.e. the handover location). The computational model is incorporated in a controller
for the iCub humanoid robot, with the purpose of investigating whether humans can “read”
the robot actions as they read the actions of humans. A second human study using a robot
as the actor performing the same set of actions. The video fractions of the robot-actor are
then presented to another group of participants, who are asked to anticipate the robot’s action
intention (Section 3.4).

Our results show that we can model the non-verbal communication cues during HHI and
transfer that model to a robot executing placing actions or giving a ball to a human.
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3.2 The First Experimental Setup

The scenario can be seen in Figure 3.1. The actor picks the object from the initial posi-
tion and executes one of these 6 preselected action-configurations (2 actions and 3 spatial
directions):

Figure 3.1: Human-Human Interaction: an experiment involving one actor giving and placing objects and three subjects
reading the intentions of the actor.

• placing on the table to the actor’s left (PL), middle (PM ), or right (PR),

• giving the ball to the person on actor’s left (GL), middle (GM ), or right (GR).

The OptiTrack Mocap system consists of 12 cameras all around the environment and 3
to 4 markers placed on the glasses and wrist making up rigid bodies for each of the relevant
body parts. The Mocap system provides position and orientation data of all relevant body parts
(head, torso, right-arm, left-arm) recorded at 120 Hz. The actor movements were recorded
with an Mocap suit with 25 markers, placed on the upper torso, arms, and head. The eye
gaze was recorded with the binocular Pupil Labs eye tracker [Kassner et al., 2014] at 60 Hz.
Pupil-Labs Capture also provides additional information related to pupil detection, the two eye
cameras frames, the external (world) camera frames, among other information. In Appendix
A there are more details on the experimental setup, sensors, and data collection, as well as
descriptions on the questionnaires.
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3.2.1 Human Study

The study includes a questionnaire pertaining to the actions performed by an actor. 55
participants (40 male, and 15 female), age 31.9±13 (mean±SD) were presented with videos
of giving or placing actions in the different spatial directions, and were asked to predict the
action. The videos were fractioned into four types: eye gaze shift, head gaze shift, and arm
movement. This can be understood as a gated experiment in which fractions of video segments
are shown to subjects beginning when the actor grabs the object and ending when:

• there is a saccadic eye movement towards the goal - G

• ’G’ plus the head rotates to the same goal - G+H

• ’G+H’ plus the arm starts moving to the goal - G+H+A

• ’G+H+A’ plus the arm finishes the trajectory to the goal - G+H+A+.

Figure 3.2 gives the overall success rate for all the different fractioned videos. The more
temporal information is available to subjects, the better the decision is, the higher the success
rate and the lower the variance, F(2,5560)=1396.76, p<0.0001. Gaze alone is responsible for
a 50% success rate (3 times chance level of 1/6 = 16.7%).

The analysis is further refined by considering two variations: (i) how well can the subjects
predict spatial orientation, irrespective of the giving vs placing action? and (ii) how can the
subjects predict the action (giving, or placing) irrespective of the orientation (left, middle, or
right)?

Figure 3.2: The average success of the participants identifying the correct action: overall success rate and success rate in
identifying the direction of the action. The error is the standard deviation.

The prediction of spatial orientation does not depend strongly on the amount of temporal
information. Subjects were only capable of understanding the action-type 60% (chance level of
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Figure 3.3: The average success of the participants identifying the correct action success rate in identifying the giving and
placing actions. The error is the standard deviation.

50%) of the time for the first video fraction. When analysing Figure 3.3, for the placing action
we have a success rate of 85% (chance level 50%) with gaze alone. However, we observe
that for the giving action we get a success rate lower than chance level, F(1,5560)=2306.78,
p<0.0001, indicating a bias towards placing in our HHI scenario. The reason for this can be
observed in Figure 3.4 b-e. For giving actions there are different gaze trajectories. According
to [Moon et al., 2014], humans prefer a giving action when the actor performs this switching
behavior [Zheng et al., 2015] observed in Figure 3.4 d-e. This switching behavior can be seen
as a confirmation routine to acknowledge to the other person that an interaction is taking place.
For low information situations, which is the case for ’G’ video fractions, the logical choice is
to infer that the actor is not trying to communicate with us, which justifies the preference for
the placing action.

These experiments clearly demonstrate, quantitatively, the importance of gaze in a dyadic
action. This analysis shows that human eye-gaze provides key information to read the action
correctly, and justifies the need to include human-like, eye-gaze control, in order to improve
action-legibility and anticipation as required for efficient human-robot interaction.

3.3 Human Gaze Behavior and Kinesic Movement of Action Execution

3.3.1 Analysis of Gaze Behavior

Figure 3.4 shows five different cases of the spatio-temporal distribution of the fixation point
marked with a green circle. Figure 3.4a shows the spatio-temporal distribution of fixation
points for the PM placing action in which the green circle is concentrated around the goal
position of the red ball.

Figure 3.4b-3.4e show the spatio-temporal distributions of the fixation points during GM
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(a) (b)

(c) (d)

(e)

Figure 3.4: Sequence of images of spatiotemporal distribution of fixation point for placing and giving actions. Subgroup (a)
is related to action PM . The actor only fixates the center marker which is the end-goal point for the action. Subgroups (b)-(e)
correspond to action GM . The actor changes fixation point in 4 different patterns: (b) actor’s only fixates the hand of the
subject in front; (c) only fixating the subject in front; (d) the actor begins by fixating the subject’s hand and it ends by fixating
the subject’s eyes; (e) the actor fixates the subject’s eyes in the beginning and it ends the fixation by looking at the subject’s
hand.

giving action when the actor was fixating: (i) only the hand of the person, (ii) only the face of
the person, (iii) first the hand and then the face, and (iv) first the face and then the hand. From
this observed behavior, we designed a controller that will generate an equivalent switching
behavior of the fixation point, i.e. a qualitatively similar eye-gaze behavior.

3.3.2 Analysis of Kinesics (Motor) Movement

GMM (inspired by [Calinon et al., 2007]) model the trajectories of the arm movement in a
probabilistic framework. The motion is represented as a state variable {ξj}N

j=1 ∈ R3, where N
is the total number of arm trajectories for all actions, and ξj are the Cartesian coordinates of
the hand for giving or placing actions.
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Figure 3.5 shows an example of the recorded trajectories of the actor’s hand during ex-
ecution of the PR action. The middle column shows the recorded trajectories encoded in
GMM, with covariances matrices represented by ellipses. We use four Gaussian distributions
to model the behavior of the arm trajectory for each Cartesian coordinate. This is to take into
account the minimum error and the increase of complexity of the problem. Then the signal
is reconstructed using GMR. The new parameters, mean and covariance for each Cartesian
coordinate, are defined as in [Calinon et al., 2007]. The right column represents the GMR
output of the signals in bold and the covariance information as the envelope around the bold
line.

Figure 3.5: Recorded coordinates of human hand performing PR action, representation of corresponding covariance matrices
and output from GMR with covariance information.

Figure 3.6 shows the spatial distribution of the recorded data for all six actions represented
by six different colours and the corresponding GMR.
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Figure 3.6: Spatial distribution of hand motion for all six actions (top) and corresponding output from GMR (bottom)

3.4 Robot Experiments

The model is embedded in a controller for a humanoid robot. The reference arm trajectory
is generated with a GMR and the arm’s joints are controlled with a minimum jerk Cartesian
controller. The robot eye controller was based on the qualitative analysis of the human gaze
behavior and the eye’s and neck joints are simultaneously controlled using Cartesian 6-DOF
gaze controller [Roncone et al., 2016].

The robot gaze controller was implemented as a state-machine that (qualitatively) replicates
the gaze shift behavior observed during HHI. The controller’s initial state is the starting
location of the ball. Then, depending on the action, for (placing) it switches to the final
location of the ball, for giving it switches between two states: (i) face of the person, (ii)
handover location. Figure 3.7 shows the sequence of images, during the execution of the GR

action by the iCub robot and the corresponding images of the actor, when the actor looks first
to hand of the other person and then switches to the face.

3.4.1 Human Subjective Analysis

To study the readability of robot’s intention, we prepared a second questionnaire with the
same set of actions performed by a robot. To assess the relative importance of the different
non-verbal (eye, head, arm) cues we have added new conditions: (i) blurring the eyes in
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Figure 3.7: The sequence of images of a robot (top) and an actor (bottom) performing the GR action. The first sequence is the
initial point for both the actor and the robot. The second stage corresponds to when the short video stops at the video fraction
’G’. The third is at video fraction ’G+H’. Forth and fifth sequences are for the final two video fractions, corresponding to the
arm motion.

the video, and (ii) blurring the entire head. Figure 3.8a shows the participants success rate
in identifying the robot-action in the three cases: giving action, placing action or both. We
analyse the effects of blurring on the success rate of placing and giving actions, Figure 3.8b.
We can see that when blurring the eyes, and preserving only the head information (’(Blrd)
G+H’) the success rate drops around 5%. Since there is a clear distinction between the head
orientation in placing and giving actions, for most people, this is enough information to predict
the robot’s intention. When blurring the whole head, the only information available is the
motion of the arm. Here the participants take longer to understand the action and ambiguity
rises. The videos in which only the arm is visible are comparable to experiments performed
by [Dragan et al., 2013]. Following the author’s terminology, our arm motion is not legible
but predictable, and as such, they believe it will not give the most information to the user.

3.5 Final Remarks

[Dragan et al., 2013] proposed two types of arm movements (predictable and legible), and
demonstrated that a legible arm movement, which is an overemphasised predictable motion of
the human arm, can give more information about the action that the human or the robot is going
to do. The experimental scenario involved two end-goals, close to each other. The participants
were faster and more accurate to predict the end goal in the case of the overemphasised arm
movement. However, there were only very few options in that scenario, and we argue that it
would not generalize well if there were more end-goals (for example six as in our case).

We propose an alternative to embed action legibility with overemphasized arm motions,
and extend the motion model to incorporate eye gaze information. Our approach improves
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(a)

(b)

Figure 3.8: The success of the participants identifying the correct robot action: a) overall success, giving actions, and placing
actions; b) The effects of blurring in the success rate.

legibility, by coordinating human-like eye-gaze behavior with natural arm movements. The
resulting robot’s behavior showed to be legible even for multiple sets of actions.

We validated these findings with a second human study, where subjects had to read/predict
the intentions of a robot. In our experiments, it was much easier to read intentions of a robot
than those of a human. We can explain this by looking at Figure3.7, that shows a side by side
comparison of the action performed by the human and the robot. In the second pair of images,
we see already a clear change in the eyes of the iCub, which is not yet visible in the case of
the human actor. This can be due to the high contrast between the white face and black eyes of
the iCub. A different perspective on these results will be addressed in the discussion of future
work (Section 9.1). A link for the video is provided here to illustrate the different steps taken
in this work - video.ACTICIPATE.ral-2018.

The final conclusion taken from the second human study is the importance of the robot’s
gaze for the overall readability of the coordinated motion. Figure3.8 shows that just by looking

https://youtu.be/HirRPgZGgFA
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at the arms without any gaze information the success rate drops below 85%. This also results
in a slower prediction since the subjects have to wait for the arm of the robot to start moving
which is slower than the movement of the eyes. Although 85% is a good result, it is only
when we combine eyes and head movement that the results reach an almost perfect score. Our
proposal combines the human gaze behavior with the human arm movement to achieve legible
behavior to humans.
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“Reading” human motion cues to imitate a

polishing action

“ If you talk to a man in a language he understands, that goes to his head. If

you talk to him in his language, that goes to his heart. ”
Nelson Mandela,
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In this chapter the objective is to understand how humans perform different polishing
strategies and develop an optimization approach to generate those polishing motions observed
from humans. The generated polishing motion can be useful in HRI scenarios where a human
instructs a robot to perform polishing actions, i.e. follow along, by demonstrating the type of
behavior desired to complete the task.

Figure 4.1: A Human performing a task of polishing a table.

4.1 The Second Experimental Setup

In order to acquire realistic polishing movements humans were instructed to grasp a
polishing tool, i.e. a sponge, and proceed to polish a table. For each experiment, the human
had full range of motion to perform any type of polishing motion. This resulted in very
different motions as it is shown in the following section.
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Figure 4.2: Illustration of some polishing motions extracted from the Human experiments.

The human experiments involved each human to wear infra-red markers on the wrist,
elbow, and shoulder of the preferred arm for the polishing tasks so as to collect the Cartesian
coordinates of the three arm-joints during the experiments. Figure 4.1 shows a standard
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example of the experimental setup. The Mocap system was used to detect the three arm-joints
markers as three separate rigid bodies and the data was recorded with a frequency of 50
Hz. Each human would perform the task of polishing a table for approximately 1 minute.
Post-collection of the whole dataset, the wrist rigid body Cartesian coordinates was picked
for the purpose of this work, as this is the joint that most accurately describes the behavior.
Figure 4.2 represents some of the extracted polishing movements from the dataset. The z-axis
coordinate was disregarded as this was reflecting merely the small variations of height of the
wrist with respect to the table. As observed there are a large variety of polishing motions
present in the dataset, which requires a representation of polishing motions with enough
degrees of freedom to replicate all these different polishing styles. Next, it is introduced the
methodology used and later the implementation to polishing motions.

4.2 Methodology

Dynamical System

The Dynamical System (DS) is widely used in this thesis. The materials presented here are
adopted from [Khalil, 2002]. The general form of the DS is as follows

ẋ = fff(x, t, u) (4.1)

where x ∈ Rd denote the state system vector of dimension d ∈ N, t denotes time, and u is
the control input. The input vector u, in feedback control is defined as a function of the state,
u = u(x). In this case, the closed-loop dynamics become

ẋ = fff(x, t, u(x)) = f’f’f’(t, x) (4.2)

The general dynamics are time-dependent, however, for the purpose of this thesis, the focus
is on state-dependent only systems which are formulated as

ẋ = fff(x) (4.3)

where fff : Rd → Rd is a continuous and continuously differentiable function. Such DS are
referred as autonomous systems since the evolution of the state ẋ only depends on the state
x. For a specific state x∗ if fff(x∗) = 0 then state x∗ is an equilibrium point of the DS. For
an autonomous DS it is necessary to define the equilibrium point as stable so as to prevent
undesired behaviors.

The following is the definition of an equilibrium point:

Definition 4.2.1. (Equilibrium Point)
A point x∗ ∈ Rd such that fff(t, x∗) ≡ 0 ∀t > t0 is an equilibrium point of fff.
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From this definition it is now possible to define a stable equilibrium point by defining
stability or, also referred to, as Lyapunov stability.

Definition 4.2.2. (Stability)
An equilibrium point x∗ is considered stable if for each ϵ > 0 there exists δ = δ(ϵ, t0) > 0
such that:

∥ x(t0)− x∗ ∥< δ ⇒ ∥ x(t)− x∗ ∥< ϵ, ∀t > t0

From the definition, an equilibrium point is stable if and only if nearby points remain
nearby, or close enough to the point x∗. If nearby points converge to the equilibrium point
then it is a asymptotically stable point x∗.

Definition 4.2.3. (Asymptotic Stability)
An equilibrium point x∗ is considered asymptotically stable if it is stable and, if there exists
R(t0) > 0 such that:

∥ x(t0)− x∗ ∥< R ⇒ ∥ x(t)− x∗ ∥ → 0, ∀t→∞

To guarantee stability of the equilibrium point in an autonomous DS the Lyapunov’s
direct method is applied, which results in finding a scalar function, also known as a Lyapunov
function, that follows the stability properties of a nonlinear system.

Theorem 4.2.1. (Stability of equilibrium point in autonomous nonlinear DS)
Let x = 0 be an equilibrium point of a DS on the form ẋ = fff(x). Let D ⊆ Rd be a region
including the origin. Let V (x) be a continuously differentiable function such that:

1. V is positive and definite in D:
V (0) = 0 and V (x) > 0 ∀x ∈ D \ 0

2. V̇ is negative semidefintive in D:
V̇ (x) ≤ 0 ∀x ∈ D \ 0

Then x = 0 is stable. If, additionally:

3. V̇ is strictly negative definite in D:
V̇ (x) < 0 ∀x ∈ D \ 0

Then x = 0 is locally asymptotically stable.

To note that Theorem 4.2.1 generalizes to any equilibrium point located in Rd by a simple
change of variables. A DS which follows these properties means that every point nearby
the equilibrium point, i.e. inside region D, will converge to the equilibrium point. It was
considered the state variable as the Cartesian coordinates of the wrist position ξ(t). From
the data it is collected N demonstrations of the interaction, yielding {ξt

n, ξ̇t
n}, ∀t ∈ [0, Tn];

n ∈ [1, N ], where ξt
n and ξ̇t

n are the state and derivative, respectively, for t time step, and the
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n-th demonstration. Tn represents the number of samples in the n-th action. The collected data
are a collection of instances of interactions which can be represented as first-order differential
equations of the arm motion:

ξ̇ = f(ξ)+ ∈ (4.4)

where f : Rd → Rd is a continuous and continuously differential function, with a single
equilibrium point ξ̇∗ = f(ξ∗)+ ∈. ∈ is a zero mean Gaussian noise which has the properties of
dealing with errors and/or human motion variability. To take into account spatial perturbations,
it is considered ξ in the reference frame of the target.

The DS is encoded using GMM which defines a joint distribution function

P(ξt
n, ξ̇t

n|θ) =
K∑

k=1
πkN (ξt

n, ξ̇t
n; µk, Σk) (4.5)

over the collected data as mixture of K Gaussian distributions [Khansari-Zadeh and Billard,
2011], where πk, µk, and Σk are, respectively, the prior component, mean, and covariance
matrix of the kth Gaussian. To compute the DS from Equation (4.4) the posterior mean of
P(ξ̇t

n|ξt
n) is estimated:

˙̂
ξ =

K∑
n=1

hk(ξ)(Σk
ξ̇ξ(Σ

k
ξξ)−1(ξ − µk

ξ ) + µk
ξ̇ ) (4.6)

where

hk(ξ) = πkN (ξt
n, ξ̇t

n, µk, Σk)∑K
i=1 πkN (ξt

n, ξ̇t
n, µi, Σi)

hk(ξ) > 0

and
K∑

n=1
hk(ξ) = 1

The GMM parameters can be initially guessed using Expectation Maximization and tuned
further to minimize the error between the real (from the data) and generated velocities.

4.3 Formulation of Polishing Motions as Limit Cycles

Following the notions and properties for stable autonomous DS presented in Section 4.2
and assuming that the DS is locally asymptotically stable to a limit cycle, it is now possible
to formulate the polishing dynamics. A polishing motion on a table can be approximated as
limit cycles on a 2D surface. The coordinates are changed from Cartesian (x, y)T to polar
coordinates (r, ϕ)T as it is simpler to represent limit cycles than in Cartesian. Converting
x = r cos ϕ and y = r sin ϕ the following DS results in:
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˙̂x =
ẋ

ẏ

 = f̂̂f̂f(x̂) =
ṙ cos ϕ− rϕ̇ sin ϕ

ṙ sin ϕ + rϕ̇ cos ϕ

 (4.7)

as r =
√

x2 + y2, ϕ = arctan(y, x), and the polar coordinates derivatives are ṙ = −α(r − r0)
and ϕ̇ = ω, respectively. The parameter α ∈ R indicates the radial velocity, r0 ∈ R stands for
the radius of the limit cycle, and ω ∈ R represents the angular velocity of the limit cycle. The
autonomous DS ˙̂x = f̂̂f̂f(x̂) approximates all polishing motions to circular limit cycles.

To generate any type of polishing motion the limit cycle is reshaped by applying a transfor-
mation matrix:

x̂ = M(x; Θ) (4.8)

where x̂ is the canonical state which is a transformation of the real state x, and M(, ; Θ) :
Rm → Rm is the transformation matrix with p parameters (Θ = (θ1, ..., θp)). To get the
generalized autonomous DS for any polishing motion, Equation 4.8 is derived to obtain the
expression in Equation 4.7:

˙̂x = ∂Mx(x; Θ)ẋ + ∂MΘ(x; Θ)Θ̇ (4.9)

where ∂ is the partial derivative of M over the state x or the parameters Θ. Given that
∂Mx(x; Θ) ∈ Rm×m is invertible and the second term is neglectable due to slow variation of
the parameters, the equation is re-written as:

ẋ = [∂Mx(x; Θ)]−1̂f̂f̂f(M(x; Θ)) (4.10)

where M(x; Θ) is a transformation matrix with a translation, rotation, and scalar components:

M(x; Θ) = HR(x + T ) =
a 0

0 b

  cos θ sin θ

− sin θ cos θ

 (x +
x1

x2

) (4.11)

where H is the scalar diagonal matrix, with a and b the scaling coefficients in x and y axis,
respectively, R is the rotation matrix, with θ the angle rotation, and T the translation vector
with x1 and x2 respectively the components in the x and y axis. With ∂Mx(x; Θ) = HR the
transformed DS is

fff(x, Θ) =
cos θ − sin θ

sin θ cos θ

 a−1 0
0 b−1

 f̂̂f̂f(
a 0

0 b

  cos θ sin θ

− sin θ cos θ

 (x +
x1

x2

)) (4.12)

With the DS formulation from Equation 4.12 any polishing motion is represented in 2D
Cartesian space. For illustration purposes the next part is reserved for particularly interesting
examples of limit cycles.
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4.3.1 Examples of Limit Cycles

Figure 4.3 illustrates a few examples of the limit cycles that can be generated from changing
the Θ parameters. The α, r0, and ω are set to 10 rad/s, 0.5 meters, and π

2 rad/s, respectively.
The first example is the simple circle limit cycle which is generated when ignoring the Θ
parameters [a, b, θ, x1, x2] = [1, 1, 0, 0, 0]. The remainder examples change one or several Θ

Figure 4.3: The examples on the top row have the respective parameters: (left) [1, 1, 0, 0, 0], (right) [2, 1, 0, 0, 0]. The center
row have the respective parameters: (left) [1, 2, 0, 0, 0], (right) [1, 2, 0, 0, 0.8]. The bottom row have the respective parameters:
(left) [1, 2, 0.2, −0.5, 0.8], (right) [1, 2, 0.2, −0.5, 0.8]. The example on the bottom row has the ω value inverted.

parameters. For each limit cycle a trajectory is computed starting on the point [1, 1]T with the
purpose to observe how a robot moves according to the dynamics.
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4.4 Optimization Problem

The DS is defined to represent any ellipses in a 2D Cartesian space. The problem lies in
finding the correct Θ parameters of the DS to match the different trajectories observed from the
human dataset. To find the correct Θ parameters it is best to use an optimization solver which
tries to find the optimal solution to the defined problem. The solver used is fmincon from
MATLAB [Grant and Boyd, 2018] which is a gradient-based solver ideal to solve problems
with continuous and continuously differentiable objective functions. As shown in the previous
section the model needs to be fitted as a continuous and continuously differentiable DS. In
order to find the best fit of the DS the main objective is to match the first derivative computed
from the human data trajectories with the velocities generated from the optimal DS. Given
that the parameters Θ of the described DS from the previous section are the only variables that
are possible to optimize it seems feasible to find proper solutions. Before going for the full
description of an ellipse with Θ = [α, radius, ω, a, b, θ, x1, x2], a description of the simplest
form of an ellipse, commonly known as a circle, just needs α, radius and ω. The definition of
the minimization problem is the following:

min J(x) =
∑
|ẋr − ẋd| (4.13)

where

ẋd =
−α(r − radius) cos ϕ− r(ω) sin ϕ

−α(r − radius) sin ϕ + r(ω) cos ϕ


and r and ϕ are computed from the Equation 4.7. The only thing that is provided to the
optimization solver is the 2D (x,y) Cartesian coordinates of the human trajectories. The
parameters Θ also have bounding conditions that is known a priori, such as a positive radius,
and α is also strictly positive since to reach the limit cycle the radial velocity must be positive.
Hence, the complete minimization problem is:

min J(x) =
∑
|ẋr − ẋd| (4.14)

subject to:

α ≥ 0 r ≥ 0 ω ∈ R

As a proof of concept, the Θ parameters are hand-picked for simulated trajectories of
circular motions. These motions are generated from the DS defined in Equation 4.7 and the
results for the motions with corresponding optimal parameters are shown in Figure 4.4.

It is important to note that in order to get a usable value for α there are two suitable
solutions, either to give some points that are outside the circle (as seen in the middle and
bottom examples of Figure 4.4), or restrict the bounding conditions to more realistic values
(set to 10 ≥ r ≥ 100). As α is the radial velocity, if the data is only encapsulated in the limit
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Figure 4.4: The top example is a DS with the Θ = [30, 0.5, −π/2], middle has Θ = [30, 0.5, −π/2], and bottom
Θ = [40, 0.8, π/3]. The second column represents the generated DS and the red trajectory is the simulated circle motion.
The third column has a table for the optimal results from the solver.

cycle there is no way to discover the parameter α.
To represent ellipses more parameters need to be added as in Equation 4.12. It was then

decided to have Θ = [α, radius, ω, a, b, θ], the last two parameters (x1, x2) were ignored as to
focus solely on origin centered ellipses. By adding more parameters to optimize, an increase
from 3 to 6 degrees of freedom, the initial objective function did not find the real Θ parameters
to build the limit cycles. Minimizing solely the error velocity of the problem didn’t fulfill the
requirements of the DS. As a result, it was added other constraints to the problem:

min J(x) =
∑ ∥ẋr − ẋd∥

∥ẋr∥
+

∑ ∥rr − r∥
∥rr∥

+
∑ ∥ϕr − ϕ∥

∥ϕr∥
+

∑ ∥ṙr − ṙ∥
∥ṙr∥

(4.15)

where

ẋd =
cos θ(a−1)( ˙̂xx

d)− sin θ(b−1)( ˙̂xy
d)

sin θ(a−1)( ˙̂xx
d) + cos θ(b−1)( ˙̂xy

d)

 ˙̂xd =
 ˙̂xx

d

˙̂xy
d

 =
ṙ cos ϕ− r(ϕ̇) sin ϕ

ṙ sin ϕ + r(ϕ̇) cos ϕ



ṙ = −α(r − radius)

ϕ̇ = ω

r =
√

x̂2 + ŷ2

ϕ = arctan(ŷ, x̂)

x̂ = a cos(θ)x + a sin(θ)y

ŷ = −b sin(θ)x + b cos(θ)y

subject to:

α ≥ 0 r ≥ 0 ω ∈ R a ≥ 0 b ≥ 0 θ ∈ R
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Given that rr =
√

x2 + y2, ϕr = arctan(y, x) and ṙ is the first derivative of the polar
coordinates of the input data computed as ṙr = xẋ+yẏ√

x2+y2
. A normalization factor was applied

to all the minimizer’s variables to balance the weight of minimizing each error. The results for
ellipse trajectories, as well as the optimal parameters outputted, are shown in Figure 4.5. In
Appendix D.1 and D.2 are presented more ellipse motions and the respective limit cycle with
the optimal Θ parameters.
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Figure 4.5: The top example is a DS with the Θ = [20, 0.9, −π/2, 1, 3, 0], middle has Θ = [30, 0.6, −π/2, 2, 1, 0], and
bottom Θ = [20, 0.9, −π/2, 1, 3, π/3].

The solutions to most ellipse trajectories are extremely accurate and provide usable param-
eters to recreate the limit cycles. With the exception of some particular trajectories, as seen in
Appendix D.1 and D.2, the optimization problem found the correct Θ parameters. All gener-
ated simulated data was composed of 200 data points (except when specifically mentioned)
with a frequency rate equal to the recorded human dataset (50 Hz), and the initialization of the
optimization problem parameters is Θ = [1, 1, 0.1, 0.1, 0.1, 1] for all trajectories.

4.5 Solver Solution to Human Demonstrations

For the human trajectories of the dataset some preprocessing was necessary. A Smoothing
filter was applied to the trajectories so the first derivatives of the Cartesian coordinates became
less erratic. A 10-point moving average was applied to the 200 data points of each trajectory.
Additionally, all the ellipses were recentered to the origin since our optimization problem does
not account for the x1, x2 parameters. The limit cycle results of the human dataset examples
exhibited in Figure 4.2 are illustrated in Figure 4.6.



4.6. ROBOT EXPERIMENTS 51

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Figure 4.6: Generated DS’s from the optimal parameters of the optimization function for different human ellipse trajectories.

The first idea of just minimizing |ẋr−ẋd|made sense but proved to be insufficient, specially
when adding the full Θ parameters. The problem might have to be with being highly unconvex
with many local minimas, so the solver would find the first one even though it did not meet the
desired Θ parameters. After adding newer constraints in order to respect the polar coordinates
in addition to the initial objective, the optimal parameters got closer to the desired ones. In the
end, the objective function from Equation 4.15 met all the Θ requirements although with a few
exceptions (like the one in Appendix D.1). The overall results for the datasets of the human
ellipses trajectories are good enough that can be replicated by a robotic platform in the context
of polishing a table.

4.6 Robot Experiments

Figure 4.7 shows some examples of the generated limit cycles in an online human-robot
scenario where the human is demonstrating to the Kinova robot the type of polishing motion it
wants. It could have also been included the location of the polishing motion inside the table.
This is easily computed by including two parameters x1, x2 corresponding to the Cartesian
coordinates (X and Y axis) into the problem constraints. However, this two new constraints
are not really required and it is simpler to extract the location directly from the Mocap system.
This avoids extra parameters in the optimization function that would increase computational
time which is undesirable for online systems.

The KUKA iiwa 7dof arm in these experiments is controlled in torque mode via the closed-
loop DS-based impedance controller ([Kronander and Billard, 2016]) presented in Section
8.3.4. Due to the passivity provided by this control law, the robot can be actively perturbed
while executing the commanded velocities from the learned DS. Appendix D.2 illustrates the
compliant controller running in real-time while polishing a table. The Kinova gen3 arm is
controlled using the kortex ros1 package for ROS and velocity commands were used to control

1The official repository to interact with the Kinova robot https://github.com/Kinovarobotics/ros kortex

https://github.com/Kinovarobotics/ros_kortex
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the end-effector in Cartesian coordinates at 40 Hz for linear (m/s) and angular (rad/s) velocities.
For each trial the optimization solver received 800 data points of human polishing. The human
hand position is tracked with a Mocap rigid body streaming data to ROS at 120 Hz. The data

Figure 4.7: Example of generated DS’s from the optimal parameters of the optimization function from real-time human
demonstrations of polishing motions to the Kinova robot.

is sent to the solver when the human hand begins to move on the table. The data is processed
without any filtering and the computed Θ parameters are used to generate the appropriate limit
cycle DS. Figure 4.8 illustrates both robots performing the limit cycles DS with optimized
Θ parameters by the optimization solver. Figure 4.8 on the first two rows shows the KUKA
robot polishing a table after recognizing the polishing strategy from human demonstration.
The last rows in Figure 4.8 shows the human demonstrating in real time the polishing motion
and after the robot reproducing the same polishing motion in another location of the table.
Most of the trials were successful in recognizing the approximate polishing strategy of the
human. The main issue that may result in failure to recognize a limit cycle is missing to detect
the marker’s location due to occlusions of the rigid body. The capability of solving with no
filtering applied to the position of the marker proves that the system is robust to noise and loss
of data. The main assumption that limits the legibility of this approach is the constant speed in
the elliptic trajectory. This approach did not model the velocity of the polishing motion only
the trajectory so it does not take into account how fast the human was polishing. The speed
during polishing could infer different strategies (e.g. scrubbing a stain or softly cleaning a
delicate plate) and it is something that is intended to be explored in the future.

4.7 Final Remarks

This section shows yet another approach for utilizing the human non-verbal cues to recog-
nize actions. In this case the problem focuses on extracting from the human motor movements
the arm motion trajectory to detect the polishing pattern and apply it to a robotic platform.
The developed system records the human non-verbal cues, computes the appropriate polishing
dynamics and commands the robot to follow the recognized polishing motion all while the
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Figure 4.8: Limit cycle DS producing polishing motions on the KUKA robot (top) and Kinova robot (bottom). Human
demonstrates a polishing strategy and robot imitates by generating a limit cycle that reflects the polishing motion.

human is polishing. When revisiting the state of the art, most “learning from demonstra-
tion techniques” where robots learn to perform tasks by human guidance ([Khoramshahi
and Billard, 2019, Figueroa, 2019]) involve a human manually forcing the robot joints or
end-effector to specific positions in order to record the desired robot kinematic configurations.
This is not only time consuming but also tremendously inefficient since this requires multiple
demonstrations to explain multiple tasks. Our approach, on the other hand, is inspired on the
monkey-see-monkey-do style of learning. This is a more natural way of a subject explaining
to a robot how to perform a task - just imitate what is happening - which requires less effort
since there is no manual labour as in previous approaches.





Part II

Understanding Human Intention while

Expressing Robot Goals

55



5
The Gaze Dialogue Model

“ Any fool can know. The point is to understand. ”
Albert Einstein,
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Eye movements are particularly important [Sebanz et al., 2006] for joint-action coordination,
and humans rely strongly on gaze perception to anticipate the intentions of others [Ricciardelli
et al., 2002]. When working on a joint task, the human eye gaze alternates between looking at
each other’s eyes, seeking the confirmation and engagement of the counterpart, and fixating the
goal position before and during reaching actions [Johansson et al., 2001]. Authors in [Sebanz
and Knoblich, 2009] report that the ability to gaze at the right location in a timely manner
substantially enhances coordination with other individuals. In infant-parent relationship the
eye-gaze communication presents itself as a tool to study in depth the infant’s development
[Yamamoto et al., 2019, Kuboshita et al., 2020, Yamamoto et al., 2020]. Humans can routinely
engage in joint actions, and coordinate their movements with others in very sophisticated
manners. Such interactions occur in situations as diverse as cooking, cleaning, assembling
complex structures, carrying heavy loads, or performing team sports. These tasks involve
a collaborative process to coordinate attention, communication, and actions to achieve a
common goal [Huang et al., 2015a]. During this process, humans observe the behavior of their
partners to anticipate their actions, and to plan their own actions accordingly.

5.1 Introduction

This chapter addresses the Gaze Dialogue between two people working on a joint task.
This is a collaborative task as seen in Figure 5.1, involving a series of actions where each
person is either a leader or a follower. After one action is completed, the roles are changed, i.e.
the leader becomes a follower, and vice-versa. The process is repeated until the whole task is
finished. Two types of actions are considered: individual action and action-in-interaction. In
individual actions, e.g. a placing action, the leader picks up an object and places it on a table.
During action-in-interaction, e.g. a giving action, the leader picks up an object and hands it
over to the follower.

Figure 5.1: On the left is a HHI experiment with two humans performing a task of assembling two towers, without any verbal
communication. The experiment requires them to be placing objects on top of a tower or a giving the objects to the other
person. On the right is a HRI experiment where a human is performing the same task as before, but interacting with a robot
with human-like gaze behavior.

During the experiments, the eye movements of both actors are recorded using an eye-
tracking system. The recorded data are labelled and analysed, as detailed in Section 5.2. The
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recorded Gaze Dialogue data is then used to train a Hidden Markov Model (HMM), as de-
scribed in Section 5.3. The Gaze Dialogue model incorporates the inter-dependency/coordination
between the leader’s and follower’s gaze movements. The Gaze Dialogue model serves two
key functionalities: (i) predicting the gaze fixations of others and planning one’s own fixations;
(ii) using the gaze fixations to predict the actions of others and to plan/generate one’s own
actions.

In order to validate the performance of the Gaze Dialogue model the results computed by
the model are compared against the dataset acquired in the HHI experiments. The fixations
and actions performed by one of the subjects in the HHI are used as input to the model,
predicting the fixations and actions of the other human in the interaction. In the next step of
the performance validation, the model is implemented in a humanoid robot controller, which
drives the robot eye fixations, during the HRI experiments (Section 5.4). The robot controller,
inspired on the Gaze Dialogue model, takes the human gaze fixations as the input to predict
the human next gaze fixations and action performed, while at the same time, generating its
own appropriate gaze fixations and planning its own actions.

The results show the robot successfully identifying the actions of the human partner, and
acting in a manner that is consistent with the HHI scenario. The behavior of the robot is
described quantitatively and it can be visualised in the supplementary material in Section
5.4.3. Finally, Section 5.5 has some conclusions and establish directions for future work. This
approach contributes to a better computational modelling of the eye-gaze behavior during HHI
scenarios, as well as to endow humanoid robots with similar non-verbal communication skills,
thus enhancing HRI and collaboration.

5.2 The Third Experimental Setup

The experiment is a dyadic interaction task for constructing the two towers from a stack
of three objects placed next to each participant, Figure 5.2. The description of the task and
the stack of objects is occluded from the other participant. In order to complete the task, the
actors are required to perform a series of simple actions:

• As a leader, placing an object on the tower

• As a leader, giving an object to the person to place on the other tower.

• As a follower, observer the person placing an object on the tower

• As a follower, receive the ball from the giving action by the leader

To capture such eye movements, in this experiment both participants were wearing Pupil-
Labs binocular gaze trackers. During the performed actions, participants’ head gaze, as well
as wrist movement, was recorded using Optitrack Mocap system. In Appendix B there are
more details on the experimental setup, sensors, and the dataset information.
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Figure 5.2: Human-human interaction experiment with two humans that are performing a task of assembling two towers,
without any verbal communication.

Table 5.1: Examples of leader’s gaze behavior for each action with total duration in video frames for each region of interest.

Giving Labels B FH FT FH LOH FT FF FT
Duration (frames) 143 7 23 7 21 6 38 29

Placing Labels B LOT FF
Duration (frames) 78 31 8

5.2.1 Gaze Behavior in a Collaborative Task

After the data is collected the significant regions of interest, i.e. gaze fixations, that are
fixated most often are identified. For a leader, the following fixations are considered: brick
(B), follower’s face (FF), follower’s hand (FH), leader’s own hand (LOH), follower’s tower
(FT), leader’s own tower (LOT). The fixations defined for a follower are: leader’s face (LF),
leader’s hand (LH), leader’s tower (LT), follower’s own tower (FOT). Then, these fixations are
used to manually label both the leader’s and follower’s gaze behavior. Table 5.1 shows one
example of the leader’s gaze fixation labelling process for one giving and one placing action.

Besides the gaze behavior, the significant events of an action are also annotated: action
start, object picked, object handed over1, object placed, and end of action. The Figure 5.3
shows the plot of an average duration of fixation to different regions of interest across 72
actions for both roles, and an average number of fixations for identified regions of interest.

Conclusions can be drawn from the analysis of Figure 5.3, both from the leader’s and the
follower’s perspectives. For the giving action, the leader has multiple gaze fixations, and the
gaze fixation time is longer compared to the placing action. The leader fixates the brick equally
for the two types of actions. In the case of the placing action, instead, the leader focuses mainly
on his/her tower, whereas for the giving action, the leader switches several times between
follower’s face, hand and tower, and fixates those regions of interest for a significant amount

1This label exists only for the giving action.
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Figure 5.3: Quantitative measure of fixations in frames (a) and frequency (b) for the different regions of interest per action
and perspective. TM stands for Teammate.

of time. The follower’s regions of interest are different from the leader, i.e. fixating the brick
does not exist, and looking at his/her hand after the brick is handed over was negligible. The
follower’s gaze fixation behaviors are comparable between the giving and placing action whilst
there is a significant difference for the leader’s gaze fixations. This is due to the follower’s lack
of information about the type of the action. As a consequence, the follower spends a significant
amount of time consecutively fixating the leader’s face and/or hand presumably attempting to
“read” the action. The main difference is the number and duration of gaze fixations between
the leader’s and his/her tower. This occurs when the follower is already aware of the action
and fixates the goal, that is, either his/her tower, for visually controlling the giving action, or
the leader’s tower, to monitor the execution of the placing action.

Figure 5.4 shows the computed probabilities of the leader’s gaze fixations over time, for
both giving and placing actions. These probabilities were calculated and averaged for all
actions present in the dataset. The (empirical) probability was estimated by calculating the
relative frequency of each gaze fixation over time, after normalising the time-duration of all
actions. The plot shows that the leader starts by fixating the brick. For the giving action,
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Figure 5.4: Fixation probabilities of Leader’s gaze for giving (top figure) and placing (bottom figure) action.

the leader successively fixates the follower’s hand, the follower’s tower and, finally, the face.
In the placing action, the leader fixates the brick first, and then his/her own tower, almost
until the end of the action. At the very end, the probability to fixate the follower’s face and
tower increases. Figure 5.5 shows the follower’s gaze fixations when observing the leader
performing either a placing or a giving actions. The most notable fixations are TM Hand,
and My Tower, which are predominant during a giving action. These occur when the goal of
the follower is to grasp the object from the leader’s hand and to place said object on his/hers
tower. At the beginning until about 50% of the total time, the most probable fixation is TM
Face, this indicates that the follower is trying to decode the leader’s action intention, though
it is not solely the face but the leader’s hand and tower are also fixated at this time. Since a
placing action is an individual action a follower is not participating, hence there is not one
most probable but several, reflecting a more passive role. Although at the end of the action,
the follower tends to fixate on the leader’s tower as it becomes clear that a placing action is
taking place.

The main conclusions from this analysis are: (i) it is possible to predict the leader’s action
from the gaze fixations; (ii) there is a clear distinction between the leader and the follower’s
gaze fixations; (iii) from the leader’s perspective, there is a considerable focus on the brick,
which is negligible in the follower’s case. The reason has to do with the roles of each subject
in the experiments: the leader needs to manipulate the brick to complete the action, whereas
the follower only needs to follow the leader’s behavior; (iv) when comparing the two types of



62 CHAPTER 5. THE GAZE DIALOGUE MODEL

0 0.2 0.4 0.6 0.8 1

0

0.5

1

0 0.2 0.4 0.6 0.8 1

0

0.5

1

Figure 5.5: Fixation probabilities of Follower’s gaze for giving (top figure) and placing (bottom figure) action.

actions, the follower had similar gaze fixations for both actions, whereas the leader changed
the gaze behavior depending on the type of action. This has to do with nature of each action,
one is an interaction which requires to communicate intent, while the other is an individual
action of placing a brick on the tower. In the case of the follower, since the action was
unknown in the beginning, it is expected that the behavior would be similar until the moment
when the follower understands the action intention. After the follower decodes the action, the
gaze behavior would change accordingly, which may indicate the slight change in the tower
fixations for the two actions.

5.3 The Gaze Dialogue Model

The proposed Gaze Dialogue Model integrates the eye-gaze communication that occurs
during an interaction with two humans, with the arm-motor actions which result from the
interaction. It starts with a general model that represents each human as a separate system, with
eye-gaze and arm-motor movements, and the interpersonal links of non-verbal communication.
The eye-gaze communication, i.e. the gaze fixations, are used for predicting the fixations of
others while, at the same time, generate one’s fixations. The associated actions can be inferred
from understanding the gaze fixations. The arm-motor cues represent the action of each actor.
It predicts the actions of others, while, at the same time, it plans one’s actions, generating the
appropriate motor commands to complete the action.
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The Gaze Dialogue Model can also be adapted to the present HHI experiment and to
the leader-follower relation that is extracted from the data. The HHI Gaze Dialogue Model

contains both the eye-gaze communication and the arm movements, as in the general model,
with the difference that the leader’s action is instructed and pre-defined, as the purpose of the
follower is to understand the action, giving or placing, and act accordingly.

Figure 5.6: Block diagram of proposed general Gaze Dialogue model

The proposed Gaze Dialogue Model block diagram is shown in Figure 5.6. The states
are defined as the gaze fixation Sk and type of action Ak, for each actor, at time instant k.
The model is composed of the Gaze Fixations system, identified by the blue blocks, and the
Action Anticipation system, the yellow blocks. The Gaze Fixations system is responsible for
predicting the fixations of others, and generating one’s own fixations. The role of the Action
Anticipation system is to predict the actions of others, and to plan one’s own action.

The Gaze Dialogue Model uses the history of a person’s gaze fixations and actions, together
with the observations Ok of the gaze fixations of the other person. The Gaze Fixations system
predicts the gaze fixation of the other person at time k + 1, while the Action Anticipation
system predicts the type of action performed by the second person. The predictions of the
fixations and actions, together with one’s fixations and actions, are eventually fed back to the
Planning/Control system. This block is responsible for determining the person’s next gaze
fixation and which action to perform.

Different approaches can be applied for modelling the gaze behavior including Gaussian
Mixture Modeling, Support Vector Machines, Neural Networks, among others. It was decided
to use HMM as the modelling tool as it naturally encodes the interaction process by represent-
ing the eye-gaze fixations as states, and human actions as outcomes. In addition, HMMs are
able to generate the robot eye-gaze movements in real-time while predicting, at the same time,
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the human action entirely from human eye-gaze fixations. Finally, the number of parameters
to estimate is compatible with the relatively small size of the data-sets collected during the
human studies. The general approach of the Gaze Dialogue Model is described in Section 5.3
for the Gaze Fixations system and in Section 5.3 for Action Anticipation system.

Gaze Fixations

The Gaze Dialogue between two persons is modelled with a HMM. Each actor has an
associated internal state variable:

Sk ∈
{
U1, ..., UN

}
where U1, ..., UN are the admissible state values, i.e. fixations, and k ∈

{
1, ..., T

}
denotes the

discrete time instants. The actor has access to an instantaneous observation:

Ok ∈
{
V1, ..., VM

}
where V1, ..., VM are the fixations of the other actor.

The two sequences (state and observation sequence)

S =
(
S1, ..., ST

)
, O =

(
O1, ..., OT

)
are represented by the HMM λ = (π, C, D) where π denotes the probability distribution of
the state variable at time k = 1, C = (ci,j) denotes the transition matrix and D = (di,j) the
matrix of output probabilities [Rabiner, 1990].

Since there are two actors, denoted by P1 and P2, the above sequences are duplicated:

S1
k ∈

{
U1

1 , ..., U1
N

}
O1

k ∈
{
V 1

1 , ..., V 1
M

}
S2

k ∈
{
U2

1 , ..., U2
N

}
O2

k ∈
{
V 2

1 , ..., V 2
M

}
and different HMMs are used to generate the state and observation sequences for each actor:
λ1 = (π1, C1, D1) and λ2 = (π2, C2, D2).

The joint probabilities of the state and observation sequences for the two actors are given
by:

P
(
S1, O1

)
=

T∏
k=1

c1
S1

k−1,S1
k
· d1

S1
k

(
O1

k

)

P
(
S2, O2

)
=

T∏
k=1

c2
S2

k−1,S2
k
· d2

S2
k

(
O2

k

)
In the perspective of the interaction actor P1, it predicts the fixation at time k + 1 of P2,

Ŝ2
k+1, and generated its next fixation, S

′1
k+1. In the perspective of P2, it predicts the fixation of

P1, Ŝ1
k+1, and generate the next fixation, S

′2
k+1, of P1.
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Action Anticipation

For the Action Anticipation system, the purpose is to predict the actions of others and plan
one’s actions, based on the gaze fixations of the actors. For actor j where j = [1, 2], to predict
the action of others Âi

k+1 its combined the information related to the other gaze fixations Ŝi
k+1,

where i ̸= j is the other actor. Based on the current gaze fixation of the other, the action
probabilities from Table 5.3 are used to update an exponential moving average:

P i
a(k + 1) = (1− α)P i

a(k) + αδ(k) (5.1)

where k refers to time, and α is a constant smoothing factor. δ(k) is the probability P i
a(k) of

action a occurring when actor i is looking at gaze fixation Si
k at time k. P i

a is the probability
of actor i performing action a. During the interaction, the Gaze Dialogue Model predicts the
actions of others, and allows one to plan our own actions. The predicted action Âi

k+1 of actor i

is updated for every new gaze fixations Ŝi
k+1 the actor i is gazing for each time k + 1. Whilst

at the same time k + 1, the Action Anticipation system is planning, the associated action A
′j
k+1

to actor j. The exponential moving average mechanism ensures a smooth evolution of the
action probabilities, and filters out spurious noisy measurements.

The following section describes the Gaze Dialogue Model for the leader-follower scenario
in the HHI experiments and Section 5.3.2 explains the corresponding Action Anticipation
system.

5.3.1 Gaze Fixations for the Human-Human Interaction

To model the HHI experiments described in Section 5.2, the general Gaze Dialogue Model

was adapted to a leader-follower relation. Figure 5.7 shows the block diagram of the model
with a few modifications to reflect the leader-follower experiments from our scenario. From
[Gallotti et al., 2017] in a leader-follower scenario, the leader leads the action, while the
follower adapts its behavior to match the leader’s intention. As such, in the Gaze Dialogue

model, the leader’s block system is not in closed-loop, since the leader is not influenced by
the follower. Since the action is instructed to the leader, the leader’s has to generate his/her
own gaze fixations and action. The leader is thus not required to predict the gaze fixations
of others nor to predict the actions of others. On the other hand, the follower “reads” the
leader’s non-verbal cues (arm movements and gaze fixations) to infer the leader’s action and,
consequently, prepare his/her own action and provide the appropriate non-verbal cues.

The State and Observation values match the labelled and leader/follower pair gaze fixations
described in Section 5.2. The leader has six different states, and follower four.

For the leader/follower pair, it denotes the states of the leader and follower respectively by



66 CHAPTER 5. THE GAZE DIALOGUE MODEL

Figure 5.7: Block diagram of leader-follower Gaze Dialogue model

SL and SF . The states and observations of the leader-follower become:

SL
k ∈

{
UL

1 , ..., UL
N

}
OL

k ∈
{
V L

1 , ..., V L
M

}
SF

k ∈
{
UF

1 , ..., UF
N

}
OF

k ∈
{
V F

1 , ..., V F
M

}
the HMMs for the leader-follower relation has the following parameters, λL =

(
πL, CL, DL

)
,

and λF =
(
πF , CF , DF

)
.

For the leader-follower relation of the HHI experiments, the state and observation sequences
of both actors are related, as the state of the leader actor is the observation of the follower, and
vice-versa:

SF = OL and SL = OF (5.2)

The two sequences S =
(
S1, ..., ST

)
, O =

(
O1, ..., OT

)
and the leader has state sequence

S and observation sequence O, while the follower has the opposite. Hence the two probabilistic
models are:

P (S, O) =
T∏

k=1
cL

Sk−1,Sk
· dL

Sk
(Ok)

P (O, S) =
T∏

k=1
cF

Ok−1,Ok
· dF

Ok
(Sk)

with different C and D matrices. The two HMMs are learned from the giving and placing

actions data, and the obtained transition and emission matrices are given in Table 5.2. Hence
there are 4 HMMs in total in the Gaze Dialogue Model, one for each person and for each action.
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Figure 5.8: Simulations of Leader’s and Follower’s internal model in the case when the leader’s behavior during a giving
action (top) and placing action (bottom). The top plot shows the leader’s recorded gaze fixations, the middle plot the follower’s
fixation probabilities, and the bottom shows the follower’s recorded and most likely fixations.

The HMMs are used by the leader to predict the follower’s next state ŜF
k+1 and, conversely,

by the follower to predict the leader’s next state, ŜL
k+1. More important, by using posterior

decoding, the follower can plan its next fixation S ′F
k+1 in response to the leader’s behavior.

The model evaluation is performed by taking the leader’s gaze fixations (blue line on Figure
5.8 top) as the input and estimate the predicted behavior of the follower using the posterior
state probabilities (Figure 5.8 middle). The predicted gaze fixations of the follower (red line
on Figure 5.8 bottom) are gaze fixations with the highest probability in each time instate. The
follower’s predicted gaze fixations are compared against one instance of actual (recorded) gaze
fixations for the same action as the known leader’s behavior (blue line on Figure 5.8 bottom).

The last plot of Figure 5.8 shows that the predicted gaze fixations follow the leader’s gaze
fixation change, which means that the follower’s predicted gaze fixations are “aligned” with
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Leader Follower

Giving

CL
G=


0.9861 0.0016 0.0045 0.0016 0.0041 0.0020
0.0018 0.9567 0.0316 0.0009 0.0081 0.0009
0.0012 0.0241 0.9630 0.0006 0.0105 0.0006

0 0 0.0541 0.9279 0.0180 0
0.0019 0.0183 0.0144 0.0010 0.9587 0.0058
0.0477 0.0053 0.0053 0.0186 0 0.9231



DL
G=


0.4702 0.2838 0.1310 0.1151
0.0799 0.5245 0.0477 0.3479
0.1381 0.5705 0.0317 0.2597
0.3091 0.4273 0.0818 0.1818
0.0650 0.2367 0.0260 0.6723
0.3837 0.2820 0.2238 0.1105



CF
G =


0.9683 0.0209 0.0070 0.0038
0.0064 0.9796 0.0030 0.0111
0.0437 0.0198 0.9226 0.0139
0.0030 0.0012 0.0012 0.9947


DF

G=


0.6997 0.0396 0.1227 0.0217 0.0319 0.0843
0.3022 0.1861 0.3626 0.0215 0.0832 0.0444
0.6199 0.0752 0.0894 0.0183 0.0407 0.1565
0.1818 0.1832 0.2449 0.0136 0.3507 0.0258



Placing

CL
P =


0.9867 0.0008 0.0004 0.0008 0.0004 0.0109
0.0098 0.9755 0.0098 0 0 0.0049
0.0569 0.0081 0.9268 0 0.0081 0

0 0 0 0.9722 0 0.0278
0.0200 0.0114 0 0 0.9629 0.0057
0.0064 0.0051 0.0013 0.0006 0.0064 0.9803



DL
P =


0.4543 0.2213 0.2284 0.0960
0.1387 0.4380 0.4161 0.0073
0.2857 0.0408 0.1735 0.5000
0.3299 0.4639 0.1856 0.0206
0.1869 0.6920 0.0588 0.0623
0.2286 0.4163 0.3367 0.0184



CF
P =


0.9682 0.0143 0.0162 0.0012
0.0090 0.9793 0.0104 0.0014
0.0259 0.0121 0.9586 0.0035
0.0180 0.0060 0.0419 0.9341


DF

P =


0.7546 0.0131 0.0192 0.0220 0.0371 0.1540
0.4273 0.0479 0.0032 0.0359 0.1597 0.3259
0.5570 0.0575 0.0172 0.0182 0.0172 0.3330
0.7250 0.0031 0.1531 0.0063 0.0563 0.0563



Table 5.2: HMM parameters for the leader (L) and follower (F) defined by transition matrix C and emission matrix D for
(G)iving and (P)lacing actions.

the leader’s gaze fixations. As expected, the recorded follower’s gaze fixations for a single
instance/specific action may differ from the predicted (probabilistic) gaze fixations, however,
most of the time, the predictions match the observed fixations.

Table 5.3: Probabilities for giving and placing action with respect to the leader’s gaze fixation

Giving Placing
Brick 0.496 0.504
Follower’s face 0.841 0.159
Follower’s hand 0.931 0.069
Own hand 0.520 0.480
Follower’s tower 0.748 0.252
Own tower 0.186 0.814

5.3.2 Action Anticipation for the Human-Human Interaction

From the HHI experiments, only two actions are possible for the leader, giving and placing,
or the follower, receiving and not-receiving. Taking into account the leader-follower relation,
a receiving action is associated with a giving action and not-receiving to a placing action.

The prediction of a certain action combines the information related to the follower’s current
fixations, with the past probability of the same action. These probability signals are denoted
as PG and PP , respectively for the giving and placing actions. The action probabilities are the
following:

PG(k + 1) = (1− α)PG(k) + αδ(k) (5.3a)

PP (k + 1) = (1− α)PP (k) + αδ(k) (5.3b)
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where PG and PP denote the probability of giving and placing action, respectively, for each
time step k, and α = 0.05. The update δ(k) depends on the values of Table 5.3, evaluated for
each gaze fixation of the leader at time k. In the HHI experiment, the leader is “instructed”
which action to perform (giving or placing). The action is unknown to the follower who needs
to understand it from the non-verbal communication cues. The Gaze Dialogue Model infers
the leader’s action from the leader’s gaze fixations which are used to generate the follower’s
gaze fixations, and planning for the follower’s own action. The follower’s Action Anticipation

Figure 5.9: Change of the signals PG(k) (blue line) and PP (k) (red line) with respect to the leader’s gaze fixations for giving
(two top figures) and placing action (two bottom figures)

system uses the leader’s observed gaze fixations. Each gaze fixation is associated with the
probability to choose between two actions as given in Table 5.6. The probabilities were derived
from the duration of each gaze fixation for each action, as given in Table 5.1, divided by
the total duration of gaze fixation throughout the HHI experiments. Table 5.6 shows that
the leader fixations at the brick or at his/her own hand are negligible for both actions, as
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the probabilities are close to 50%. Instead, other gaze fixations provide stronger gaze cues
towards one of the two actions. The leader’s gaze fixation at the follower’s face, hand or tower
clearly communicate the intention of giving the brick, whereas gaze fixations at his own tower,
presumably to visually guide the arm to properly place the brick, become strong cues for the
placing action.

The Action Anticipation system is composed of two signals that represent the probabilities
for the giving (PG(k)) and placing (PP (k)) actions, over time, with the initial values set to
50%. These signals are updated in each iteration as follows. First, the action is selected based
on the leader’s current gaze fixation and the probabilities shown in Table 5.3. For example, if
the leader’s fixates the follower’s face there is a 84.1% chance to select a giving action and a
15.9% to select a placing action. Based on the selected action, the δ values of Equations 5.3a
and 5.3b is updated to calculate the value of the signals PG(k) and PP (k) for the next time k.
In case the leader gaze fixates the follower’s face, and the placing action is selected, the δ of
0.159 is used for the signal PP (k) and -0.159 for the signal PG(k). The output signals PG(k)
and PP (k) are smoothed with a moving average, and normalized with respect to the number
of samples (i.e. the number of gaze fixations observed) collected up to time k. This approach
is similar to a Markov Reward Process [Li, 2010] that adds a reward signal to each state. The
reward is determined in the same manner, but in our case, the purpose is to decide which type
of action, in order to prevent oscillatory behavior of the action prediction.

Figure 5.10: The Action Anticipation results on the entire HHI dataset on classifying the actions as a placing or giving action,
respectively. Shadow area is the standard deviation while the shadow rectangular area on the top reflects the threshold of 75%
accuracy.
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The results on the accuracy of the Action Anticipation system can be viewed in Figure 5.10.
The action is classified either placing or giving when the prediction reaches above 70% (the
region is marked with a shaded color). A giving action can be correctly classified at around
60% completion which for an action that takes on average 2 seconds to finish, corresponds
to a reaction time of 1.12 seconds. As for a placing action, it takes longer to predict, around
80% completion, which puts the reaction time at 1.36 seconds. The slower prediction could
be caused by a prolonged period of time fixating the brick, as illustrated in Figure 5.4, which
brings ambiguity to the system. Figure 5.9 exemplifies a scenario where the leader starts by
first fixating the brick. The Action Anticipation system cannot predict which of the actions
the leader is performing. When the leader gaze fixation switches to the follower’s face or
hand, the probability for giving increases, and when the leader gaze fixations switch to his
own tower, the probability for placing increases. The relation between the PG and PP signals
is used to predict the leader’s action, AL

k+1, that is set to be equal to the planned action of
the follower A′F

k+1. In this work, a simple comparison to decide between giving and placing

actions is applied. If the difference between signals PG and PP is greater than a predefined
threshold, the inferred action is giving, otherwise it is placing.

The main conclusions that can be drawn from the modelling are: (i) the Gaze Dialogue

Model can generate gaze fixations for the giving and placing actions that are similar to the ones
observed in the HHI data; (ii) the Gaze Dialogue Model can predict accurately the follower’s
next gaze fixations, when provided with the leader’s real gaze fixations, from the HHI dataset,
(iii) it is possible to predict the correct actions from the gaze fixations using our Gaze Dialogue

Model.

5.4 Robot Experiments

The Gaze Dialogue Model is able to represent actions using eye-gaze communication and
motor information. The eye-gaze communication allows to predict the gaze fixations of others,
while at the same time, generate one’s own gaze fixations. Additionally, from those same gaze
fixations, it can be used to predict the actions of others, while at the same time, plan one’s
own corresponding actions, which are represented as arm movements. The following section
addresses the validation of the Gaze Dialogue Model in a human-robot scenario. The section
begins by describing the two types of HRI: (i) robot-as-a-leader, and (ii) robot-as-a-follower;
however, the focus of this work will be on robot-as-a-follower, for reasons that will become
clearer below. Secondly, it describes the human-in-the-loop system, which is important for
the interaction between robot-as-a-leader and robot-as-a-follower. The section finishes with a
discussion on the results of HRI experiments and an analysis of the interaction comparing to
the HHI experiments.



72 CHAPTER 5. THE GAZE DIALOGUE MODEL

(a) Egocentric view of the human from the head mounted eye-
tracker. The infra-red cameras recording the subject’s eyes are
depicted on the right. The human gaze fixation is depicted by a
red marker in the robot’s face.

(b) Human gaze fixation is on the red ball. The red ball detection
is marked by the yellow circle, and the human gaze fixation is
the green hallow circle.

(c) All the important regions, and correct labels, for the gaze
fixation are identified. Additional objects which are not relevant
are considered outliers.

(d) Experimental setup for the HRI scenario. Human subject
is wearing a head mounted eye-tracker and the relevant objects
are present.

Figure 5.11: Different perspectives of the Human-Robot Experimental setup: (a) is the view-point of the human; (b)
illustrates the human gaze fixation and one of the objects identified; (c) all the labels from the HHI experiments are
identified; (d) the perspective of the robot when interacting with a human. A video showing the interactions is available in
video.GazeDialogue.ieee-2022

5.4.1 Robot Setup in the Leader-Follower Scenario

HRI experiments were carried out with the iCub robotic platform [Metta et al., 2010]. As
a humanoid robot, the iCub has a body structure that is similar to the human body, so that
humans can more easily understand the robot’s motor behavior and, hence, its intentions
[Kelley et al., 2010]. It has 2 cameras, on the head of the robot, that are capable of vergence
and version, in a way similar to the human oculomotor control system.

In both HRI experimental scenarios there are things in common. Firstly, the human actor
wears the Pupil Labs eye tracker, introduced in Section 5.2.1. The objective here is to track
the human gaze fixations while (s)he interacts with the robot. The software and the gaze
fixation point are shown in Figure 5.11a. Secondly, concerning the low-level controllers, the
eye-gaze saccadic movements in the iCub is driven by the Cartesian 6-DOF gaze controller
described in [Roncone et al., 2016]. As for the arm movements, a minimum jerk Cartesian
controller is applied to control the iCub’s arm and torso [Pattacini et al., 2010]. Finally, the
arm movements are synchronised with the eye-gaze movements, specifically when a switch
between gaze fixations occurs. The validation was made with the HHI experiments data, and
applied to the HRI experiments for reproducibility of the arm movements. The most common
examples occur when the human switches from fixating the brick to another region-of-interest.

https://youtu.be/awneY9s6Zqk
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It is usually associated with the beginning of either the giving or the placing action.
The robot-as-a-leader scenario does not require the robot to use any sensor data from

the human. As illustrated in the block diagram of Section 5.3, our approach focuses on the
non-verbal communication from the leader to the follower. Since in the robot-as-a-leader, the
leader is always aware of the action, it does not require any feedback from the follower. It is
assumed that once the robot takes the leader’s role, the Gaze Dialogue Model generates the
robot’s gaze fixations and plans its action to execute either a giving or a placing action. The
eye-gaze communication and arm movements are assumed to be communicated and ’read’ by
the human follower. The leader’s eye-gaze communication for giving or placing actions is
determined as the most likely gaze fixations observed in the HHI dataset. Figure 5.4 shows
the probabilities of each gaze fixation during giving and placing actions, respectively, over
time. The robot-as-a-leader interacting with a human can be seen in the supplementary video
material video.GazeDialogue.ieee-2022.

In the case of the robot-as-a-follower, the human wears the eye-tracking system during
placing and giving actions. As the robot has to follow the interaction, it has to interpret the
relevant gaze fixations from the human. In this scenario, the human is part of the control loop,
by providing feedback to the robot controller through his/her gaze fixations. This information
is streamed, in real-time, to allow the robot to predict the human gaze fixations and the human
action while, also in real-time, generating the robot’s own gaze fixations and plan the robot’s
actions. The diagram in Figure 5.12 illustrates the human-in-the-loop modules involved in the
HRI.

5.4.2 Human-in-the-Loop System

To provide the robot with the human gaze fixations, i.e. Human-in-the-loop, labelling and
segmenting of the eye-tracker data is necessary to convert 2D images of the eye-tracker, to
human gaze fixations. The algorithm is called Visual Focus of Attention (VFOA), inspired
on the work from [Sheikhi and Odobez, 2012] which involves tracking the region where the
human is fixating in a 2D image. The following subsections explain the necessary steps to
segment, label, and communicate all the important eye-gaze fixations to the robot.

Gaze Fixation Point

The first step of the implementation of the block diagram of Figure 5.12 involves synchro-
nizing the gaze fixation point provided by the LSL network [Kothe], and the video frame
received directly by the Capture software of the Pupils Labs. The gaze fixation point is marked
by a green hollow circle, seen in Figure 5.11b, and it is recorded at 120 Hz. The world
camera, i.e. the egocentric view of the human, is published at 30 frames per second (30 Hz).
Since the frequency of the gaze fixations stream is 4 times faster than the stream of the world
camera, the process runs every 4 gaze fixation points from the buffer sent by the LSL network.

https://youtu.be/awneY9s6Zqk
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Figure 5.12: Diagram illustrating the connections between the different modules that make up the communication of the
human eye gaze to the robot fixations. The first module is related to the software that acquires the data from the eye tracker -
Capture by Pupil Labs [Kassner et al., 2014]. From this module the 2D fixation point of the subject’s gaze projected onto the
world view camera on the eye tracker is gathered. The stream of the world view camera, together with 2D gaze fixations
through LSL network [Kothe], is sent to the Visual Focus of Attention algorithm module to track the relevant fixations. The
final module is the implementation of the gaze dialogue model described in Section 5.3

Whenever the green hollow circle, i.e. the human gaze fixation, is inside a region of interest,
the VFOA algorithm classifies the gaze fixation point as a valid state Sk, and it is sent to the
Gaze Dialogue model.

Object Detection

The VFOA algorithm classifies as important eye-gaze fixations the states Sk and, corre-
spondingly, the observations Ok. To classify the valid gaze fixation points, a color-based
algorithm which extracts the relevant colors as the relevant objects to the HRI setup is used.
Table 5.4 identifies the objects, with the corresponding colors, extracted in the HRI experi-
ments and the associated label given to the Gaze Dialogue Model. An example of a HRI setup
with the VFOA algorithm classifying objects of different colors with its corresponding label is
in Figure 5.11c.

Label color RGB Object
Brick blue Cylinder
iCub’s Workspace red Sphere Shape
Human’s Workspace green Hexagonal Shape
iCub’s Hand cyan Cyan Sticker
Human’s Hand yellow Yellow Sticker

Table 5.4: Associated label to the colored object in the HRI setup.
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Face Detection

A Haar cascade classifier algorithm detects the iCub’s face. The cascade is trained with
real images of the iCub’s face. This classifier can detect the iCub’s face in the HRI scenario
quite accurately with very few false positives during the trials. Figure 5.11c) shows all the
regions of interest, including the iCub’s face, detected from the VFOA algorithm output.

The Gaze Dialogue Model was implemented in the Human-in-the-loop system as follows.
Firstly, the human gaze fixations are used as observations Ok and the robot’s gaze fixations
as the current state Sk. Secondly, the robot can predict the leader’s gaze fixation ŜL

k+1 and
action ÂL

k+1, using the appropriate HMM described in Table 5.2 and the Action Anticipation
algorithm explained in Section 5.3.2. Thirdly, the predictions are fed into the Planning/Control
block. Fourthly, the posterior decoding executes to generate the follower’s gaze fixations S ′F

k+1.
Finally, the leader’s predicted action is used to plan the follower’s action SA′F

k+1. From this
information it is determined which HMM model is used in the iteration k + 1 to generate the
next eye-gaze communication and arm movement of both leader and follower. The follower’s
gaze fixations are given as input to the robot eye controller [Roncone et al., 2016] to drive the
eyes towards the correct 3D space gaze fixation point. The Action Anticipation system is used
to decide whether the robot starts its arm movement toward the hand-over location, in the case
of giving, or stands still, in the case of a placing action.

5.4.3 Results of the Human-Robot Interaction Experiments

As discussed in Section 5.2, the robot-as-a-leader validates the leader’s correct gaze
fixations for giving and placing actions, as shown in Figure 5.4.

Concerning the robot-as-a-follower validation, the human is instructed to perform the two
types of actions plus an additional one: (i) giving, (ii) placing and (iii) fooling. The first two
actions are the same as present in the HHI experiment, hence the subject interacting with the
robot, albeit naive to the previous experiment, acted naturally without any further instructions.
A total of 40 trials with one participant are performed, 20 trials performing both placing and
giving actions. The Human-in-the-Loop system with the Gaze Dialogue Model ran online at
20 Frames per Second (FPS) and the steps shown are the iterations where new human gaze
fixations Ok+1 are received. It is not guaranteed that the Human-in-the-Loop system will
output meaningful gaze fixations (1 out of the 6 fixations) for every single frame (for all 20
FPS). This is reasonable since sometimes humans divert their gaze to unrelated locations,
considered in the human analysis as outliers, and in the HRI setting the occurrence did not
affect the Gaze Dialogue Model or Action Anticipation system. Figure 5.13 shows the mean
and standard deviation of the Action Anticipation systems for all of the trials in the HRI. Most
of the interactions are correctly classified (average of 75 % or above) with 40 iterations which
correspond to around 4 to 5 seconds of real-time human gaze fixations sequence. As for the
third action, the subject is instructed to cause a perturbation during the execution of a handover
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Figure 5.13: The Action Anticipation results for HRI trials on classifying the actions as a placing or giving action, respectively.

by switching to a placing action. The purpose of creating a fooling action is to show the active
adaptation of the Gaze Dialogue Model to the different gaze fixations of the human. Figure
5.14 shows the human gaze fixations. During the fooling action, the human is instructed
to execute a giving action, and before handing over the object, the human is instructed to
place the brick in his workspace. During the first 200 iterations the human gaze fixations
are mostly on the follower’s tower, which correlates with a giving action. After the 200th

iteration, the human fixates his/her own tower, which correlates with a placing action. The
robot generates its gaze fixations, driven by the model, and fixates its tower at the beginning,
before successively updating its gaze fixations to the leader’s face and to the leader’s tower. In
short, the results of the gaze fixations for the fooling action illustrates a fast reaction to the
non-verbal gaze communication cues exhibited at run-time.

In addition to the recorded gaze fixations probabilities, Figure 5.15 shows the output of the
Action Anticipation system and the predicted action of the human at each iteration. As the
interaction starts, the Gaze Dialogue Model and, more specifically, the Action Anticipation
system, predicts a giving action. The decision concerning the giving action was made when
the difference between the signals PG(k) and PP (k) exceeds a pre-defined threshold. The
threshold is empirically determined and it influences how fast the Gaze Dialogue Model reacts
to non-verbal communication cues. This decision was used by the robot to decide whether the
action is giving, as well as to start its arm movement, i.e. arm reaching towards the handover
location, or a placing action, to move the arm back to the rest position and continue observing.
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Figure 5.14: Human and iCub’s fixations when human as a leader is fooling a robot (starts with giving and after some time
switches to placing action): leader’s gaze fixations (top); probabilities of follower’s fixations (middle); follower’s decoded
most likely gaze fixations (bottom).

Once the leader fixates his/her tower, the probability for a placing action increases. As a
result, the robot returns to its rest position while observing the human performing a placing

action. This experiment validates the capability of the Gaze Dialogue Model to: (i) adapt to
human gaze fixations, (ii) update the action observed, (iii) generate correct coupling robot-as-
a-follower gaze fixations, and (iv) plan the according action. All of this simultaneously and in
real-time.

These tests lead us to the following conclusions: (i) the developed Gaze Dialogue Model

controller is capable of generating gaze fixations, in the robot-as-a-follower case, from real-
time gaze fixations of the human subject; (ii) the gaze fixations generated by the controller are
similar to the one’s observed in the HHI and modelling section; (iii) the controller can predict
the human action from the HHI dataset or from real-time gaze fixations in a HRI scenario;
(iv) the Human-in-the-loop system can translate online the human VFOA into relevant gaze
fixations during the HRI experiments; (v) the Gaze Dialogue Model successfully adapts to the
action intention of the human during the interaction.

5.5 Remarks

The Gaze Dialogue Model emerges during dyadic interactions involving individual (plac-

ing) actions and actions-in-interaction (giving) actions. The implemented model uses the data
collected during HHI experiments. The data consisted of paired, synchronised gaze fixations
of people involved in the collaborative task. The Gaze Dialogue Model combines four HMMs
that are selected based on the role of the person, leader or follower and two types of action:
giving and placing for each role. After completing the statistical analysis, with the results
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Figure 5.15: Robot’s action prediction when human is fooling a robot (starts with giving and switches to placing action)

shown in Figure 5.3, it was clear that the gaze movements are a stochastic process that can
be described with associated probabilities. The leader-follower experimental setup asks of
the follower to acquire predictive capabilities and adjust to the other interaction partner. The
leader’s goal is solely to concentrate on the task at hand without taking into account to the
follower. Therefore, the leader’s action was considered to be known, and the model was
deterministic, corresponding to the most likely gaze fixations of a human as a leader. The
HMMs are used to predict the gaze fixations of the leader and the leader’s action is inferred
from the leader’s gaze fixations. The posterior decoding is used to plan the follower’s gaze
fixations, based on the follower’s previous fixations and the observed leader’s gaze fixations.
The inferred leader’s action is used in HMMs for both (i) predicting the leader’s gaze behavior
and (ii) posterior decoding of follower’s gaze fixations.

The model was implemented in the iCub robot controller and tested in HRI scenarios. For
the robot-as-a-leader scenario, the iCub produces non-verbal gaze communication signals
that correlate with the instructed action and may thus be interpreted by the human. For the
experiments in the robot-as-a-follower case, a Human-in-the-loop approach is used, and the
human gaze fixations are fed back to the model running in the robot controller. The Human-
in-the-loop allows the robot to (i) infer the human action, and (ii) to adjust it’s gaze fixations
according to the human action.

In the case where humans try to fool the robot, by first performing a giving action and
then suddenly switching to a placing action, the Gaze Dialogue Model proved to be robust
to changes of intention. The robot first began by inferring the giving action and starting to
move the arm towards the handover location. As soon as the human switches the gaze to
his tower and starts a placing action, the robot quickly “understands” the change, moves the
arm back to the rest position, and continues to observe the human. The accompanying video
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material video.GazeDialogue.ieee-2022 shows the aforementioned cases, robot-as-a-leader
and robot-as-a-follower.

The iCub eye-gaze saccadic controller performed gaze fixations at a speed approximate to
a human, which allows for an accurate representation on the robot to the output of the Gaze

Dialogue Model. On the other hand, due to hardware restrictions the arm-motor movements
were slower on average to a human. This delay between the eye-gaze fixations and the arm
movements when performing actions resulted in longer execution times when compared to the
HHI experiments. Since the modelling of the robot’s behavior is based on the HHI experiment
data, if we have a robot with similar human arm-movements speed a more natural behavior of
the robot would be achieved.

Before concluding this chapter, an extension that focuses on the alignment of the leader’s
behavior during dyadic interactions is proposed. The recorded gaze movements of dyads
are used to build a model of the leader’s gaze behavior (Section 5.6.1). The follower’s gaze
behavior data is used for two purposes: (i) to determine whether the follower is involved in
the interaction, and (ii) if the follower’s gaze behavior correlates to the type of action under
execution. Information from (ii) is used to plan the leader’s actions in order to sustain the
leader/follower alignment in the social interaction. The model of the leader’s gaze behavior
and the alignment of the intentions is evaluated in a HRI scenario (Section 5.6.3), with the
robot acting as a leader and the human as a follower. During the interaction, the robot (i) emits
non-verbal cues consistent with the action performed, (ii) predicts the human actions, and (iii)
aligns its motion according to the human behavior. Section 5.7 is reserved for conclusions
future work.

5.6 Extending the Gaze Dialogue: proposal for modelling the leader’s

non-verbal cues

In the previous approach the leader’s gaze behavior was pre-defined as the average, most
likely behavior observed from the HHI scenario. Although this behavior may work on average
for most interactions, an HRI is never deterministic since humans are naturally unpredictable
and stochastic.

The terminology of [Gallotti et al., 2017] is adopted concerning the interaction roles, where
one agent can be viewed as the leader and the other one as the follower, in the sense that
the follower adapts his/her behavior to the leader, but not the other way around. Hence, in
a HRI scenario, a robotic follower will adapt to a human leader. However, when the robot
is the leader, the model behaves deterministically and it does not adapt to the behavior of
the human follower. In this case, the robot (leader) does not take the speed of the human
participant into account, and it is not concerned with the human’s understanding of the action.
The contribution of the current section is on tackling this issue.

https://youtu.be/awneY9s6Zqk
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As such, a reliable model for the leader’s behavior needs to take the feedback of the
follower’s behavior into account. In this way, it becomes possible to achieve the third level of
interaction [Gallotti et al., 2017], where both agents, the leader and the follower, adapt to each
other in order to achieve a mutual alignment. The focus of this work is on closing the loop of
the mutual alignment, by adapting the behavior of the actor performing the action (leader), to
the behavior of the actor observing and eventually participating in the interaction (follower).

5.6.1 Analysis of the Leader’s Gaze Behavior

The dyad interaction experiment is the one described in Section 5.3.1. The two actors have
to perform a turn-taking task of placing an object on the table, or giving the object to the other
person. Out of 72 actions, a total of 36 actions were giving and 36 were placing. The gaze
behavior of all 144 actions are labeled with identified relevant fixations and events throughout
the action (the labelling is identical to the previous section). The fixations are object (i.e.
brick), team-mates’ face (TM face), team-mates’ hand (TM hand), own hand, team-mates’
tower (TM tower), and own tower; and the events are object picked, object handed over, and
object placed. Object handed over exists only in the giving action. The focus of this work is
two-fold: (i) the gaze behavior of the leader during the giving action, more specifically on how
he/she behaves before and after the handover, and (ii) follower’s gaze fixation behavior when
the action is giving or placing.

Figure 5.16 shows the time spent on each of these gaze fixation states, throughout the whole
action, and for the two perspectives. In addition to the total amount of time spent on each
state, there is a distinction between the gaze behavior before and after the handover. For these
experiments, the handover time is defined as the moment when the leader’s hand releases the
object, and it is identified by the change in the fingers acceleration with respect to the brick.

Figure 5.16 (top image) shows how the leader is mainly focused at the object, and the
TM face and hand, right before the handover. The brick is fixated when the leader is visual
searching and/or grasping the object - the gaze assisting the motor control function. After the
object is grasped, the leader looks mainly at the TM face, hand, and towers - the non-verbal
cues to communicate the intention - the gaze engaged in communication purposes. Before the
handover, Figure 5.16 (bottom image), the follower fixates the TM’s face and hand, aiming
at reading the action intention of the leader - communicative gaze. After the handover, the
non-verbal cues serve purely functional goals. As the object is already in the follower’s
possession, the remainder of the action requires the follower to fixate his own tower and
controlling the arm towards the goal - the functional role of gaze to assist the motor control.

5.6.2 Modeling of the Leader’s Gaze behavior

In order to align the leader to the behavior of the follower a new model was built. Figure
5.17 shows the block diagram for modeling the gaze behavior and aligned motion planning of
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Figure 5.16: Cumulative analysis of the gaze behavior during the HHI experiment for the complete action, before and after
handover, showing the leader’s (top) and the follower’s fixations (bottom). TM stands for Teammate.

agents P1 and P2. This required the adaptation of the block diagram from the general gaze
dialogue model from Section 5.3 to Figure 5.17.

The state of each agent is defined as the gaze fixation Sk and type of action Ak. The
fixations [S1(k), S1(k − 1), ...] are emitted by agent P1, which are from the perspective
of agent P2, represented as observations [O1(k), O1(k − 1), ...]. Simultaneously, fixations
[S2(k), S2(k − 1), ...] are emitted by agent P2, and represented as observations [O2(k), O2(k − 1), ...]
of agent P1.

The ’Gaze behavior models’ encodes the leader’s gaze stochastic behavior, that depends on
the type of action. Action understanding uses the gaze fixation of the human to estimate the
probabilities of giving versus placing action. This is fed back to the ’Planning/Control’ block
for the motion planning of the agent and selection of appropriate gaze behavior model.

Human Gaze Behavior

The leader’s gaze behavior is modeled with Discrete-Time Markov Chains (DTMC) [Bi-
agini and Campanino, 2016]. A DTMC represents the evolution of a system that stochastically
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Figure 5.17: Block diagram of the proposed leader’s gaze behavior and alignment model.

switches from one state to another, at discrete time instances. The model has an associated
internal state variable: Sk ∈

{
U1, ..., UN

}
where U1, ..., UN denotes admissible state values,

i.e. fixations, and k ∈
{
1, ..., T

}
denotes the discrete time instants. In the case of a giving

action, the leader has six admissible states before the handover, and four states after (Fig.
5.18). This corresponds to the top image from Fig. 5.16 with six fixations before handover.
After the handover, the brick is never fixated and the fixation of one’s own hand is negligibly
small.

Figure 5.18: DTMC for the behavior of a leader: (left) before the brick handover; (right) after the brick handover.

The two DTMCs (for the period before and after the handover) are represented by transition
matrices learned from the HHI data, which has labeled fixations of the dyad throughout all the
actions. Transitions of the fixations for giving before and after handover are counted, and the
obtained transition matrices are given in Table 5.5.

The admissible states that correspond to the indexes of the rows and columns of the
transition matrices are: 1 - Brick, 2 - TM Face, 3 - TM Hand, 4 - Own hand, 5 - TM tower and
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Table 5.5: Transition matrix before handover AL
bhon and after handover AL

ahon for the giving action

Handover Leader

Before AL
bhon=


0.9861 0.0016 0.0045 0.0016 0.0041 0.0020
0.0038 0.9505 0.0438 0.0019 0 0
0.0018 0.0211 0.9718 8.81e−04 0.0044 0

0 0 0.0571 0.933 0.0095 0
0.0072 0.0145 0.0435 0.0036 0.9239 0.0072
0.0566 0.0031 0.0031 0.0126 0 0.9245



After AL
ahon=


0.9623 0.0205 0.0154 0.0017
0.0309 0.9423 0.0247 0.0021
0.0196 0.0039 0.9712 0.0052
0.0179 0.0179 0 0.9643



Figure 5.19: Leader’s fixations when is applied the DTMC before handover (blue section) and DTMC after handover (green
section).

6 - Own tower, before handover; and 1 - TM Face, 2 - TM Hand, 3 - TM tower and 4 - Own
tower, after handover. To illustrate the output behavior that can be obtained with the DTMCs,
a fixation sequence of 400 samples is generated (Figure 5.19), the first 200 samples using the
DTMC before handover and 200 samples using the DTMC after handover. Figure 5.19 show
that the fixations before handover are the brick, follower’s face, and hand. After the handover,
the fixations are the follower’s face, hand, and tower, with very short fixation of the own tower.
The leader’s fixation are given in the top image of Figure 5.16.

Human Action Understanding

Referring to Figure 5.17, the robot (agent P1) has access to the fixations of the human
(agent P2) which are represented as observations O2 (k) ∈

{
V1, ..., VM

}
. The admissible

fixations of the human are denoted by V1, ..., VM . The type of action is inferred from the HHI
data of the follower’s gaze fixations, by calculating the (average) empirical probabilities for
giving versus placing conditioned to the follower’s fixation, see Table 5.6.

When the follower looks at the leader’s face, the probabilities for giving and placing are
respectively 49.5% and 50.5%, meaning that it is not a strong cue for the action. Instead,
when the follower looks at the leader’s hand or at his own tower, it signals that the follower
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Table 5.6: Average probabilities for the giving and placing actions, with respect to the follower’s gaze fixations

Giving Placing
Leader’s face 0.495 0.505
Leader’s hand 0.617 0.383
Leader’s tower 0.294 0.706
Own tower 0.844 0.156

understood that the leader intends to give him the brick. Finally, if the follower fixates the
leader’s tower, this is a strong signal that the follower understood that the leader will perform
a placing action.

To select which action is being performed, the action probability is estimated by combining
the information related to the instantaneous follower’s fixations, with the past history of that
probability. These probability signals are denoted as PG and PP , respectively for the giving

and placing actions.
Based on the current instantaneous follower’s fixation, the action probabilities from Table

5.6 is used to update PG and PP with same approach from Eqs. 5.3a and 5.3b:

PG(k + 1) = (1− α)PG(k) + αδ(k)

where k refers to time, and α = 0.05. The update δ(k) depends on the values of Table 5.6,
evaluated with the instantaneous follower’s fixations. If the follower is currently fixating
the leader’s hand, and the giving action is selected, PG is updated with δ(k) = 0.617, and
PP is updated with δ(k) = −0.617. If the placing action is selected, PG is updated with
δ(k) = −0.383, and PP is updated with δ(k) = 0.383. This mechanism ensures a smooth
evolution of the action probabilities and filters out spurious noisy measurements.

An example of human fixation, and the output of action understanding block are given in
Figs. 5.21 and 5.22. In Figure 5.21, the human is engaged in the action and the probability
of giving is always higher than the probability for placing. However, in the second example,
during a certain period of time, the human fixates the leader’s tower, communicating that he
is understanding that the agent will perform a placing action. In this period, the probability
for placing grows, until the human switches the fixations to the agent’s hand or its own tower.
The second example will illustrate on-line alignment of the leader’s action planning from the
follower’s gaze cues.

5.6.3 Robot Experiments

The iCub robotic platform [Metta et al., 2010] is the robot chosen for these experiments. It
is the same experimental scheme presented in Section 5.12 with the objective of tracking the
gaze fixations of the human as a follower, while (s)he interacts with the robot. A Cartesian-
based gaze controller [Roncone et al., 2016] was used to control the robot’s eyes when fixating
3D coordinate points. The motor control of the torso, arm, hand, and fingers was done with a
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minimum jerk Cartesian controller [Pattacini et al., 2010], which is responsible for guiding
the movement of the robot to grasp the object, as well as to move the object to the handover
location, and return to the resting position.

The human gaze fixations are used as an observation and the robot’s fixations as the current
state. Using DTMC and the prediction algorithm explained in Section 5.6.1, it is possible to
predict the follower’s gaze fixation and the executed action. The predictions are fed into a
planning and control block. The posterior decoding algorithm is executed in order to control
the alignment of the leader’s fixations. The follower’s predicted action is used to plan the
leader’s action. This information is also used to determine which DTMC model will be used
in the next iteration for both the follower’s action and fixation predictions, and for calculating
the posterior decoding for the leader’s fixation.

Figure 5.20: A robot interacting with a human initially disengaged from the interaction. The green hallow circle is the human
gaze fixation. The gaze of the human can be classified as looking at relevant cues or outliers otherwise.

Figure 5.20 shows a robot performing a giving action. The HRI experiment starts with the
human not attending to the robot, and looking at his notebook, i.e. outlier.

Figure 5.21: On the top is human gaze fixations during the HRI experiment. On the bottom is the prediction of the understood
action.

During that time, the robot is continuing the non-verbal communication described in
Section 5.6.2. This is an attempt of reaching action alignment with the human through the
robot’s gaze behavior. Since the robot does not get any information from the human, i.e. no
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important cue provided by the eye tracker, the robot assumes the human did not yet understand
the interaction intention, and will not complete the giving action. After the robot manages to
catch the attention of the human, i.e. the human is looking at important cues of the interaction
- states S2 of the gaze behavior - the robot realizes the human understood the interaction intent,
and proceeds to complete the handover action, see Fig. 5.21. The top image in Fig. 5.21
shows the human gaze fixations the moment the human starts looking at valid gaze cues. This
is translated into the robot predicting the human understanding (Figure 5.21, bottom image).

In the second experiment the alignment of the robot is tested when the human misunder-
stands the action.

Figure 5.22: On the top is human gaze fixations for the HRI experiment. On the bottom is the robot predictions of the human
action.

Figure 5.23 shows the human initially looking at the robot’s face and hand. This implies that
the human understands the on-going action, as it is seen from the action prediction outcome in
Figure 5.22.

Figure 5.23: A robot interacting with a human that misunderstands the robot’s action. The interaction starts with an engaged
human on the correct action, then the human misunderstands the robot’s action, and hence, mutual alignment is broken. A
video showing the interactions is available in video.eccv.2018

The human then switches to fixate the robot’s tower. This changes the prediction of the
robot, concerning what the human understands, to a placing action. This results in the robot
retracting the arm, signaling that there is no action alignment, and that the interaction needs to

https://youtu.be/pLEhfRes57g
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adapt. The human then looks again at the robot’s face and hand, giving the robot the correct
prediction of the action. The robot resumes the interaction and finally hands over the object.

5.7 Remarks

This work describes a model of the stochastic gaze behavior of a leader, in a leader-follower
social interaction. The gaze fixations are used as an instrument for non-verbal communication,
to achieve transparency of the intended actions of an artificial agent. Simultaneously, the agent
also reads the human partner’s gaze cues to understand the action (s)he performs. Based on
this feedback, an agent can plan its motion to align its behavior to the current conditions of
the social interaction. The proposed models for gaze behavior and action understanding were
integrated in the iCub’s robot controller and validated in a HRI scenario with a human in the
loop. The iCub’s gaze behavior was modeled with two discrete-time Markov chains, to drive
the gaze before and after handover. The outcome of the models correlates to the analysis
obtained from the HHI experiment data.

Inferring the level of understanding of the action by a human is also based on the HHI
experiment data. From these data, an instantaneous probability of the two types of action
(giving and placing) is built. These instantaneous probabilities integrated over time, are used
to decide if the human understands the robot’s action. Our experiments illustrate how the
understanding of the action changes from the correct to the wrong action, and back again to the
correct one. When the inferred action is misunderstood, it signals the robot to stop moving the
arm toward the handover location, and to go back to the resting position. During that period,
the gaze behavior continued to emit cues to communicate the intention of the interaction.
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Human interaction involves very sophisticated non-verbal communication skills like un-
derstanding the goals and actions of others and coordinating our own actions accordingly.
Neuroscience refers to this mechanism as motor resonance, in the sense that the perception
of another person’s actions and sensory experiences activates the observer’s brain as if (s)he
would be performing the same actions and having the same experiences Natale et al. [2014].

6.1 Introduction

When humans perform actions which involve sharing objects between one another, coor-
dination and understanding are pivotal factors in a successful interaction. A core element in
interaction situations is the need and the means of expressing intent. Intent can be communi-
cated directly by comprehensive vocalized sentence or encoded as non-verbal cues through the
body, head, or eye movements. Research in corticomuscular and intermuscular coherence in
humans report the advantages of non-verbal communication in such interactions. For instance,
the mirror neuron system found in humans (and other primates) may have the fundamental
function of enabling the preparation of an appropriate complementary response to an observed
action. It may explain how two individuals can become so attuned to cooperating in joint
actions [Rozzi and Coudé, 2015]. Synchronisation in motor coordination [Pesce Ibarra, 2017]
is seen as a biological condition in order to improve efficiency and reliability in HHI. More-
over, synchronisation between two agents is preferred to two individuals systems, to achieve
optimal motor control. Further research on psychology [Nowak et al., 2017], cognition, and
neuroscience [Hu et al., 2017], reinforces on the idea that social interaction adheres from
synchronisation of lower-level elements [Bassetti, 2017].

The contributions of this chapter are threefold: (i) two computational models that describe
the behavior of “giver” and “receiver” for handover actions; (ii) a computational model
that represents the human-human coordination; (iii) an integrated model implemented into a
robotic controller for handover action recognition, and execution, allowing for human-robot
coordination.

This chapter begins with the same HHI scenario of previous chapter. A turn-taking game
of dyads in action-in-interaction (Appendix B) where the wrist data of both participants is
extracted. The DS are formulated representing reaching motions such as the “giver” and
“receiver” during a handover. From the data, two computational frameworks employ a state-
dependent, time-independent, DS: one corresponding to the person performing the handover
(the “giver”), and another to the recipient of the object (the “receiver”). A process of coupling
the two DS originates a Coupled Dynamical System (CDS), which relates both participants of
the handover. The developed architecture was incorporated in the iCub humanoid robot for a
HRI scenario.
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6.2 Methodology

Coupled Dynamical Systems

Using CDS enables the integration of two independent DS, learning the coupling function
between them ([Shukla and Billard, 2012]). This coupling behavior takes inspiration from the
biological studies on motor synchronisation of reach-grasp coupling [Mitz et al., 1991], as
well as the coupling between humans [Mörtl et al., 2014].

Let ξx ∈ Rdx and ξf ∈ Rdf denote the states of two independent DS. The CDS consist of a
master-slave system:

P(ξt
n, ξ̇t

n|θg
master) (6.1)

where the master sub-system is the DS of the first motor dynamics. After encoding the master,
the next step is to infer the state of the slave conditioned on the master:

P(Ψ(ξt
n), ξt

n|θg
coupled) (6.2)

Ψ : Rdm → R is the coupling function which is a function dependent on the master state.
Equation 6.2 allows to encode the dynamics of the slave sub-system:

P(ξt
n, ξ̇t

n|θg
slave) (6.3)

∀g ∈ G are the function parameters. θmaster, θcouple, and θslave denote the GMM parameters
for each respective sub-system. Ψ : Rdx → R is the coupling function which is dependent and
monotonic on the master state which satisfies Ψ(ξξξ∗

x) = 0.
[Lukic et al., 2014] applied the CDS approach to couple the movement of the human eyes

with the arm and the hand when performing point-to-point moving of objects with obstacle
avoidance. A CDS with: 3 DS corresponding to the dynamics of the eyes, arm, and hand,
and 2 coupling functions to infer the position of the arm with respect to the movement of the
eyes (eyes-arm), and to infer the finger configuration of the hand with respect to the location
of the arm (arm-hand). In order to achieve human-human motor coordination it is necessary
to couple the arm movement of two humans in a HHI involving collaborative tasks. Figure
6.1 presents the CDS architecture for the action-in-interaction task. The CDS architecture of
[Lukic et al., 2014] is extended by applying it to an interaction scenario: the first CDS is for the
agent that is performing the action-in-interaction, i.e. the leader of the action, and the second
CDS is for the agent that is observing the action and participating in the action-in-interaction,
i.e. the follower of the action.

It is argued that each agent’s CDS has an internal model defined by the intrapersonal
coordination of [Lukic et al., 2014]. When interacting with other agents, an external system
(the Coupling System) performs the motor communication and coordination required for a
successful interaction. The end-effector of Agent 2, the “receiver”, is then conditioned on the
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Agent 1 Agent 2

Coupling

Learned
GMMs

Coupling    System

Figure 6.1: Diagram of Human-Human Collaboration System.

end-effector of Agent 1, the “giver”:

P(ξef1 , ξ̇ef1 |θg
1) (6.4)

P(Ψ(ξef1), ξef2|θg
1:2) (6.5)

P(ξef2 , ξ̇ef2 |θg
2) (6.6)

where Equation 6.4 represents the end-effector of the intrapersonal coordination of agent 1,
which encodes the dynamics of the end-effector and generates the end goal of agent 1. This
state is given to the coupling sub-system given by Equation 6.5 and applied to the coupling
function Ψ(ξef1) in order to infer the state of agent 2. In return agent 2 end-effector position is
updated following the dynamics present in Equation 6.6.

6.3 Modelling Human-Human Collaboration System

6.3.1 Dynamics of each Agent

Let ξef1 be the “giver”’s right wrist, for simplicity ξ1, and ξef2 the “receiver”’s right wrist
as ξ2. The wrist trajectories for the handover action are shown in Figure 6.2a. ξ1 ∈ Rd and
ξ2 ∈ Rd, where d := {p, h} = 2, for proximity and height, respectively. The p-proximity
dimension is computed as the euclidean norm of Cartesian coordinates x and y, ∥x+y∥2. The
h-height coordinate is the Cartesian coordinate z.

The attractor point of the DS, i.e. the origin point in Figure 6.2b, is the handover meeting
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point computed as the average point from all the human trajectories. To compute the GMM
parameters the stable estimator of dynamical systems (SEDS) approach [Khansari-Zadeh and
Billard, 2011] is used, since it ensures assymptotic stability at the attractor point. To generate
new trajectories from the learned GMMs, GMR takes a sample t from P(ξξξt, ξ̇ξξt|θ) to provide
the desired output.

(a) (b)

Figure 6.2: The “giver” (top), and “receiver” (bottom) respective learned DS from demonstrations. (a) shows the recorded
demonstrations; (b) shows the GMM encoding the desired value of ξxh , ∀x ∈ {1, 2}, for the height axis (red dashed line),
given the current value of ξyp , ∃y = x, for the proximity axis (red dashed line), as observed in the demonstrations.

6.3.2 Coupling between Agents

The reason for coupling both humans is bolstered by psychologists and neurobiology
scientists as an indispensable factor for social interaction [Kelso et al., 2013, Burgoon and
Kendon, 1992, Feldman, 2007]. From the analysis of the HHI data it can be concluded that
there are only two dimensions of interest that can be extracted from the data: (i) how far away
the arms are from each other, (ii) the difference of height. This dimensionality reduction is
possible due to the configuration of our HHI experimental setup. In all experiments, seen in
Figure 6.3, the dyadic participants were facing each other on opposite sides of a table. As a
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Figure 6.3: Illustration of the coordinate variables y and z as distance and height to the handover location, respectively.

result, the movements of reaching and passing objects were directed forward. The dimension,
which can be described as perpendicular to Figure 6.3’s image plane, could be removed from
the wrist data, reducing the complexity of the problem. Let Ψ ∈ R2 be the coupling function
that relates ξ2 conditioned on ξ1 over {p, h} coordinates. The coupling is applied according to

Ψ(ξ1p) =∥ x + y ∥2

and
Ψ(ξ1h

) = z

Figure 6.3 shows an experimental representation of the coordinates used for coupling the
motion of the leader and follower’s wrist in the handover action.

(a) (b)

Figure 6.4: Coupling between “giver” and “receiver” wrists in: (a) the proximity axis P(Ψ(ξξξ1p
), ξξξ2p

|θp) , and (b) the height
axis P(Ψ(ξξξ1h

), ξξξ2h
|θh), towards the handover meeting point.

Figure 6.4 reveals the correlation between agent’s wrist motion for p and h coordinates,
respectively. For the s, SEDS is the approach chosen for ensuring asymptotic stability in the
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Coupling System. From analyzing the coupling functions some details are relevant. Firstly,
the influence of the “giver”’s wrist motion upon the “receiver” is stronger when close to the
handover meeting point. Secondly, the h coordinate, i.e. the height of the arm, has a significant
impact in closer distances than the p coordinate. Meaning the “receiver” arm’s height is only
influenced by the “giver”’s motion when the “giver”’s arm is reaching, closely (less than 10
centimeters away), the handover location. Thirdly, for considerable distances (larger than
20 centimetres), the p coordinate can give an indication on the type of action. This might
have to do with the setup of the HHI scenario which involves handing over objects to another
participant or place it on your own tower near you, i.e. tower was closer to you than the other
person.

6.3.3 Alternative Approach to Coupling between Agents

An alternative approach alters the way “giver”, and “receiver” are viewed. The dynamics
of master-slave does not suit a context of human-human coordination. What is learned from
literature is that humans synchronize their movements [Sisbot et al., 2010], and it happens as
well between humans and robots [Mörtl et al., 2014]. As such, a different approach must be
considered in order to achieve synchronization between the two sides:

P(ξg, ξ̇g|θg) (6.7)

P(Ψ(ξcouple), ξcouple|θcouple) (6.8)

P(ξr, ξ̇r|θr) (6.9)

where P(ξg, ξ̇g|θg) is the dynamics of the “giver”, and P(ξr, ξ̇r|θr) is the dynamics of the
“receiver”. However, the coupling system is defined by P(Ψ(ξcouple), ξcouple|θcouple), where
the variable couple is the relation between “giver” and “receiver”’s wrist position. Ψ(ξcouple)
denotes the coupling function defined as:

Ψ(ξcouple) = |ξg − ξr| (6.10)

where ξg and ξr are the positions of the wrist of the “giver” and “receiver”, respectively. The
absolute distance between wrist positions was chosen since when the distance reaches zero, it
means the wrists have reached the point of shortest distance, which is assumed as the handover
location. Figure 6.5 illustrates the new dimensions for coupling both agents. For DS and CDS,
the equilibrium point is the convergence of the system, in a sense, it makes sense that the
convergence point of a human-human coordination system of arm movements for a handover
action would be the handover location. Moreover, the DS and CDS are robust to perturbations
on the input variable, which is convenient due to the oscillatory behavior of the human arm
movement.
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Figure 6.5: The dimensions of the new approach. dp and dh are respectively, the distance between wrists, parallel to the
floor, and the difference of height, perpendicular to the floor, between wrists.

Since the DS for the “giver” and “receiver” are identical as the previous version in the
last section, the focus here is on modelling the coupling behavior between the two using our
approach discussed above. From Equation 6.10 the coupling function defined is

Ψ(dp) =∥ dh ∥

dp =∥ ξ1p - ξ2p ∥, where ξ1p and ξ2p are the location, parallel to the table, from the handover
location to the wrist of the “giver” and “receiver”, respectively. dh = ∥ ξ1h

- ξ2h
∥, where ξ1h

and ξ2h
are the location, perpendicular to the table, from the handover location to the wrist of

the “giver” and “receiver”, respectively. The handover location is considered as the final wrist
position for the “giver” and “receiver” for each different dyad in each experiment trial. Figure
6.6 shows the learned coupling model. The handover location is not the same for the “giver”
and “receiver” since participants may differ in arm’s length. Additionally, for the purposes of
simplicity, it is assumed that at dp = dh = 0 the handover takes place.

From the analysis of the coupling model the following can be concluded: the most notable
difference compared with the previous approach from Section 6.3 is the single coupling
function. In terms of complexity, this approach requires one less computational step to obtain
the relation between “giver” and “receiver”. The new approach uses the norm difference of
the wrist locations (Equation 6.10). The norm is believed to be biologically inspired [Haggard
and Wing, 1991]. The other advantage to the previous approach is the fact that it no longer
considers the “receiver” as a slave to the “giver” movements. Our new approach considers
each to have an impact. This approach has bi-directional usage, in a sense that this coupling
function can be used to couple the “receiver” to the “giver” behavior, or the “giver” to the
“receiver”, depending on which is the one desired to control.

Algorithm for Updating Human-Human Collaboration System

Algorithm 6.1 explains the process Agent 1→ Coupling System→ Agent 2 presented
in the diagram of Figure 6.1. The process includes generating the next state ξ1 and velocity
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Figure 6.6: Learned CDS between “giver” and “receiver”. dp is the distance between wrists, parallel to the floor, and dh is
the difference of height, perpendicular to the floor, between wrists. The origin is when the wrists are at the nearest distance
from the two which it is considered as the handover location.

Algorithm 6.1 CDS for action-in-interaction

Input: ξ1(0); ξ̇r
1(0); ξ2(0); θ1; θ2; θ1:2 := {θp

1:2; θh
1:2}; ∆t; ϵ

Set t = 0
while (∥ξ̇1(t)∥ > ϵ and ∥ξ̇2(t)∥ > ϵ) do

Update “giver”: ξ̇1(t) = E[P(ξ̇1|ξ1; θ1)]
ξ1(t + 1) = ξ1(t) + ξ̇1(t)∆t

ActRec(ξ̇r
1(t), ξ̇1(t))

First Approach Alternative Approach

Coupling System: ξ̃2p
(t + 1) = E[P(ξ2p

|Ψ(ξ1p
); θp

1:2)] dp(t) =∥ ξ1p
(t)− ξ2p

(t) ∥

ξ̃2h
(t + 1) = E[P(ξ2h

|Ψ(ξ1h
); θh

1:2)] ξ̃2(t + 1) = E[P(ξ2|Ψ(dp(t)); θgr)]
ξ̃2(t + 1) = (ξ̃2p

(t + 1), ξ̃2h
(t + 1)) ξ̃2(t + 1) = ( ˜ξ2p

(t + 1), ˜ξ2h
(t + 1))

Update “receiver”: ξ̇2(t + 1) = E[P(ξ̇2|ξ̃2; θ2)]
ξ2(t + 2) = ξ2(t + 1) + ξ̇2(t + 1)∆t

t← t + 1
end while
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profile ξ̇1 of the “giver”’s motion, this velocity is to be compared with the real “giver”’s
velocity ξ̇r

1 for evaluation of the current action (ActRecog explained in Section 8.3.4). To
note that the velocity profile ξ̇1 is the generated velocity of the DS model for the learned
“giver”’s motion and it is compared with the real (observed) velocity of the human “giver”. The
state ξ1 = (ξ1p , ξ1h

) is provided to the Coupling System to infer the state of the “receiver”’s
wrist ξ̃2. Following that, it is used to generate the next state ξ2 and velocity profile ξ̇2 of the
“receiver”. The cycle is repeated until convergence, i.e. the meeting point has been reached for
both agents, to complete the handover. Since the CDS architecture ensures global asymptotic
stability, the ϵ convergence parameter can be set as a small number which satisfies that the
“receiver” has reached the handover meeting point.

Overall, from Figures 6.2 and 6.4 the conclusions are: (i) the motion of the “giver” and
“receiver” are different during human-human coordination of handover actions. It is illustrated
in Figures 6.2 (b) that the motion of the “receiver” is more impactful when closer to the
handover meeting point, it is hypothesized a reasoning of the “giver”’s intention before
interacting; (ii) Figure 6.4 emphasizes this notion and also learns a function that couples the
motor movements of the “giver” with the “receiver” for handovers.

6.4 Robot Experiments

In order to evaluate the models of the intrapersonal and the interpersonal coupling motor
coordination developed in Section 6.3, experiments of human-to-robot handovers with the
iCub humanoid robot are performed. The coupling function selected is the alternative approach
as it provides similar results with less complexity.

Experimental Setup

Figure 6.7: Side view of the HRI experiments. The wrists of the robot and human are highlighted in blue and yellow,
respectively, to represent the rigid bodies created by the motion capture system.

The setup for the HRI experiments is as follows. A human is giving an object to a humanoid
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(Figure 6.7) while the robot receives the object following the coupling behavior mentioned
above. The OptiTrack Mocap tracks the arm (i.e. wrists) movements. Two rigid bodies are
created from markers: (i) the iCub wrist, (ii) human wrist. These experiments serve to validate
the controller’s robustness to variability on the human arm movement. The coordinates are
sent from the Mocap system and streamed through a Lab Streaming Layer [Kothe] as a YARP
port to the humanoid robotic controller.

Robot Controller

The iCub module Cartesian Interface [Pattacini et al., 2010] computes the inverse kine-
matics and joint configuration of the robot to reach the desired Cartesian coordinates given
as input. The DS of Agent 2 updates the “receiver”’s wrist ξ2 (Algorithm 6.1) for p- and
h- coordinates which are then sent to the robot controller as the x coordinate, z coordinate,
respectively, in the robot reference frame (iCub torso). The robot y coordinate is taken as the y
coordinate of the human’s wrist, allowing for generalization in the handover location.

Meeting Point Definition

The following assumptions are made during our experiments. Since the dataset contains
only information regarding the wrist it is predefined the hand aperture and grasp orientation for
the handovers. In order to translate the wrist information to the architecture of our controller,
the meeting point needs to be defined. It was set as the furthest region an iCub can reach
for a safe and successful grasp without rotating its torso. These assumptions aim to give a
one-to-one comparison with the HHI experiments.

Action Recognition

To recognize a handover action from a human the error between the current velocity ξ̇r
1 and

the DS generated velocity ξ̇1 is computed, adding the velocity profile direction:

ActRec(ξ̇r
1(t), ξ̇1(t)) = − ∥ ξ̇r

1(t)− ξ̇1(t) ∥ sign(ξ̇r
1(t)) (6.11)

The last term in Equation 6.11 aims at detecting the correct velocity of the wrist. From the
velocity direction, it is possible to extract information whether the human is approaching the
meeting point or moving away from it.

Results

Figure 6.8 shows the results for handover and placing actions where the human is the “giver”
and the robot the “receiver”. It can be seen from Figure 6.8 (a) that the handover actions
were completed successfully. In more detail, (c) and (d) show the projection of the data to the
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Projection of HRI Data

(a) Human-to-robot handovers. Red lines are the iCub wrist trajecto-
ries, Blue lines are the human wrist trajectories.

Projection of HRI Data

(b) Human performing different types of no Handovers, i.e. placing
objects at different places.

(c)
(d)

(e) (f)

Figure 6.8: HRI experiments involving a human handing over objects to the iCub or placing them on a table. (c), (d),
represents the projection of the HRI data for actions in (a), while (e) and (f) are the projection data for the actions in (b). (c)
and (e) compares the robot data with Agent 2’s DS, while (d) and (f) compares the human data with Agent 1’s DS. (d) and
(f) represents the velocity profiles from the real data ẋr and the generated velocity streamlines from the DS ẋd. (e) and (f)
have the trajectories labelled for each different trial, e.g. x1

R is the robot’s response to the human trajectory ẋd
1. The HRI

experiments are demonstrated in the complementary video.roman.2019.

respective agent’s DS. It shows that the robot follows the coupling function and behaves like a
”receiver” as seen in (c) when the human hands over an object. However, for cases where the
human behaves differently from what was observed, placing the object instead (Figure 6.8
(b)), the robot can detect and adapt to it. This can be seen from the projections in (e) and (f),
which present three different cases of no handovers. The trajectories presented mark the real
velocity as x1

d and the respective desired velocity from the “giver”’s DS. In the first example of
a no-handover, it is quickly detected that the human is not performing a handover, as the real

https://youtu.be/nly7LfjhqA8
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velocity is to an opposite direction to the desired. The result is a detection of a no-handover
from Equation 6.11 which stops the Coupling System from generating a new desired location
for the robot (x1

R), moving the robot back to its initial position. In the second example the
human performs an action presenting more similarities to a handover. However, from the
Coupling System the effect is minimized and from Equation 6.11 the incongruities between
the real x2

r and desired velocity x2
d are detected. As an extreme example, the third case was

chosen to test the architecture to its limits. It shows the human trying to fool a handover right
until the last moment before finishing the movement. This results in the Coupling System to
update the robot as a “receiver” (x3

R) until the human alters its trajectory and places the object.
These sudden movements cause the action to not be recognized as a handover, i.e. ActRec(ẋ3

d,
ẋ3

r)< 0, stopping the motion update and returning the robot back to the initial position. This,
of course, it is not desirable, but the goal of this example is to explore the robustness of the
architecture to very extreme scenarios of false handovers. To reiterate, the cases that the action
is considered a no handover is, when throughout the wrist motion, the “giver”’s velocity profile
ξ̇1 is contradictory of the DS “giver” output for a handover.

As for the opposite case, e.g. the human begins by exhibiting a behavior that resembles the
placing of an object onto a table and in the middle of the action decides to hand it over to the
robot, our method is also capable of adapting the robot’s response. This is possible due to the
continuous update of Algorithm 6.1 in recognizing the human action from the arm trajectory
and adapting the robot’s behavior accordingly.

Figure 6.9: HRI experiment involving a human handing over an object to the iCub. This experiment exemplifies the
adaptability to human behavior. The human begins by placing the object in front of the robot and, due to the coupling
functions, the action is not recognized as handover, so the robot does not interact with the human. Only when the action
is recognized as a handover does the robot behave to receive the object. The HRI experiments are demonstrated in the
complementary video video.roman.2019.

https://youtu.be/nly7LfjhqA8
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6.5 Final Remarks

This is an approach for learning an interpersonal coordination model from human demon-
strations. The first contribution involves modelling the human kinematic motion during
handover of objects. The second contribution aims at modelling the human-human kinematic
coordination during a shared action such as a handover. A coupled-DS was adopted to model
the intricacies between human wrist motions during a handover movement. Two separate
coupling functions were computed from human demonstrations which allows for a detailed
understanding of human action intention. The third contribution focused on implementing
a controller for a robotic humanoid robot in order to: (i) understand the handover intention
from the human wrist motion, and (ii) control a humanoid to behave as observed during the
human-human scenarios. Our results support the hypothesis that the robot expresses “human-
like” motion during a handover action with a human. Moreover, the developed architecture
allows the robot to understand the action intention of humans and decode the handover action.
Figure 6.9 shows one of the experiments performed with the robot where the coupling comes
into play. During the experiment the human performs three actions: placing an object in
front of the robot, picking up the same object, handing over the object to the robot. From
the understanding of the behavior of the arm motion in handover actions, it is possible to
discriminate between non-handover actions, and handover actions. The internal model of the
robot is responsible for understanding the intention of the human, and the coupling model is
responsible of adapting the motion of the robot to the observed behavior. The two coupling
systems have two distinct ways of coordinating two agents. The first approach defined each
agent has an individual model with an additional coupling model that takes information from
one (the giver) and sends the desired coupling behavior to the second (the receiver). The
second approach is a simplified version of the former where only the coupling model is present.
The former only acts when a correct giver’s motion is recognized, while the latter approach
assumes a correct giver’s motion and always adapts the receiver’s. The latter approach is less
complex with fewer steps to calculate the receiver’s motion. Hence it is trade-off between
speed and efficiency (the second) vs complexity and accurateness (the first).
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7
Identify liquid fullness in cups from

human gaze cues

“ It’s not what you look at that matters, it’s what you see. ”
Henry David Thoreau,
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For collaborative tasks, involving handovers, humans are able to exploit visual, non-verbal
cues, to infer physical object properties to modulate their actions. In this chapter, the liquid
level of cups is the case used to explore the human non-verbal signals emitted when handling
the cups in collaborative scenarios. It is our common experience that transporting a container
(such as cups, glasses, or mugs) filled with some liquid is much more delicate than when it is
empty. [Mayer and Krechetnikov, 2012] put this common knowledge to the test by examining
people walking with a mug filled with coffee. They have found that humans try to avoid
spilling the content by either estimating the frequency of sloshing of the liquid (moving the
hand so as to counteract the induced slosh), or by slowing down and adopting a more careful
manipulation. The choice between these two strategies seems to be related to individual
preference. When it comes to programming similar skills in robots we argue that it would be
best to choose the latter option, as it will be the most effective to prevent accidental spills.

7.1 Introduction

Perceiving the physical characteristics (e.g. mass) of objects manipulated by others is often
important to prepare our own actions, as during the handover of heavy objects. Humans can
infer such properties, even when they are not visually observable, through the analysis of the
motor behavior of another human handling an object [Kjellström et al., 2011]. Understanding
the existence of water, or any liquid, in a cup has been a challenging problem in computer
vision and robotics. There have been attempts at training large neural networks to classify the
level of liquid from a single RGB image [Mottaghi et al., 2017, Modas et al., 2021], or RGB-
depth cameras [Do et al., 2016, Do and Burgard, 2019, Schenck and Fox, 2017b]. Alternatively,
other approaches required pouring liquid in a cup to detect the liquid level [Schenck and Fox,
2017a,b, Do and Burgard, 2019, Yu et al., 2015]. However, some challenges are extremely
difficult to handle, such as occlusions, transparency of the liquid, different types of cups,
colors, and the most important case, opaque cups. Most existing approaches struggle with
opaque cups as you might not get the chance to view the cup from an advantageous angle that
allows to view the liquid inside [Mottaghi et al., 2017, Do et al., 2016], or get the robot to
manipulate the cup prior [Do and Burgard, 2019, Schenck and Fox, 2017b,a, Yu et al., 2015].
In most cases the cup or object is handed to the robot without any prior knowledge. The
problem tackled here is different from before.

The aim is not through direct visualization of the cup but through observation of human
motion. The proposal is a novel perspective that takes into account the human side of the
equation. Experiments have shown that human subjects are capable of estimating the weight
of an object, through the observation of other people lifting objects with different weights
[Alaerts et al., 2010a]. [Wei et al., 2018] used human gaze direction to infer the action being
performed. I argue that it is possible to understand the fullness level of a cup, to a certain extent,
by observing others manipulating it. This proposal aims at studying the human-to-human
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handovers of cups with different water levels [Sanchez-Matilla et al., 2020] and explore the
non-verbal gaze cues shared by humans during manipulation. Humans tend to fixate the gaze
direction in the regions that are most relevant concerning the executed action [Flanagan et al.,
2013]. Therefore, exploring the eye-gaze cues should provide us with the relevant information
for classifying water level in cups.

7.2 The Fourth Experimental Setup

The experiment consists of two people sitting on opposite sites of a table and completing a
set of instructions hidden in a puzzle set provided to each one of the participants. This puzzle,
which can be seen in Figure 7.1 (a) on the bottom region from the point of view perspective,
has a set of LEGO® pieces that are to be picked up, one by one, and beneath specific pieces,
there are instructions to manipulate the available cups. On each side of the table there are 3
identical cups but with three possible levels of water inside: (i) empty, (ii) 50% full, and (iii)
90% full; which for simplicity is referred as empty, half, and full cup. The action instruction
involves manipulating one of the 3 different cups as follows: (i) to grasp it and move it from
the initial position (the right of the puzzle) to the left side of the puzzle (final position), or (ii)
grasp it and hand it over to the other participant in front of the table. Figure 7.1 (b) shows an
example of action (i) and Figures 7.1 (c)-(e) of action (ii). The instruction indicates the type of
action and which cup to manipulate. The experiment is finished when both participants pick
all the puzzle pieces, building a structure in the process, and all the actions are fulfilled. The
pair of participants repeat the experiment a total of 5 consecutive times however the location of
the action instructions changes in each repetition. The participants did not know, beforehand,
which of the pieces contained an action instruction and the number of actions changes for each
trial. This is to prevent any anticipatory behavior by the participants.

(a) (b) (c) (d) (e)

Figure 7.1: HHI experiment: video frames from the head mounted eye tracker field of view camera and corresponding
eye-gaze fixation marked in each frame with a green-dot. (a) subject is working on its individual task, (b) moving a cup from
right side of the table to the left, (c)-(e) subject handing over a cup to the other participant.

The purpose of the experiments is to record the visuomotor movements of both participants.
To collect the sensory information of the human eyes-head-arm movements the Pupil Labs
head-mounted glasses, and OptiTrack Mocap systems are used. The Pupil Labs glasses are
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worn by each participant providing the eye-gaze movements, and OptiTrack infrared markers
are placed on the glasses, as well as the right hand’s wrist for capturing and 3D tracking of
head-gaze and arm movements. In Appendix C there is more details on the experimental setup,
sensors, and data collection.

A total of 6 participants age from 22-30 years old, 5 females and 1 male, all right-handed
took part in the experiment. None were members of the lab or the department, and all
were naive regarding the purpose of the experiments. A total of 209 cup manipulations are
performed: (i) 105 trials are of moving the cups from the right to the left side of the puzzle,
(ii) 52 trials are of handing over the cup to the other participant, and (iii) 52 trials of receiving
the cup from the other participant (mirror action of (ii)). The dataset is composed of 17, 19,
and 16 handovers for empty, half, and full cup, respectively.

7.3 Analysis of Human Eye-Gaze

The eye-gaze fixations is provided by the Pupil Labs Capture system as a 2D pixel location.
This location is a representation, in the world camera video reference, of where the participant
is looking. Since this is a free-moving reference frame and head-mounted on the participant,
the 2D pixel vector points are not useful to understand the non-verbal gaze movements in
human-to-human handovers. As a result, it was necessary to process the data acquired from
Pupil Labs into meaningful gaze fixations, i.e. eye-gaze cues relevant to the experiments.
Henceforth the data was labelled by an independent engineer who followed the sole instruction
of identifying the most prevalent gaze fixations in the whole experiment. The engineer did not
participate in the makings of this work nor was it aware of the purpose of it.

Fixation % of Frames
Cup 30 – 40
Own Hand < 5
Face 10 – 30
Other’s Hand 30 – 40
Other’s Cup < 1
Puzzle NP
Final Position NP
Outlier < 1
No Gaze < 1

Table 7.1: Total percentages on average for all gaze cues during handover actions. NP - Not present.

The most frequent eye-gaze cues are shown in Table 7.1 and correspond to: looking at the
cup (Cup), at own hand (Own hand), at the other person’s face (Face), at the other person’s
hand (Other’s Hand), at the cup the other person is manipulating (Other’s Cup), when picking
LEGO® pieces (puzzle), looking ahead to where the cup will be placed (Final Position), none
of the above and with no particular meaning (Outlier), and a frame with no gaze fixation (No
Gaze).
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Figure 7.2: The average and standard deviation percentage ([0 - 100%] in a [0 - 1] scale) of eye-gaze cues duration during
handover actions

The segmentation of the handover actions is initiated when the participant fixates the cup
for grasping and concludes when the handover is completed, which can be identified from the
video recordings. These segments were collected for all the participants and the three cups.
Table 7.1 shows the percentages of frames present in all the handovers collected for each of
the aforementioned eye-gaze cues. It is reasonable to comprehend the reason that some of
the cues are not present in the handover situation, e.g. the puzzle refers to moments where
the participant is not performing an action, and the Final Position is related to the location
where the cup is going to be placed. The Own Hand is uncommon to occur in handovers and
when it does happen it is usually during grasping or manipulation of the cup, hence it is as
fixating the Cup. As a result, the 3 most relevant eye-gaze cues can be compared for the three
possible cups. Figure 7.2 shows the time spent fixating the eye-gaze cues for the three types of
the cup during handovers, ignoring the Outliers and No Gaze frames. A Shapiro-Wilk test
was performed and demonstrated that the fixations distribution departed significantly from
normality (W=0.9121, p=0.0008). As such, non-parametric tests were used in the analysis.

When the cup starts having more and more water, the human has to focus his/her attention
on the stability and spilling concern during the handover, hence more time is focused on
looking at the cup during the handover. In the Full condition more time is spent fixating
the Cup then the Face and Hand and the difference is statistically significant (Wilcoxon test
p=0.0059 to Other-Hand *1, and Wilcoxon test p=5.6430e-05 to Face *2). The eye-gaze cues
analysis demonstrates that eye-gaze movements have two purposes: visuomotor control and
visual-communication control. The former are the visual cues to guide the motor movement,
and the latter are the visual cues to communicate intent to others. The former eye-gaze
movements happen most often at the beginning of the action to ensure the object is safely
stored in the hand and only after the grasp and manipulation are guaranteed to respect the
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Figure 7.3: The average percentage ([0 - 100%] in a [0 - 1] scale) of eye-gaze cues duration during handover actions along
the time sequence.

object conditions then the human moves towards a gaze oriented toward expressing intent.
From Figure 7.2 it can be concluded that the emptier the cup, the more time you can spend
communicating your intent. The communication intent is expressed by more time spent
looking at the subject’s face and hand. Friedman test confirms that the cup condition changes
significantly the fixation percentage of Face, Hand, and Cup (p=6.4767e-04 *3). For a full
cup, the visuomotor control of the action is more important than the visual-communication.

The eye-gaze movements as seen in Figure 7.3 are processed to understand the sequence of
events that happen during a handover. From analysing the eye-gaze cues during handovers it
can first be concluded that, as previously seen in Chapter 5, the focus, in the beginning, is on
fixating the cup. The initial 20% of the duration the Cup is fixated thrice as much than the
other two. This is the functional gaze performing the visuomotor control of the arm grasping
the cup for a safe transportation. Secondly, the visual-communication only occurs during the
transportation and after the visuomotor control check. Additionally, fixating the face does not
occur in the visuomotor part, indicating that this is a gaze cue for communicating intent and
not for visuomotor guidance. Thirdly, the emptier the cup was the sooner participants started
communicating intent and for longer. Figure 7.3 shows that face is more likely to be fixated
sooner and continue being present throughout the handover for not-full conditions.

In the full cup condition, there is one evident discrepancy to the other cases. The fixation
of someone’s face becomes dominant in an small interval of time during the handover. In
comparison to the other two conditions, the face continues to be fixated until the end of the
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action. From this, the face cue can be imagined as a bell-curve signal in which as the level of
water increases the amplitude increases while the width shrinks. This can be translated into an
increased difficulty in manipulation so more time has to be spent in performing visuomotor
control. This results in less time to communicate intent so the visual-communication is quicker
but more pronounced.

7.3.1 Eye-gaze vs Head-gaze cues

Figure 7.4: Eye movements (top) vs head movements (bottom) for the three cases of water levels.

These data allow us to make a comparative analysis between two non-verbal cues: using
eye-gaze cues, against the most common approach in robotics, head-gaze orientation [Claudia
and Shah, 2015, Zheng et al., 2015, Kshirsagar et al., 2020]. From the markers placed on the
head-mounted eye-tracker, the head orientation during the handover actions can be tracked.
The absolute orientation shift of the head is computed for all the participants from the initial
point. Figure 7.4 shows the two non-verbal cues over the handover sequence for the three
types of cups. The first major difference is the reaction time, where the eyes switch fixation
sooner than the head moves. This is in line with the human visuomotor coordination where
gaze shows an anticipatory behavior preceding motor movement [Lukic et al., 2014, Johansson
et al., 2001]. Secondly, from the eye-gaze data there are three important cues (cup, other’s
hand, face), however from solely the head orientation that distinction is not available because
the spatial configuration difference of all those three cues are too small to be detected. This
is simply a limitation on what can be extracted from head movements. On the other hand
eye-gaze cues, following the ideas from Chapter 5, have two properties of gaze movements:
(i) visual-communication and (ii) visuomotor control. From the analysis of the handovers it
can be concluded that: fixating the Cup aims at guiding the grasp and observing the exerted
lifting force for potential spilling [Mayer and Krechetnikov, 2012]; fixating the Face aims at
expressing handover intent; as for fixating the Other’s Hand I hypothesize that this fixation is
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an intermediate step between the other two, i.e. endows the two properties, visuomotor control
for meeting one’s hand with the other’s, while at the same time, expressing the intent of the
action. From this, it can be concluded that these eye-gaze cues provide valuable information
to classify cup manipulations of different levels of water (difficulty) than only head-gaze cues.

7.4 Methodology

This section contains the formalism of a simple Echo State Network (ESN) and the included
modifications applied in this work for better performance. For more details, the reader is
referred to [Bianchi et al., 2021].

Let’s consider a classification problem for a N -dimensional Multivariate Time Series
(MTS) with T time, and for each t there is an observation u(t) ∈ RN . The MTS is represented
in compact form as UT ×N = [u(1), u(2), ..., u(T )]T . Machine learning techniques for
classification are commonly composed of an encoding and a decoding function. The encoder
takes the input and generates a representation, whereas the decoder is a predictive model that
given the encoder representation, computes the posterior probability of the output. An encoder
based on Recurrent Neural Network (RNN) is particularly appropriate to model sequential
data [Bianchi et al., 2021]. The encoder can be formulated as:

x(t) = f(u(t), x(t− 1); θenc) (7.1)

where x(t) is the RNN state at time t that depends on its previous value x(t−1) and the current
input u(t), f(.) is a nonlinear activation function (e.g. a sigmoid or a hyperbolic tangent), and
θenc are adaptable parameters. Equation 7.1 with an hyperbolic tangent is expressed as:

x(t) = tanh(Winu(t) + Wrx(t− 1)) (7.2)

with θenc = {Win, Wr}. The matrices Win and Wr are the weight of the input and recurrent
connections, respectively.

From the sequence of the RNN states generated over time, X = [x(1), ...x(T )]T , it is
possible to extract a representation rU = r(U) of the input U. A common choice is to
take rU = x(T ) since the RNN can embed into its last state all the information required to
reconstruct the original input. The decoder maps the MTSq representation ru into the output
space, which are the class labels y for a classification task

y = g(rU; θdec) (7.3)

where g(.) can be a feedforward neural network or a linear model and θdec are the trainable
parameters. To avoid the costly operation of backpropagation through time, the reservoir
computing (RC) approach takes a radical different direction; it still implements the encoding



112 CHAPTER 7. IDENTIFY LIQUID FULLNESS IN CUPS FROM HUMAN GAZE CUES

function in 7.3, but the encoder parameters are randomly generated and left untrained. To
compensate for this lack of adaptability, a large recurrent layer, the reservoir, generates a
rich pool of heterogeneous dynamics useful to solve many different tasks. The generalization
capabilities of the reservoir mainly depend on three ingredients: 1) a high number of processing
units in the recurrent layer, 2) sparsity of the recurrent connections; and 3) a spectral radius of
the connection weights matrix Wr. The behavior of the reservoir is controlled by modifying
the following hyperparameters: the spectral radius, the percentage of nonzero connections,
the number of hidden units, the scaling of the values in Win, which controls the amount of
nonlinearity in the processing units and, jointly with spectral radius, can shift the internal
dynamics from a chaotic to a contractive regime [Bianchi et al., 2021]. A Gaussian noise
with standard deviation ϵ can also be added in the state update function 7.3 for regularization
purposes.

ESN is an effective RNN that has attracted substantial interest due to its performance
in time-series [Sun et al., 2020]. The core of ESN is a large fixed reservoir, the reservoir
is not trained and it contains a large number of randomly and sparsely connected neurons.
The determination of the readout weights from the reservoir is the only trainable part, the
weights can be obtained simply by linear regression. This basic idea was first clearly spelled
out in a neuroscientific model of the corticostriatal processing loop [Dominey and Ramus,
2000]. [Jirak et al., 2020] state that ESNs are viable models for continuous gesture recognition
delivering reasonable performance for applications requiring real-time performance in robotic
or rehabilitation tasks. ESNs could be an alternative in some tasks that are designed to run on
smaller, constrained devices where the size or performance of RNN is limited. In ESNs, the
decoder, also known as readout, is usually a linear model

y = g(rU) = V0rU + v0. (7.4)

The decoder parameters θdec = {V0, v0} can be learned by minimizing a ridge regression
loss function

θ∗
dec = arg min

{V0,v0}

1
2 ∥ rUV0 + v0 − y ∥2 +λ ∥ V0 ∥2 (7.5)

which admits a closed-form solution. The combination of an untrained reservoir and a linear
readout defines the basic ESN model.

A powerful representation of the model space is obtained by first processing each MTS
with the same reservoir and then training a ridge regression model to predict the input one
step-ahead. The linear model trained to predict the next reservoir state reads

u(t + 1) = U0x(t) + u0 (7.6)

and θ0 = [vec(U0); u0] ∈ RR(R+1) becomes the representation rU of the MTS, which then
goes to the decoder (classifier) in Equation 7.4.
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Due to the high dimensionality of the reservoir, the number of parameters of the prediction
model in 7.6 would grow too large, making the proposed representation intractable. Draw-
backs in using large representation include overfitting and the high amount of computational
resources to evaluate the ridge regression solution for each MTS. In the context of RC, apply-
ing Principal Component Analysis (PCA) to reduce the dimensionality of the last reservoir
state has shown to improve the performance achieved on the inference task. PCA provides
competitive generalization capabilities when combined with RC models and can be computed
quickly, due to its linear formulation. PCA projects data on the first D-eigenvectors of a
covariance matrix.

RNNs with bidirectional architectures can extract from the input sequence features that
account for dependencies very far in time. In RC, a bidirectional reservoir has been used in
the context of time series prediction to incorporate future information, only provided during
training, to improve the accuracy of the model. In a classification setting, the whole time series
is given at once and, thus, a bidirectional reservoir can be exploited in both training and test to
generate better MTS representations.

The readout module (decoder) classifies the representations and is either implemented as
a linear readout or a support vector machine (SVM), or a multilayers perceptron (MLP). In
a standard ESN, the readout is linear and is quickly trained solving a convex optimization
problem. The main advantage of ESN over Long short-term Memory (LSTM) is the smaller
number of trainable parameters and a simpler training algorithm.

7.5 Modelling Eye-gaze Cues

Let’s consider a classification problem for a discrete univariate time-series with T time, and
for each t there is an observation u(t) ∈ DT ×1 = {Cup; Other’s Hand; Face}, which in an ESN
is the input unit, x(t) ∈ RN×1 denotes the state of the reservoir, and y(t) ∈ RM×1 denotes the
output unit. The time-series is represented in compact form as UT = [u(1), u(2), ..., u(T )]T .
Win ∈ RT ×N represents the connection weights between the input and hidden layer, Wres ∈
RN×N denotes the connection weights inside the hidden layer. The encoder and decoder
functions are formulated as:

x(t) = f(Winu(t) + Wresx(t− 1))

y(t) = Woutx(t)
(7.7)

where f is a nonlinear function, in this case the tanh was applied. As mentioned in the
previous section, the encoder parameters are randomly generated and left untrained. Only
Wout, the connection weights between the hidden and output layer, are subject to training
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using fast algorithmic closed form solutions like ridge regression

min
Wout

∥WoutX−Y ∥2
2 (7.8)

where Wout is commonly referred as the readout weights. To compensate for untrained
parameters, a large recurrent layer, the reservoir, generates a rich pool of heterogeneous
dynamics. The reservoir has three main hyper-parameters: (i) the spectral radius, i.e. largest
eigenvalue, of Wres, (ii) the sparsity parameter, i.e. nonzero connections, of Wres, and (iii)
input scaling of Win. Gaussian noise with standard deviation is also applied in the state
update function of Equation 7.7. A PCA projection on the data is performed to extract the
first D-eigenvectors of the covariance matrix. Additionally, since RNN with bidirectional
architectures can extract features over a long period, ESNs with a bidirectional reservoir has
been shown to improve the classification accuracy.

7.5.1 Dataset Results

The full list of hyper-parameters is the following: D-eigenvectors for PCA dimensionality
reduction, N neurons, the spectral radius ρ, the sparsity β, input scaling ω, regularization value
λ of ridge regression, and Gaussian noise ϵ. The dataset gaze cues sequences are normalized to
100 samples, and the output layer has M = 3 for the three types of cups. The hyper-parameter
space is explored using grid search and performing 3-fold cross-validation on the whole dataset
it reaches 95%± 2% and 72%± 8.5% accuracy in training and testing, respectively. Figure
7.5 shows the prediction results of the ESN, at each time step, for the whole dataset. Since
ESN requires a series of observations (comparing to other methods which require a single
sample) to regulate the internal state of its reservoir, it is provided around 20% of the sequence
at the beginning. The classification result is given by the ESN highest probability output at
each time step.

Figure 7.5: Classification results for each cup level (E - empty; H - half-full; F - full) over time by the ESN.

The results in Figure 7.5 show that the ESN classifies all the actions, at the beginning, as
full cups. This makes sense since the cup is mostly fixated at the beginning which, without
more knowledge, indicates that the handover is challenging (full water level) as only the
visuomotor control is present. However, during training it was noticed that the default action
would change depending on the random initialization of Wres weights, so it might just be
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Figure 7.6: ESN output accuracy for the three levels of liquid.

a random coincidence. Although, more often the best accuracy networks would output as
initial default action the full cup option. Figure 7.6 illustrates the models accuracy along the
handover sequence for the three water cup levels. As stated before, the ESN is provided with
around 20% of the sequence at the beginning before prediction and given that most fixate the
cup, the accuracy is falsely indicating a full cup classification for all handovers. The model’s
accuracy achieves good results, of 60% or more for the three cup conditions, at around 90%
completion of the handover. This reflects not only the high variance of gaze cues between
humans but also the importance of the visual-communication part, which occurs last and goes
on until the completion of the handover. Detecting full cups seems to be the easiest, as the
accuracy increases sooner and reaches 80%, which could be impacted by the Face cue as it
fades the fastest in those conditions (Figure 7.3).

7.6 Robot Experiments

The ESN is capable of classifying unseen handover actions with accuracy more than twice
times higher than the chance level (1/3). However, these handover actions are sequences of
eye-gaze cues from the human-to-human dataset of Section 7.2. In this section, the model
is applied to a human-robot interaction scenario where the system is running online with
a humanoid robot. The purpose of this section is to demonstrate the compatibility of the
proposed approach to real-robot experiments with online classification of cups with different
levels of water.

The HRI controller schematic of the architecture is represented in Figure 7.7. This system is
composed of two important blocks which handle the communication between human and robot:
(i) the Gaze Dialogue Model in Chapter 5, and (i) the Echo State Network. The Gaze Dialogue

Model is an inter-personal gaze coordination system for human-humanoid interactions. It
anticipates the human action by reading human eye-gaze cues and estimating the future human
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Figure 7.7: Robotic controller for classification of cups with three water levels during handovers.

gaze cues, while at the same time, generating appropriate robot gaze cues and motor control
response for the anticipated action (as in Chapter 5). The system distinguishes reliably a
human-to-robot handover from a human-object manipulation from human eye-gaze cues.
Since the ESN model works exclusively for human-to-robot handovers it seems appropriate
to include a lower-level system to discriminate the type of actions and have the ESN model
process only the information of handover actions. The gaze cues present in this work are
translated to the Gaze Dialogue Model gaze cues as follows: Cup is the Brick (i.e. the object),
Other-Hand is the Follower’s Hand, and Face is the Follower’s Face. The gaze cue for the cup
is identified as a solid object since the system was trained on a simple block cube, however,
for simplicity, the gaze cue for the object is used for detecting the cup. The other gaze cues
included in the Gaze Dialogue Model are ignored by the ESN model, such as Own Hand,
Follower’s Tower and Own Tower. The Gaze Dialogue Model, at each step, reads the human
gaze fixation, updates the action observed (handover or pick-and-place) from the human gaze
sequence, it then generates the appropriate robot-as-a-follower gaze fixation, and plans the
according robot action (handover or pick-and-place). Figure 7.8 demonstrates a HRI scenario
using the robotic controller illustrated in Figure 7.7. In this scenario the human is wearing
the Pupil-Labs eye-tracker which computes the human gaze fixations using the VFOA, i.e.
Human-in-the-Loop System, as explained in Section 5.4.2. The human hands over a cup to
the robot while the Gaze Dialogue Model and ESN model are running to predict the action
and classify the type of cup. The action begins as in (a) by the human looking at the robot’s
face, in (b) it can be seen the generated gaze cue from the Gaze Dialogue Model where the
robot looks at the human. In (c) the human is fixating the robot hand, the robot is looking
at the cup and the motion planner is preparing for a handover given the predicted action. In
(d) the human continues fixating the robot hand and the robot motion planner approaches the
hand of the human even further. In (e) the human fixates the robot’s face and the robot starts
closing the hand while fixating the cup, and finally in (f) the robot has finished the handover
by holding the cup in its hand. When the robot has grasped the cup, the sequence of eye-gaze
cues is sent to the Echo State Network block to classify the level of water in a cup.
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Figure 7.8: The handover of a cup to a robot using the Gaze Dialogue Model with integration of the Echo State Network
block for classifying whether the cup is empty, half-full or full. Every frame (a)-(f) shows the first person view from the
eye-tracker (top right corner). A video of the whole pipeline can be seen in video.icra.ieee-2022.

7.7 Final Remarks

From the human-to-human handover analysis, it can be shown that human behavior adapts
to changing properties on cups. Previous works have shown that human motion strategy
changes when the object weight is different [Alaerts et al., 2010a] and in the previous chapters
it was seen that human eye-gaze movements change according to the desired end-goal, whether
it is handover or pick-and-place. In this work the analysis was extended to explore human
eye-gaze during handovers of a cup in three conditions: (i) empty, (ii) half-full, and (iii) filled
with water. The eye-gaze movement’s strategy to perform a handover is altered by an increased
level of water inside the cup. As the level of water increases, so thus the risk of spilling,
hence the gaze behavior is spent more time on the visuomotor control role, than in the visual-
communication role, as seen in Figure 7.2. As the visuomotor control focuses on ensuring a
safe grasp and safe transportation of the cup (prevent spilling), and the visual-communication
focuses on expressing to others the intent of handing over. The final contribution of this thesis,
continues the study of human handling liquid containers, such as cups. Not only the eye-gaze

https://youtu.be/16JpmM4Mh0w


118 CHAPTER 7. IDENTIFY LIQUID FULLNESS IN CUPS FROM HUMAN GAZE CUES

is affected but the motion behavior also takes into account the risk of spilling, revealing a
contrasting strategy when comparing to empty containers.
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Endowing robots with the ability to understand human action intentions from non-verbal
cues will broaden the robots’ use-case scenarios. This ability is especially useful in scenarios
where humans and robots need to collaboratively manipulate objects. For example, imagine
that a robot and a human are performing handovers of different types of objects. A few
questions arise: does the type of object (e.g., fragile vs non-fragile) change the motion of
the handover? does the amount of filling (e.g., full vs empty) when handing over a container
change the type of behaviour? I hypothesize that non-verbal cues extracted from the human
body movement can reveal relevant information regarding the manipulation of the object. In
other words, the object’s intrinsic physical properties will influence the action execution and,
therefore, the non-verbal cues. In HRI, the interpretation of non-verbal cues provides the robot
with relevant information concerning the object to grasp, which can be adapted during the
interaction, to comply with the object’s physical properties.

8.1 Introduction

Studies on human non-verbal cues found that joint kinematics and dynamics of hand
manipulation are crucial features for object weight estimation [Rosen et al., 2005], action
duration [Hamilton et al., 2007], and absolute velocities [Sciutti et al., 2019]. [Bingham,
1987] mention that the velocity is the key feature to extract when estimating weight from
the kinematic motion. Humans have the ability to extract knowledge of objects’ weight,
fragility, or contents, from motion. [Tomoki OjiSakuragi et al., 2018] estimate object’s mass
in real-time using data from a single person. They use the kinematic variations of the human
body, however it is limited to the same object and just one person. [Senot et al., 2011] state
that high-level semantic cues, such as labels on the objects, may influence low-level motor
behavior during execution, and if there is a conflict between label and object weight it shows
that motor resonance can vanish when a mismatch exists between the expected and observed
kinematics. [Alaerts et al., 2010a,b] mention that perceiving kinematic trajectory, associated
with lifting heavy and lightweight objects, was sufficient to induce force-related activity
modulations in the observer’s primary cortex. [Sciutti et al., 2014] proved that subjects can
reach a performance in weight recognition from robot observation comparable to that obtained
during human observations with no need of training.

[Ortenzi et al., 2021] presented recently a survey on handovers in robotics. The authors
looked at human-to-human handovers studies and the current approaches on human-robot
handovers either for robot giver (robot-to-human) and robot receiver (human-to-robot). They
identify two important phases of the handover: the pre-handover phase, i.e. the approach, and
the physical phase, i.e. grasping and releasing. In the pre-handover phase, which is the scope
of this chapter, there are several works that proposed strategies for human-robot handovers,
inspired in human-to-human handovers. The existing approaches have focused mainly in
reproducing human-like motions [Yamane et al., 2013, Sidiropoulos et al., 2018, Maeda et al.,
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2017], estimating the handover location [Nemlekar et al., 2019, Widmann and Karayiannidis,
2018], or user satisfaction [Vogt et al., 2018, Pan et al., 2018, Parastegari et al., 2017]. The
assumption in the state-of-the-art is that the human handover motion is a purely functional
motion. Instead, this thesis argues that it can be modulated (and therefore express) latent
features related to the object or the human action intentions. The state-of-the-art does not study
human-to-robot handovers where the robot is capable of distinguishing types of handovers: a
normal handover, or a challenging handover where the human resorts to perform it with extra
care, as presented by [Mayer and Krechetnikov, 2012].

This chapter aims at providing an in depth scope of the manipulation strategies for cups
filled with water or completely empty. The focus is not on the effects of the weight, which is
a user-dependent variable (the stronger you are the lower the manifestation), but instead on
the challenge of transporting liquids. The objective of the analysis is to identify and extract
features to recognize human careful and not careful motions during human-human and apply it
to human-robot scenarios. Potential applications can be a factory plant, where robots can infer
inherent properties of objects from human manipulations, such as fragility or breakableness.
Alternatively, a robot caretaker can study the senior residents various levels of musculoskeletal
limitations and adapt its motor constraints when assisting them.

Figure 8.1: Representation of handover actions. (a) t0 frame of hand-over action; (b) tf frame is the final frame of a not
careful motion (bottom) and a careful motion (top); (c) the duration of each type of motion.

A recent work has addressed the human manipulation of full and empty cups [Lastrico
et al., 2021]. The authors studied the kinematic motion during pick & place and were able
to distinguish between careful and not careful motions by inspecting the complete trajectory
of the motion. Instead, our work is on human-to-human handovers which adds an interactive
variable of “informing” the other partner whether the cup requires extra care to manipulate.
Additionally, our approach is not only capable of online classification, without needing to
complete the trajectory, but it has been applied to real-time human-robot interactions.
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8.2 The Human-to-Human Handover Dataset

The HHI dataset was gathered as a collaboration between École polytechnique fédérale
de Lausanne (EPFL) and Karlsruher Institut für Technologie (KIT). It involves two humans
interacting with an object whether to grasp and handover to one another, or to manipulate and
place it on a table. The focus of this work is solely on the handover motion. Figure 8.2 shows
a frame of the handover trajectory of the different cups for each of the participants. A total of
4 participants (male, 25-35 years old, academic employees) took part in the experiments. The
experimental task involves grasping a cup from a table and hand it over to a subject on the
opposite side that places it back in the table (Figure 8.1).

Figure 8.2: The 4 participants with the 4 cups

The handovers of the cups happen under two distinct situations: (i) an empty cup, and
(ii) a cup 90% filled with water. This is repeated several times with each pair of participants.
There is a total of 157 handovers, 81 of empty cups and 76 of full cups, respectively. Each
participant hands-over the different cups to a second participant (also present in the dataset
but not analysed during the handover), and each cup is manipulated for both conditions. The
cups relevant for this work are the red plastic cup (third picture), the transparent plastic cup
(first picture), the champagne plastic cup (second picture), and the opaque wine glass (last
picture from Figure 8.2). The handover trajectory is recorded at 120 Hz, taking on average
1-3 seconds, corresponding to 100-300 data points. Each participant had to grasp the cups
with their preferred hand (right hand for all) and there were no restriction on the type of
grasp. OptiTrack Mocap recorded right-hand wrist’s location for each participant as well as
the cup’s location. The dataset also includes data gloves from the CyberGlove system on the
participant’s hand not used here. The dataset referred from now as the EPFL-KIT dataset was
gathered in collaboration with the High Performance Humanoid Technologies Lab (H2T) of
the Karlsruher Institut für Technologie (KIT) 1 [Starke et al., 2019].

To our knowledge, this study reports on the first comprehensive analysis of the effect
of an object’s physical properties during dyadic human handover. Our approach is also the
first that is implemented on a robotic controller that allows for a robot to recognize different
manipulation strategies from humans.

1http://h2t.anthropomatik.kit.edu/english/index.php

http://h2t.anthropomatik.kit.edu/english/index.php
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8.2.1 Handover Motion Analysis

The handover motions are 3D Cartesian coordinates over time which begin at the moment
of pickup (grasp) and finish when the cup is safely held by the other participant (handover).
During the experiments, the participant could grasp the cup irrespective of hand configuration
and the handover location could be in a 3D space bounded by the table as seen in Figure 8.2.
This gave rise to several different grasp configurations and a disparity in the duration/length of
the handover trajectories. Bear in mind that it was not possible to re-grasp the cup or change
grasp configuration during the handover, and the cup would have to start upwards on the table
for every interaction.

Figure 8.3: The plot shows the velocity mean µ and standard deviation σ of the handover actions of the dataset separated in
the two cups conditions (empty and full). The trajectories are normalized. The two box plots represent the peak velocity, on
the left, and the peak acceleration, on the right, for each handover action and both conditions. p-values for peak velocities and
acceleration of both cup levels are shown on the top each plot. Confirmation of significant difference is highlighted using a
star.

Given the degrees of freedom in the cup initial position (pickup), and final position
(handover) the handover trajectories have various lengths and durations. In order to analyse
the kinematic of the wrist for all handovers for every participant, and every cup in both cup
conditions it was decided to normalize all the handovers to a standardized fixed length. Hence
it was applied a min-max normalization before reducing the dimensionality to a vector by
calculating the euclidean norm of the x, y, and z Cartesian coordinations. This re-scales the
data to a [0, 1] dimension where 1 is the final step, referred to as the handover, and 0 is the
initial step, representing the moment of pickup. The plot in Figure 8.3 shows the velocities’
mean and standard deviation for the human giver’s hand throughout the handover in the entire
EPFL-KIT dataset distinguishing both empty and full cup conditions.

Throughout our analysis, the common trait of all demonstrations is the typical bell-shape for
the velocity profile as humans choose a minimum jerk approach for the hand trajectory. This
has been identified in previous works in point-to-point human motion [Fligge et al., 2012] and
this behavior manifests, likewise, in object handovers. In contrast, the most notable difference
is on the bell-shape peak, i.e. the maximum velocity reached by the human. Analysing the
peak velocity box plot in Figure 8.3, the difference is noticeable when distinguishing the cups
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by the level of water contents. The one-way ANOVA test revealed a statistically significant
difference between the peak velocity of both cup conditions (F(1,98) = 23.19, p < 0.001).
This is fairly straightforward as a cup filled with water presents an additional challenge during
manipulation, in other words, transporting the contents inside without spilling or breaking.
There is also the added weight of the liquid to the overall mass of the cup, however, it can be
argued that the effect of a liquid oscillating inside a cup during human transportation is more
impactful in deterring quick and jerky movements than a particularly heavy object. The peak
acceleration, as seen in the box plot of Figure 8.3, is not as relevant to differentiate the two
cup conditions. The one-way ANOVA test did not reveal a statistically significant difference
between the peak acceleration of both cup conditions (F(1,98) = 2.16, p = 0.1453).

From the kinematics, it is clear that in any handover motion there are two distinct stages,
an acceleration stage and a deceleration stage. This is in line with a minimum-jerk motion
which starts and ends with the wrist in rest positions. It is also evident the disparity of the
two water conditions for those two stages. The empty cup condition is showing a much
steeper acceleration and, consequently deceleration, to reach the rest position. This feature,
which has been addressed above, can be utilized to differentiate the two types of manipulation
strategies: careful and not careful. Given that both stages exhibit the same distinction, it
seems appropriate to learn carefulness behavior from the acceleration and deceleration stages,
respectively. Another point is related to familiarization with the task and object. As humans
repeat an exercise multiple times they tend to gather prior knowledge from past events, and in
this particular scenario, estimate the object’s mass and the required force to manipulate. As
a result, a novel object with an unexpected heavy mass might invoke a slower manipulation
in the first trial but after some attempts, there is a pre-activation of muscles and joints to
anticipate the requirements which may result in a more natural manipulation. This familiarity
procedure is not present when manipulating cups with liquid inside, as the content is visible
from the first encounter but the risk of spilling is constantly present. For this reason, the level
of water is considered the most important factor.

From the analysis it was detected that manipulating cups full of water would usually
originate in a slower, less abrupt motion, compared to empty cups. In the next section,
the processed handover segmentations will be used to learn models for detecting different
manipulation behaviours. Section 8.4 discusses in depth the different cups and the impact of
water contents.

8.3 “Carefulness” Detection Pipeline

This section presents the models for human manipulation of cups in the two conditions:
(i) empty cup, or (ii) water level at around 90 %. From the discussion in Section 8.2 it
can be argued that there are two possibilities for modelling the human manipulation in the
handover context: (i) the acceleration phase, and (ii) the deceleration phase. This has been
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shown in pick-and-place actions [Flash et al., 2013] where goal-oriented biological motions
are typically a minimum-jerk control problem with an acceleration and deceleration phase
[Fligge et al., 2012]. The acceleration phase begins with the object at rest position, the human
grasps the object, and then the object increases in velocity as it is lifted up for transportation.
The deceleration phase indicates the approach stage to handover the cup to another person,
indicated by a gradual decrease in velocity until a stationary state is reached for completion of
the handover.

Figure 8.4 is a diagram of the control system for both the acceleration and deceleration
phase models. The overall structure is identical for both models, the main differences are the
information used from the handover (Training Data) and the Modelling technique itself. The
Classifier and the Human-in-the-loop control is identical. The following subsections describe
the two modelling techniques, the classifier applied to the control loop and the advantages and
disadvantages of both models.

1st model2nd model

Careful
Behaviour

Not Careful
Behaviour

Belief
System

Y

X

Modelling
Classifier

Training Data

Handovers - EPFL Dataset

Human

Figure 8.4: Carefulness detection controller loop for both models. The 1st model learns from the deceleration phase of human
handovers (right-side of the trajectory - yellow region). The 2nd model learns from the acceleration phase (left-side of the
trajectory - blue region).

8.3.1 Deceleration Phase

The deceleration phase models the velocity as a function of the distance towards the
handover for both situations. This was possible as the extraction of the deceleration phase
during the cup manipulation revealed the maximum velocities and its evolution towards the
rest stage, i.e. handover completion. Let x ∈ D ⊂ R+ denote the distance of the human wrist
towards the handover meeting point. Consider a behavior encoded as a state-dependent DS

ẋ = fff(x) (8.1)

where fff : R+ → R+ is a continuous and continuously differentiable function, with a single
equilibrium point ẋ∗

d = fff(x∗). x∗ is set at the origin and it is globally asymptotic stable such
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that ẋ∗ = f(x∗) = 0 which is guaranteed under a Lyapunov function V (x) : R+ → R+.
The approach defines each “carefulness” condition, careful and not careful, as two dis-

tinct DS. Each DS is encoded using GMM which defines a joint distribution function
P(xt

n, ẋt
n|Θ) = ∑K

k=1 πkN (xt
n, ẋt

n, µk, Σk) over the data as mixture of K Gaussian dis-
tributions [Khansari-Zadeh and Billard, 2011], where πk, µk, and Σk are, respectively, the
prior component, mean, and covariance matrix of the kth Gaussian. xt

n is nth trajectory of x at
time t, and ẋt

n is its derivative. Figure 8.5 illustrates the position (x) and velocity (ẋ) relations
for careful and not careful motions. To compute the DS from Equation (8.1) the posterior
mean of P(ẋt

n|xt
n) is estimated which approximates it to:

ˆ̇x =
K∑

n=1
hk(x)(Σk

ẋx(Σk
xx)−1(x− µk

x) + µk
ẋ) (8.2)

where hk(x) = πkN (xt,ẋt,µk,Σk)∑K

i=1 πkN (xt
n,ẋt

n,µi,Σi)
, hk(x) > 0, and

∑K
n=1 hk(x) = 1. The GMMs are

computed using the stable estimator of DS (SEDS) approach [Khansari-Zadeh and Billard,
2011].
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Figure 8.5: Human handover velocities for careful and not careful behavior in the deceleration phase.

Figure 8.5 shows that the distinction between careful and not careful is more noticeable in
the beginning of the handover than at the end. Based on this observation, the type of behavior
is classified during the movement instead of recognizing the action only after its completion.
By doing so, it is intrinsically embedded an anticipatory capability to the overall pipeline.

8.3.2 Acceleration Phase

In order to learn the latent features in the acceleration phase, a new approach is selected.
The reason for opting for a new approach instead of applying the previous model technique is
due to not being capable of finding distinct features for the two DS in the acceleration phase.
This happens because all handovers, regardless of the empty or full condition, start with zero
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velocity and in a stationary position. On account of this, the DS output would render the
generated desired velocities of both Careful and Not Careful behavior indistinguishable. As
an alternative to GMR to model the acceleration phase of the handovers the covariance matrix
of the GMMs is used. The covariance matrix Σ of the GMMs that encode ẋ = fff(x) expresses
the correlation between the velocity and position in the handover space. The 1st Gaussian
represents the steepest phase in the acceleration and from Σv⃗ = λv⃗ the 1st eigenvector v⃗ for
both cup conditions is indicative of the direction of largest data variance. The eigenvector
components v⃗ = [v⃗ẋ, v⃗x]T are the velocity and distance component respectively, and the

v⃗ẋ

v⃗x

gives the inverse of time (velocity divided by position), i.e. the frequency of change of the
wrist. As discussed in Section 8.2, the velocity profiles are usually distinct when manipulating
empty and filled with water cups, therefore the acceleration model learned the “frequency” of
the wrist ( v⃗ẋ

v⃗x
) for either condition which in the Modelling block represents the Careful and

Not Careful behavior.

8.3.3 Classification

For the purpose of classifying human motions, when interacting with either humans or
robots, a belief system was implemented. The objective is to compare the human wrist motion
of the handover against the learned careful vs not careful motions. The classification method
uses as input the human wrist data (position, velocity) and, at each time step, it computes the
desired velocities for the two DS models, the error metric to compare the velocities, and then
outputs a belief system of the “carefulness” level. The expression for the classification follows
[Khoramshahi and Billard, 2019] and is:

B = [b1, b2]
∑2

i=1 bi = 1
bt+1

i ← bt
i + ḃt

i∆t

ḃt
i = ϵ(eTfffi + (bt

i − 0.5)|fffi|2) ϵ ∈ R+

e = X −∑2
i=1 bt

iYi

(8.3)

where B provides the belief that the new handover resembles one of the trained models. This
is calculated as the error function comparing the real input data and the output of the trained
models. The ϵ is the adaptation rate hyperparameter common in both approaches. It weighs
the effect of past information on the current step, i.e. memory from the beginning. fffi is the
model output for each of the motion behaviour, bt

i is the classification output (belief), at time t,
for each model i = 1, 2 := (not, careful). For real-time classification, the B vector is read at
each time step, and when one of the beliefs (bt

1 or bt
2) reaches 1 (100%) the information is sent

to the robot to update its state depending on the HRI scenario in Section 8.5.
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For the acceleration model, the real-time “frequency” of the wrist is computed as

X = ẋt − ẋt−1

xt − xt−1

and the generated Y = ⃗̇x
x⃗

, as the “frequency” of the wrist for Careful and Not Careful. For the
deceleration model, the real-time velocity is the current velocity

X = ẋt

and the generated Y = fff are the DS velocities. The belief ḃ in Equation 8.3 changes to:

ḃt
i = ϵ(ėTfffi(x) + (bt

i − 0.5)|fffi(x)|2) (8.4)

where ė = ẋ − ẋd, ϵ ∈ R+ is the adaptation rate, ẋd = ∑2
i=1 bt

ifffi(x), fffi(x) is the desired
velocity for each DS given the current x. bt

i is the belief, at step s, for each DS in i = {1, 2},
and

∑2
i=1 bt

i = 1. Equation 8.4 provides a vector of belief-updates Ḃt = [ḃt
1, ḃt

2] which are
updated following a winner-take-all process. The winner-take-all aims at favoring the DS
model which is considered most similar to the real human motion. The final step is reserved
to update the belief B = [b1, b2], where bs+1

i ← bs
i + ḃs

i ∆t, for i = 1, 2. The belief system
B converges to b1 = 1 or b2 = 1 depending on whether the human motion resembles a not

careful behavior, or a careful behavior, respectively. Figure 8.7 shows the output of B at each
time step s for various human trajectories.

Comparing the two phase models

The previous modelling approach (the deceleration phase model) has some limitations.
Foremost, it is focused on the latter stage (the deceleration phase), resulting in a later classifi-
cation. The Belief System classifies the motion at the beginning of the deceleration trajectory
where the two DS diverge. However, for handover data outside the trained region, i.e. regions
where the velocities are far greater than in the dataset, the data can not be accurately compared
with the two DS. This new handover trajectory can occur outside the joint distribution of both
DS which would generate unpredictable GMR outputs. One drawback of the second modelling
approach (the acceleration phase model) relates to segmentation. It is more challenging to
extract the acceleration phase since it involves identifying the precise moment of the pickup
which, due to sensor noise and occlusions during grasping, is prone to errors. This problem
does not occur in the deceleration phase, making it simpler to extract from the dataset. As a
workaround, it was decided to add a low pass filter during training and testing. This low-pass
filter ignores the small velocities, which mainly occur right after pickup and in the final
stage of the handover (which is not part of the second model). This solution improves the
classification accuracy without influencing the real-world performance since the first samples
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that are ignored by the low-pass filter are not informative enough to distinguish the motion.
The models discussed in this section, the acceleration and deceleration models, provide

two possibilities of understanding human cup manipulations in the presence of varying liquid
levels. The next section is reserved for analysing these two models in great detail. It starts
by comparing both models on the dataset of Section 8.2, it then evaluates the effect of the
ϵ parameter in the classification step, proceeding with an in depth exploration of the novel
model, the acceleration phase. This involves studying the impact of different cup materials and
properties while testing for other two datasets (QMUL and IST datasets). These datasets will
present unseen challenges such as new cups, participants, and new data acquisition techniques.

8.3.4 Robot Control

The robot is represented as a rigid-body with n degrees of freedom described in the
m-dimensional Cartesian space. The dynamics of a rigid-body robot are formulated as

M(q)ẍR + C(q, q̇)ẋR + G(q) = Fc + Fext (8.5)

where q ∈ Rn denotes the joint configuration and xR ∈ Rm the robot pose. Moreover,
M ∈ Rm×m is the mass matrix, C ∈ Rm×m represents the centrifugal forces, and G ∈ Rm

denotes the gravitation forces. The terms on the right are respectively the control Fc ∈ Rm

and external wrenches Fext ∈ Rm forces.
For the controller the impedance controller proposed by [Kronander and Billard, 2016]

provides the desired stability and passive physical interaction.

Fc = −D(ẋR − ẋRd) + G(q) (8.6)

where D ∈ Rm×m is a diagonal with positive entries. ẋRd is the desired velocity generated by
the DS.

Since the desired end-effector’s accelerations are known, an inverse dynamics formulation
is applied in order to compute the required joint-level torques needed to achieve the target
accelerations. The problem is formulated as a quadratic programming problem (QP):

min
X
− 0.5X T GX + gTX

s.t. AEX = bE

AIX ≥ bI (8.7)

The equations of motion and constraint equations for a robot with rigid bodies can be described
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as2:

M(q)q̈ + Cg(q, q̇) = τ

J(q)q̈ + J̇(q, q̇)q̇ = ẍ (8.8)

where q is the full state of the system (including the 6-DOF of the floating base if the robot is
not fixed) , M (q) is the inertia matrix, Cg(q, q̇) is the sum of the gravitational, centrifugal
and Coriolis forces, J is the concatenation of the Jacobians of all the contact points, and x is
the concatenation of the poses (containing position and orientation) in Cartesian space of all
the contacts. xR is the end effector pose of the robot. The equations of motion are re-written
as:

[
M(q) −S

] q̈

τ

 + Cg(q, q̇) = 0 (8.9)

where S is a selection matrix where the first 6 rows are all zeros and the rest is the identity
matrix. Given this formulation, the state (q, q̇) give rise to linear equations for the motion
with respect to

[
q̈ τ

]T
. By defining X =

[
q̈ τ

]T
, it is now possible to formulate the inverse

dynamics as a QP problem. In particular, turning the equations of motion to equality constraints
(AE and bE), and turning joint limits and other constraints into inequality constraints (AI

and bI). The desired accelerations of some end-effector are defined by filling G and g

appropriately. In this chapter, the desired end-effector accelerations is defined by:

ẍ∗ = Kp(x∗
d − x) + Kd(ẋ∗

d − ẋd) + ẍ∗
d (8.10)

where x∗
d, ẋ∗

d, ẍ∗
d are specified by a higher-level controller, can change over time, and define

the current task. Depending on the output of the classifier, different gains (Kp, Kd) are chosen
to perform the high-level tasks.

8.4 Results for Human Datasets

8.4.1 Evaluation of both models

From the results in Table 8.1 the acceleration model is better than the previous deceleration
model and those conclusions are presented below. The evaluation metric was chosen as the
classification accuracy of each model when splitting the dataset into types of cups. This
means that careful accuracy is how many transportations of full cups are considered careful
manipulations, and not careful accuracy is how many empty cups are considered not careful
manipulations. Table 8.1 shows that the acceleration model is better at detecting handovers
of full cups as careful manipulations. This is desirable given the challenging nature of

2The possible contact points are ignored for brevity/clarity as they are not used.
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transporting water in cups. Furthermore, it can be concluded that an empty cup does not
imply a not careful (careless) manipulation. Although the deceleration model is better at
detecting handovers of empty cups as not careful manipulation it comes at a cost of not
detecting most full cups as careful. Since the HHI experiment allowed participants to choose
a preferable handover strategy, an empty cup restricts the movement less than the same cup
filled with water (restriction on the orientation, oscillations, velocity, etc). As a result, the
empty cup handover should reflect the user preference, either handover normally (not careful),
or restricted (careful), and assuming that the dataset is a fair representation of both types of
people, the empty cup should not reflect any preferred carefulness motion.

Carefulness Detection

Type of Cup Acceleration Model Deceleration Model

Train Test Predicted
Real

Empty Full Empty Full

Red Cup Red Cup Not Careful 0.77 0.17 1 0.2
Careful 0.23 0.83 0 0.8

Champagne Champagne 0.4 0 0.82 0.27
0.6 1 0.18 0.73

Transparent Cup Transparent Cup 0.43 0.33 0.65 0.39
0.57 0.73 0.35 0.61

Wine Glass Wine Glass 0.57 0.23 0.5 0.43
0.43 0.77 0.5 0.57

Table 8.1: Train set: One cup; Test set: Same cup. Higher value in the prediction is marked in bold

8.4.2 Results for adaptation rate (ϵ) values

The ϵ is the hyperparameter present in the classifier. It is a weighted parameter on the
knowledge of past iterations. Figure 8.6 shows that as ϵ increases the careful accuracy drops,
while the not careful accuracy increases. When increasing the adaptation rate the system is
sensitive to initial noise and spurious data, it reaches a classification quicker (quicker response
time) which results in more incorrect decisions. The not careful accuracy increasing as the ϵ

rises are the result of being influenced by initial spurious points in the trajectory.
The region for the best accuracy models is the ϵ interval between [0.05 - 0.2] (indicated in

Figure 8.6 by the dotted ellipse). This is a trade-off between a faster prediction time and good
accuracy. Inside this region, 75% or more of full cups are classified as careful manipulations,
and around 50% of empty cups are not careful manipulation (which is ideal given the personal
preference choice when handling empty cups).

To evaluate the picked region for the ϵ value, the accuracy is computed for the whole
handover trajectory for one of the proposed models. Figure 8.7 plots the accuracy of a sample
of handover trajectories in the EPFL-KIT dataset using the deceleration phase model. The
results from the plot indicate that our method can generalize and distinguish most situations of
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Figure 8.6: The evolution of models accuracy and respective response time of the prediction for each value of epsilon.

careful and not careful manipulations of cups, where the not careful situation is considered a
normal human handover motion. As Figure 8.7 demonstrates, it is only required around 20-40
time steps in the human handover motion to accurately predict the “carefulness” behaviour.
Good generalization of the classification is expected to new subjects and cups (not seen
during training), as humans follow similar dynamics of reach motion in normal circumstances
[Lemme et al., 2015].

8.4.3 Results on type of cups

The following study’s objective is to analyse the different properties of cups and the impact
on detecting careful manipulations. The analysis comprised of training the models with
different samples of the dataset, specifically, splitting the dataset according to different types
of cups, and testing the accuracy of the models against other types of cups. Similar to what
was achieved in the first experiments of this Section, however, the test set is of handovers from
other cup types. From Table 8.2 it can be concluded that unknown full cups are predominantly
classified as careful manipulations irrespective of the type of cup the model is trained on.
While empty cups, regardless of the type of cups trained on, give rise to a non-preferential
manipulation.
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(a)

(b) (c)

Figure 8.7: The belief system B output. (a) full length of HHI trajectories. #n ${type of cup} is the label of the n participant
and the type of cup grasped. Additionally, the position of the label marks the classification result of the final s step of the
handover trajectory. (b) and (c) are the highlighted region in (a) for the two conditions: empty, and full, respectively. The ∗

represents the trajectories with a wrong classification.

Training on one plastic type and testing solely on the other plastics give rise to the con-
clusion that training and testing on the same cup material (such as plastics) achieves the
best results since it induces similar characteristics, e.g. risk of breaking, friction, weight,
etc. Training the model on glass and testing on plastics it can be concluded that training a
model on glass and testing on plastics worsens the likelihood of detecting full cups as careful
manipulations. Although the dataset only has one glass cup it can be hypothesized that this
could be induced by the risk of breaking, and the fact that glass is heavier than plastic.

Further discussion allows to infer differences when comparing types of plastic cups. Soft
plastics are deformable due to their physical structure and material composition, thereby are
prone to deforming. This is exacerbated when are filled to the top with a liquid. Rigid plastics
are non-deformable as they do not present the same structural flaws as soft plastic, and are
non-breakable, contrarily to glass which can break and shatter easily. The model trained on
soft plastics (red and transparent cup) and tested on rigid plastics (champagne cup) produce
worse careful accuracy. It can be argued that this is the cause of deformability which makes it
difficult to handle soft plastics when filled with water compared to rigid plastics. The model
learned (intrinsically) the deformability feature in the full cup case and since the testing set
does not have cups with that property, it became difficult to detect the full cup cases in the
test split. On the other hand, training a model on rigid plastics and testing on soft plastics
provide the highest level of careful accuracy (with a bias to plastics only). The rigid plastic is
not affected by any of the latent features (deformability or breakability), hence the model did
not learn to be extra sensitive. In the testing set, the deformability feature was present (soft
plastics only) and since the effect is mainly present in full conditions, the model was capable
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Acceleration Model

Type of Cup Training Set Testing Set

Train Test Predicted
Real

Empty Full Empty Full

Red Cup Not Careful 0.688 0.15 0.46 0.1Transparent Cup Champagne Careful 0.312 0.85 0.54 0.90Wine Glass

Transparent Cup 0.5 0.1 0.53 0.15Champagne Red Cup 0.5 0.9 0.47 0.85Wine Glass

Transparent Cup 0.47 0 0.5 0.16Red Cup Champagne 0.53 1 0.5 0.84Wine Glass

Transparent Cup 0.5 0.25 0.59 0.17Wine Glass Red Cup 0.5 0.75 0.41 0.83Champagne

Transparent Cup 0.5 0.1 0.55 0.08Champagne 0.5 0.9 0.45 0.92Red Cup

Transparent Cup 0.61 0.15 0.625 0.3Champagne 0.39 0.85 0.375 0.7Red Cup

Table 8.2: One vs Rest Classification. Training set: One cup type; Testing set: Other cup types. Plastic cups; Glass cups

of easily distinguishing the two carefulness levels.
Our conclusion is that a model trained on soft (deformable) plastics learns that full cup

actions are extremely difficult, hence these actions for Rigid plastics have a higher likelihood
to be classified as not careful since the rigid plastic is considered to be a cup with no inherent
challenging properties. A model trained on rigid plastics learns the opposite, considering full
cup actions for soft plastics as mostly classified as careful manipulations.

8.4.4 Results of entire datasets

Figure 8.8: Extracted frames of handover actions from the QMUL dataset (the two left most images) and the IST dataset (the
two right most images).

Two other scenarios are included to further evaluate the carefulness detection accuracy of
the proposed models. One dataset is part of the CORSMAL Containers Manipulation project
where participants perform a series of tasks on a set of containers. The tasks involve pouring
water, rice, or pasta into containers such as cups or boxes, and initiating a handover towards a
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Acceleration Model

Training Set Testing Set

Train Test Predicted
Real

Empty Full Empty Full

EPFL 10% EPFL 90% Not Careful 0.83 0 0.53 0.19
Careful 0.17 1 0.47 0.81

EPFL 20% EPFL 80% 0.89 0.12 0.5 0.16
0.11 0.88 0.5 0.84

EPFL 30% EPFL 70% 0.69 0.09 0.51 0.15
0.31 0.91 0.15 0.85

EPFL 40% EPFL 60% 0.6 0.13 0.55 0.1
0.4 0.87 0.45 0.9

EPFL 50% EPFL 50% 0.61 0.16 0.5 0.1
0.39 0.84 0.5 0.9

EPFL 60% EPFL 40% 0.55 0.08 0.5 0.15
0.45 0.92 0.5 0.85

EPFL 10% QMUL Not Careful 1 0 0.5625 0.2
Careful 0 1 0.4375 0.8

EPFL 20% QMUL 0.92 0.14 0.5 0.2
0.08 0.86 0.5 0.8

EPFL 40% QMUL 0.94 0.18 0.5 0.13
0.06 0.82 0.5 0.87

EPFL 10% IST Not Careful 0.45 0.02 0.65 0.18
Careful 0.55 0.97 0.35 0.82

EPFL 20% IST 0.58 0.11 0.51 0.22
0.42 0.88 0.49 0.78

EPFL 40% IST 0.55 0.10 0.52 0.23
0.45 0.89 0.47 0.77

Table 8.3: Top: Train set - sample of EPFL; Test set - rest of EPFL dataset. Middle: Train set - sample of EPFL; Test set
- QMUL dataset (new people and new cups). Bottom: Train set - sample of EPFL; Test set - IST dataset (new people and
transparent cup).

robot. The dataset, referred to as the QMUL dataset3, includes four cameras, one attached to
the human, one attached to the robot, and two looking from each side (left images in Figure
8.8 shows both sides), and one microphone. The cup location is estimated using a multi-view
projective geometry which provides a 2D centroid of the cup from the two side cameras at
30 Hz sampling frequency [Xompero et al., 2020]. The other dataset involves participants in
pairs interacting with cups where they both perform pick & place and handover actions. The
dataset, referred as the IST dataset4, includes two head-mounted eye trackers (right images
in Figure 8.8), one on each participant, and OptiTrack Mocap markers on the head and wrist
of the participants to record the motion (recorded at 120 Hz). Table 8.3 shows the results for
the three datasets: (i) the EPFL-KIT, (ii) the QMUL, and (iii) the IST. The experiments were
accomplished by training the models using varying percentages of the EPFL-KIT dataset. The
accuracy results of each model indicate that it can identify most of the full cups handovers as
careful manipulations and corroborate the idea that handovers of empty cups are dependent on
human preference, and not conditioned by cup properties. An interesting finding is seeing the
not careful accuracy in the training set decrease when trained on large datasets while the testing
set accuracy for both classifications remains fairly similar. This can be argued as another
proof that for large datasets, the model that best generalizes is the one that assumes that empty
cups do not necessarily invoke a not careful (natural) manipulation. The conclusions are three

3https://corsmal.eecs.qmul.ac.uk/containers manip.html
4https://vislab.isr.tecnico.ulisboa.pt/datasets and resources/#hcups water

https://corsmal.eecs.qmul.ac.uk/containers_manip.html
https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources#hcups_water
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fold: (i) the model generalizes well for unknown people and cups, (ii) all 3 datasets results
show that for empty cups there is no underlying preference of manipulation (i.e. empty cup is
not necessarily not careful), and (iii) the Carefulness detection controller can achieve good
accuracy for either precise data points (Mocap markers) and 3D point estimation (from stereo
vision).

Discussion

In all datasets, as the amount of data increases in the training set, the best performance
models have the classification of empty cups as not-careful near the 50% mark. This makes
sense as more data is included in the training set showing more cases where empty cups are
manipulated with more freedom - hence the preference of participants is noticeble. In the IST
dataset, the effect is visible in every size of the training set. Overall, the model is capable of
generalizing to different human-to-human handover scenarios and different data acquisition
techniques.

In terms of cup properties, the analysis can be summed by Figure 8.9. It is known that glass
is breakable while plastic usually is not. Soft and hard plastic cups are sharing most of the
properties, however when filled with water the soft plastic may deform due to the weight of
the liquid inside. As a result, soft plastics are characterized as deformable but not-breakable,
while hard plastics are not-deformable and not-breakable.

Figure 8.9: An illustration scheme of the important features of cups during manipulation: deformability, and breakability.
Deformability is evident solely when filled with water, while breakability is an inherent property of the cup.

From the results of Table 8.3, hard plastic cups are the easiest to manipulate as they do not
present a challenge of breakability or deformability. The glass is not-deformable but breakable
hence it is more challenging to manipulate than the hard plastic cups. Soft plastic cups are
deformable but not-breakable so are also more difficult than hard plastics. It is hard to quantify
which of the two challenges has a higher priority when it comes to manipulation strategy. It
could be argued that breaking a glass cup is worse and irreversible compared to deforming a
cup. However, in this situation, the deformability only manifests when the cup is filled with
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water, hence it is fair to conclude that a glass cup is the hardest to manipulate and would
influence the manipulation strategy the most.

8.5 Robot Experiments using the Deceleration Phase Approach

In this section it is detailed the HRI experiment performed to evaluate the deceleration
phase approach. The robot platform used is a KUKA LBR iiwa 7-DoF manipulator (14 kg
payload)5 and the Robotiq 2F-85 2-finger gripper6 is attached to robot’s end-effector to perform
grasping and manipulation. The HRI scenario is as follows: a human picks a cup from a table
and places it on a shelf, as shown in Figure 8.10. The cup’s position is provided to the pipeline
as the input during human manipulation. The cup’s position is set as reference, instead of the
human wrist, to simplify the experiments with different participants. The human motion is
extracted from the cup’s motion and the classifier predicts whether it is in the presence of a
careful or not careful motion. Afterwards, the controller from Section 8.3.4 adapts the robot’s
motion and gripper to the desired behaviour.

Figure 8.10: Setup outside perspective for the Pick and Place task.

The pick & place motion is generated for the end-effector position using the linear dynamics
ẋd = Kp(xR−xt) where Kp ∈ R3 is diagonal with positive entries, and xt is the target location
which is specific to the task. The robot end-effector is controlled with Cartesian velocity as
input. To complete the robot task three instances of the same dynamics are generated: (i)
approaching the picking location, (ii) retreat from shelf, and (iii) approaching the placing
location. The switch to the next dynamics happens when xt (the attractor point) is close
enough ∥ xR − xt ∥< σ. Depending on the output of belief system, the robot controller
manipulates the cup keeping the gripper’s orientation fixed, to prevent spilling (careful), or
allows for an unrestricted movement (not careful).

The HRI experiments involved 4 participants (all male and right-handed, age between
5https://www.kuka.com/en-ch/products/robotics-systems/industrial-robots/lbr-iiwa/
6https://robotiq.com/products/2f85-140-adaptive-robot-gripper/

https://www.kuka.com/en-ch/products/robotics-systems/industrial-robots/lbr-iiwa/
https://robotiq.com/products/2f85-140-adaptive-robot-gripper/
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Table 8.4: “Carefulness” level predicted on unknown people.

True
Predicted Not Careful Careful

Empty 0.80 0.20
Full 0.07 0.93

28-34, with some experience with robots) picking and placing the same cup onto the shelf
under two conditions: (i) empty, and (ii) full cup. Each participant performed 10 trials for each
condition. The cup used was not present in the HHI dataset. The results of the classification in
Table 8.4 for new subjects, with a new cup, proves that our pipeline can correctly distinguish
careful and not careful manipulation of cups by only varying one underlying condition: empty
vs full of water.

The pipeline invokes the robot to behave according to the desired “carefulness” (i.e. the
type of object and filling condition), taking longer in the careful case. In the not-careful

behaviour, the robot grasps the cup and places it a manner that is simpler for the robot’s
configuration, taking less time to complete the action. The downside is that the robot spills
its content. The approach developed allows for real-time HRI where the robot can adapt the
behavior of manipulating a cup according to the human motion behaviour.

8.6 Robot Experiments using the Acceleration Phase Approach

In this section it is detailed the HRI experiment performed to evaluate the acceleration
phase approach. The model parameters chosen is of the highest accuracy model from Table
8.3 which generalizes best for every cup and dataset. These HRI experiments are three-fold:
(i) pick-and-place, (ii) handover task, and (iii) robot assistance. The robot platform used is the
Kinova gen3 with a Robotiq gripper attached to the end-effector as seen in Figure 8.11. The
Kinova robot was controlled using the kortex ros7 package for ROS. For the pick & place and
handover tasks the robot follows the linear dynamics ẋd = Kp(xR − xc) where Kp ∈ R3 is
diagonal with positive entries, and xc is the cup’s location. To complete the robot task two
instances of the same dynamics are generated: (i) approaching the cup, (ii) placing the cup in
final location. The switch to the next dynamics happens when xt (the attractor point) is close
enough ∥ xR − xt ∥< σ. For each of the three HRI experiments, the objects (cups and box)
are tracked by the OptiTrack Mocap system which is streaming the data to ROS at 120 Hz.
The model from Section 8.3.2 has the accuracy of Table 8.3. The ϵ value is picked inside the
region mentioned in Section 8.4.2.

The control loop system presented in Figure 8.4 is a human-in-the-loop controller running
at 120 Hz during the human-robot scenario. For simplification, the human data is processed
by the movement of the cup which always starts stationary on a table or the floor in case of the

7The official repository to interact with the Kinova robot https://github.com/Kinovarobotics/ros kortex

https://github.com/Kinovarobotics/ros_kortex
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Figure 8.11: Each row of images illustrate the three HRI scenarios where the Carefulness detection controller using the
acceleration model is applied. The first row is the human-robot handover, the second row is the human-robot pick & place of
cups, and the third row is the robot assistance to a human carrying a heavy box. In the third application setup the human was
lifting the box at the right side of the robot to prevent occlusions of the box’s markers.

box in scenario (iii). The human-in-the-loop system begins predicting the human manipulation
the moment the cup has non-zero velocity. The Belief System classification B then outputs to
the robot controller either not-careful (1) manipulation or careful (2) manipulation. This result
can then be applied to several HRI scenarios.

8.6.1 Human and Robot Pick and Place

This HRI experiment has been applied to the deceleration phase model (shown in the
previous section) and it involves a human picking cups from a table and placing them in
another location. In the not-careful manipulation option, the robot transports the cup to a
bottom shelf, without worrying about any danger of spilling (tilting the cup). As for the careful
option, the robot transports the cup, keeping the orientation fixed while slowing its velocity,
and placing it on the top shelf. Table 8.5 shows the successfulness of the human-in-the-loop
system of adapting correctly to the present cup conditions. A total of 4 subjects participated
in the experiment and manipulated 4 different cups with the two conditions (empty and full
of water). Two cups are from the category of non-breakable and deformable properties (soft
plastics), and the other two are a rigid plastic cup and a glass cup, respectively. Each participant
manipulated the cup 10 times per cup and per condition. As a comparable variable, the cup
present in the previous section is also included in the experiments as Cup 1.

8.6.2 Human-Robot Handover

The second scenario involves a human-robot handover of cups where the robot tries to
infer, from human motion, whether the cup requires a careful manipulation or not. The
main difference to the previous scenario of Section 8.6.1 has to do with the proactiveness
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Table 8.5: Results of Pick & Place and Handover experiments. Properties of Cup 1-4 are shown in Figure 8.9

Not Careful Careful

C
up

1 Empty 0.65 0.35
Full 0.10 0.9

C
up

2 Empty 0.6 0.4
Full 0.057 0.95

C
up

3 Empty 0.68 0.32
Full 0.22 0.78

C
up

4 Empty 0.55 0.45
Full 0.15 0.85

of the robot that, instead of waiting for the cup to be placed, meets the human in order to
perform the handover. This, as mentioned before, is one of the advantages of analysing the
acceleration phase of the motion with regards to the previous method in Section 8.3.1. The
results are present in Table 8.5 since no major changes to the controller were implemented.
The same subjects participated in both experiments and manipulated the same cups for both
conditions. The classification results are calculated during the acceleration phase hence there
is no difference in waiting for the object to be picked up or handed over. Nonetheless, the
accuracy is the result of all the trials classifications for both pick-and-place and handover
actions.

It can be concluded from the pick & place scenario that it reaches good if not better results
in detecting cups filled with water as careful manipulations. When comparing the results from
the previous deceleration model, the Cup 1 results match the ones observed in the previous
work validating both models as good detection mechanisms for human manipulation during
pick & place tasks. However, these results also extend to other HRI applications such as
handovers and given the architecture of the model the results achieve the same accuracy for
both applications. To note, due to the risk of spilling water, the participants’ trials ran in
real-time but without robot participation. The Carefulness detection controller did output the
commands to the robot and Figure 8.11 illustrates how the robot interacts in each scenario in a
careful and not careful situation. The supplementary video video.tcds.ieee-2022 shows clearly
the different robot responses for each scenario.

8.6.3 Robot Assistance

In the last scenario, the context is changed. On a different note, it was decided to move
away from the realm of cups and carefulness manipulation detection and aim for another
potential use case. The recognition of different manipulation strategies can also be applied to
household activities such as lifting boxes, furniture, appliances, etc. The human is carrying a
large box and the robot has to infer if the human requires assistance in lifting the box due to
being too heavy. The robot, if it detects that the human is struggling to transport the box would
grasp onto the side handle of the box and pull, in order to assist the person in placing the box

https://youtu.be/UKANESxRcH4
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on the table. In this case, two instances of the linear dynamics are generated: (i) approach the
box, (ii) after holding the box, pull it back to the table. If, on the contrary, the human does not
exhibit any challenge in lifting and transporting the box, it would not interact and leave the
human unassisted. Table 8.6 shows the results for detecting whether the human was having
trouble lifting the box given the human’s motion behaviour. This final experiment shows that
it is possible to detect, fairly accurately, when a human is having difficulty in moving a large
or heavy object by simply observing the motion pattern of the item being moved. Although
light objects, similarly to empty cups, do not reflect one particular strategy, which once again
is indicative of human preference. We validate with one participant performing 20 trials for
each condition as this is solely a proof of concept.

Table 8.6: Results for Robot Assistance experiments.

Easy Hard

B
ox Light 0.78 0.22

Heavy 0.12 0.88

8.7 Remarks

This chapter studied the human hand motion during handovers of cups in two conditions:
carrying an empty cup, or a cup filled with water. These experiments explored several datasets
with data acquired from different sensors during handovers between two humans, or handovers
simulated by a single person. Each dataset had different types of cups with different materials,
and several participants manipulated each cup multiple times, in the two conditions mentioned
above. The results provide a broad and overall general analysis of the human motion behavior
during handovers of cups in two relevant conditions (an empty vs a full water cup). From these
two conditions, it is possible to distinguish motion strategies from humans when manipulating
cups filled with water. This is a more secure, risk-free, option of moving objects when there
is an apparent risk of spilling or danger compared to a normal handover between humans.
Based on these findings, two computational models describing careful/careless handovers are
developed. These computational models provide the robot with anticipatory knowledge of the
type of manipulation, careful or not careful, thus facilitating the robot’s motor preparation
and the adaptation, prior to the interaction, allowing for a better understanding of the object
inherent properties. A link is provided to a video that shows examples of the HRI scenarios
working in real-time, the operation of the controller and the online classification of the action’s
carefulness - video.PropertiesCupsHRI.ieee-2021.

The overall conclusions from the HRI experiments are that the acceleration model clearly
shows its advantages over the previous model with its multi-use in different robot applications.
While the previous one had been only applied to pick & place due to its limitation of having to
set the final meeting point, this new model gives information the moment the object (cup or

https://youtu.be/UKANESxRcH4
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box) is picked by the human, making it versatile. As it was mentioned in the introduction, this
model can be useful for many robot situations where humans play a vital role. Robots can
learn a lot from humans and should take advantage of how humans tackle problems to better
understand the world surrounding them. As a result, this robot controller aims to enhance the
robot capabilities in understanding object properties from human manipulations.



9
Conclusion

The conclusion of this thesis is organized in four different sections. The first section elabo-
rates on the conclusions reached in the part of the thesis exploring the imitation capabilities of
robots to express human-like actions from non-verbal cues. The second section is the part on
how humans communicate and how robots can use those cues to communicate their goals and
intentions. The third section is a conclusion on the final part of the thesis focused on exploring
the intricate details in non-verbal cues that reveal object latent properties during manipulation.
Each part has its own conclusions, the current limitations and possible directions of future
work. The final section is reserved for answering the research questions.

9.1 Imitating Human Actions

This thesis began by focusing on the importance of the robot’s gaze for the overall readabil-
ity of the coordinated motion. We have shown that merely the gaze information is enough to
distinguish the end-goal. In contrast, the arm information alone results in a slower prediction
since the subjects have to wait for the arm of the robot to start moving which is slower than
the movement of the eyes. This work express the importance of non-verbal cues during a HHI,
and the benefit of affording robots with the two-fold capacity: (i) interpreting those cues to
read the action intentions of their human counterparts and (ii) to act in a way that is legible
and predictable to humans.
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Dragan et al. [2013] proposed two types of arm movements (predictable and legible), and
demonstrated that a legible arm movement, which is an overemphasised predictable motion
of the human arm, can give more information about the action that the human or the robot
is going to do. When humans interact with each other, eye gaze movements have to support
motor control as well as communication. On one hand, we need to fixate the task goal to
retrieve visual information required for safe and precise action-execution. On the other hand,
gaze movements fulfil the purpose of communication, both for reading the intention of our
interaction partners, as well as to signal our action intentions to others. Sciutti et al. [2018]
state the ability of the robot to anticipate human behavior requires a very deep knowledge of
the motor and cognitive bases of HHI. There is a need to design robots to predict human needs
and design robots to be predictable for humans. We propose an alternative to embed action
legibility with overemphasized arm motions, and extend the motion model to incorporate eye
gaze information. Our experiments showed that legibility of the robot’s actions improves
with the integration of human-like eye gaze behavior into the controller. Hence, our work
generalizes Dragan et al. [2013], as legibility is achieved through the combination of both
human arm, body, and eye-gaze movements. The resulting robot’s behavior showed to be
legible even for multiple sets of actions such as pick-and-place and handovers. To improve
the work we plan to revisit the modelling of the arm in order to better coordinate the overall
eyes/head/arm speed. In our implementation, the robot arm controller is slower than the actual
human arm motion. The eye-gaze controller was not modelled at the same level of detail as
the arm trajectories using GMMs. While this current model could qualitatively reproduce the
human gaze-shift behaviors, its “human likeness” would need improvement. Part II tries to
tackle this limitation by representing the gaze shift dynamics present in humans.

The second work continues on the same line of observing human non-verbal cues and
reproducing them on the robot side to express the same action intention. We analysed human
motion during polishing tasks and developed an approach capable of learning the polishing
dynamics from human demonstrations and generate the required motor dynamics for the robot
to replicate the human motion. We applied the robotic controller in a online human-in-the-loop
system and the controller can recognize in real-time the human polishing motion and generate
the appropriate robot movements to replicate the recognized polishing strategy.

One of the limitations is assuming that the polishing motion follows an elliptical limit cycle
when there are other types of stable limit cycles. For example, The Van der Pol oscillator
system van der Pol Jun. D.Sc [1926] can generate strong non-linearities which deform the
limit cycle to a non-elliptic shape. Fantuzzi et al. [2016] presents some interesting limit cycles
which can extend this work. The second assumption is the limit cycle dynamics keeping the
linear velocity around the limit cycle attractor constant. This is definitely not the case in
real human polishing motions and it could be relevant to detect and model different velocity
strategies (e.g. polishing harder to remove a stain or smoother to shine a porcelain).



9.2. UNDERSTANDING HUMAN INTENTION WHILE EXPRESSING ROBOT GOALS 145

9.2 Understanding Human Intention while Expressing Robot Goals

In Part II we introduced a “Gaze Dialogue” between two participants working on a col-
laborative task involving two types of actions: individual action and action-in-interaction.
We recorded the eye-gaze behavior of both participants during the interaction sessions and
used the paired eye-gaze data to build the Gaze Dialogue model, encoding the interplay of
the eye movements during the dyadic interaction. The model also captures the correlation
between the different gaze fixation points and the nature of the action. This knowledge is
used to infer the type of action performed by an individual. From the model, we designed a
humanoid robot controller that provides inter-personal gaze coordination in HRI scenarios.
During the interaction, the robot is able to adequately infer the human action from gaze cues,
adjust its gaze fixation according to the human eye-gaze behavior, and signal non-verbal cues
that correlate with the robot’s own action intentions.

The objective of the Gaze Dialogue Model is to be a bi-directional non-verbal gaze commu-
nication system between a human and a robot. The system achieves that goal by reading the
human gaze fixations and, at the same time, generating the appropriate robot gaze fixations.
The second contribution in Part II explored the third level of interaction defined by Gallotti
et al. [2017] where both agents, the leader and follower mutually adapt, and extended the
alignment system in the Gaze Dialogue Model to focus on the adaptation of the leader to the
responses of the follower. We use the human follower’s gaze behavior data for two purposes:
to determine (i) whether the follower is involved in the interaction, and (ii) if the follower’s
gaze behavior correlates to the type of the action under execution. This information is then
used to plan the robot leader’s actions in order to sustain the leader/follower alignment in the
social interaction. During HRI the robot (i) emits non-verbal cues consistent with the action
performed, (ii) predicts the human reaction, and (iii) aligns its motion according to the human
behavior. This allowed for the robot, as the leader, to understand the engagement of the human
follower and adapt its eye-gaze communication to the human responses.

Both previous systems learn from human eye-gaze cues to understand action intention and
generate appropriate robot eye-gaze cues, but the former is focused on the robot reaction as
a follower and the latter on the robot reaction as a leader during the HRI. The issue lies in
the lack of interconnectivity between the two Gaze Dialogue Model pieces from Chapter 5.
One of the goals of future work is to integrate both systems into one leader-follower response
where the robot can adapt to both situations on the fly. Another direction is applying the giving

and placing to other HRI scenarios. This has the goal of exploring the acceptability of the
non-verbal communication cues exhibited by the robots to newer scenarios. Additionally, it is
of interest to evaluate the quickness of the action prediction system in comparison to other
approaches of human action prediction. Quantitative analysis of the human gaze fixations
Dehais et al. [2011], as well as the reaction time are some of the metrics to evaluate the
prediction capabilities of the model. Further is a more thorough evaluation of the impact of



146 CHAPTER 9. CONCLUSION

the gaze behavior controller and motion planning alignment in the quality of the HRI. Future
plan forsees enrolling a group of naive subjects in a HRI with the iCub running the gaze
behavior model and compare it to an alternative controller. It will allow to analyze on how
the human gaze reaction time correlates with the understanding of the robot’s action, and the
initiation of the arm movement towards the handover location to take the object from the robot.
This “mutual” understanding of the action is a field worth exploring in the context of social
interaction and collaborative tasks.

Eye trackers in the past were expensive and the outcome gaze-in-world data were difficult
to analyze in any automated or semi-automated way. Nowadays with open-source projects
it became more readily accessible and easy to use. In the future cameras will be capable of
detecting human pupils at human-to-human distance so we can apply this controllers without
having to add additional sensors to human subjects.

Human interaction involves very sophisticated non-verbal communication skills like un-
derstanding the goals and actions of others and coordinating our own actions accordingly.
Regarding the motor resonance between humans and between humans and robots, our last
contribution on Part II addresses the motor coordination that occurs in a dyadic interaction.
We analyzed and modelled the arm motion cues exchanged between two humans in handover
actions. We were able to show that the robot is able to interpret the human wrist motion and
infer whether or not the observed action is a “handover”, and use the motor resonance model
to coordinate its actions with the human partner, during handover actions.

9.3 Inferring Object Properties

Observing how humans interact with each other and how they manipulate objects, offers
insight on interaction mechanisms and how these are influenced by the physical properties
of the used objects. These insights can support a more informed design of robot controllers
meant to manipulate objects in collaboration with humans. In the computer vision and the
robotics field there is the desire to discover the unknown characteristics of objects present
in the scene. When it comes to cups and glasses one of toughest problems is to estimate the
contents inside. The previous attempts deal with specific characteristics of cups and liquids
Mottaghi et al. [2017] or particular scenarios. However, not all cups are transparent and the
liquid may not be clearly visible (e.g. water). Moreover, you might not get the chance to
view the cup from an angle that allows visualization of the liquid inside Do et al. [2016],
or get to manipulate the cup to notice that it contains liquid inside Do and Burgard [2019],
Schenck and Fox [2017b]. In most cases the cup or object is handed to a robot without any
prior knowledge and the robot will need to use its sensors to discover some information from
the object. Observing how the human is manipulating it, on the other hand, could provide
relevant information on the contents of the cup. The second to last contribution in this thesis
proposes a novel approach to infer the level of liquid inside a cup. The analysis of the eye-gaze
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cues revealed changes in the handover depending on the level of water inside the cup. A model
was proposed capable of learning how to classify three levels of water in a cup from human
eye-gaze cues. The model was integrated in a robot controller for online classification of
real-time human handovers. This approach has the advantage over previous ones in not being
dependent on the cup transparency or liquid’s color given that the information used to classify
cups is based on the human eye-gaze response to cup manipulation and not on detecting the
liquid level inside the cup. However the system is not capable of handling moments during the
handover where the human is not fixating anything meaningful. In other words, the model
is not susceptible to gaze diversions where no particular fixation is relevant at a certain time.
This situation can happen in a natural human-robot scenario either because there is noise in
the sensor or the human looked away for a brief moment. The next iteration of the model must
learn to ignore this noise and irrelevant cues. If the occurrence is only sporadic then it should
be ignored, if on the other hand it is prolonged then it could mean that the human is not paying
attention. Moreover, it can even hypothesize that the cup is risk-free (no danger of spilling)
hence it can be maneuvered without much worry.

The human-to-robot handover scenario has proven that the learned human-to-human han-
dover of cups with different spilling risk levels is capable of classifying similar cups in a
human-in-the-loop online interaction system with a humanoid robot. Future work involves
extending the robotic architecture to include a robot-cup manipulation controller that, accord-
ing to the classified cup, adapts the motor control strategy of the robot arm to prevent spilling.
One final note can be pointed to the HRI scenario which, at the moment, does not provide any
practical benefit. The robot is present and interacting with the human but there is no clear
advantage gathered by recognizing the level of water inside the cup. Future work should be
concentrated in discovering robot applications for detecting the liquid level in a cup.

The last contribution in Part III involves studying human-to-human handovers of cups filled
with various amount of liquid and textures, and investigates to which extent the manipulation
strategy depends on: (i) the individual preference, (ii) whether the cup is filled with water or
not, and (iii) the cup physical properties. An analysis of the human giver’s hand acceleration,
velocity, and position during the handover of different cups under two liquid level conditions
(full of water or empty), allows to distinguish between careful and not-careful (normal)
manipulation. We quantified to which extent the liquid level inside the cups influences the
carefulness level of human manipulation. We concluded that the cups’ physical properties,
such as fragility, breakability, and deformability, play a role in shaping the carefulness of
the manipulation. We applied these findings to human-robot scenarios by developing a robot
controller capable of detecting, in real-time, if the human is being more careful than normal,
and adapting the robot’s approach of interaction accordingly. It was shown that the detection
of a careful manipulation, depending of the experimental context, provides the robot with
information concerning the human partner’s intention to act or need for assistance.

Limitations include the choice for a supervised model that tries to distinguish between
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empty and full cups instead of discovering the carefulness behaviors from unseparated data.
Although it was able to find two contrasting carefulness motion strategies, it most likely
invokes some biases in the model. Perhaps applying an unsupervised learning approach like
data clustering would have found other, more correct, carefulness strategies. Another point to
improve is related to the classifier, where the introduction of a third output when the motion
does not fit any of the two carefulness models (either because there is not enough information
or the motion is ambiguous). Introducing the option of Not sure could provide an additional
evaluation of the model, not only to test the sensitivity of the parameters (ϵ for example) but
also to measure the certainty of the model when applied to new data.

9.4 Reply to Research Questions

This thesis contributions and discussions provide the answers to the proposed research
questions in Chapter 2.

• RQ1 - Can robots execute actions and be successfully understood just by imitating human

non-verbal cues?

Yes. Throughout this thesis human non-verbal cues are used to recognize actions (an
individual or action-in-interaction), intentions (to handover or not an object), and motion
configurations (the polishing or carefulness strategy).

• RQ2 - Can humans and robots mutually understand each other during interaction simply

through non-verbal cues?

Yes. The main distinction between individual actions and action-in-interaction is the
sociological factor that the former does not have and the latter requires for a successful
action. From the analysis of the human non-verbal cues it was possible to detect that
human eye-gaze cues patterns were significantly different between the two types of
actions. The Gaze Dialogue Model learned the two eye-gaze behaviors and, given that
gaze precedes arm motion, it is capable of recognizing the two actions even before the
action is completed.

• RQ3 - Do human non-verbal cues reveal object properties and can it be detected by

robots?

Yes. The models developed in this thesis are bio-inspired in HHI and allow for recognition
of human actions as well as generation of human-like non-verbal cues for expressing
robot actions in HRI. Humanoid robots have the ability of mimicking human eye-gaze and
arm-hand cues generated from the bio-inspired models. Non-humanoid robots, although
limited in its human-like expressiveness, are still capable of generating arm motion
cues which resemble the human’s when performing a specific action (e.g. polishing or
handover).
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• RQ4 - Can robots use human-like eye-gaze and arm-hand cues to express actions,

intentions, and motion profiles?

Yes and it is my conviction that it will be a necessity for general-purpose robots. This
thesis has shown that it is possible to extract non-verbal eye-gaze and arm-hand cues
from humans in HHI that communicate valuable information not only for humans but for
robots as well. Current robots used in HRI settings have noisy and limited sensors and
actuators. Despite these problems, current robots are already capable of reading human
non-verbal cues and expressing human-like non-verbal cues executing actions. As robot
hardware evolves, there will be the possibility of reading more minute details in human
motion and expressing more complex actions with non-verbal cues.

The take-home-message of this thesis is that it is possible for robots to learn and com-
municate non-verbally their intentions just like humans do in HHI scenarios. There is still
much to do when it comes to robot cognitive abilities to reason about human non-verbal cues
in more complex scenarios. Nonetheless, there is no doubt that if humans use non-verbal
communication “protocols” in their daily life to navigate in human-centered environments,
then robots should possess those same capabilities.





A
Ball Placing and Giving Dataset

Humans have fascinating skills for grasping and manipulation of objects, even in complex,
dynamic environments, and execute coordinated movements of the head, eyes, arms, and
hands, in order to accomplish everyday tasks. When working on a shared space, during
dyadic interaction tasks, humans engage in non-verbal communication, by understanding and
anticipating the actions of working partners, and coupling their actions in a meaningful way.
The key to this performance is two-fold: (i) a capacity to adapt and plan the motion according
to unexpected events in the environment, (ii) and the use of a common motor repertoire and
action model, to understand and anticipate the actions and intentions of others as if they were
our own. Despite decades of progress, robots are still far from the level of performance that
would enable them to work with humans in routine activities.

A.1 Human pick & place and giving action dataset

The dataset was designed with the following goals: (i) study the human eyes and body
behavior during manipulation of an object and when interacting with other humans in giving
the object; (ii) provide a complete sensor data of a human performing individual and action-
in-interaction actions; (iii) provide a dataset with raw first-person view of the human gaze
movements in action-in-interaction scenario.

The experiments start with an actor and three participants. For each trial, one actor
executes a set of placing (pick & place) or giving actions directed towards one of the three
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(left/middle/right) subjects. The actor was instructed to act as normal as possible when
performing those actions. The actor picks the object from the initial position and executes one
of these 6 preselected action-configurations (2 actions and 3 spatial directions).

Figure A.1: Illustration of the pick & place and giving action dataset. The figure shows the 3 different video perspectives (left,
top-right and self-view) as well as the two video perspectives used for the two questionnaires (top-right and bottom-right).

• placing on the table to the actor’s left (PL), middle (PM ), or right (PR),

• giving the ball to the person on actor’s left (GL), middle (GM ), or right (GR).

The actions to execute were instructed over an earpiece to the actor so that none of the other
participants could know which would be performed next. The order of the actions is randomly
selected to prevent the actor from adapting its posture prior to initiation. Every action begins
with picking up the ball and ends with the actor placing the ball back to the initial position on
the table.

A.2 Questionnaries

The two questionnaires that are an integral part of the research behind the paper “Action
Anticipation: Reading the Intentions of Humans and Robots” (Chapter 3) are prepared as
a set of randomly distributed questions. For each question the participant is asked to play
a video shown to the left on the screen. After watching the video, one out of six possible
answer should be provided for the question: “What will the actor do with the red ball after the
video stops?” (See Figure A.2) After the answer is provided, the participant moves to the next
question. It will repeat the same procedure until the end of the questionnaire.
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Figure A.2: The illustration of one question a) The snapshot of the screen with the video on the left and the question on the
right; b) list of possible answers
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A.2.1 Questionnaire 1

The first questionnaire has 24 questions. In each question there are six possible answers:

1. Place on the table on your left

2. Pass to the person on your left

3. Place on the table in front of you

4. Pass to you

5. Place on the table on your right

6. Pass to the person on your right

All the answers are referring to the perspective of the subject watching the video. So “Place
on the table on your left” is referring to the white marker present on the table to the left of
the video, while ”Pass to you” is when the actor is giving the ball to the center of the camera
(representative location of the participant viewing the video). The difference between the
videos of the same correct answer is in the length of the action, i.e. video fractions. There
were four different video fractions which are:

1. only eye movement (G)

2. eye + head movement (G + H)

3. eye + head + start of the arm movement (G + H + A)

4. almost complete action (G + H + A +)

A.2.2 Questionnaire 2

The second questionnaire has 36 questions. Just like in the questionnaire 1, each question
has six possible answers 1-6. The difference between the videos of the same answer was in
the length of the videos and the amount of blurring present in the videos. There were three
different video fractions, which are:

1. only eye movement (G)

2. eye + head movement (G + H)

3. eye + head + start of the arm movement (G + H + A)

and three different blurred regions illustrated in Figures A.3 - A.5 by a frame of the robot for
each of the types of videos:

• n - no blurring (G)

• e - blurred eyes (Blrd G + H)

• eh - blurred eyes and head (Blrd G + Blrd H + A)
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Figure A.3: Robot with no blur Figure A.4: Robot with blurred eyes Figure A.5: Robot with blurred Face

A.3 Data from the pick & place and giving action dataset

The actor movements were recorded with an OptiTrack Mocap system, consisting of 12
cameras all around the environment and a suit with 25 markers, placed on the upper torso,
arms, and head, that is worn by the actor. The provides position and orientation data of all
relevant body parts (head, torso, right-arm, left-arm).

The eye gaze was recorded with the mobile, binocular Pupil-Labs eye tracker Kassner et al.
[2014], that allowed us to track the actor’s fixation point. To track the head movements with
the Mocap system, head markers were placed on the Pupil-Lab system. To record the scene,
three video cameras are used to provide different viewing angles that will complement during
the evaluation phase. The first camera provides the world-view perspective of the actor from
the Pupil Labs eye tracking headset (top-right image in Figure A.1, the small window on top).
The second camera records the table top where the actions will take place. This one provides a
continuous look at the table and all the actor’s movements (Figure A.1 - top right). The third
camera was located further from the scene, looking inwards, giving a proper reading of the
subject’s actions and an outlook of the experiment (Figure A.1 - left).

To collect all the sensory information, the OptiTrack’s Motive and Pupil Lab’s Pupil Capture
software were used. Prior to recording, both sensors were calibrated. Custom software was
developed to acquire the video of the actor’s action. All the sensory data are captured on
distributed machines and data are streamed through the Lab Streaming Layer Kothe for
centralised storage and data synchronisation. Acquisitions were performed at the Institute for
Systems and Robotics, IST, University of Lisbon, during August 2017.

A total of 120 trials are performed with action-configurations: PL, PM , PR, GL, GM and
GR performed 20, 23, 17, 17, 19 and 24 times respectively. The binocular eye gaze tracking
system recorded world camera video and eye gaze data at 60Hz, the motion capture system
recorded the movements of the body at 120Hz, and video camera facing the actor, recorded
video at 30Hz. The data from all sensing systems are streamed and collected at one place,
with the timestamps of each sensing system as well as the internal clock information, that is
used as a reference to synchronise all sensory flows.
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Inside the dataset there are @folders with files and isolated files. In the @Folder:

• @LabeledVideo one can find labeled videos of actor performing one out of six action in
randoms order

• @RawGaze one can find raw data of gaze recordings obtained from PupilLabs gaze
tracker

• @RawVideo one can find the rawVideo of the @LabeledVideo

• @RawMotionCapture one can find raw joint and body data skeleton of the actor recorded
using OptiTrack Mocap system

• @gaze visualisation sample one can find video sample of visualisation of gaze tracking
system

• @merged labeled actions.mat one can find 4 matrices: body gaze joints and merged cuts
body gaze joints are 3D matrices of the size nx200x120, where n is number of coordinates
(features), 200 is number of samples, and 120 is number of actions

Inside the dataset, the other files such as:

• merged cuts is the matrix containing the row with assigned: action, gaze quality, times-
tamp on labeled video, start and end sample for gaze recording, start and end sample for
motion capture recording

• Reference To Sync Data is the synchronization of the timestamps of both sensors (Pupil-
Labs and OptiTrack) with the corresponding timestamp of the LSL network that collected
the data.

• outsideView.mp4 is the outside perspective video recordings of the whole experiment. It
examines the full experimental setup from an outscope where it is possible to view the
actor, the participants, and the sensory hardware setup present in the setup and on the
actor.

A.4 Access to the data

The link for the Ball Placing and Giving dataset is publicly available on the instituion web-
site https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/
#acticipate2

https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/#acticipate2
https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/#acticipate2


B
Gaze Behavior in Dyadic Interaction

Dataset

The dataset contains recordings of adult subjects in dyadic interaction task. During the
experiment, the subjects are asked to pick up an object and, based on the randomly defined
instructions, to place it on the table in front of her/him or to give the object to a person sitting
across the table. If the object is handed over, the second person takes the object and places it
on the table it in front of her/him. The goal of this dataset is (i) (ii) (iii) intended to be used to
model the behavior of the human’s gaze while interacting with another human and implement
the model in a controller of a robot for dyadic interaction with a humans.

With this experiment, we want to create a basis for research on how to integrate this
coupling in robot’s motor control system, in scenarios where both human and robot, share the
same space and objects during task execution. For that purpose, the participants are asked
to assemble a pair of towers inside a circle on the paper in front of them. Both towers are
assembled from 3D printed objects of different shape or color as shown in Figure B.1. The
objects are marked with numbers 1-3.
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Figure B.1: Objects for assembling the tower.

B.1 Human-human pick & place and handover action dataset

In the beginning, two stacks of three objects are placed next to each participant. A stack
of objects is positioned below the table top in order to occlude them from the other person.
Next to the stack of objects is given a paper with the desired order of the objects to build the
tower. (Figure B.2). When the assembly of towers starts, the participants are asked, one at a
time, to pick the first object from the stack. If the number of the object matches the number in
their next level of the tower, they should use the object for their tower. Otherwise, they are
instructed to give, i.e. handover the object to a teammate. Thus, there are two types of actions
the participant can execute: (i) intrapersonal action (pick and place an object on its tower, i.e.
placing action) or (ii) inter-personal action (pick and handover an object, i.e. giving action).

Figure B.2: Illustration of the initial stack of objects and the task given to the participants.

The towers are defined such that in the case of a handover, the object given to another
participant is always the matching object for her/his next level in the tower. After an object
is positioned in one of the towers, the turn is taken by a second participant. The actions
are repeated until all the objects are used and both towers are assembled. Illustration of the
progress of the task with the order and the type of action is given in Figure B.3. Once the
assembly is finished, the new task and the new initial stack of objects is prepared and given to
the participants. Each pair of participants had to repeat the task four times, i.e. to assemble



B.2. LABELING FOR THE PICK & PLACE AND HANDOVER ACTION DATASET 159

four different pairs of towers.

Figure B.3: Example of turn-taking order (left and right participant) and type of actions (pick and place or pick and handover)
for assembling two towers.

The four tasks are defined in a way that there is always a different number of giving actions.
This is to prevent the subjects to predict the action ahead of time. The goal here is to record a
natural, unbiased human gaze behavior. The first task has two giving and four placing actions,
the second task has six giving and no placing actions, the third task has no giving and six
placing actions and the fourth task has four giving and two placing actions. Thus, during the
experiment two participants performed together twelve giving and twelve placing actions.

B.2 Labeling for the pick & place and handover action dataset

When observing or scanning immediate surroundings, human eyes make jerky saccadic
movements and stop several times, moving very quickly between each stop. The speed of
movement during each saccade cannot be controlled, and the eyes move as fast as they are able
Carlson et al. [2009]. To capture such eye movements, in this experiment both participants
were wearing Pupil-Labs binocular gaze trackers Kassner et al. [2014]. During the performed
actions, participants’ head gaze was recorded using Optitrack Mocap system Point [2011].
Hardware and software setup used to acquire dataset is illustrated in Figure B.4.

The Pupil Labs binocular gaze tracker is in the form of glasses equipped with three cameras.
Two cameras are recording eyes at 120Hz. A video stream of the egocentric view is recorded
at 60Hz. The pupil detection algorithm does not depend on corneal reflection technique and as
reported in Kassner et al. [2014] the gaze tracker should work with users who wear contact
lenses and eyeglasses. However, we experienced difficulties in calibrating the glasses with
such participants, and we had to choose the participants not wearing glasses and contact lenses.
Before the recording starts, each participant first calibrates his/her gaze tracker using the
screen calibration method. Optitrack Mocap system captures passive opto-reflective spherical
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Figure B.4: Experiment hardware and software setup.

markers at 120Hz. To record head gaze we fixate five opto-reflective markers on each glasses.
Each group of five markers represented one rigid body whose position and orientation in the
reference frame is being recorded. Software setup is composed of following applications.
For gaze data recording we used Pupil Labs Capture. For recording the body movements the
Motive software platform is used. Since we want to capture synchronous data of head and eye
gaze it was necessary to merge the input from two sensory systems. For that purpose is used
Lab streaming layer (LSL) library Kothe. LSL is designed to be a system for unified collection
of measurement time series of various sensing equipment that handles both the networking,
time-synchronization, (near-) real-time access and optionally the centralized collection. In
order to use LSL, we developed a Motive2LSL application that captures the broadcasted
position of the markers and rigid bodies tracked within Motive software platform. Another
application we developed is Sync capture application that receives the data measurements from
two Pupil-Labs glasses and Optitrack cameras and records those data together with timestamps
of the measurements into a file with synchronization timestamps.

We have acquired the data of three pairs, i.e. six participants. Participants were adults
between 25 and 40 years of age. Acquisitions were performed at the Institute for Systems and
Robotics, IST, University of Lisbon, during January 2018. The dataset contains:

• a video stream of the egocentric view with associated timestamps for both glasses,

• pupil data with gaze positions, pupil positions and its timestamps,

• position and orientation of rigid bodies representing head gaze with its timestamps and

• synchronization file with timestamps of gaze tracking and motion tracking data.

In each recording, subjects had to perform 6 actions in one task, and each pair of subjects
had 4 tasks. Thus, we collected the 24 actions in dyad scenario, i.e. 48 gaze and head motion
for each pair (24 observer’s movements and 24 performer’s movements). The recordings are
repeated for three different pair of humans, and thus we collected 72 actions and 144 gaze and
head movements. Figure B.5 illustrates the recorded gaze movement of the eyes during the



B.3. ACCESS TO THE DATA 161

experiment for two different actions (placing and giving) and for two different roles (performer
and observer) of the subject.

B.3 Access to the data

The link for the Gaze Behavior in Dyadic Interaction dataset is publicly available on
the instituion website https://vislab.isr.tecnico.ulisboa.pt/datasets_
and_resources/#acticipate1

The structure of the dataset is as follows:

• @RawData folder contains the Pupil-Labs and OptiTrack raw data:

• @Dyad 1, @Dyad 2, and @Dyad 3 are the folders for each of the pair of participants:

– @RawPupilLabs one can find raw data of gaze recordings obtained from PupilLabs
gaze tracker

– @RawOptiTrack one can find raw joint and body data sceleton of the actor recorded
using OptiTrack Mocap system

• @SegmentedData folder contains the PupilLabs segmented into different actions

• @Dyad 1, @Dyad 2, and @Dyad 3 are the folders for each of the pair of participants:

– @L folder refers to the participant on the left

– @R folder refers to the participant on the right

* @A## $$$$-$$$$?££ folder contains one action

· A## is the id of the action

· $$$$-$$$$ is the initial frame and end frame

· ? is the type of action: G - for giving action P - for placing action

· ££ mentions the direction of the action: RL - giving action from the right
participant to the left participant LR - giving action from the left participant to
the right participant LL - left participant placing object RR - right participant
placing object

– 0 folder contains all the data in Raw

https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/#acticipate1
https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/#acticipate1
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Figure B.5: Illustration of data set with an example given by an image sequences showing the gaze of a performer/observer
during placing and giving actions (green circle represent the recorded gaze points, yellow line represent interpolation between
recorded gaze points).



C
Human Manipulation of Cups with Water

Dataset

The dataset contains recordings of adult subjects in dyadic interaction task. During the
experiment, the subjects are asked to pick up a cup which can have different water levels
(empty, half-full, and full) and, based on the randomly defined instructions, to place it on
the table or to give the cup to a person sitting across the table. If the cup is handed over, the
second person takes the cup and places it on the table. The goal of this dataset is (i) (ii) (iii)
intended to be used to model the behavior of the human’s gaze while inqbilhas0 teracting with
another human and implement the model in a controller of a robot for dyadic interaction with
a humans. Human-Human Interaction scenario where a cup with are manipulated to perform
two types of actions: handover and pick-and-place.

C.1 Human-human pick & place and handover action dataset

The two participants start with a Lego board game indicated by the orange box in Figure
C.1. Each participant needs to pick each Lego piece individually and build a puzzle at their
choosing. The top-left frame in Figure C.2 shows the board game and a subject picking the
first Lego piece. A base Lego puzzle board is provided in the beginning to both participants.
The top-right frame in Figure C.2 illustrates the subject building their Lego puzzle on the

163
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Figure C.1: Human-human Experimental Setup.

base Lego puzzle board. The bottom-left frame in Figure C.2 shows that the second subject
is also building the LEGO puzzle. Predefined Lego pieces will have secondary tasks for the
participants to complete. These pieces locations are selected by the experimenters unknown
to the subjects and each new experiment the locations of these particular Lego pieces are
changed to prevent anticipatory strategies by the participants. The tasks involve either to pass
one of the cups to the other participant (handover), or to move the cup to a specific location
(pick & place). The bottom-right frame in Figure C.2 shows on handover occurring between
two participants. The cups, at the start of each experiment, begin at the predefined locations
illustrated in Figure C.1. One experiment is deemed complete when all Lego pieces are picked
by both participants and the board is empty of pieces.

This dataset is composed of data from two sensors mounted on the two humans participating
in the experiment: head-mounted eye-tracker and infra-red markers for motion capture. The
dataset provides video, eye, and gaze information from the PupilLabs system, and 3-D
position and 4-D quaternion information of the wrist and head of the two humans in the whole
experiment. There were a total of 6 participants in 3 pairs performing the experiments. The
cup present is a transparent plastic and was identical for all the 3 water level conditions and
thoroughout the experiments. There is a total of 6 experiments accomplished per pair of
participants and in each experiment there is 6 actions present. This a total of 36 actions per
pair of subjects and 108 actions included in the whole dataset. The PupilLabs data is for both
participants giving two perspectives of the same actions, hence there is 216 eye-gaze data in
total for the dataset. The OptiTrack is recorded at 120 Hz. PupilLabs is recorded at 30 Hz.
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Figure C.2: Frames from the PupilLabs world camera of the HHI experiments.

C.2 Labeling for the pick & place and handover of cups dataset

The dataset is segmented for the purpose of analyzing the human eye-gaze behavior during
the handover of cups with different water levels. The data is thoroughly examined by an expert
which is instructed to mark and label the following instants:

• Events

– Start

– Object picked

– Object handover

– Object placed

– End

• Gaze Cues

– Team-mate’s Face

– Team-mate’s Hand (with or without cup)

– Team-mate’s Cup

– My cup

– My hand (with or without cup)
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– Lego task

– Cup final position

– Outlier

– No gaze

The Start and End events are marked at specific moments in the experiment. The Start event
occurs when the subject receives the command to perform one of the actions. The command is
considered received when one of Lego pieces unveils an action instruction. The End event
occurs when the action is completed and the subject returns to the Board game task. This
event takes place when the subject pick a new Lego piece. The events related to the object
refer to specific actions performed: picking the cup, handing over, and placing. The Gaze
cues refers to the moments where the subject is fixating one of the aforementioned regions of
interest. These regions were selected as the most frequent in the HHI scenario. Outlier refers
to the fixations which do not match to any of the previous gaze cues and the fixations did not
resemble anything meaningful to the experiment. No gaze refers to the frames where there is
no registered fixation.

For each segment there are two types of actions, pick & place (1) or handover (2), two
types of subjects, leader (1) or follower (2), each subject can only be on one side of the table,
top (1) or bottom (2), and action involves one of the three cups, empty (1), half-full (2), or full
cup (3). The side of the table which the subject is located refers to the configuration in Figure
C.1 where top and bottom is Subject 1 and 2, respectively. The top-left Figure C.2 shows the
Figure C.1 configuration where the frame is from Subject 2’s perspective viewing the table
and Subject 1.

C.3 Access to the data

The link for the Human Manipulation of Cups with Water dataset is publicly available on
the instituion website https://vislab.isr.tecnico.ulisboa.pt/datasets_
and_resources/#hcups_water

The structure of the dataset is as follows:

• @RawData folder contains the PupilLabs and OptiTrack raw data:

– @RawPupilLabs one can find raw data of gaze recordings obtained from PupilLabs
gaze tracker 00# # - refers to the id of the participant. The pairs are 1-2; 3-4; 5-6 The
PupilLabs folder includes all the raw data provided by the PupilLabs Capture System
(raw videos, gaze information, eyes information, etc) For more information on the
specifications, please consult the github repo: https://docs.pupil-labs.
com/core/software/pupil-player/#raw-data-exporter

https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/#hcups_water
https://vislab.isr.tecnico.ulisboa.pt/datasets_and_resources/#hcups_water
https://docs.pupil-labs.com/core/software/pupil-player/#raw-data-exporter
https://docs.pupil-labs.com/core/software/pupil-player/#raw-data-exporter
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– @RawOptiTrack one can find raw joint and body data skeleton of the actor recorded
using OptiTrack Mocap system

* Take 2018-07-25 ##.##.## PM

* ##.##.## refers to .tak and .csv files of each pair of participants

· 02.29.14 - pair 1-2

· 02.55.40 - pair 3-4

· 03.58.38 - pair 5-6

* In each .csv file there are 4 Rigid bodies and associated infra-red markers:

· RB1, RB2 are the rigid bodies of the head of each participant (fixed in the
PupilLabs head-mounted eye-tracker)

· RB3, RB4 are the rigid bodies of the right-wrist arm of each participant.

Columns in .csv file:

* RB1 - 7-9 (X,Y,Z) 3-6 (QX,QY,QZ,QW)

* RB2 - 31-33 (X,Y,Z) 27-30 (QX,QY,QZ,QW)

* RB3 - 19-21 (X,Y,Z) 15-18 (QX,QY,QZ,QW)

* RB4 - 51-53 (X,Y,Z) 47-50 (QX,QY,QZ,QW)

– @SegmentationLabels is a folder with excel files for each of the PupilLabs folders.
Each excel file has information on the specific label that was fixated by the participant
wearing the eye-tracker and the frame that it happens.

* 00#

* # - refers to the id of the participant. The pairs are 1-2; 3-4; 5-6

– @readme labels.xlsx explains in detail the information provided by the manual
segmentation
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Additional Results from Polishing Motions
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D.1 More Examples of Simulated Polishing Trajectories
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Figure D.1: The top example is a circle with the Θ = [20, 0.5, π/2, 1, 2, −pi/4], middle has Θ = [20, 0.7, π/2, 3, 1, −pi/3],
and bottom Θ = [20, 0.7, π/3, 2, 1, π/3].
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Figure D.2: The top example is a circle with the Θ = [20, 0.7, π/4, 3, 1, pi/3], middle has Θ = [20, 0.7, π/6, 1, 3, 0] with
just half the data points as the previous one, and bottom Θ = [20, 0.7, π/6, 1, 3, 0] without the initial points outside the
circle.
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D.2 KUKA polishing while being perturbed

Figure D.3: Compliant controller running during the limit cycle DS on the KUKA robot. Human perturbs the robot in several
directions.
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subjective evaluation of a human-robot object hand-over task. Applied Ergonomics, 42(6):
785–791, 2011. ISSN 18729126. doi: 10.1016/j.apergo.2010.12.005. URL http://www.

sciencedirect.com/science/article/pii/S0003687011000044. Pub-
lisher: Elsevier Ltd ISBN: 0003-6870.

Chau Do and Wolfram Burgard. Accurate pouring with an autonomous robot using an
RGB-D camera. Advances in Intelligent Systems and Computing, 867:210–221, 2019.
ISSN 21945357. doi: 10.1007/978-3-030-01370-7 17. arXiv: 1810.03303 ISBN:
9783030013691.

Chau Do, Tobias Schubert, and Wolfram Burgard. A probabilistic approach to liquid level
detection in cups using an RGB-D camera. In 2016 IEEE/RSJ International Conference on

Intelligent Robots and Systems (IROS), pages 2075–2080, Daejeon, South Korea, October

https://www.frontiersin.org/articles/10.3389/frobt.2018.00088
https://www.frontiersin.org/articles/10.3389/frobt.2018.00088
https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhn083
https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhn083
http://www.sciencedirect.com/science/article/pii/S0003687011000044
http://www.sciencedirect.com/science/article/pii/S0003687011000044


178 BIBLIOGRAPHY

2016. IEEE. ISBN 978-1-5090-3762-9. doi: 10.1109/IROS.2016.7759326. URL http:

//ieeexplore.ieee.org/document/7759326/.

Peter Ford Dominey and Franck Ramus. Neural network processing of natural language: I.
Sensitivity to serial, temporal and abstract structure of language in the infant. Language

and Cognitive Processes, 15(1):87–127, February 2000. ISSN 0169-0965, 1464-0732. doi:
10.1080/016909600386129. URL http://www.tandfonline.com/doi/abs/10.

1080/016909600386129.

Marek Doniec, Ganghua Sun, and Brian Scassellati. Active Learning of Joint Atten-
tion. IEEE-RAS International Conference on Humanoid Robots, pages 34–39, 2006.
doi: 10.1109/ICHR.2006.321360. URL http://ieeexplore.ieee.org/lpdocs/

epic03/wrapper.htm?arnumber=4115577. ISBN: 1-4244-0199-2.

Anca D. Dragan, Kenton C T Lee, and Siddhartha S. Srinivasa. Legibility and predictability
of robot motion. ACM/IEEE International Conference on Human-Robot Interaction, 1:
301–308, 2013. ISSN 21672148. doi: 10.1109/HRI.2013.6483603. ISBN: 9781467330558.

Guillaume Dumas, Jacqueline Nadel, Robert Soussignan, Jacques Martinerie, and Line
Garnero. Inter-Brain Synchronization during Social Interaction. PLoS ONE, 5(8):
e12166, August 2010. ISSN 1932-6203. doi: 10.1371/journal.pone.0012166. URL
https://dx.plos.org/10.1371/journal.pone.0012166.

Claudia Elsner, Marta Bakker, Katharina Rohlfing, and Gustaf Gredebäck. Infants’ online
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Alessandra Sciutti, Laura Patanè, Francesco Nori, and Giulio Sandini. Understanding object
weight from human and humanoid lifting actions. IEEE Transactions on Autonomous Mental

Development, 6(2):80–92, 2014. ISSN 19430604. doi: 10.1109/TAMD.2014.2312399.

Alessandra Sciutti, Martina Mara, Vincenzo Tagliasco, and Giulio Sandini. Humanizing
human-robot interaction: On the importance of mutual understanding. IEEE Technology and

Society Magazine, 37(1):22–29, 2018. ISSN 02780097. doi: 10.1109/MTS.2018.2795095.
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