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Abstract
Spin waves (SWs) are collective excitations of the spin ensemble in systems with magnetic

order. In quantum mechanics, a SW is known as a magnon, which is the quasiparticle describ-

ing the quantized nature of these wave-like excitations. Magnonics is the research branch in

magnetism that studies magnon excitation, propagation and detection in micro- and nano-

structures with the ultimate goal to control and engineer magnons for future applications in

telecommunications and information processing. Indeed magnons exist in the GHz-THz range

possessing wavelengths λm that can be as small as few nm. This frequency regime is that as-

signed to telecommunications. By a propagating magnon, angular momentum flows without

electrical charge motion. Hence magnons can propagate through oxides with magnetic order

as well. The absence of Joule heating and the short λm have raised significant technological

interest in engineering magnon-based devices to process and store information as candidate

solutions to the conventional-nanoelectronics conundrum of achieving simultaneously device

miniaturization, power efficiency and high operational speed. The dynamic magnetic field of

a microwave antenna (CPW) irradiated by electromagnetic waves (EMWs) excites magnons

in an adjacent magnetic layer. The wavelength mismatch of EMW and magnons at the same

frequency limits the coupling efficiency. However to enhance coupling to magnons with λm

< 100 nm periodic arrays of nanomagnets are integrated at the interface between the CPW

and the magnetic layer. The periodic nanomagnets act as grating coupler (GC) improving

the microwave-to-magnon transduction. To optimize the GC functionality unprecedented

downscaling of nanomagnet arrangements below 100 nm is sought. Such lateral length scale

hard to achieve with routinely available tools for top-down nanofabrication. In our work

we fabricate ferromagnetic grating couplers on low damping YIG (Y3Fe5O12) thin film with

11 and 113 nm thickness. We study microwave-to-magnon transduction in the linear and

non-linear regime up to few tens of GHz. Beyond chiral magnon properties in 11 nm thick YIG

we explore the magnon-induced reversal of the nanomagnets integrated on top of YIG. Our

study as a function of thickness characterizes the power efficiency of magnetization switching

by different magnon resonances in hybrid structures for which we realized different interfacial

coupling. We found that magnon pulses propagating in both directions induce magnetization

reversal. The asymmetric group velocities for chiral magnons in the 11-nm-thick YIG are

studied for wavelength down to λm = 99 nm. Stimulated by the efficient magnon excitation via

grating couplers in top-down nanopatterned hybrid structures we then explore a novel route

to create periodically modulated nanomagnets. We investigate DNA-based nanopatterning

tool for feature sizes below 50 nm. In surface-corrugated ferromagnetic thin films we observe
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a frequency shift of the magnon band minimum, modified resonance frequencies of confined

magnon modes and, by performing micromagnetic simulations, predict the formation of

nanoengineered band structures in surface-corrugated thin films with a lateral modulation on

the 30-nm length scale. Our results foster the development of novel miniaturized magnetic

grating couplers and stimulates future device design and optimization to achieve low-power

in-memory computing via short-waved magnons and the magnon-induced reversal effect.

Keywords: Spin waves, magnonics, YIG, DMI, magnonic grating coupler effect, magnon-

induced magnetization reversal, Brillouin light scattering, inductive broadband spectroscopy,

DNA nanotechnology, micromagnetic modelling
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Zusammenfassung
Spinwellen (SWs) sind kollektive Anregungen der Spins in Materialien mit magnetischer Ord-

nung. In der Quantenmechanik wird eine SW als Magnon bezeichnet, das als Quasiteilchen

die quantisierte Natur dieser Anregung beschreibt. Magnonik ist the Forschungsrichtung im

Magnetismus, die die Physik und Methoden in Bezug auf Spinwellen Anregung, Ausbreitung

and Detektion in Mikro- und Nanostrukturen erarbeitet. Das endgültige Ziel ist, Spinwellen

für zukunftige Anwendungen im Bereich der Kommunikations- und der Informationstechnik

zu funktionalisieren. Spinwellen existieren in dem GHz bis THz Frequenzintervall und die

Wellenlänge kann so kurz wie wenige nm sein. Dieses Frequenzintervall ist bedeutsam für die

Kommunikationstechnik. Bei der Ausbreitung einer Spinwelle wird das Drehimpulsmoment

ohne Bewegung der Elektronen übertragen. Daher können sich Spinwellen durch Metalle

und Oxide, die magnetische Ordnung haben, ausbreiten. Die Abwesenheit der Joule-Wärme

und die kurze Wellenlänge haben eine wichtige technologische Relevanz für die Geräte, die

Signalen und Daten mit Spinwellen verarbeiten sollen. Ein solches Gerät, das auf Spinewellen

basiert, ist eine vielversprechende Lösung für die Herausforderungen der Halbleiter-basierten

Nanoelektronik, nämlich die gleichzeitige Verbesserung der Bauelement-verkleinderung,

der Leistung-Effizienz und der Verarbeitungsgeschwindigkeit. Das Zeit-abhängige magneti-

sche Feld des koplanaren Wellenleitere regt Spinwellen in einer benachbarten magnetischen

Schicht an. Die Fehlanpassung der Wellenlänge von elektromagnetischer Welle und Magnon

bei der gleichen Frequenz beschränkt die Kopplung-Effizienz. Magnetische Nanostrukturen

mit periodischer Ordnung auf der Grenzfläche zwischen dem Wellenleiter und der magne-

tischen Schicht sind geeignet um die Kopplung zu Spinwellen, die eine Wellenlänge kürzer

als 100 nm haben, zu verstärken. Die periodischen Nanomagnete wirken als Gitterkoppler,

die die Transduktion zwischen elektromagnetischen Wellen and Spinwellen verbessern. Um

die Funktionalität des Gitterkopplers zu optimieren forschen wir an der Verkleinerung peri-

odischer magnetischen Strukturen unter die 100 nm Längenskala. Solcher Längenmaßstab

ist schwer erreichbar mit alltäglicher verfügbarer Top-down Nanofabrikation. In unserer For-

schungsarbeit erzeugen wir ferromagnetische Gitterkoppler auf Yttrium-Eisen-Granat (YIG)

Schichten, die 11 und 113 nm dünn sind und eine niedriger Spinwellendam̈pfung haben. Wir

erforschen die Transduktion von elektmagnetischen Wellen zu Spinwellen in dem linearen

and nicht-linearen Anregungsbereich bis ungefähr 10 GHz. Neben den chiralen Eigenschaften

der Spinwellen in dem 11-nm dicken YIG untersuchen wir die Schaltung der Magnetisie-

rungsrichtung von bistabilen Nanomagneten, die auf YIG-Schichten liegen, aufgrund von

sich ausbreitenden YIG-Spinwellen. Betreffs der Schaltung der Magnetisierungsrichtung cha-
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Chapter 0 Zusammenfassung

rakterisieren wir die Leistung-Effzienz and die Abhängingkeit von der Dicke verschiedener

Zwischenschichten zwischen YIG and Nanomagneten. Wir finden dass der Magnetisierungs-

vektor durch Spinwellen-Pulse, die sich in zwei gegenläufige entgegen beider Richtungen

ausbreiten, geschaltet werden kann. In 11-nm dicken YIG sind die unsymmetrischen Grup-

pengeschwindigkeiten der chiralen Spinwellen für Wellenlängen so kurz wie 99 nm ermittelt

werden. Wir wenden DNA-basierte Nanotechnologie an, um strukturelle Eigenschaften der

Magnete auf einer Lángenskala von weniger als 50 nm zu verändern. In ferromagnetischen

Dünnschichten von der DNA erzeugten mit Oberflächen-Modulation beobachten wir eine Fre-

quenzveränderung des Spinwellen-Bandstrukturminimums und eine Frequenzsveränderung

der Spinwellenresonanz, die durch die Dicke bestimmt ist. Mit mikromagnetischen Simula-

tionen sagen wir die Entstehung einer künstlichen Bandstrukur in ferromagnetischen Dünn-

schichten mit Oberflächen-Welligkeit voraus, die mit einer Periode von 30 nm variiert. Unsere

Ergebnisse fördern die Entwicklung verkleinerter magnetischer Gitterkoppler. Sie ermöglichen

die Optimierung von Hybridstrukturen, die mit niedriger Leistung In-Memory-Computing

durch Spinwellen mit kurzen Wellenlängen und durch Spinwellensignalspeicherung zum Ziel

haben.

Stichwörter: Spinwelle, Magnonik, YIG, DMI, magnetische Gitterkoppler effekt, Magnetisie-

rungsrichtung Schaltung bei propagierenden Spinwellen, Brillouin Lichtsstreuung, induktive

breitband Spektroskopie, DNA Nanotechnologie, mikromagnetische Modellierung
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1 Research motivation and introduction

Magnetization fluctuations around its equilibrium configuration are called spin waves (SWs)

[20]. In quantum mechanics SWs are referred to as magnons which are the quasiparticle

describing the discrete nature of such spin excitations. Magnon resonances falls within

the relevant frequency range for information and communication technology [56]. In the

same frequency regime GHz-THz, electromagnetic waves in air have a wavelength λEM ∼
cm while magnons feature a wavelength λ∼ nm ÷µm. Magnon propagation carries angular

momentum flow without electron motion. This avoids Joule heating. Therefore magnons

represent a valid candidate for a novel information carrier in a future non-charge-based

beyond-CMOS technology in that information is processed by wave-based operations.

Nanomagnonics is the research field combining physics, device design and materials science

to investigate and control magnon propagation in magnetic nanostructures. To establish nano-

magnonics as a future paradigm for the computing technology efficient control of magnon

dispersion with λm <100 nm (short-waved magnons) must be achieved. This enables un-

precedented downscaling of operating device while preserving high operational speed (i.e.

high group velocity) and low power consumption. To excite short-waved magnons magnonic

crystals are fabricated by nanostructuring magnetic films mostly relying on conventional

top-down nanolithography. A magnonic crystal (MC) is fabricated by periodically patterning a

magnetic structure so that an artificial band structure is formed with transmission and stop

bands for magnon propagation. MCs have been engineered to operate as grating couplers

(GC) when integrated between a microwave antenna and an underlying magnetic layer where

magnons can propagate [60]. The GC functionality is crucial to realize optimal coupling to

short-waved magnons overcoming the wavelength mismatch that exists between λm and λEM.

In the past years MCs have been integrated on low damping YIG thin films [127], [115] and

advanced control of short-waved magnon at the nanoscale has been demonstrated via the

magnon grating coupler effect [60]. These works proved the potential of a magnon-based tech-

nology to achieve logic operations utilizing short-waved magnons at low fields and steering

magnon beams by means of ad-hoc artificially patterned crystals [127] and experimentally

discovered the magnon-induced reversal of nanomagnet switching [115], [133]. The magnon-
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induced nanomagnet reversal is an important discovery to push forward nanomagnonics

as future wave-based computing technology. The magnon-induced nanomagnet reversal

demonstrates the ability to use magnons to write magnetic bits without conversion to the

electrical domain. State-of-the-art nanomagnonics relies on top-down nanopatterning. This

technique has been so far highly successful. However the main design rule for GC suggests to

miniaturize the GC in order to enhance the coupling to short-waved magnons. Conventional

lithography faces at least two bottlenecks: (i) the tool spatial resolution determined by the

electron or photon wavelength used for exposure and (ii) the resolution, linewidth roughness

and sensitivity of chemical resists that are used in the patterning process. To advance state-

of-the-art nanolithography new materials are being investigated as resist candidates at ∼ 10

nm resolution and techniques based extreme ultraviolet lithography or synchrotron radiation

are being optimized [128], [138], [139]. These are stimulating results that are however based

on tools and facilities that are hard to get access routinely. As the technology-driven trend

urgently requires miniaturization, the lateral dimensions of nanomagnets are shrunk down at

length scales for which exchange interactions dominate the magnon dispersion thus leading to

an isotropic behavior. However to maximize the full potential of nanomagnonics it is desired

to preserve and still control the anisotropic magnon dispersion even at large wave vector

(k). Recently several works have addressed this aspect investigating chiral and unidirectional

magnon propagation in ultra thin films. The presence of interfacial Dzyaloshinskii-Moriya

interaction (iDMI) has been observed in ultra thin films of low magnon damping materials

[135], [114] revealing asymmetric magnon group velocity.

Motivated by the current progress in the field of nanomagnonics and its open challenges, we

focus on three main topics in this thesis:

- Magnon-induced nanomagnet reversal characterization

This effect was discovered in a hybrid structure Py/YIG with direct interface [133]. The authors

reported a nonlinear phenomenon in that Py stripes’ magnetization is reversed by spin waves

(SWs) propagating over 25 µm. We aim at a deeper microscopic understanding of the mech-

anism. We propose to investigate which interactions are relevant for the magnon-induced

reversal. We prepare two types of device. Between Py and YIG we place a spacer layer made of

(i) 5-nm-thick Cu or (ii) 5-nm-thick SiO2. The former suppresses direct magnetic exchange

while still allowing for spin current transmission and dipole-dipole interaction, whereas the

latter suppresses the spin current transmission allowing only for dipole-dipole interaction.

By inductive spectroscopy (AESWS, section 3.2) and laser-based magnon detection (BLS,

section 3.3) we measure both types of magnetic interfaces. We study their magnetization

dynamics at different irradiation power Pirr levels in order to explore the effect of linear and

non-linear dynamics. We characterize the critical fields and critical powers that determines

magnon-induced nanomagnet reversal. We also characterize the switching power efficiency of

differ magnon resonances. Stimulated by the several inspiring works of short-waved magnons

in ultra thin YIG films (e.g. [125], [125]) we investigate the same effect in 11-nm-thick and

113-nm-thick YIG so to unveil the thickness-dependence of magnon-induced reversal. To
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summarize, in this part of the thesis (sections 4.1 and partly 4.2) we address:

• Switching dependence of magnetic interface Py/YIG

• Switching power efficiency

• Switching by magnon pulses

• Thickness dependence of switching

- Magnetization dynamics in 11-nm-thick YIG

By inductive broadband spectroscopy we probe magnetization dynamics of liquid-phase-

epitaxy grown 11-nm-thick YIG with integrated ferromagnetic nanostripes. The nanostripes

act as grating couplers thus enabling short-waved magnons. We detect magnons with a

wavelength as small as λm = 99 nm. We probe the chiral propagation of short-waved magnons

by extracting the group velocity vg. We characterize magnon non-reciprocity and iDMI. By

preparing devices with direct exchange Py/YIG and with an interlayer spacer 5-nm-thick SiO2

the magnetization dynamics in the hybrid structure Py/YIG is explored for different interfacial

coupling. Magnon-induced reversal is investigated to complete the thickness-dependence

study. To summarize, in this second part (section 4.2) of the thesis we focus on:

• Large-k magnon excitation and detection in ultra thin film YIG

• Magnon amplitude non-reciprocity and chiral propagation characterization

• Py/YIG coupling

- Bottom-up approach to achieve sub-50-nm patterning

In the third part of this thesis we explore the application of DNA nanotechnology as nanopat-

terning tool to fabricate periodically patterned nanomagnets with lateral modulation < 50

nm. Lateral modulation by surface corrugation has already been investigated via top-down

approaches based on etching and lithography. Surface modulation as thin as 2 nm has been

demonstrated to lead to band structure formation in thin films [85], [97]. These results stimu-

late us to pursue a novel route for nanostructuring magnetic thin films that has the potential

to go beyond the limitations of our top-down lithography processes. Hence we propose

combining DNA nanotechnology and nanomagnonics. Our overarching goal is to realize

magnonic crystals (MCs) with the first Brillouin zone falling in the exchange-dominated range

of wave vectors for magnon propagation. MCs can then be integrated in a magnonic device to

operate as grating coupler. We expect this to enhance the coupling to exchange-dominated

magnons. The lattice pitch ranges from 120 nm down to 31 nm. With the support of the Pro-

grammable Biomaterials Laboratory at EPFL ([140]) we prepare a DNA-based 2D honeycomb

lattice. For other sets of DNA samples we rely on commercially available designs provided by

3



Chapter 1 Research motivation and introduction

Tilibit nanosystems GmbH ([141]). The geometry of the commercially available DNA lattice

is based on a square lattice. We select geometries with different rotational symmetries to

explore magnon dispersion in artificial crystals with different symmetry axis. This allows us to

compare with accomplished works on similar geometries fabricated by top-down nanopat-

terning. Considering the high-risk nature of such project we complement our experimental

efforts with micromagnetic modelling of ferromagnetic thin films. Here we study magnon

band structure formation in Py thin films featuring the surface topography modulation of

the real systems. The simulations provide a further validation towards the feasibility of our

approach. We numerically explore the influence of Py film thickness in the formation of

a band structure induced by the surface corrugation. We experimentally characterize the

DNA lattice structural integrity with atomic force microscopy (AFM) and optimize deposition

protocols for DNA on different substrates. We evaporate Py thin films on DNA-decorated

surfaces. We characterize the topography of the thin film and consequently investigate the

thermally-activated magnetization dynamics by BLS. In this part (section. 4.3) of the research

we work on:

• Micromagnetic modelling of magnon band structure in surface corrugated thin films

• Optimization of DNA deposition protocols in dry environment on mica and on YIG

• AFM characterization of DNA lattice geometries

• BLS study of thermally-activated magnetization dynamics in surface corrugated thin

films grown on DNA

In this report we first introduce the basics of micromagnetism and magnon dispersion in ferro-

magnetic thin films with and without iDMI (chapter 2). Then the experimental techniques of

all-electrical spin wave spectroscopy (section 3.2) and Brillouin light scattering setup (section

3.3) are discussed along with micromagnetic modelling (section 3.1) and sample fabrication

(sections 3.5 and 3.4). Chapter 4 presents and discusses the main experimental outcome of

this PhD project. In chapter 5 we summarize the experimental outcome highlighting the main

conclusions of this work and providing an outlook to future research that this work inspires.
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2 Theory and literature review

In this chapter we introduce the main concepts of magnetism and micromagnetics. We review

the models and formula concerning magnon dispersion and magnonic crystals which are

relevant for this thesis. We conclude with a review of DNA nanotechnology and our strategy

how it can be exploited to create magnets patterned at so far not achieved lateral length scales.

2.1 Basic concepts of magnetism

Quantum electrodynamics attributes microscopic magnetic momenta µq to spin and an-

gular momenta of electrons. The total magnetic moment m is related to the total angular

momentum J by the following relationship

m = γJ (2.1)

J is obtained by summation of spin and orbital momenta (for detailed review of summation

rules [44]); γ = gµ0|e|
2me

is the gyromagnetic ration ([20]) with |e|, me, µ0 and g being respectively

the electron charge, the electron mass, the vacuum permeability and the Landé factor (nu-

merical values can be found in [34]). For metallic ferromagnets the approximations J ≈ S and

g ≈ 2 hold true. The projection of the electron spin along one direction is ℏ
2 , with ℏ being

the reduced Planck’s constant. The magnetic moment of an electron is µB = |e|ℏ
2me

and it is

labelled as Bohr magneton. These quantities have quantized nature and modelling of physical

phenomena at the atomic length scale must consider this. For micro- and nano-structures, as

those investigated in this thesis, a classical approach, assuming the system to be a continuum,

can still be utilized. In the continuum limit, one defines the magnetization M =
∑

i mi/V as the

magnetic moment density where V is the volume over which the summation is performed.

This physical quantity allows to classify a material’s response to an external magnetic field H

according to the relationship:

M =
↔
χ H (2.2)

5



Chapter 2 Theory and literature review

↔
χ is referred to the magnetic susceptibility tensor. In case of homogeneous and isotropic ma-

terials, the magnetic susceptibility is a scalar quantity χ. According to its sign and magnitude,

materials are classified as follows:

Diamagnetic materials have no permanent magnetic moment. In the presence of an

external field H, a weak magnetization is formed against H. χ is negative and |χ| ∼ 10−5.

In paramagnetic materials permanent magnetic moments exist that are not ordered at

zero field. Increasing the external field leads to magnetic alignment thus giving rise to a

macroscopic non-zero M. χ is positive and |χ| ∼ 10−4

Ferromagnetic and antiferromagnetic materials possess permanent magnetic moments

as well. Spontaneous magnetic ordering is of quantum-mechanical nature. The ordering

is driven by exchange interaction. Exchange interaction favors anti-parallel (parallel)

alignment of neighboring magnetic moments for antiferromagnets (ferromagnets). For

antiferromagnets (ferromagnets), χ is positive and vanishigly small (up to the order

of 106). In antiferromagnets, at zero field the macroscopic magnetization is near zero

and a large external magnetic field is needed to realize full magnetic alignment. In

ferromagnets, magnetic domains might be formed. Each magnetic domain features

a non-zero macroscopic magnetization. For a random alignment of many magnetic

domains the remnant magnetization is zero whereas upon application of external fields,

magnetic domains align to the applied field direction. At large fields the system becomes

magnetically saturated and |M| = MS, with MS defined as saturation magnetization. This

parameter is temperature dependent ([129]):

Ms(T ) = Ms(T = 0)[1−a
T 2/3

T 2/3
C

]. (2.3)

a is a constant depending on the short-range exchange interaction and TC is the Curie

temperature. Above this critical value, the ferromagnet becomes a paramagnet.

Ferrimagnetic materials possess neighboring magnetic moments that are anti-parallel.

The magnitude of magnetic moments aligned along opposite directions is different

hence M ̸= 0. Within a specific frequency range, their spin dynamics can be modelled

assuming ferromagnetic behavior.

When describing electromagnetic fields in matter the magnetic flux density B is relevant:

B =µ0(M+H) =µ0(χ+1)H (2.4)

Here we assume a scalar susceptibility. The quantity µ0(χ+1) is the material permeability and

µr = (χ+1) is the relative permeability.
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2.2 Energy terms in micromagnetism

The ground state magnetization of a ferromagnet is determined by the interplay of several

interactions. The interactions have different typical length scales and favors different magnetic

alignment. By minimizing the total free energy functional the equilibrium configuration is

found. In the samples considered in this thesis the micromagnetic approach [12] provides

successful physical modelling. The key assumption is that the magnetization is a continuous

vector. This means that neighboring magnetic moments change direction by only a small

amount. In the following we introduce the relevant energy terms.

2.2.1 Heisenberg exchange energy

This energy contribution comes from a type of interaction acting on short-range and of

quantum-mechanical nature. Indeed it can be understood as consequence of Coulomb inter-

action, Heisenberg’s uncertainty principle and Pauli exclusion principle [34]. The exchange

energy for an N-electron system is calculated by:

Eex = −
N∑

i<j
2JijSi ·Si. (2.5)

2Jij is the coupling constant and its sign determines ferromagnetic (>0) or antiferromagnetic

(<0) alignment of neighboring spins. In the continuum framework Eex can be recast in the

form of a volume integral [5]:

Eex =
Aex

M 2
S

∫
(∇M)2dV. (2.6)

Aex is the exchange stiffness and typical values are of the order of 10 pJ/m. This formulation

suggests that exchange energy is large when magnetization is inhomogeneous over short

length scales.

2.2.2 Dzyaloshinskii-Moriya interaction

Dzyaloshinskii-Moriya interaction (DMI) is an antisymmetric exchange interaction firstly

formulated in Refs. ([11], [10]). In the quantum-mechanical picture, the DMI energy term is:

EDMI = Dij(Si ×Sj) (2.7)

with Dij being the DM vector. In a continuum model [55] it reads:

EDMI =
∫

DM(∇×M)dV (2.8)
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This interaction favors a noncollinear equilibrium state in that neighboring spins are orthogo-

nal to each other. This, in combination with symmetric exchange interaction (eq. 2.5), give rise

to spin canting and formation of chiral magnetic textures. With the progress of nanotechnol-

ogy multilayer systems with thin films combining ferromagnets and heavy metals have been

fabricated and investigated. Here, interfacial DMI (iDMI) arises giving origin to non-trivial

topological magnetic textures and non-reciprocal magnon propagation ([103], [45] and [40]).

iDMI plays an important role in tailoring nonreciprocal dispersion of magnons in ultra thin

films.

2.2.3 Zeeman energy

The Zeeman energy describes the interaction of magnetic moments with an external field Hext

following this formula:

EZ = −µ0

∫
(Hext ·M)dV (2.9)

Zeeman interaction is such that the system is in equilibrium and minimum energy when its

magnetization aligns with the external field Hext.

2.2.4 Demagnetization energy

An object with magnetization M generates a magnetic field that is called stray field in the region

outside the object and demagnetization field Hd inside the object. Considering Maxwell’s

equation ∇·B = 0 and Eq.2.4 a discontinuity in the magnetization acts either as a source or

sink of magnetic field. Hd is responsible for the magnetostatic self-energy term and acts on

the magnetization:

Ed = −(µ0/2)
∫

(Hd ·M)dV (2.10)

The demagnetization field is spatially inhomogeneous and its explicit formulation is often a

complicated theoretical task. It can be generally expressed as a function of the magnetization

via the demagnetization tensor
↔
N :

Hd = − ↔
N M (2.11)
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The components of
↔
N are called demagnetization factors. For uniformly magnetized material

in an ellipsoid as all off-diagonal tensor components are zero:

N =

Nx 0 0

0 Ny 0

0 0 Nz

 . (2.12)

It must hold: Nx +Ny +Nz = 1. For a thin film where the thickness (along z) is much smaller

than the other two in-plane dimensions one can make these approximations Nx = Ny ≈ 0 and

Nz ≈ 1. The demagnetization effects are is often referred to as shape anisotropy.

2.2.5 Magnetocrystalline anisotropy

Magnetocrystalline anisotropy (MCA) originates from spin-orbit coupling in that the mag-

netization prefers to align along specific crystallographic directions thus giving rise to an

anisotropy energy terms Ea. Details on MCA can be found in [42]. Py is an alloy that is opti-

mized to avoid MCA. At room temperature Py has also no magnetostriction. MCA is weak in

YIG ([35], [91]).

2.2.6 Stoner-Wohlfarth model

We introduce now a model describing coherent magnetization reversal that is based on two

energy terms we have introduced. In the Stoner-Wohlfarth model the energy landscape is

defined by anisotropy and Zeeman energy. The model describes uniform magnetization

rotation in a magnetic system that is single-domain. The energy depends on the angles of

magnetization and external field with respect to the easy-axis direction of the magnetic system

and can be expressed as:

E = K V (sinγ)2 −MSV H cos(φ−γ), (2.13)

where K is the anisotropy constant, H is the field magnitude and V is the magnetic volume.

Further parameters are γ the angle between the magnetization vector and the easy axis and φ

the magnetic field angle measured from the easy axis. Magnetization and field are coplanar

with the easy axis. Two energy minima are found that are separated by the potential barrier

∆E (Fig. 2.1). The critical switching field (coercive field HC) is found by simultaneous solving

for ∂E/∂φ = 0 and ∂2E/∂φ2 = 0 [34]. Figure 2.1b shows the hysteresis curve M(H) with the

coercive field for the single-domain particle with H applied along the easy axis.

In Eq. 2.13 we assume that the shape anisotropy provides the uniaxial anisotropy. In case of

an ellipsoidal body of revolution, the anisotropy constant is defined as:

K = Keff =
1

2
M 2

S (Nx −Nz), (2.14)
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assuming the magnetic field is directed along the z-axis. Using Eq. 2.14 the total energy

(Eq.2.13) is now rewritten as:

E =
1

2
M 2

S (Nx −Nz) ·V · (sinγ)2 −MSV H cos(φ−γ), (2.15)

In Fig. 2.1 we illustrate the angular dependence of the total energy for H = 0. In Fig. 2.1a two

energy minima are observed in the absence of external field. These minima correspond to

the two configurations in which the magnetization is collinear with the easy axis (z-axis). The

system is called bistable. In Fig. 2.1b the field value at which M = 0 is called coercivity field

HC. We will discuss in section 2.10 the modified energy landscape when the external field is

non-zero and how this can lead to magnetization reversal in bistable systems.

Figure 2.1: The angular dependence of the normalized total energy E∗ = E
KeffV

is illustrated in
(a) for zero field. The two energy minima are indicated by black arrows. In (b) the hysteresis
loop is sketched for coherent magnetization reversal.

2.2.7 Effective magnetic field

The summation of all the energy terms defines the total energy functional Etot[M] that is a

function of the magnetization M and its orientation:

Etot = Eex +EDMI +EZ +Ed +Ea. (2.16)

The equilibrium magnetization minimizes the energy functional. The total energy density

functional Etot is utilized to define an effective magnetic field Heff:

Heff = −(1/µ0)
dEtot

dM
, (2.17)

which enters the Landau-Lifshitz-Gilbert equation discussed in the next section.
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2.3 Magnetization dynamics

2.3.1 Landau-Lifshitz-Gilbert equation

In magnetostatics, at equilibrium the magnetization is aligned with the effective field Heff. To

generate a dynamic response of a magnetic body, M must tilt away from the Heff direction or

vice versa. When these two vectors are not parallel to each other a non-zero torque originates:

T = µ0m×Heff. In classical Newtonian mechanics this determines a time evolution of the

angular momentum L: dL
dt = T. From Eq. 2.1 magnetic and angular momentum are linked

to each other. This allows to write the equation of motion for magnetization dynamics as

proposed by Landau and Lifshitz ([3]):

dM

dt
= −|γ|µ0M×Heff (2.18)

The LL equation (LLE) describes the magnetization precession around its equilibrium direction

with angular velocity ωH = |γ|µ0Heff. This equation lacks of a term describing dissipation.

To take into account energy dissipation a damping term, describing a viscous force, was

introduced at a later stage by Gilbert [9]. The Landau-Lifshitz-Gilbert equation (LLGE) reads:

dM

dt
= −|γ|µ0M×Heff + (α/MS)

dM

dt
×M. (2.19)

α is named Gilbert damping and allows for a phenomenological description of energy dis-

sipation. The LLGE describes the precessional motion of magnetization that over a certain

time (∼ 1
αωH

) relaxes to the equilibrium direction. YIGtogether with hematite (α−Fe2O3)

have the lowest Gilbert damping of about ∼ 10−5). Materials with small damping parameter

α are sought after to achieve long magnon lifetime and decay lengths. LLGE can be solved

numerically; for the case of small spin precessional angle (linear dynamics) the LLGE can be

linearized for analytical solution.

2.4 Ferromagnetic resonance

The LLGE is utilized to describe resonances in a magnetic materials [20]. We start by modelling

uniform magnetic precession in that all spins precess with the same phase. This resonant mode

is named ferromagnetic resonance (FMR) and the corresponding wave vector k is kFMR = 0.

It is instructive to neglect at first the damping term and use the LLE. The magnetic field

(magnetization) is modelled as sum of a static H0 (M0) and a dynamic component hd (md).

In equilibrium H0 ×M0 = 0 holds. We assume small perturbation such that |H0| >> |hd| and

|M0| >> |md|, hence we consider only linear deviations from the equilibrium configuration.

The linearized LLE reads:
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dmd

dt
= −γµ0(md ×H0 +M0 ×hd) (2.20)

We adopt complex notation and assume harmonic time dependence for both components md

and md obtaining:

iωmd +γµ0md ×H0 = −γµ0M0 ×hd (2.21)

In the linear approximation, dynamic components are non zero only in the plane orthogonal

to the equilibrium direction assumed to be the x-direction in the following. The solution to this

set of equations is given by md,x = 0, md,y =χhd,y + iχahd,z and md,z = −iχahd,y +χhd,z. χ and

χa are the diagonal and off-diagonal components, respectively, of the Polder’s susceptibility

tensor
↔
χ:

χ =
γµ0M0ωH

ω2
H −ω2

andχa =
γµ0M0ω

ω2
H −ω2

. (2.22)

The dynamic magnetization is given by md =
↔
χ hd with:

↔
χ=

0 0 0

0 χ iχa

0 −iχa χ

 (2.23)

In the ideal lossless case the susceptibility diverges at resonance where ω =ωH. In a realistic

case, damping must be taken into account and such divergence is avoided. Moreover, the

dynamic contribution from the demagnetization field must be included in the mathematical

treatment: hd,dem = −Ndmd. Kittel [4] was first to develop the formalism for FMR in a real

sample and arrived at:

fr =
γµ0

2π

√
[H0 + (Ny −Nx )MS][H0 + (Nz −Nx )MS] (2.24)

For Kittel equation one assumes the external magnetic field at equilibrium is pointing along x.

fr indicates the frequency of the ferromagnetic resonance (FMR). For an ideal thin film Ny =

Ny = 0 and the resonance is determined by

fr =
γµ0

2π

√
[H0 +MS]H0, (2.25)

assuming the x-direction to be in the plane of the film. Taking into account damping and an

actual experimental configuration on thin films where the dynamic external field is along y

12
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the susceptibility components read [20]:

Re(χy y ) =
ωM(ωM +ωH)(ω2

r −ω2)

(ω2
r −ω2)2 + [(αω)(2ωH +ωM)]2

and (2.26)

Im(χy y ) =
αωωM[ω2 + (ωM +ωH)2]

(ω2
r −ω2)2 + [(αω)(2ωH +ωM)]2

(2.27)

Figure 2.2 reports the ferromagnetic resonance of a thin film as function of an in-plane mag-

Figure 2.2: (a) Ferromagnetic resonance frequency fr line as a function of external magnetic
field for a thin film (Nz = 1). The assumed magnetic parameters are µ0MS = 176 mT, Aex =
3.76 pJ/m, α = 0.03, γ/(2π) = 28.024 GHz/T. (b) Real (red), imaginary (blue) and magnitude
(green) of the Polder’s susceptibility illustrated as a function of the frequency normalized to
the resonant value at +100 mT. The black dashed line indicates f = fr.

netic field and the real and imaginary susceptibility components at +100 mT. The imaginary

susceptibility reaches its maximum at resonance while the real part crosses the zero point.

This indicates a π/2 phase delay of md with respect to the external driving field hd. The

linewidth δ fr of Im(χy y ) is extracted to characterize the Gilbert damping [53]:

δ fr =
|γ|
2π

µ0δH +2α fr (2.28)

with δH being the linewidth broadening ascribed to extrinsic mechanisms and film inhomo-

geneities.

2.5 Magnon dispersion

We discuss collective spin excitations which reflect spin waves (magnons) with a finite wave

vector k. In such cases neighboring precessing spins exhibit a non-zero relative phase shift

thus giving rise to the wave-like excitation with finite ktot =
√

k2 +κ2
n and wavelength λ = 2π

ktot
.

To couple to these excitations the external driving must be spatially inhomogenous or confined

locally. The perturbation in the magnet might propagate due to exchange and dipolar coupling

of neighboring spins. Indeed to evaluate the dispersion of non-zero k magnons both dipolar

(long-range) and exchange (short-range) interactions are to be taken into account. The

mathematical treatment of such modelling has been formulated for thin films by Kalinikos and

13
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Figure 2.3: (a) Magnon resonant frequencies as a function of in-plane wave vector k for 113-
nm-thick YIG corresponding to Damon-Eshbach, DE (magenta) and Backward-volume, BV
(cyan) configurations. A field of 100 mT is assumed to exist in the film plane. In grey the
magnon dispersion for the case of Damon Eshbach magnons considering quantization across
the thickness of the thin film (DE+PSSW1). (b) Group velocity for the modes displayed in (a).
All data are calculated at 100 mT in-plane field along the x-axis and the in-plane wave vector k
is along the y-axis.

Slavin (KS formalism) [16]. In Fig. 2.3 we show the application of this model and present the

dispersion relations f (ktot) of magnon modes in 113-nm-thick YIG for 100 mT in-plane field.

The magnon wave vector is decomposed in in-plane k and out-of-plane κn components hence

the total wave vector magnitude is ktot =
√
κ2

n +k2 by considering the magnon quantization

across the thickness hence it holds κn = (nπ/t); with n = 0,1,2, ... and t being the thickness.

Using ktot =
√

k2 +κ2
n KS formalism models a magnon dispersion relation as follows:

ω(ktot,H) =
√

(ωH +ωMl 2
exk2

tot)[ωH +ωM(l 2
exk2

tot +Fn)] (2.29)

with

Fn = 1−Pn(cosφ)2 + ωMPn(1−Pn)(sinφ)2

ωH +ωMl 2
exkn

(2.30)

and

Pn = (k/kn)2 + 2k3

k4
nL

[
1− (−1)n exp−kt

] 1

1+δ0n
. (2.31)

Here the exchange length lex =
(

2Aex

µ0M 2
S

)2
[54]. The magnon group velocity is obtained via:

vg = ∂ω/∂k. (2.32)
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In Fig. 2.3b we show the group velocities of different magnons modes at 100 mT. Magnon

properties depend on their propagation direction k with respect to M0 the magnetization di-

rection. Magnon with propagation direction k̂ ⊥ M̂ are called Damon-Eshbach (DE) magnons

whereas we refer to the case k̂||M̂ as Backward-Volume (BV ) mode. In-plane propagating

magnons can also be quantized across the thickness therefore κn ≠ 0. In Fig. 2.3 (grey curves)

we report the case of κn = 1. Due to the nature of dipolar interactions, a magnon dispersion at

low k (lexktot << 1) is anisotropic hence the orientation of magnon propagation k with respect

to equilibrium magnetization M0 determines magnon propagation properties, as one can

appreciate comparing the cyan and magenta lines in Fig. 2.3. At large k (lexktot >> 1) exchange

interaction dominates the magnon dispersion and makes it isotropic with fr ∼ k2
tot. The group

velocity for DE magnons is positive while in BV at small k we find vg < 0. The group velocity

for quantized modes across the thickness starts at 0 km/s at k = 0. DE magnons feature the

largest group velocity. These are usually preferred for transmission experiments in the range of

dipolar SWs. In the presence of dipolar interaction magnon dispersion is anisotropic and this

originate non-reciprocal magnon propagation. Such behavior is lost at large k where, in ferro-

magnets, as the symmetric exchange governs the dynamics. In the presence of antisymmetric

exchange such as iDMI non-reciprocal propagation is established in the dipole-exchange

dominated as well. In general, non-reciprocity is an interesting feature of magnons with

potential applications in the field of wave-based devices operating as isolators, circulators etc.

We discuss magnon dispersion in the presence of iDMI in section 2.6.

KS model is used to model confined magnon modes as well. Magnon modes confined along

the thickness are called perpendicular standing spin waves (PSSWs). For κn ≠ 0 and k = 0 the

dispersion according to KS formalism can be recasted in a simpler form [90]:

ωPSSW,ds = γµ0

√(
H0 + 2Aex

µ0MS

d 2
sπ

2

t 2

)(
H0 + 2Aex

µ0MS

d 2
sπ

2

t 2 +MS

)
(2.33)

Here t is the thickness and ds counts the number of half oscillations across the thickness. ds

in a real sample can deviate from n as assumed so far. This parameter depends on the spin

pinning boundary conditions. ds is referred to as spin pinning parameter. The spin pinning

boundary conditions depend on the spin alignment at the interface. For classical physics

often only two options are considered in which a standing wave has either zero or maximum

amplitude at a boundary. Interestingly for a spin wave the amplitude can take intermediate

values at the boundary as well [16]. When comparing the KS formalism to data obtained

on a sample, ds is used to fit the calculated dispersion relation to the measured resonance

frequencies.
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2.6 Magnon dispersion in the presence of iDMI

The iDMI adds a linear term in k to the dispersion and the new resonance frequency as a

function of H and k reads [114] [58]:

ωtot(ktot,H) =ω0(ktot,H)+ 2γD

MS
[(n̂ × M̂) ·k] (2.34)

with ω0(kn,H) being the magnon dispersion according to KS model (Eq. 2.29). D is the iDMI

strength, n̂ the symmetry breaking direction (e.g. the growth direction in case of multilayers),

k the magnon wave vector and M̂ = M/MS. The second term can be either positive or negative.

This depends on the direction of the magnetization and magnon propagation with respect to

the symmetry breaking axis. For thin films, this formula suggests the contribution to iDMI is

zero when the magnetization points out-of-plane (i.e. |n̂ × M̂ | = 0). For in-plane fixed field,

magnons possessing the same k feature different frequencies according to their in-plane

propagation direction or in other words this effect is anisotropic in the plane as it depends on

the angle between the magnetization and the wave vector. The frequency difference between

counterpropagating magnons occurs when k ⊥ M. The group velocity is modified by the iDMI.

Denoting vg,0 the group velocity expressed by the KS model in Eq. 2.32 the group velocity with

iDMI contribution reads:

vg,tot = vg,0 + vg,DMI (2.35)

with vg,DMI =
2γD

MS
[(n̂ × M̂) · k̂] (2.36)

The second term vg,DMI is constant while its sign depends on the magnon wave vector direction.

The second term is the iDMI-induced velocity term [58].

By measuring the frequency difference δ f± of counterpropagating magnons one can deduce

the iDMI strength using:

δ f± = 2
γD

πMS
|k|. (2.37)

As an alternative approach, the group velocity asymmetry δvg can be extracted by transmission

measurements and then the iDMI strength can be estimated. δvg measures the group velocity

difference between the slow (vr mg ,−) and fast (vr mg ,+) propagating direction of the same

magnon mode in the presence of iDMI. δvg is expressed as:

δvg = |vg,+− vg,−| =
4γD

πMS
. (2.38)

Recently, an empirical model has been adopted to explain the magnetic field dependent group

velocity asymmetry observed in 7-nm-thick YIG [114]:

δvg = 2vg,DMI ·arctan(H/H0). (2.39)
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Equation 2.39 explained the observed behavior in that the group velocity asymmetry reached

an asymptotic value for a magnetic field with a magnitude larger than a critical threshold H0.

2.7 Magnonic crystals (MCs)

Magnonic crystals are created by magnetic materials possessing periodic modulation of

different constituents or specific parameters (e.g. Aex, MS or other parameters, local magnetic

fields, strain, temperature). Magnon dispersion relation ω(k,H) in these systems feature

engineered band gaps and minibands [63]. Analogously to the case of electron states in the

periodic crystal potential and electronic band structure, for MCs we can apply a formalism

based on Bloch’s theorem. The spatially modulated magnetic moment can be expressed as a

Bloch wave m = exp(i k · r)uk(r) where the position vector is r = (x, y, z) and uk(r) possess the

same translational invariance as that of the MC, hence it holds uk(r) = uk(r+R). R is the crystal

period. By adopting Fourier formalism the Bloch wave can be recasted as:

m(r) =
∑
G

mk(G)exp[i r · (G+k)] (2.40)

with G indicating the reciprocal lattice vectors that must fulfill the condition G ·R = 2πN with

N ∈Z and k is a wave vector belonging to the first Brillouin zone (BZ1). The BZ is defined by

the MC periodicity; assuming a one-dimensional MC with lattice constant p the boundaries of

BZ1 coincide with kBZ1,± = 1π
p . For a fixed kBZ inside the BZ1 the dispersion features several

solutions fq(k) that are identified by their miniband number q ∈N. Depending on the strength

of the periodic modulation band gaps are opened. The modulation strength determines the

band gap width. The exact solution fq(k) can be analytically evaluated by the plane wave

method ([41], [22]). In our work we model magnon dispersions in periodic structures by

numerically solving the LLGE. In this scenario, the allowed magnon states are formed by

coherent Bragg scattering at the periodic potential and constructive interference.

2.8 The magnonic grating coupler effect

We have discussed that 1D MCs possess eigenstates with wavevectors k = kBZ+qG where q = 0,

±1, ±2, ±3, ... and |G| = 2π
p such that their magnitude behaves ∼ |q|

p for large |q|. MCs are artifi-

cially tailored to control magnon phase, energy and velocity. MCs belong to the metamaterial

systems where quasiparticle dispersion can be engineered. In photonics and plasmonics it has

been shown that periodic patterning provides wave matching thus enhancing the coupling

between two different wave guiding media [93]. Though similar to the periodic artificial crys-

tals such functional transducer elements are named grating couplers. Grating couplers (GCs)

are periodic systems designed particularly such that dispersion branches are back-folded to

the Γ point at k = 0. For magnonic GCs established in 2013 [60] the magnon bandstructures

were backfolded. At the crossing points given by k = k1+qG, enhanced microwave-to-magnon

transduction was observed. The corresponding GC modes were observed in 1D and 2D grat-
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ings [60], [78]. Following Bloch’s theorem, the magnonic grating coupler excites magnons

with a wavelength λ = q ·2π/p. The excitation of exchange-dominated magnons requires

miniaturization of GCs by reducing p.

Utilizing the Co stripes acting as GC on top of a YIG thin film, magnons with a wavelength λ =

50 nm have been excited and detected [89]. This defines the current state-of-the-art for short-

waved magnon excitation using the magnonic grating coupler effect[125]. For nanomagnonics

state-of-the-art top-down nanopatterning at the sub-100-nm lateral length scale is needed.

Techniques have been developed relying on high-energy photon illumination and synchrotron-

based equipements. However these techniques are very expensive, require large facilities

and are not commonly available. Another route is possible via bottom-up nanotechnology.

We investigate in this thesis the integration of DNA nanotechnology into nanomagnetism as

nanopatterning tool to engineer magnetic nanostructures at lateral length scales even below

state-of-the-art conventional lithography. In section 3.5 we introduce the main concepts

of DNA nanotechnology and describe our research methodology on how to exploit DNA

nanotechnology to progress towards sub-100-nm lateral patterning in nanomagnonics.

It has been demonstrated that a surface corrugation δ of 2 nm in a ferromagnet leads to

the backfolding of branches, formation of bandgaps and minibands for magnons [85]. We

highlight in Fig. 2.4 selected results from this work. In Fig. 2.4a the DE dispersion relation of

the plane film is shown. Figure 2.4b displays the same film but with δ = 2 nm and a periodicity

of surface corrugation of az = 300 nm. The boundaries of the first Brillouin zone (BZ1) are |kBZ1|
= π

az
= 10.5 rad/µm. This value is still below the exchange-dominated range of wave vectors

according to the KS model [16]. This value δ is encouraging for our DNA based nanotechnology

introducing a similar corrugation.

Figure 2.4: (a) and (b) are adapted from [85]. The magnon band structure for Damon-Eshbach
propagation is reported for (a) a plain film and for (b) a surface corrugated thin film. The
authors have assumed the magnetic parameters of permalloy. The applied field is 150 mT. (b)
The grey dashed lines defines the BZ1 boundaries.
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2.9 Magnon-magnon cooperativity

For (quantum) information processing the ability to tune and control quasiparticles’ inter-

action and interconversion processes is of fundamental importance (Fig. 2.5). Large efforts

are directed to understand how to prepare and optimize physical systems to achieve e.g.

strong magnon-magnon, magnon-photon and magnon-phonon coupling [95]. Several stud-

ies have addressed magnon-magnon coupling in magnetic hybrid bilayers achieving strong

coupling and cooperativity tunability by controlling magnetization alignment and interfacial

interactions [83].

The figure of merit of magnon-magnon coupling is the cooperativity C [67]:

C =
g 2

κm1κm2
(2.41)

with g quantifying the coupling strength and κm1 and κm1 representing the half widths at half

maximum of the resonances of the isolated magnon modes. C counts the oscillations of the

hybridized mode before decoherence settles in [132]. Depending on κm1, κm2 and g different

coupling regimes are identified (Fig. 2.5). Magnon-magnon coupling has been probed in

Figure 2.5: Sketch of different scenarios of quasiparticles’ coupling inspired by [67]. Depending
on the ratio of the coupling strength and the dissipation rates of the two modes one classifies
the coupling as (a) magnetically induced transparency, (b) weak coupling, (c) Purcell effect
and (d) strong coupling.

artificial magnetic crystals on ferromagnetic layer. The influence of external fields and shape

has been characterized [137]. In this thesis we explore magnon-magnon coupling by inductive

broadband spectroscopy performed on 11-nm-thick YIG with integrated one-dimensional

periodic arrays of Py nanostripes.

2.10 Angular momentum transfer and magnetization switching

Achieving energy-efficient control of the local magnetization is key for the functionality of

spintronic and magnonic devices. In particular, the ability of writing/reading magnetic bits via

magnons without the need for conversion to the electrical domain is of great interest as this

feature could boost an all-magnon-based on-chip information processing and storage plat-

form. In this paragraph we review relevant literature on mechanisms of angular momentum
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transfer that can trigger magnetization switching.

Spin torques by s-d exchange coupling and spin-orbit coupling

In this part we introduce mechanisms based on spin transfer torque (STT) and spin-orbit torque

(SOT). Detailed insights can be found in [100] and [72]. The basic scenario of spin torques is

the interaction between spin polarized electron flow and localized magnetic moments due

to angular momentum conservation. The interaction was first explained with s-d exchange

coupling and the spin transfer effect, (ST effect). Slonczewski [21] predicted that magnetization

can be reversed by the ST effect and later Berger, independently, predicted magnetization

precession via ST effect [19]. For the case of spin orbit torque (SOT), the current-induced

torque occurs via charge-to-spin conversion governed by spin-orbit coupling (SOC) of a single

material or in a heterostructure [124]. Here a non-zero electric field creates nonequilibrium

orbital occupation that via SOC leads to SOT. Different microscopic mechanisms drive SOT, e.g.

Spin Hall effect, orbital Hall effect and Rashba effect are the most widely investigated. However,

recent works have investigated thermally-generated, phonon- and magnon-driven SOTs. We

refer to STT when the electrical current flows across the interface of different materials and to

SOT when the electrical current flows in the plane parallel to the interface. To describe current-

induced torques we consider the typical trilayer structure made of ferromagnet (FM1)/normal

metal (NM)/ferromagnet (FM2). In our discussion FM1 is the free layer to which we aim

to transfer momentum and/or switch magnetization M1. FM2 is the reference layer with

magnetization M2. FM2 defines the spin polarization. Due to its mathematical form the

Slonczewski STT is also often referred to as damping-like torque τDL (refer to Eq. 2.19 for

comparison with damping term). A common expression for current-induced torques is ([100]):

τel = τFLM̂ × ξ̂+τDLM̂ × (M̂ × ξ̂). (2.42)

The first term is called field-like, FL, torque and the second term is the damping-like, DL,

(i.e. Slonczewski-like) torque. τFL and τDL are respectively the magnitude of the FL and DL

torque. The quantity ξ̂ is a unit vector directed along the incident spin orientation. Electron

spin tunnelling is another mechanism that can induce SOT. This occurs for tunnelling barrier

layers with a thickness less than 2 nm [117], [66].

Magnon transfer torque

Angular momentum flow carried by precessing spins provides a magnon spin current Jm,s [68].

Jm,s has the following key advantages in comparison to the electronic spin current Je,s: energy

dissipation is reduced due to the absence of Joule heating as no electron motion is involved

and transmission in insulators becomes possible with long decay length [82] (and references

therein). Recently magnon-torque-induced magnetization switching has been experimentally

investigated at zero external magnetic field [104]. Using a trilayer structure consisting of

a high spin current source substrate, a NiO spacer and the ferromagnet Py the electrical

spin current was converted to magnon spin current at the interface with NiO. NiO features

different magnetic phases depending on its thickness. As an insulator only magnons can carry
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spin angular momumentum across its thickness. The authors observed current-dependent

reversal of the Py and attributed this observation to magnon transfer torque. Further studies

of magnetization switching by magnon transfer torque were conducted on perpendicularly

magnetized garnet thin films [117], [121]. In Ref. [104] the authors proved that direct exchange

coupling is not essential for magnon-torque-induced magnetization switching.

Thermomagnonic torque

Angular momentum transfer can be initiated and/or assisted by thermal fluctuations. In

2010 Slonczewski proposed magnonic STT induced by heat flowing through the interface

of a ferrite/NM/free magnet system. The ferrite provides thermally-generated magnon spin

current. The mechanism requires large s-d exchange coupling such that the magnon spin

current can then be converted in the normal metal to conduction electron current. This can

then travel to the interface with the free magnet and here the spin accumulation can be large

enough to create sizeable torques [46]. Overall, a more efficient method than electrical STT for

switching was predicted.

Spin pumping

Spin pumping (SP) is related to STT by the Onsager reciprocity [43]. SP defines the generation

of a spin current by the precessing magnetization of a magnet. In a multilayer FM/NM system

the precessing magnetization in the ferromagnet loses torque by emitting spin current into

the NM thus acting as a spin pump. Spin pumping depends on the interfacial coupling and

interface quality. The physical quantity that takes this into account is so-called interfacial

mixing conductance g ↑↓ = g ↑↓
r + i g ↑↓

i , with g ↑↓
r (g ↑↓

i ) being the real (imaginary) part [24]. g ↑↓

is key for the SP mechanism and also known as spin mixing conductance. Via SP the magne-

tization dynamics of a magnet can inject spin current into an adjacent material. In case of

an NM as adjacent material the spin current can travel across the NM thickness provided its

thickness is smaller than its spin diffusion length. From SP, spin torques can originate that

modify magnetization vector and dynamics. It has been predicted that SP renormalizes the

gyromagnetic ratio and Gilbert damping [26]. The former effect is proportional to g ↑↓
i whereas

the latter grows with g ↑↓
r . The SP-induced damping enhancement is reflected in the resonance

linewidth [70]. For realistic FM/NM interfaces it is often assumed g ↑↓
i being vanishingly small

hence g ↑↓ ≈ g ↑↓
r [27], [26].

Microwave assisted switching

Resonant microwave assisted switching (MAS) was first demonstrated by Thirion et al. in 2003

[29]. They investigated dynamics of magnetization reversal in a 20-nm-diameter Co particle.

The system was a single-domain magnet hence its reversal dynamics was governed by the

Stoner-Wohlfarth model (section 2.2.6). As such the only competition was between shape

anisotropy field and applied external field. The authors applied an external magnetic below

the coercive field HC threshold for quasistatic switching. This favored one magnetization

direction in the ground state (blue arrow in Fig. 2.6) while the opposite direction formed the

metastable state (red arrow in Fig. 2.6). Upon irradiation with RF pulses that hit the FMR

frequency (Eq. 2.24) the magnetization precessed and for large pulses the nanoparticle left the
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metastable state jumped to its stable ground state (Fig. 2.6). The reversal thus achieved was

called MAS.

Figure 2.6: The normalized total energy E∗ is reported for H = 0.5HK as a function of γ. HK =
2Keff
µ0MS

represents the anisotropy field. The blue (red) arrow indicates the stable (metastable)
state. The field is applied along the direction that favors the alignment indicated by the blue
arrow. The H = 0 case is shown in Fig. 2.1.

Reversal by domain wall motion

Magnetization reversal can occur via nucleation and propagation of magnetic domains. This

implies the formation and propagation of domain walls. The nucleation of a domain is

triggered by DL and/or FL torques. This can be assisted by DMI. Once the domain is nucleated

further application of DL torque expands or shrink the size of the size thus moving the domain

wall (DW). Therefore, via DW motion, the newly nucleated domain can extend to the whole

magnetic body thus completing magnetization reversal [130]. For magnetic nanowires it has

been demonstrated both theoretically and experimentally that propagating magnons exerted

enough torque to depin a DW and initiate its motion [81], [50].
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3.1 Micromagnetic simulations

We solve the LLG equation (Eq. 2.19) numerically to interpret the experimental data and make

predictions concerning the magnon bandstructure modification through nanopatterning of

e.g. YIG and Py. To conduct such micromagnetic modelling we use the MuMax3 solver that is

a GPU-accelerated micromagnetic solver based on finite difference analysis [65]. With this

software and with a postprocessing MATLAB code that we wrote, we model the magnon band

structures of the system of different samples (see section 4.3.4).

We first present a MuMax3 simulation to solve the LLG equation (Eq. 2.19) at T 0 K assuming

parameters for Py such as Ms = 800 kA/m and Aex = 13 pJ/m. The Gilbert damping is set to

α= 10−8. We are interested on the formation of magnonic crystal with tailored band structure

and not on magnon propagation and decay. To obtain well defined minibands and frequency

gaps we chose such a small α. The system extends over 9720 nm along x and 31.2 nm along y.

The thickness t (along z) is varied (Fig. 3.1). The cell size is 3 nm, 2.08 nm and 1 nm in x-,y-,

and z-direction respectively. The field is applied along +y and magnon propagation along x is

investigated.

We model a surface corrugated thin film by decomposing it, along the thickness axis, in three

main regions namely (i) a dot lattice, (ii) a plain film and an (iii) antidot lattice (Fig. 3.1).

Periodic boundary conditions are applied along x and y. The field is 90 mT and directed along

+ŷ . Magnetization is initialized in a uniform state along +ŷ , the system is relaxed and the equi-

librium magnetization vector m̂0(r) = M0(r, t )/MS of each unit vector. To excite magnetization

dynamics the following time- and space-dependent magnetic field, with amplitude A and

cutoff frequency fC, is applied:

hp(r, t ) =

(x̂ + ẑ)A · si nc(2π fC(t − td)) if |x| ≤ 10.5nm

0 if |x| > 10.5nm

Here td defines the time instant at which the magnetic pulse reaches its maximum value. In
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our study, unless else specified, we use the following parameter values: fC = 100 GHz, A =

1 mT, sampling time ts = 5 ps, td = 10 x 5 ps and a total simulation time ttot = 4096 x 5 ps.

During the dynamic simulation the magnetization vector m̂(r, t ) = M(r, t )/MS is recorded at

each multiple of ts. We remove the static magnetic contribution by defining the dynamic

magnetization unit vector m̂d(r, t ) = m̂(r, t )−m̂0(r). The z-component md,z(r, t ) is considered

for further analysis. This is multiplied by the Hanning window. Then the 2D FFT ϕ(kx, y, z, f )

= FFT[md,z(x, y, z, t )] is computed. The Fourier analysis is applied to the time coordinate and

the x coordinate. This process is applied separately for each thickness layer. After the FFT

calculation, the power spectral density (PSD) 20·log10[| ˜md,z(kx, y = 0, z = t/2, f )|] is reported

as a function of the propagation wave vector kx and frequency f. Such data provide the band

structure with characteristic band gaps in case of periodically modulated properties.

Figure 3.1: (a-c) Images taken with Muview [142] of layers composing the simulated geometry.
(a) Dot lattice, (b) plain film and (c) antidot lattice corresponding to different layers of the final
geometry that is shown in (d). (d) The red regions are magnetic material and the black zones
are void. The system in (d) is used to model surface corrugated thin-film Py as deposited on a
periodic DNA lattice.

3.2 All-electrical spin wave spectroscopy (AESWS)

3.2.1 General aspects of inductive broadband spectroscopy

AESWS is an inductive technique for RF broadband analysis of standing and propagating

magnons. An electromagnetic (EM) signal oscillating at a frequency f is sent by the Vector

Network Analyzer (VNA) to the device under test (DUT). Typically our DUT is made of on-

chip integrated coplanar waveguides (CPW1 and CPW2) fabricated on a magnetic layer (YIG

in our case). CPWs are fabricated to achieve 50 Ω impedance matching so as to transfer

efficiently electromagnetic waves to/from conventional RF circuits working up to 26.5 GHz (the

maximum probed frequency by our VNA). The CPW geometry defines the space-dependence

of the generated inhomogeneous field which consequently defines a specific FFT spectrum.

The maxima of the FFT spectrum indicate which wave vector the CPW can efficiently transfer

into the spin system (i.e. the underlying magnetic layer) as shown in Fig. 3.3. Coupling RF

signals to large-k magnons is made possible by integrating periodic arrays of nanomagnets

between the CPW and the YIG (see section 2.8). With such an approach the state-of-the-art

AESWS methodology has achieved detection of magnons with k = 135 rad/µm [125]. The DUT

response in frequency-domain is characterized by measuring its scattering S matrix (Fig. 3.2).

A complex voltage signal a1 is provided to port 1, the instrument measures magnitude, phase,

real and imaginary part of the transmitted (reflected) signal b2 (a2). The S parameters are
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Figure 3.2: (a) Sketch of S parameters used for a 2-port VNA. (b) The VNA is in electrical
contact with CPW1 and CPW2 via microwave tips. The RF excitation is injected into CPW1
thus generating an inhomogeneous microwave field. This excites magnons that can propagate
to reach CPW2. Here, they are detected by Lenz’s law of induction as transmission signal
S21. Besides, the injected electromagnetic power at CPW1 features an absorption peak when
hitting a magnon resonance. In the VNA screen magnitude (black), imaginary part (green) and
real part (magenta) of S11 and S21 are shown as insets for the first GC resonance (4.75 ÷ 5.3
GHz range). The magnetic field is externally controlled via pole shoe and field coils which are
operated by bipolar voltage suppliers. The setup covers magnetic fields in the range ± 90 mT
at any in-plane angle θ.

defined as follows:

Sij =
bi

aj
. (3.1)

They are unitless complex variables. They describe the global response of the DUT. The

instrument can be configured in two operation modes that we call (i) asymmetric and (ii)

symmetric jumper configuration. In the asymmetric jumper configuration the instrument is

configured to efficiently emit from one port 1 (2) and detect at port 2 (1). In the symmetric

configuration the instrument emits and detects signals with equal efficiency using both ports

1 and 2.

Measurements are repeated while sweeping the magnetic field magnitude (direction) in order

25



Chapter 3 Methods

to obtain field-dependent (angle-dependent) spectra. The magnetic field is applied via pole

shoes winded with field coils. The magnetic field control is achieved by a home-built software.

The magnetic field is bipolar. An Hall sensor, mounted below the sample stage, monitors and

sends a feedback signal reflecting the locally sensed external field. The whole VNA setup is

mounted on a vibration isolation table (not shown in Fig. 3.2b).

3.2.2 Coplanar waveguide design and excitation spectrum

Figure 3.3: (a) COMSOL simulation of magnetic flux density magnitude when irf at 5 GHz is
injected inside the waveguide. The RF current is applied along −ẑ. The color scale indicates
the field magnitude and the black arrows show the field direction in space. The arrow length is
normalized by the amplitude for sake of better visibility. (b) Space-dependent evolution of
in-plane (out-of-plane) microwave field component is shown in black (green). The ground
(G) and signal (S) lines’ cross section is illustrated to match the field’s space-dependence to
the CPW position. (c) FFT spectra of the microwave field for a CPW with ws (wg) = 2.1 µm (1.4
µm) in blue and with ws (wg) = 0.6 µm (0.4 µm) in red.

The CPW design can be optimized and validated by means of a three-dimensional electromag-

netic simulator. A detailed treatment of the analytical relationship between the characteristic

impedance Z0 of an electronic component to its material and geometrical parameters is found

in [18]. The CPW geometry we adopt for our research is taken after [115], [59], [48]. The CPW

design length is 121.6 µm hence much shorter than the wavelength of the EM wave for the

relevant frequency GHz regime. We assume therefore the RF current irf and the RF magnetic

field hrf to be constant along ẑ (Fig. 3.2). However, hrf is inhomogeneous in the x y-plane. The

injected irf oscillates at a frequency f and propagates along x̂. It goes through the signal line

(S) and given the SHORT-type geometry of the CPW splits into two components collected back

by the ground (G) pads. S and G line widths are wS = wG = 2.1 µm and the separation gap

between G and S lines is wg = 1.4 µm. The CPW design is such that the EM cross-talk between

neighboring antennas is minimized. COMSOL simulations are conducted for different CPW

geometries to extract the CPW excitation spectrum (Fig. 3.3c). The in-plane microwave field

component is strongest at the center of the signal line whereas the out-of-plane component is

strongest near its edges (Fig. 3.3c). The inhomogeneous field excites magnons with defined
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wave vectors. The induced voltage by a propagating magnon below a CPW is given by

Vi =
dΦCPW

dt
=
µ0

2

∫
Vs

hrf ·
dM

dt
dV (3.2)

With Vs being the sample volume, ΦCPW the magnetic flux beneath the CPW and M the sample

magnetization and dM
dt being expressed as

dM

dt
= iωmexp i (ωt −k · r) (3.3)

In this formalism, magnons propagating along x-direction lead to a signal Vi ∼
∫

hrf(x)exp i kxx,

i.e. the Fourier transform of the microwave field along the x-direction. For the CPW geometry

that we use, in the FFT spectrum of the microwave field we find the main k peak at k1 =

0.86 rad/µm. At higher wave vectors we observe several other peaks with smaller intensity.

These wave vectors can also excite magnons though with lower efficiency than k1. In general,

k1 ∼ (ws + wg)−1 [37]. Hence by reducing ws and/or wg, k1 can be made larger. However

impedance matching for antennas with miniaturized dimensions is challenging. This provides

further motivation to our efforts to integrate DNA nanotechnology into nanomagnonics

fabrication processes as a patterning tool to achieve miniaturized grating couplers to push

microwave-to-magnon transducers beyond the state-of-the-art.

3.2.3 Group velocity and amplitude non-reciprocity

Figure 3.4: (a) Mag(S21) in log-scale at +40 mT measured at Pirr = -15 dBm for a device with
Py/SiO2/YIG interface. Main resonances are indicated with the corresponding magnon wave
vector (blue labels). (b) Linear scale plot of Mag(S21) [Imag(S21)] in black [green]. The noise
level is at ≈ -50 dB

Magnon excitation via CPWs possesss a k distribution as shown in Fig. 3.3c. Therefore the

resonance peak features a frequency broadening according to the magnon dispersion relation

f = f (k). Figure 3.4 shows the scattering parameter S21 at +40 mT. S21 is measured with CPWs

integrated on 113 nm thick YIG. The signal line width is ws = 2.1 µm, while the signal-to-
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ground separation is wg = 1.4 µm. Underneath the CPWs Py stripes are fabricated and at as

magnonic grating couplers. The stripes are 100 nm wide and 20 nm thick. The periodicity

of the stripe array is p = 200 nm. The Py stripes are separated from the YIG by 5-nm-thick

SiO2. In Fig. Figure 3.4 many peaks are seen. The first broad one reflects the pronounced k

distribution around k1. The further peaks are attributed to magnon modes in YIG with wave

vectors such as G±k1, G+k1 +kPSSW1, 2G±k1. The broad peak around 6.7 GHz is related to

the FMR in the Py stripes forming the GC. kPSSW1 corresponds to κ1 of the KS model (section

2.5). In (b) the linear magnitude and imaginary part of the transmitted signal between 4.8

and 5.2 GHz is shown. The imaginary part features signal oscillations. These oscillations are

indicative of a frequency-dependent phase accumulation ϕ by the magnon packet as it travels

away from the emission point [62]:

ϕ = k ·deff (3.4)

where deff, the effective travelled distance for phase accumulation, is often approximated to

D12 (Fig. 3.2). Therefore a full period in the measured oscillatory signal of the imaginary part

(Fig. 3.4b) represents a wave vector shift δk = 2π/deff. The corresponding frequency shift δ f is

extracted from the data as in Fig. 3.4. We estimate the group velocity vg according to:

vg =
dω

dk
≈ 2πδ f

δk
= δ f ·deff. (3.5)

To characterize non-reciprocity of magnons propagating in different directions (section 4.2.3)

we define the parameter η that it measures the asymmetry of magnon amplitude A for

magnons bearing opposite k [126]:

η =
A12

k − A21
k

A12
k + A21

k

. (3.6)

For a constant field, the transmission is measured once sending input signal at port 1 and

detecting the response at port 2 (i.e. S21
k ). In a second measurement cycle port 2 emits the RF

signal while port 1 detects it thus detecting S12
k . To extract A we fit a Lorentzian to the signals

M ag (S12) and M ag (S21). We use the fitted amplitude of the curve to calculate η based on Eq.

3.6.

3.2.4 Displaying measured spectra

The VNA detects magnitude, phase, imaginary (Im) and real (Re) parts of the induced volt-

ages (scattering parameters). The detection is phase-coherent with the excitation. For the

raw signal Im[S] (Re[S]) we evaluate the median value < Im[S( f )] > (< Re[S( f )] >) across all

fields, for each frequency point. The median value is subtracted from the raw signal thus ob-

taining δIm[Sij( f , H)] = Im[Sij( f , H)]−< Im[Sij( f )] >; analogously we obtain δRe[Sij( f , H)].
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With these two quantities we build the linear magnitude signal as M ag (Sij) = [δIm2(Sij)+
δRe2(Sij)]1/2 where the f and H has been dropped from the notation. Such procedure remove

field-indepedent disturbances in the spectra. In some occasions, where a temporal drift

impacts the measurements another route is followed which we call the the next-neighbor

subtraction. Values Sij taken at the same frequency and adjacent field values are subtracted

according to: ∆Sij( f , Hq) = Sij( f , Hq+1)−Sij( f , Hq); with Sij being the raw linear magnitude as

measured by the VNA.

The scientific colour map bam [143] is utilized to display VNA data to prevent visual distortion

of the data and exclusion of readers with colour vision deficiencies [108].

3.3 Brillouin light scattering

Brillouin light scattering (BLS) characterization of magnetic excitations is based on magnon-

photon interaction. This laser-based technique is harnessed for optical detection from GHz

range up to a few THz [13]. It has been pioneered by two independent works of Brillouin ([1])

and Mandelstam ([2]). BLS allows for detection of frequencies of magnons as a function of

applied field H and, depending on laser focus, with high spatial resolution. In implementations

BLS is used to resolve magnon phase, wave vector, and temporal dynamics [71]. One of BLS

key advantages is the ability to probe both coherent and incoherent (e.g. thermally-activated)

magnons. In this PhD thesis we rely on this technique to probe magnetization dynamics in top-

down nanopatterned Py/YIG hybrid structures and explore thermally-activated magnetization

dynamics in surface corrugated Py thin films. In this chapter we introduce the physics this

optical spectroscopy technique, we discuss the BLS microscopy and momentum transfer and

describe the setup at LMGN focusing on the relevant components for our research. More

details can be found in [115].

3.3.1 Basics of Brillouin light scattering (BLS) process

The magnon is detected via magnon-photon interaction. In a semiclassical picture, magnons

generate time- and space- dependent variations δε(r, t ) in the dielectric tensor ε of the probed

magnetic material due to spin-orbit coupling. A photon, that scatters at the surface of the mag-

netic material, picks up such δε(r, t ) in that the reflected photon is modulated at a frequency

fm, with fm being the characteristic magnon frequency. In terms of scattering among quasipar-

ticles (Fig. 3.5a,b), an incoming photon ( fp,in,kp,in) can generate (annihilate) a magnon ( fm,km)

upon scattering and this is called Stokes (Anti-Stokes) process. The quantum-mechanical

description imposes energy and momentum conservation therefore the frequency fp,out and

wave vector kp,out of the scattered photon satisfy the following equations:

h fp,in ±h fm = h fp,out (3.7)

ℏkp,in ±ℏkm = ℏkp,out (3.8)

29



Chapter 3 Methods

Figure 3.5: (a),(b) Sketches of magnon-photon interaction via a Stokes (magnon creation)
and Anti-stokes process (magnon annhilation). (c) Sketch of the incident and inelastically
back-scattered beam motivating in-plane momentum conservation with a magnon (green).

Equation 3.8 refers to the case of translational invariance. In the case of magnetic films, this

applies to the in-plane momentum component only, i.e. the wave vector components in the

plane of the film (Fig. 3.5c). A monochromatic laser beam is focused on the magnetic sample,

impinging at an angle θin. Elastically scattered light is reflected at an angle θout = θin. In the

backscattering geometry the BLS detector collects kp,out being antiparallel to kp,in (Fig. 3.5c).

In this configuration the in-plane momentum transfer ∆k is approximated by:

∆k = 2|kp,in|sinθin (3.9)

Therefore collected photons have a wave vector shifted by the quantity ∆k. |kp,in| = 2π
λL

is

defined by the laser wavelength λL. λL = 473 nm and 532 nm, in the two LMGN setup. The

maximum achieveable ∆k = 2|kp,in| = 26.6 rad/µm considering λL = 473 nm. Figure 3.6 shows

a full schematic of the µBLS setup including components for time-resolved measurements at

LMGN. A monochromatic solid-state laser emits a linearly polarized beam with horizontal

polarization. In LMGN setup a solid state laser emits a beam that is focused via an objective

lens with numerical aperture NA = 0.85 onto the sample and back-reflected photons (θin = 0◦)

are collected. The laser beam is focused down to a beam diameter 250÷300 nm on the sample

surface. Given its frequency resolution combined with high spatial resolution, we use BLS to

probe magnon propagation and excitations in magnonic crystals with lateral modulation of

few hundreds of nm [71], [39], [69]. The temporal allows us to measure group velocities, the

lifetimes and decay length.

3.3.2 BLS microscopy setup

The BLS instrumentation offers high-contrast and high-frequency resolution. We use a multi-

pass Fabry-Perot interferometer to analyze the scattered light. An extensive and exhaustive

description uf such setup is available [14, 23]. In our experiments we have used an optical
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Figure 3.6: Sketch of the whole BLS setup, including components and connections to conduct
phase-resolved BLS (PR-BLS). A nanopositioner finely controls the sample position. A perma-
nent magnet generates an in-plane field along ±x̂. The permanent magnet is attached to a
moving stage. Hence the field is variable in the range 2 ÷ 200 mT. Signal generator 1 (SG1) is
connected to the on-chip antenna for coherent magnon excitation while SG2 is connected to
an electro-optic-modulator (EOM) to generate a reference signal that is the copy of the same
signal injected into the CPW. This is needed for PR-BLS. The TOF analyzer acquires incoming
photons and their timestamp.

power ≤ 1 mW when illuminating from the topside (i.e. direct incidence on the YIG surface)

and an optical power of ≈ 2 mW when illuminating from the backside through the GGG

substrate). The objective lens with NA = 0.85 is an Olympus LCPLFLN100xLCD lens. The

large NA collects photons over a broad regime of incidence angles. The backreflected light is

composed of both elastically and inelastically scattered photons. The latter are only a small

fraction. Typically the signal is 10−6 ÷10−4 times smaller than the elastically scattered part

(this estimation is valid for thermally-activated magnons). Upon scattering with magnons,

the photon polarization is rotated by 90◦. We make use of a Glan-Taylor prism (GTP) to sep-

arate the horizontally polarized photons from those that have inelastically scattered. The

horizontally polarized photons pass straight the GTP and are partially re-directed to a CCD

camera. This signal is utilized to monitor the laser spot on the sample. The inelastically

scattered photons have a vertical polarization and after entering on the GTP they are directed

to a the six-pass tandem Fabry-Perot interferometer (TFPI) [144]. Photons are transmitted

by the interferometer only when matching its frequency. The TFPI frequency is adjusted by

controlling the mirror spacing between the relevant etalons. The transmitted photons are

received by a silicon avalanche photodiode detector. Each photon causes an eletrical pulse

that is read out by a time-of-flight (TOF) electronics (Fast ComTec MCS6A). This transmits
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further the information to the control computer. The TFPI is controlled via a software package

[69] that matches the readout frequency and the time of detection. The information provided

by the TOF elctronics is key to achieve time-resolution. To excite coherent magnons on-chip

integrated CPWs are utilized. The CPW is wire bonded to an RF waveguide that is itself con-

nected via an RF connector to the signal generator (SG1 in Fig.s 3.6, 3.7). RF excitation of

magnons increases the signal strength.

Figure 3.7: (a) The chip is glued on a macroscopic RF waveguide. The CPW and the waveguide
are electrically connected via wire bonding. The RF waveguide is connected via an RF connec-
tor to SG1 (Fig. 3.6). In the configuration shown the BLS laser is focused on the top surface.
(b) The sample is mounted on the same RF waveguide and in this case the whole system is
mounted upside down to allow light to impinge through the substrate onto the active region.
(c) Detailed picture of the device under study. The photograph is taken looking through the
substrate. Bonding wires are attached to the G, S, G pads of the device.

In the case of BLS measurements of thermally-activated magnons the signal generator is turned

off. The laser is focused on the sample to probe magnons excited by thermal fluctuations

(thermal magnons). This detection scheme reveals the eigenmodes of the magnetic sample.

Magnon population starts energetically at the lowest available energy level, therefore the

lowest frequency peak observed in BLS indicates the magnon band minimum. Following the

KS formalism (sect. 2.5) the DE and BV magnon branches define the range (outer boundaries)

of allowed magnon states. Moreover, due to the negative group velocity at small finite k of the

BV mode the magnon band minimum in frequency is realized for |k| ̸= 0 (Fig. 3.8). The wave

vector detection limit (Eq. 3.9) of our BLS setup allows us to probe spin wave excitations up to

|kmax| = 26.6 rad/µm (black dashed lines in Fig. 3.8). When discussing the frequency shift of

the magnon band minimum in section 4.3.2 we refer to the magnon state with |k| ̸= 0, that is

detected with the BLS capabilities, residing at the lowest frequency (red arrows in Fig. 3.8).

The integration time to collect the signal from thermal magnons for thin films is usually

few hours long to achieve a large signal-to-noise ration. Before data analysis the raw BLS

spectra are normalized. The normalization process scales each dataset by the number of the

detector photon count at the elastically scattered peak (peak at zero GHz frequency shift).

This procedure minimizes effects of drifts and laser power fluctuations on the measured BLS
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Figure 3.8: DE (magenta) and BV (cyan) magnon branches predicted by the KS formalism (Eq.
2.29) for 5-nm-thick Py in an in-plane field of 240 mT. Further magnetic parameters are µ0MS

= 797 mT and Aex = 11 pJ/m. These values are extracted from our own measurements. The
red arrows indicate the magnon band minimum that occurs at non-zero finite k. The dashed
black lines indicate the BLS wave vector detection limit |kmax| = 26.6 rad/µm.

intensity thus allowing relative comparison of spectra taken at different fields and for different

time periods.

3.4 Top-down nanofabrication

To nanopattern YIG and fabricate on-chip integrated devices we work in the cleanroom infras-

tructure of the Center of MicroNanotechnology CMi at EPFL. Here we apply self-optimized

process flows aiming at the nanofabrication of the devices investigated in this thesis. We

benefit of established technical know-how by former PhD students at LMGN as a starting

point [115], [127], [116], [119].

3.4.1 Fabrication of one-dimensional periodic arrays of Py stripes

Fig. 3.9 illustrates the main steps to nanofabricate Py/Cu stripes on 113-nm-thick YIG. Cu (5

nm thickness) is DC-sputtered with 1.42 nm/s deposition rate in the Alliance-Concept DP650

sputtering chamber. Py is electron-beam evaporated (Leybold Optics LAB600H) at a 0.4 nm/s

rate in a base pressure of 1.5 · 10−6 mbar. To pattern HSQ stripes, first the sample surface is

cleaned with acetone and IPA, then it is dried. An additional cleaning step is taken in that

the sample is dipped for 90 s in CD26 (TMAH 2.4%). It has been observed that this improves

surface adhesion for our particular choice of materials. The sample is heated for 10 minutes at

120 ◦C and then let it cool down to room temperature. HSQ 2% (commercially available as

XR-1541-002, from DuPont) is spin-coated for 60 s at 4000 rpm. Electron beam lithography
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Figure 3.9: Process flow to fabricate Py stripes on 113-nm-thick YIG with Cu spacer. (a-b)
After cleaning the YIG surface with acetone, IPA and heating the sample to remove moisture,
Cu is sputtered on YIG and Py is evaporated on Cu. (c) HSQ is exposed to EBL and after
development HSQ stripes are formed. (d) Using the patterned HSQ as hard mask the same
pattern is transferred to the Py layer thus determining Py stripes. (e) The sample is cleaned
with acetone, IPA and heated up to remove moisture then is coated with PMMA/MMA + Au for
the second EBL so that CPW pattern is exposed. (f) After a descum step, Ti/Au are evaporated
to form the CPW. (f-g) SEM images of a completed device and detailed view of the Py stripes.
The scale bars are (g) 2 µm and (h) 1 µm.

(EBL), operating at 100 keV, is utilized to write HSQ stripes and CPWs and it is conducted

with a Raith EBPG5000+ system. We use a 3 nA beam current and 1.25 nm resolution. The

exposure dose is 5400 µC/cm2 and for the proximity effect correction, we set β = 7 and η =

1.4. We expose the same pattern at 5200 µC/cm2 and 5600 µC/cm2 to later explore the best

produced stripes. The development lasts for 2 minutes in a CD26/NaCl solution. This is a

solution that is prepared at LMGN mixing 500 mL of CD26 with 25 g of NaCl (Sodium chloride

ROTI®METIC 99.999% (5N)). It is prepared following [38]. Then the sample is gently moved

into a water bath for at least 5 minutes. It is important to avoid making bubbles or turbulent

flows whenever breaking the liquid surface of developer or water. The last step is to blow

nitrogen on the sample to dry it and here also one must take extra care to control the gas flow.

The ion beam etching (Veeco Nexus IBE350) step is conducted sending the Ar+ ions at 3 ◦ tilt

from the sample surface normal for 56 seconds with the recipe LOW_IBE that is developed

by CMi staff. After scanning electron microscope (SEM) inspection we decide the optimal

pattern onto which CPW are written.

3.4.2 Fabrication of coplanar waveguides on Py stripes

In the second EBL step for coplanar waveguides (CPWs) preparation, both MMA EL9 and

PMMA A4 are spin-coated at 4000 rpm. After each spin-coating step the chip is heated at 180 ◦
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for 5 minutes. To prepare a conductive layer for EBL we sputter a 10-nm-thick Au top layer.

EBL is conducted with 30 nA beam current and 10 nm resolution. The exposure dose is 515

µC/cm2 and for the proximity effect correction, we set β = 7 and η = 0.2. Au is removed by wet

etching 15 s with a chemical etchant (TechniEtch ACI2) based on KI+I2. Resist development

in MiBK:IPA 1:3 solution lasts 70 seconds. Then the chip is directly transferred to a water

tank. The chip is left in the water for 70 seconds. The development in MiBK:IPA 1:3 solution is

time-sensitive. Hence the chip must be fully out of the bath when 70 seconds have elapsed

and swiftly transferred into the water-containing beaker. Before Ti/Au evaporation the chip

is exposed for 10 seconds to an oxygen plasma (200 W, O2 flow = 200 sccm and pressure =

0.5 mbar) to remove residuals from the development step, in particular resist residuals at the

pattern edges (descum step). 5 nm thick Ti and 120 nm Au are evaporated and then the chip is

placed in acetone bath for 4.5 days. The lift-off processing is finished by gently rubbing the

sample with a cotton swab to remove metal layer residuals.

The process flow described above is conducted to fabricate also magnonic grating coupler

on Py/SiO2 with only exception of step (a) (Fig. 3.9) in that now SiO2 (5 nm thickness) is

evaporated.

3.5 Bottom-up magnonics nanotechnology based on DNA

We emphasize selected concepts and methods of the DNA nanotechnology that are relevant

for the experiments. We describe our research methodology to utilize DNA nanotechnology as

bottom-up approach to fabricate periodically-patterned magnetic nanostructures. Reviews

about how the controlled synthesis of DNA structures has evolved into different branches of

nanotechnology can be found in [146], [109],[80], [99], [122], [134], [112], [79]. Along these

lines, we conclude this section by describing the experimental protocols we have optimized to

prepare such structures.

3.5.1 DNA structure and chemistry

It is instructive to begin with a description of the deoxyribonucleic acid (DNA) structure and

its chemistry in order to understand the relevance of this molecule in modern nanotechnology.

The DNA structure (Fig. 3.10) was independently investigated by Franklin and Wilkins, who

in 1953 observed two periodicities, 0.34 nm and 3.4 nm, in DNA fibers by X-ray diffraction

patterns [8], [6] and by Watson and Crick, who in the same year formulated the double helix

model for the DNA structure [7]. In the following we describe the details of the DNA structure

and chemistry that have led to the proliferation of DNA self-assembly in nanotechnology.

The DNA is constituted by deoxyribonucleotides (or nucleotides). Nucleotides have three

main components (Fig. 3.11): (i) a nitrogen-containing (nitrogenous) base, (ii) a pentose

ring, i.e. an organic cyclic compound with five carbon atoms and (iii) a phosphate PO3−
4 (Fig.

3.10). Nitrogen-containing bases are divided in pyrimidine and purine. The former contains

Adenine (A) and Guanine (G) bases and the latter contains Cytosine (C) and Thymine (T). In

35



Chapter 3 Methods

Figure 3.10: This image is adapted from [61]. On the left side the DNA double helix model is
shown. The letters A, C, G and T identify the four nitrogen-containing bases. The width of the
double helix is 2 nm and the two periodicities 0.34 and 3.4 of the major and minor groove are
indicated. On the right side a detailed sketch illustrates the structure inside each single strand
and how two single strands interact with each other to form the helix. Inside the single strand
5’ and 3’ indicate the carbon atom of the pentose ring. The stacking of phosphate groups
alternating with pentose rings is forming the DNA backbone. On the side of the backbone the
nitrogen-containing bases are leaning out. This facilitates interaction with other bases. The
interaction is driven by hydrogen bonds. By convention, single-strand DNA is always written
from the carbon atom 5’ to the carbon atom 3’, in this sketch the vertical arrows indicate
this direction for each of the single strand. The phosphodiester linkage is highlighted by the
dashed red box

the DNA molecule, successive nucleotides are covalently linked by adjacent phosphate groups

forming a phopshodiester linkage [123] (Fig. 3.10). All the phosphodiester linkages along one

DNA strand have the same orientation and give the structure a specific polarity. This linkage

is formed by two oxygen atom of the phosphate group which bind to the hydrogen of the

carbon atom on site 5’ of the pentose ring and to the hydroxyl group of the next nucleotide

at the carbon atom on site 3’ (red arrows in Fig. 3.10). This provides an ordered stacking of

nucleotides which defines a chain structure. The chain forms the hydrophilic and covalently-

bounded backbone of the DNA. Pentose rings and phosphates are positioned along the chain

while the bases are lean on the side of the chain. Bases belonging to different chains interact

with each other via hydrogen bonds. These interactions lead to the formation of double-strand
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Figure 3.11: This image is adapted from [123]. The structure of the four deoxyribonucloetides
is reported. From left to right, respectively, the panel illustrates the Adenine (A), Guanine (G),
Thymine (T) and Cytosine (C) bases (on the top) with the chemical bond to the pentose ring.
The pentose ring is chemically binded to the phosphate group.

DNA which has helicoidal structure as predicted by Watson and Crick. The length of a DNA

molecule is conventionally reported in units of base pairs (bp). The helix periodicity is 3.4 nm.

The spacing of neighboring bases on the same single-strand DNA is 0.34 nm. The interacation

among bases are specific: A binds to T and C binds to G, there is no A-G and T-C binding. These

interactions are often known as Watson-Crick base-pairing interaction and they represent one

of the main mechanisms at the core of DNA nanotechnology (section 3.5.2).

3.5.2 DNA nanotechnology

Inspired by the specific base-pairing interaction Seeman proposed in 1982 [15] the first al-

gorithm to form stable DNA junctions and promoted the idea to utilize these as building

blocks for more complex structures such 3D objects and crystals. Since then the field of DNA

nanotechnology has evolved significantly. In 2006 Paul Rothemund proposed a method to con-

struct arbitrary geometrical shapes by using a long single strand DNA (scaffold) that folds onto

itself following a pre-designed pattern [33]. There have been several ongoing efforts to improve

DNA structural control, stability and explore the application of DNA-based nanostructures to

build nanorobots, plasmonic and photonic structures [112], [51]. DNA self-assembly can be

engineered to form 2D and 3D structures at the nanoscale.

To achieve self-assembly we follow two approaches based on (i) DNA origami [118] and (ii)

DNA tiles [28]. DNA origami is achieved by hybridization of a long (∼ 1÷2 kbp) single-strand

DNA (DNA scaffold) with many short (<60 bp typically) single-strand DNA fragments (staple

strands). DNA tiles are single-strand DNA fragments of short length (∼ 100 bp) that combine

together to form a unit that further operates as an element for the assembly of a more complex

nanosystem. The tile is a more rigid structure than the origami. Depending on the termination

of each DNA fragment the terminal parts of a strand are named blunt or sticky. The self-

assembly of tiles ending with blunt ends occurs via π-π orbital interaction whereas with sticky
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ends the interaction among tiles is driven by the conventional Watson-Crick base-pairing. In

this thesis we work with DNA tiles possessing sticky ends.

The DNA nanotechnology described so far has demonstrated the ability to build via the bottom-

up approach 2D and 3D nanoarchitectures with high spatial resolution [75], [64]. The impact

of DNA nanotechnology in nanoengineering and microsystems has been wide. It still gains

momentum, in that several fields of research dealing with fabrication and patterning have

turned to DNA nanotechnology in an attempt to push the patterning capability to minimum

length scales below state-of-the-art lithography. DNA-assisted lithography (DALI) has gained

interest in that DNA origami has been utilized to pattern at the sub-10-nm lateral length scales

silicon substrates. Using DALI plasmonic [92] and photonic new structures were created

[76]. In 2018 Gür et al. [86] realized a plasmonic waveguide by stacking horizontally close

to each other gold nanoparticles by careful preparation of neighboring DNA strands on a

chemically pre-treated substrate. Here the spatial resolution was ∼ 2 nm. They achieved

plasmon propagation over a series of Au nanoparticles over a few microns. From octahedral

DNA frames Shani et al. [113] have created a 3D template that was then coated with Nb

and provided a DNA-based 3D nanostructure with structure-engineered superconducting

properties.

3.5.3 Bottom-up driven down scaling of magnonic grating couplers

Stimulated by the discussed achievements in different subfields of nanoscience, we aim

at patterning ferromagnets by DNA nanotechnology to achieve magnonic nanostructures

with unprecedentedly small feature size for, in case of magnonic crystals, ultrashort lattice

constants. Our overarching goal is to fabricate magnonic crystals with the first Brillouin zone

covering the exchange-dominated range of wave vectors. To this end, we work on developing

a novel bottom-up nanopatterning approach realizing periodic patterning at sub-50-nm

lateral length scale, thus approaching the exchange-length length scale. In such a way, MCs

operate as grating couplers with optimal coupling to exchange-dominated magnons. For

this, nanomagnonics requires a down scaling of grating couplers below the ones provided by

state-of-the-art lithography. In this thesis, we develop and optimize the technical know-how

for DNA-enabled nanomagnonics in terms of surface pre-treatment, deposition protocol and

process flow for different DNA samples that we explore. The different DNA structures, that we

investigated, are described in the following paragraphs.

Isolated DNA origami on YIG

Considering the exploratory nature of this research and its high risks we approached Tilibit

nanosystems [141] which provided preassembled DNA nanoobjects. We ordered two samples

that are discussed in this paragraph and in the following one.

It is instructive to begin with the simple cuboid DNA origami (Fig. 3.12). Such DNA-origami

nanoobjects are isolated and dispersed on the surface without forming any lattice. Here we
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Figure 3.12: Sketch is adapted from Tilibit [141]. The image shows a 3D rendering of the DNA
origami with relevant dimensions. We call this structre DNA-PF2.

optimize the deposition for the DNA origami on 100-nm-thick YIG. These experiments are

preparatory to acquire technical know-how and we explore protocols to immobilize DNA

origami on YIG. The DNA origami design in Fig. 3.12 has a thickness of 8 nm. We call it

DNA-PF2. We fine-tune the DNA deposition protocol. When deposited, several separated

DNA origami reside on the surface. We target to have a high coverage.

The optimal step-by-step protocol by which we achieve DNA-PF2 coverage on a 100-nm-thick

YIG is the following:

• YIG si exposed to an O2 plasma for 25 minutes at 200 W (O2 flow = 200 sccm, P = 0.5

mbar). The oxygen plasma aims at enhancing surface hydrophilicity which is needed

for the DNA-containing solution to spread over the surface. The recipe is conducted in

the CMi cleanroom

• Deposition must be conducted immediately after oxygen plasma treatment. The sample

is brought to the Programmable Biomaterials Laboratory (PBL) and place inside a

fumehood where we conduct the remaining steps of the protocol.

• Drop-casting of 10 µl of 0.1 nM concentrated DNA-PF2

• Incubate for 10 minutes: during this time we leave the sample inside a petri dish that is

covered with a lid. We put a wet Kimwipe® tissue (Sigma Aldrich, Product No. Z188956)

on the inner side of the lid so to keep the moisture in the sample environment and avoid

that the DNA-containing droplet dries too fast.

• The rinsing step is made of a series of subsequent baths in different ethanol/water (in

volume percentage) mixtures: the sample is dipped for 3 seconds consecutively in each

of these solutions 25/75, 50/50, 70/30, 80/20 and 90/10.

• Gently drying by blowing inert gas.

Customized DNA origami lattice purchased from Tilibit nanosystems

We discussed in detail a DNA origami sample with Tilibit nanosystems that has a lattice
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constant p = 60 nm. The design thickness is 8 nm (Fig. 4.24). We deposit the DNA-lattice

as template for ferromagnet over-growth. This period p is at the limit of the conventional

state-of-the-art nanolithography that our group performs. We intentionally use this structure

to establish a comparison to similar geometries fabricated by conventional top-down nano-

lithography. Via an iterative process involving testing different parameters in the deposition

protocol and discussing the experimental outcome with the experts from tilibit named Dr. A.

A. Rafat and Dr. T. Aigner, we have achieved the following deposition protocol to obtain DNA

lattices immobilized in dry environment on mica. The entire protocol is conducted inside a

fumehood in PBL:

1 We start with the 50 nM DNA solution that is ordered and obtained from tilibit

2 We cleave mica and place it inside a petri dish

3 We mix 4 µl of DNA solution in 46 µl of buffer A

4 We dropcast 50 µl of the diluted solution onto the mica surface

5 We wait 5 minutes of incubation time. We cover the petri dish with a wet dust-free tissue

to maintain the moisutre in the environment around the sample.

6 We rinse with 1 ml of buffer B letting the liquid flow on the surface along a precise

direction. We tilt the chip if necessary to maintain the buffer/liquid flow in one direction.

This step should take 10 seconds. The buffer is provided from a pipette with an opening

diameter of 1 mm.

7 We dry away the remaining buffer droplet by blowing inert gas. We use additionally a

Kimwipe® tissue to soak the droplet from the edge of the mica chip.

All buffers and starting DNA solution have been purchased from Tilibit. Buffer A is prepared

with 1 mM EDTA, 5 mM TRIS, 12.5 mM MgCl2 and 100 mM NaCl. Buffer B is prepared with 1

mM EDTA, 5 mM TRIS and 12.5 mM MgCl2.

After deposition the DNA lattice geometry is characterized via AFM as it is discussed in section

4.3.1. So far we have presented DNA samples forming isolated structures or with a periodicity

that is in the lateral length scale of conventional lithography. Now we introduce the DNA-

based structure that enables us to achieve nanopatterning at lateral length scale below 50

nm.

Preparation of DNA-tile-based self-assembled lattice

In this paragraph we discuss our own experimental work by which we fabricate 2D DNA-based

periodic lattices (Fig. 3.13). The optimization of the preparation protocol and deposition

protocol on mica were very challenging and benefited from the collaboration with the Pro-

grammable Biomaterials Laboratory [140] at EPFL. The colleagues are experts in DNA syn-

thesis, protein and cells engineering as well as characterization. We used their experimental
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setups to conduct our DNA preparation. Together with PBL our lab purchased a specific DNA

synthetizer. By our own synthesis we targeted at a nanoscale DNA lattice which has a honey-

comb lattice structure, a feature size of 18 nm and a lattice constant of 30 nm. This lattice is

not commercially available. We aimed at this lattice as it would provide the nanotemplate for

e.g. Py overgrowth and creation of a surface corrugation in Py that is not achieveable by our

own top-down nanolithography. The effect of surface corrugation in ferromagnetic thin films

is discussed in the framework of magnonics in section 2.8. The main challenge was to achieve

the honeycomb lattice in patches with a side length of a few µm.

In the starting phase of the project former PBL members Dr. Kurisinkal, Dr. Hale and Dr.

Comberlato trained me on the setups for biological and chemical characterization. For the

realization of our targeted sample we consider the processing parameters and the chemical

buffers of the published works [101], [32]. Throughout the course of this PhD thesis we found it

hard to obtain a reproducible one-to-one correspondence with the published procedures and

samples when preparing nominally similar structures. Further exploration and optimization

of the annealing protocol were needed. Several discussions with Prof. M. M. C Bastings,

the Head of PBL, and Cem Tekin (PhD student at PBL) have led to new annealing processes

deviating from those published in [101], [32]. We conducted atomic force microscopy (AFM)

and gel electrophoresis (see paragraph 3.5.5) to characterize the DNA samples prepared with

the different process parameters. We have found a protocol that works best to achieve 2D

DNA honeycomb lattice extending over a few µm. We note that the yield is small. Based on

our experience and discussion with PBL members, we assume that the annealing process

(see below) is very sensitive to chemical concentration of different constituents in the buffer

solution, the humidity and the temperature beyond the control capability that our setups offer

on these parameters. The high sensitivity of the process was not known from studying the

published works and literature.

By means of DNA-tile self-assembly we prepare two-dimensional DNA honeycomb lattices

with a lattice pitch p = 30 nm and a hexagon side length l = 18 nm. The DNA lattice thickness

is 2 nm when this is adsorbed perfectly flat on the substrate. The thereby designed surface

corrugation is expected to be large enough to induce band-structure formation by surface

corrugation as predicted by the formalism in [85].

3.5.4 Annealing and deposition protocols of DNA honeycomb lattice

In Fig. 3.13 we report the building block of the honeycomb lattice (Fig. 3.13a). This is a tripod,

i.e. a three terminal junction. At the end of each terminal there is an overhanging strand

providing the sticky end. The tripod is formed by combining three different single strands

(strand #1, #2 and #3 in Fig. 3.13). We prepare a liquid solution containing the three strands.

The procedure to prepare the liquid solution was first presented in [101]. The authors of this

work, in particular Dr. Kurisinkal, trained us in the starting phase of the project concerning

the preparation of the liquid solution containing DNA strands.
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Figure 3.13: (a) The tripod is the building block of the self-assembled 2D honeycomb lattice.
The tripod is formed by three strands that are shown with different colors: strand #1, #2 and #3.
(b) The liquid solution contains tripods that are randomly dispersed. (c) After annealing the
tripods have interacted with each other via sticky ends and have formed the periodic lattice.
(d) The honeycomb lattice is imaged with an atomic force microscope after deposition on
mica in dry environment.

The liquid solution is prepared by adding strand #1 (0.6 µM), strand #2 (1.8 µM), and strand

#1 (1.8 µM) to 5 mM tris(hydroxymethyl)aminomethane (TRIS) (BioRad,#1610716), 1 mM

ethylenediaminetetraacetic acid (EDTA) (Cat. No. 60-00-4), 10 mM magnesium acetate

(MgAc2) (Cat. No. 16674-78-5). The liquid solution is based on sterile filtered MilliQ water.

We have specified the concentration of each constituent because their actual volume amount

depend on the total volume of the final liquid solution. Here below we give an example of the

step-by-step preparation protocol for 100 µl total volume of liquid solution. We assume these

following starting concentrations: strand #1 (C1 = 12 µM), strand #2 (C2 =12 µM), strand #1

(C3 = 12 µM), TRIS (CTRIS = 50 mM), EDTA (CEDTA = 10 mM) and MgAc2 (CMgAc2 = 100 mM).

1 Using the starting concentrations, calculate the volume of each chemical constituent

to be added in the final liquid solution to obtain the targeted final concentration. For

example, to obtain 0.6 µM strand #1 in the final solution we estimate the volume to be

added to be V1 = 100µL ·0.6µM
C1

= 5µl.

2 The sum volume of all these chemical constituent is smaller than 100 µl, i.e. the total

volume. Calculate this difference volume δV .

3 δV amounts to the volume of sterile filtered MilliQ water that must be added

4 In a PCR tube (Fisherbrand™ 0.5mL Flat-Cap PCR Tube, Cat. No 14-230-200) pour the

sterile filtered MilliQ water first.

5 Then add 10 µl TRIS

6 Add 10 µl EDTA
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7 Then add 10 µl MgAc2

8 Mix the solution

9 Then add 5 µl strand #1

10 Then add 15 µl strand #2

11 Then add 15 µl strand #3

12 Mix the solution and split in two tubes of equal volume

13 The solution is ready for annealing and the annealing is started (see below).

This process is adapted from [101]. The liquid solution undergoes a thermal treatment, called

annealing. After annealing the tripods in the solution have formed the honeycomb lattice

by interacting with each other according to the base-pairing interaction (Fig. 3.13c). The

annealing process is a thermal treatment and supports the lattice formation extending over

long-range. A review on temperature control for lattice formation by DNA nanotechnology

is found in [98]. A small volume of the liquid solution is taken and drop-casted on the mica

sample to immobilize the DNA honeycomb lattice on the dry substrate. In the following we

provide the protocols for annealing and for deposition in air on a dry mica substrate. Mica is

the established substrate material to attract the charged DNA material such that flat patches

can be achieved. We tested the optical properties and found that BLS spectroscopy can be

performed through mica. This offers specific advantages for the investigation of samples.

We present the annealing protocol to fabricate the targeted 2D DNA-based lattice. The best

annealing recipe to prepare the DNA honeycomb we have established is the following:

1 Heat up the liquid solution to 80 ◦C and incubate for 5 minutes

2 Lower the temperature to 65 ◦C and incubate for 10 minutes

3 At a rate of -1 ◦C/h the solution is cooled from 65◦C to 22 ◦C for 43 cycles.

4 Then the solution is kept at 22 ◦C.

In case the sample is not used within a few hours after the end of the annealing process, the

solution is stored at 4 ◦C.

Once the annealing step is completed the DNA is deposited on mica. The operation is con-

ducted inside a ventilated fumehood to avoid contamination. This is the step by step proce-

dure that we follow:

1 Mica is cleaved and tilted at an angle <10 ◦.
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2 Drop-cast 2 µl of DNA lattice on the center of the mica chip.

3 Incubate for 10 s

4 Rinse with 10 µl of MgAc2 (Mg2+ concentration = 10 µM )

5 Rinse with sterile filtered Milli-Q water

6 Dry the liquid droplet by touching the chip edges with a thin Kimwipe® tissue

7 Blow with inert gas to dry

Steps 6 and 7 must be conducted with extra care, paying attention to touch only the edges of

the chip and to regulate the gas flow respectively. Milli-Q water is a type of highly purified

water with conductivity 0.055 µS/cm2 and no particle residual above the 0.22 µm dimensions.

DNA lattice formation and geometry is characterized by atomic force microscopy (AFM). We

note that the scientific literature presents different strategies to immobilize DNA lattices on

surfaces. In the starting phase of the project we discussed with members of the LBNI group

[145] at EPFL, who contributed to the this work published in [101]. This helped us to further

fine tune the different steps and parameters for our final deposition protocol outlined above.

The protocol was then optimized over the course of repeated measurements.

3.5.5 Gel electrophoresis

Gel electrophoresis (EP) is a well-established technique in the field of biology to probe the

structure of DNA and peptides [25] without involving a drying process. The EP is a technique

that separates charged biomolecules in a solution via the drift motion under the presence

of an applied uniform electric field. A detailed review and exhaustive introduction of the

EP technique can be found in [25], [52]. In EP, a gel is used as the matrix within which DNA

and proteins migrate under the influence of an electric field. In our research we work with

agarose and polyacrylamide (PA) gels. The latter has higher resolving performance. Agarose

is a polysaccharide (complex sugar), PA is a molecular sieve obtained by mixing acrylamide

and bis-acrylamide. Agarose is easy to prepare, is non-toxic and allows for fast readout. Figure

3.14 reports a photograph of the agarose gel after electrophoresis completion. The agarose

determines the pore size which is the key aspect when fine-tuning the parameters of the

electrophoresis to the sample to be probed. PA is a neurotoxin, extra-care must be taken when

preparing the gel which takes longer. However the pore size is more uniform. Agarose gel

is usually adopted to study DNA fragments of length 50÷20000 base pairs (bp), whereas PA

resolves small fragments and works up to 500 bp. We combine agarose gel electorphoresis with

AFM. We use PA gel electrophoresis (PAGE) as a troubleshooting tool to investigate the correct

folding and annealing of periodic structures. To inspect the gel after EP, a UV illumination tool

is adopted. Prior to casting the DNA into the gel matrix, the DNA is mixed with a color dye,

which fluoresces upon UV irradiation.
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Figure 3.14: (a) Electrophoresis documentation using an agarose gel and UV illumination. The
yellow numbers identify the lanes loaded with different samples. This gel documentation
is part of a study that we conducted to troubleshoot the quality and degradation of DNA
honeycomb lattice samples prepared at an earlier time. Each black band (an example is
indicated by the yellow arrow) represents DNA fragments with a certain length. The last lane
to the right (lane 6) is the reference sample called DNA ladder with DNA fragments of known
length.

3.5.6 Evaporation of Py on DNA on a bare mica substrate

In Fig. 3.15 we sketch our approach to deposit the ferromagnetic thin films. After AFM

characterization of the DNA lattice on mica we evaporate a Py thin layer followed by an Al

layer to protect against oxidation (Fig. 3.15a). The ferromagnet is covering the DNA shown in

Fig. 3.15b. We expect that the ferromagnet inheirts the periodic surface corrugation of the

DNA structure. The FFT analysis of the topography signal acquired on a Py film is reported

in Fig. 3.15c. The FFT analysis demonstrates that the surface corrugation is taken by Py.

The peaks (circles) correspond in reciprocal space to a wave vector |kGC1| = 232 rad/µm.

In real space this corresponds to a wavelength λ = 2π
|kGC1| = 27 nm. This wave vector could

give rise to the first grating coupler mode of the surface corrugated ferromagnet. It falls

inside the exchange dominated regime of spin waves. To highlight the importance of the

specific surface corrugation that we achieved in Py, we now envision that this wave vector is

provided to a magnon resonance in YIG. For the YIG parameters of Fig. 2.3, the KS formalism

predicts a resonant frequency fr (group velocity vg ) in Damon-Eshbach configuration at

|ktot| = |kGC1| of fr = 87 GHz (vg = 4.4 km/s). For a magnonic crystal the wave vector |kBZ1| =

116 rad/µm defines the first Brillouin zone that falls inside the exchange-dominated regime.

The wavelength associated to |kBZ1| 116 rad/µm this wave vector is λ = 54 nm.
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Figure 3.15: (a) Ferromagnetic layer is deposited on top of (b) the DNA lattice. Here the DNA
lattice is the honeycomb geometry. The ferromagnetic thin film on top of the DNA lattice
exhibits periodic surface corrugation. (c) The FFT analysis of the topography signal show
the typical hexagonal diffraction pattern. The red circles identifies the first diffraction mode.
The red arrow indicate the wave vector length |kGC1| = 232 rad/µm. In the FFT image (c)
higher-order diffraction are observed.

3.5.7 DNA deposition on pre-processed substrates

In section 3.5.1 we introduced that the backbone structure of the DNA is negatively charged

because of the ionized phosphate groups (Fig. 3.10). Here we introduce how electrostatic

charges and interactions determine practical aspects of DNA-based structures’ preparation

and on-surface immobilization.

To maintain the structural integrity of DNA-based lattices and to enable their immobilization

on substrates, cations are used to counterbalance the excess negative charge. Cations are

added to the DNA-containing solution before the thermal annealing. Furthermore, cations are

used in the chemical buffers that are utilized during the deposition protocols. The type and

concentration of cations are parameters that need to be explored and optimized. In our case

we have adopted 10 mM Mg2+. Mica is a widely used common substrate because it is easy to

cleave and after cleavage its surface is atomically flat [73]. Mica contains K+ in each cleavage

plane but these ions diffuse easily away when mica is immersed in water. Hence to mediate

the interaction between the DNA-based lattices and the mica, divalent cations are used to

counterbalance the negative charge of mica and create an electrostatic bond to the phosphate

groups in the DNA [68]. Several works have focused on characterizing DNA-based lattices’

stability and on-surface immobilization as functions of type and concentrations of cations

[84], [87]. As the main component of the liquid solution is water, the substrate onto which

one aims at immobilizing DNA samples must be hydrophilic. This means that the substrate

must have a negatively charged surface. This is achieved by pre-treating the substrate with

oxygen plasma which leads to the formation of oxygenated groups on the substrate surface.

46



Methods Chapter 3

Oxygen plasma is a widely used technique to enhance hydrophicility and promote adhesion

of DNA-based structures on substrates [49], [120], [102]. The oxygen plasma treatment is a

process that must be optimized for the specific DNA-based structure that one is using and the

targeted substrate for deposition.

Figure 3.16: A graphical view of all layers realizing the bottom-up nanopatterned Py thin film.
Markers are fabricated via EBL and lift-off processing on mica for identification and retrieval
of regions of interest during measurements, then the DNA lattice is immobilized on mica in
dry environment. Py is evaporated in a vacuum chamber and capped, without breaking the
vacuum, by a thin layer of Al as a protection layer from oxidation.

To enable spatially resolved and reproducible BLS microscopy we fabricate markers on relevant

substrate before depositing the DNA samples. The markers enable us to define specific regions

of interest (ROIs) that are decorated by the DNA sample. By the markers, we readdress

reproducibly the ROIs in the µBLS setup. They allow us also to relate AFM topography images

to BLS microscopy data. In the presence of the prepatterned markers, the mica can not be

cleaved before DNA deposition. The top-down patterning likely modifies the surface charge

and chemistry of the substrate. These modifications have an impact on the DNA adsorption.

Hydrophilicity enhances DNA adsorption. To achieve this we pre-treat the surface of mica with

10 s of oxygen plasma at 200 W. We use an O2 flow of 200 sccm and a pressure of 0.5 mbar. After

the oxygen plasma treatment we conduct the DNA deposition within the shortest timescale

possible. We have observed that for YIG the oxygen plasma treatment must be extended to 25

minutes to absorb DNA. After DNA deposition, the sample is imaged in dry environment at

room temperature with an atomic force microscope (AFM). After localizing several ROIs we

proceed with the Py evaporation followed by Al evaporation processes. We do not break the

vacuum between the two evaporation processes. The Al layer protects the Py from oxidation

(Fig. 3.16).
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4.1 Magnon-induced reversal of Py stripes integrated on 113-nm-

thick YIG

Stimulated by the previous work on magnon-induced magnetization reversal of Py stripes

prepared directly on YIG [133], [115] we fabricated on 113-nm-thick YIG one-dimensional

grating couplers by patterning Py stripes with 200 nm periodicity. The Py stripes are 20 nm

thick, 100 nm wide and have alternating lengths 25 and 27 µm. We prepared two kinds of

devices: (i) with a Cu spacer (sample_Cu) and (ii) with a SiO2 spacer (sample_SiO2) between Py

and YIG. In both cases the spacer were 5 nm thick. The objective was to study the nonlinear

phenomenon of magnon-assisted magnetization reversal in the presence of (i) spin currents

and dipolar coupling and (ii) only dipolar coupling, respectively. The work contributes to an

understanding about which interaction is important for the reversal and about the power

efficiency of different magnon modes to induce switching.

4.1.1 All-electrical spin-wave spectroscopy characterization

Based on the two sets of samples we conduct field- and power-dependent spectroscopy to

measure reflection and transmission to understand the global response of the device in the

frequency domain and identify critical fields and powers that are relevant for magnon-induced

reversal. The devices are measured in Damon-Eshbach (DE) configuration. The field H is

swept from negative to positive values so that the SW transmitted signal at H > 0 is in the

favorable direction of the DE non-reciprocity. The power is swept from the lowest to the highest

values. Figure 4.2 (4.3) summarizes reflection (transmission) measurements for devices with

the two kinds of magnetic interfaces for Pirr = -25, -15 and -5 dBm.

It is instructive to comment on the observed resonance frequency resonances in Fig. 4.1. The

field is swept from -90 to +90 mT with 2 mT steps. The measurement is conducted at Pirr = -25

dBm. The signal non-reciprocity between negative and positive fields is explained by the SW

propagation in DE configuration. The branches existing from -90 to 0 mT and the ones at high
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Figure 4.1: Transmission spectrum ∆S21 for sample_Cu. The shaded field regime is the
interesting regime for studies on magnon-induced reversal.

positive fields are explained by Kalinikos-Slavin formalism [16]. In these field ranges the Py

stripes are parallel aligned with the YIG and the external field. The corresponding wave vectors

are indicated inside the panel for each branch for large H. k1 is the main CPW-induced mode,

G is the reciprocal lattice vector of the periodic lattice made of Py stripes and kPSSW1 is the

wave vector of the first perpendicular standing spin wave (PSSW) mode. All these branches,

indicated in Fig. 4.1, have positive slope df/dH > 0.

At low positive fields (the gray shaded area) branches behave differently and exhibit shifted

frequencies. This is the region of interest for magnon-induced reversal. Figure 4.2 summarizes

reflection spectra for sample_Cu and sample_SiO2 showing linear magnitude of scattering

parameter S11 after nearest neighbor subtraction. The field H is swept from -90 to +90 mT.

Here we focus on the field region from -10 to + 50 mT. Spectra are taken at different irradiation

powers Pirr= -25, -15 and -5 dBm. For negative fields the Py and the YIG are aligned to the

external field. The internal field reduces as H is brought to zero. Hence we observe branches

going to lower values (with df/dH > 0). Crossing zero field, several branches show a frequency

discontinuity and then (df /dH)>0. The coercivity of YIG is ≤ 2mT. Two branches (indicated

with blue arrows in Fig. 4.2a) feature df/dH < 0. We interpret the upper one of these branches

to be the Py ferromagnetic resonance when the Py magnetization is antiparallel to H and

to the YIG (AP state). Due to shape anisotropy, the coercivity of the Py stripes is larger then

that of the plain film YIG (that is ≤ 2 mT). . In the AP state, the Py internal field decreases as

the external field is gradually increased. Hence the Py frequency branch has negative slope

df/dH < 0. When the external field exceeds the Py stripes’ coercivity they align parallel to H

YIG and branches df/dH > 0. In the following we call this field, where df/dH < 0 is regained,
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critical field . The two lower frequency branches are interpreted as resonances from the

Figure 4.2: Reflection spectra ∆S11 for (a)-(c) sample_SiO2 and for (d)-(f) sample_Cu. Irra-
diation power is indicated for each of the three columns. The system is each time initialized
at -90 mT, here the reported spectra focus on the magnetic field region of the nanomagnet
reversal. Red dashed lines reflect 21 mT (left) and 34 mT (right). The blue arrows in (a) mark
branches discussed in the text

magnonic grating coupler effect in the AP state. The presence of Cu or SiO2 modifies the

strength of selected branches (compare the branch indicated by the red arrow in Fig. 4.3f). In

particular those modes coupling to PSSW feature larger signal with Cu spacer. In the literature

[88] PSSWs in exchange coupled hybrid structures show enhanced signals. The Cu spacer

allows for dynamic exchange interaction via spin currents [30] as the Cu thickness is smaller

than the spin diffusion length [36]. We observe narrow linewidths for magnon modes in YIG.

The Py fundamental mode has a broader linewidth. For the same resonance, the linewidth

is broader in materials with larger Gilbert damping. This can be appreciated by comparing

the linewidths of the branches of the second GC mode in YIG and the Py fundamental mode

in Fig. 4.2. In a further experiment we have recorded the thermal spectra of Py resonance by

means of microfocus BLS while magnons were propagating in the underlying YIG. We did not

observe any change in Py linewidth due to magnons in the underlying YIG layer.

In the following we discuss changes in coercive fields when measuring at increased power.
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Figure 4.3: Transmission spectra ∆S21 for (a)-(c) sample_SiO2 and for (d)-(f) sample_Cu.
Irradiation power is indicated for each of the three columns. The system is each time initialized
at -90 mT. Here the reported spectra focus on the magnetic field region of the nanomagnet
reversal. Red dashed lines are guides to the reader’s eyes to identify critical field reduction as
Pirr is increased. (c) and (f) The red arrows indicate the PSSW2 branch in YIG.

From the VNA measurements at -30 dBm we estimate the Py coercivity field to be (26± 2)

mT [(38± 2) mT] for sample_Cu [sample_SiO2]. The coercivity for the nominally same Py

stripes is influenced by (i) edge and surface roughness and (ii) the stripes’ mutual interaction.

The mutual interaction is modified via the interface and substrate. The interface is different

due to the Cu and SiO2 spacers. One can not exclude the impact of their different roughness. It

is known that a magnetic underlayer affects interactions within a magnetic lattice (e.g. [111]).

As we increase Pirr the critical field reduces which indicates the switching of Py stripes. The

critical field reduction depends on the interface (compare e.g. Fig 4.2b,e). The same reduction

of critical fields is observed in the transmission signal in Fig. 4.3. For this study we have

repeated the measurements at Pirr = -30, -25, -20, -15, -10, -5 and 0 dBm. The nonlinear regime

starts at Pirr ≈ - 10 dBm. The selected power range is such that we investigate the device

response in both linear and nonlinear regime.

Following the approach of published literature we identify three regimes in Fig. 4.2: AP state,

X state and P state [126],[96]. We describe the X state as a transition regime within which

the stripe arrays undergo reversal. In this field regime, we attribute the reduced (vanishing)

transmission to the magnetic disorder arrays. We identify two critical field values to mark the
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Figure 4.4: (a),(b) Mag(S21) measured with sample_SiO2 at Pirr = -25 dBm. The two branches
that are used to extract the critical fields µ0HC1 and µ0HC2 are highlighted, respectively, in
(a) and (b). The dashed green line indicates the frequency of the maximum intensity and
the magenta dotted lines identify the frequency window over which the signal is integrated.
(c) [(d)] Integrated signal extracted from (a) [(b)] at Pirr = -25 dBm. (e),(f) Integrated signal
extracted from Mag(S21) at Pirr = -15 dBm. (d),(e) For both the rising and falling branches,
field values that realize 30% (brown arrow), 50% (red arrow) and 70% (magenta arrow) of the
measured maximum intensity are extracted.

beginning (µ0HC1) and end (µ0HC2 ) of the field region labelled as X. For both samples, µ0HC1

and µ0HC2 become smaller as Pirr is increased. This effect is attributed to the nanomagnet

reversal by propagating magnons as reported first in [133]. A magnon with large enough

amplitude reaches the remotely located nanomagnets and induce magnetization switching.

To quantify the critical fields with respect to Pirr we analyse the intensity of selected branches

as a function of magnetic field and Pirr. Figure 4.4a,b shows the branches as a function of

µ0H at -25 dBm. We integrate these branches and report the signal strength as a function of

µ0H (Fig. 4.4c-f). For each curve we record the field values at which 30, 50 and 70% of the

maximum signal strength are reached. We repeat this analysis at different Pirr and for the AP

and P branch.

The results are summarized in Fig. 4.5 for sample_Cu (circles) and sample_SiO2 (diamonds).

The data points identify the magnetic field at which 30% (Fig. 4.5a), 50% (Fig. 4.5b) and

70% (Fig. 4.5c) of the maximum signal strength is achieved. The critical fields decrease as

the irradiation power increases. For Pirr<-15 dBm the switching field distribution defined

as µ0HC2 -µ0HC1 is larger for sample_Cu (14 mT) than for sample_Cu (6 mT). For Pirr>-

15 dBm the switching field distribution becomes narrower for both samples, however the

critical fields for sample_Cu settle to larger values than those recorded in sample_SiO2.
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Figure 4.5: µ0HC1 for sample_Cu (sample_SiO2) is reported in magenta circles (blue diamonds).
µ0HC2 for sample_Cu (sample_SiO2) is reported in red circles (black diamonds). The power-
dependent behaviors of the field realizing the 30, 50 and 70 % values are shown in (a), (b) and
(c).

Interestingly, at -5 dBm (316 µW) the critical fields are, within error bars, reduced to zero (< 2

mT) for sample_SiO2. For sample_Cu we record the smallest critical fieldµ0HC1 = 6 mT. The

smallest switching field distribution is 2 mT for Pirr = -5 dBm. When Pirr approaches 0 dBm,

the µ0HC2 error bars increase. We observe that at large power levels the field value achieving

70 % of the signal strength moves to higher fields. Again a similar behavior was reported in

[133]. We suggest that this is caused by the onset of nonlinear behavior. Additionally we note

that this reentrant behavior for µ0HC2 is more prominent in sample_Cu than in sample_SiO2.

In Fig. 4.5a the field µ0HC2 for Pirr = 0 dBm increases to 40 mT (red curve) which is almost

identical to the value in quasistatic switching regime (i.e. Pirr = -30 dBm) in sample_Cu (45

mT). In the same panel for comparison the field rises to 12 mT for Pirr = 0 dBm in sample_SiO2

whereas the quasistatic switching occurs at 30 mT. We suspect that his behavior is related to

the different interfaces. We speculate this is connected to interfaces Py/YIG and Py/Cu/YIG

allowing for spin current transmission from YIG to Py.

4.1.2 Switching yield diagram

To analyse the efficiency of different kinds of magnons to induce the magnetization reversal.

We conduct another experiment using the Vector Network Analyzer (VNA). We follow the

methodology described in [133]. The system is magnetized at -90 mT and then the field is

gradually increased to +14 mT.

We provide microwave excitation within a 250 MHz frequency range starting at frequency fS

with power Pirr. fS is varied from 1 to 9.25 GHz and at each fS, Pirr is increased in steps of

1 dBm from -25 to 6 dBm. At each power step, after irradiation, a sensing measurement is

conducted to probe whether there is a modification in reflection and transmission spectra.

The sensing measurement is performed with -25 dBm within 3 to 7 GHz thus monitoring the

first GC mode branch (Fig. 4.6a,b). The AP and P branch signal strength is integrated as a

function of Pirr at each irradiation steps. The integrated signal strength values are summarized

in the switching yield diagram as a function of Pirr and firr (Fig. 4.6c-f). In panel (c)-(f) we
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Figure 4.6: Sensing protocol measurements of Mag(S21) for sample_Cu and sample_SiO2 at 14
mT for the irradiation interval (1.75 ÷ 2) GHz, i.e. fS = 1.75 GHz. Branch P (AP) is integrated at
each Pirr within the red (black) dotted sensing frequency band. (c)-(f) Switching yield maps
for the AP branch [P branch] for (c) sample_Cu and (d) sample_SiO2 [(e) sample_Cu and (f)
sample_SiO2]. (c)-(f) Irradiation frequencies corresponding to dips (peaks) in the integrated
signal are indicated in yellow (brown) letters. From AP branch data we extract PC1 and from P
branch the critical power PC2 as a function of firr

have highlighted the dips (peaks) of the AP (P) branch signal with yellow (brown) arrows and

letters. These indicate the fS values for which Pirr takes local minima for inducing reversal.

In Fig. 4.6 we call these power levels PC1. We observe that in sample_SiO2 (Fig. 4.4b,f) three

different frequencies A’, B’ and C’ lead to local minima in Pirr for magnon-induced switching.

We attribute these frequencies to three different magnon modes in YIG with wave vectors k1,

k1 +G and k1 +G +kPSSW1, respectively. kPSSW1 identifies the first magnon mode across the

YIG thickness. For sample_Cu we observe two frequencies A’ and B’ in Fig. 4.6c,e, which, we

assume, correspond to k1 and k1 +G modes, respectively. From the AP branch in Fig A.3 we

extract the critical power PC1 needed to reverse stripes particularly under the emitter CPW

(CPW1). From the P branch data, we extract the critical power PC2 needed to reverse stripes

underneath CPW2. The critical power levels PC1 (PC2) are taken as a function of firr when AP

(P) branch intensities decrease (increase) by 50%. The uncertainty in the power values is ± 1

dBm and corresponding to the power step during in the measurements.

Figure 4.7 shows the comparison for sample_Cu and sample_SiO2 of the critical powers

characterizing the magnon-induced switching efficiency at the detector. We compute the ac-

tual power that is delivered to spin precessional motion PC2,prec( fS) = PC2( fS)· [Mag(S11( fS))]2

[133]. Figure 4.4a and b show the values [Mag(S11)]2 at relevant frequencies for 2 and 3 field

values, respectively. Fig. 4.4c and d show the values for P2 for the two samples. In both cases,

the overall trend is that PC2 is larger for larger firr at a fixed field. For a given SW mode, a

smaller bias field leads to larger power. This observation is attributed to the larger energy
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Figure 4.7: (a-b) Mag(S11), (c-d) PC2, (e-f) PC2,prec are reported for both sample_Cu (left
column, circles) and sample_SiO2 (right column, diamonds) at 2 (black), 14 (blue) and 20 (red)
mT.

barrier for reversal at a smaller bias field. Figure 4.4e and f show the values for PC2,prec for

different fields and different firr. Here the data suggest that the intermediate layer SiO2 is

advantageous for reversal triggered by GC modes. Hence for the same field and same magnon

mode, less power is needed to initiate switching in sample_SiO2. The precessional critical

power PC2,prec in sample_SiO2 decreases with increasing field while it shows non-monotonic

behavior with increasing frequency (for the same field). A large value PC2,prec is recorded at the

first GC mode, for both samples. In sample_Cu we observe a different trend in that PC2,prec

at 14 mT is smaller than the value at 20 mT. In Fig. 4.4b Mag(S11) decreases for sample_SiO2

with increasing frequency for the same field. In sample_Cu, Mag(S11) shows a larger variation

as a function of field, it increases (decreases) with the frequency at 14 mT (20 mT).

In the following we discuss two BLS experiments, one with sample_Cu and one with sample_SiO2.

By BLS we probe locally the magnetic state of Py stripes leveraging the spatial (∼ 250 nm) and

temporal (pulsed excitation) resolution of the microfocus BLS setup.
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4.1.3 Multi-frequency magnon-assisted nanomagnet reversal resolved by micro-
focus BLS

In this section we spatially resolve the changes in the Py magnetic state after magnon propa-

gation in sample_Cu. For this we measure locally magnon spectra using micro-focus BLS

(µBLS). The field is applied along the CPW longitudinal axis, i.e. y direction in Fig. 4.8, to

reproduce the VNA measurement conditions. In the experiment the system is initialized at

-90 mT and the field is gradually increased to +2 mT thus preparing the nanostripes in an

the antiparallel (AP) state as discussed for the VNA measurements. The magnetic state of

Py stripes is probed by measuring the resonance frequencies of thermally excited magnons

(thermal magnons) in Pos2.1 and Pos2.2 (Fig. 4.8b,c). Following the LLGE equation (Eq. 2.19)

the resonance frequency reflects the orientation of the vector M and the strength of the ef-

fective field. Then the system is irradiated with microwaves at f = 1.25 GHz thus exciting the

k1 magnon mode, i.e. the main CPW-induced mode, propagating through YIG (Fig. 4.8d).

Thermal magnons spectra before/after irradiation (black/red curves in Fig. 4.8) are measured

and compared. In Pos2.1 (Fig. 4.8b) the thermal magnon spectrum after irradiation (red curve)

shows one broad peak at ≈ 5 GHz and one at ≈ 6.6 GHz (indicated by red arrows) that we do

not observe in the spectrum before irradiation. We interpret this as a signature of a change

in MPy, i.e. the magnon-induced reversal. Such modification of the magnon spectra is not

observed in Pos2.2 which is ≈ 3.5 µm further away from the SW emission region than Pos2.1.

We attribute the different behavior to the decaying amplitude of magnons. The selected

irradiation frequency of 1.25 GHz (green line in Fig. 4.8d) is, at 2 mT above the magnon band

gap, thus exciting a propagating spin wave (SW).

Figure 4.8: (a) Graphical cross section view of the experiment. Pos2.1 and 2.2 on the Py stripes
below the detector CPW are probed with the laser. RF current is injected into CPW1, this
excites magnons, when the RF frequency matches the magnon band. Camera images of
the Pos2.1 and 2.2 in the BLS setup. (b),(c) BLS thermal magnon spectra in Pos2.1 and 2.2,
respectively, at 2 mT. Before (after) continuous-wave irradiation at 1.25 GHz the spectrum is
shown in black (red). (d) KS model evaluated at 2 mT (24 mT) in dashed (solid) lines for DE
(blue) and BV (red) configuration. The green dashed line indicates 1.25 GHz.

In a second experiment, we increase the field to +24 mT (after firstly re-initializing the system

at -90 mT). At +24 mT the system has still the AP state configuration. Here the magnon band-
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structure in YIG is shifted to higher frequencies. Therefore 1.25 GHz falls into the magnon

band gap (Fig. 4.8d). At 24 mT we repeat the same experimental protocol as for the inves-

tigation at 2 mT. We step the power up to 16 dBm and apply the high power RF signal for 2

hours. Still, in Fig. 4.9a,e no significant changes are found in the after spectrum compared to

the spectrum before. The small excitation frequency of 1.25 GHz is not able to excite a SW at

24 mT, and the Py stripes in the BLS focus do not change their AP state, though the bias field

is close to the coercivity field. This measurement helps rule out heating of the CPW as main

cause of the observed magnetization reversal.

Figure 4.9: Thermal magnon spectra at 24 mT in (a)-(d) Pos 2.1 and (e)-(h) Pos2.2 probed
in the µBLS microscope. The black (red) spectra are acquired before (after) irradiation with
microwaves for 2 hours at 16 dBm (uncalibrated value) at 1.25 [(a),(e)], 2.3 [(a),(e)], 4.3 [(a),(e)]
and 5 [(a),(e)] GHz. The blue arrows indicate the peaks in the ’as-prepared’ state before
irradiating with microwaves. The cyan arrow indicates the peak that originates after irradiating
with microwaves.

In Fig. 4.9 we explore the effects of further magnon modes at different f : a dipolar magnon

mode (k1), a dipole-exchange mode (1st GC mode, GC1) and parametrically pumped magnons.

At each frequency, RF irradiation starts at -20 dBm. Then the power is increased in steps up to

16 dBm (39.8 mW). At each applied power level the irradiation and measurement last 2 hours.

We record magnon spectra while the excitation is on and after. Figure 4.9 summarizes the

results for the thermal magnon spectra at +24 mT. The peaks labelled α and β will be analyzed

in the following to evaluate the effect of RF signals of higher frequencies. When the frequency

is at 2.3 GHz (corresponding to magnons with wave vector k1) the α and β peaks vanish after

irradiation and a new peak β′ is observed afterwards (Fig. 4.9b,f). The same modifications of

spectra are observed after irradiating the sample at 4.3 GHz and 5 GHz.

We find that the disappearance of peaks α and β and the appearance of peak β’ occur at

different power levels depending on which magnon mode induces the switching (consistent

with the VNA observations and switching yield diagram). Importantly, magnon-induced

reversal is achieved by multiple magnon modes and depending on their frequency a different

power is needed to be pumped into the CPW.
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Figure 4.10: The blue (green) BLS spectra are recorded in Pos 2.1 (Pos 2.2) at 24 mT while the
continuous wave excitation is on. (a)-(c) BLS spectra are shown while irradiating the sample
at 2.3 GHz at increasing power as indicated on the right side of the panels. (d)-(f) [(g)-(i)] BLS
spectra during irradiation at 4.3 GHz [5 GHz]. The red upward arrows indicate the directly
excited magnon modes. The blue (cyan) downward arrows indicate the Py resonance in the
AP (P) state. The star symbols identify the parametrically pumped mode. Each BLS spectrum
is integrated for 2 hours. The irradiation lasts for the same duration.

We show in Fig. 4.10 the BLS spectra that were acquired during microwave irradiation at

increasing powers for different frequencies. For 2.3 GHz and 0 dBm the peak β is not seen

in panel (a) but peak β’ is observed. We consider the spectrum to reflect the P state, i.e.

magnon-induced switching has happened. For the same power of 0 dBm at higher excitation

frequencies peak β is still present indicating the AP state (Fig. 4.10d and g). At 4.3 GHz

irradiation, peak β disappears at Pos2.1 for Pirr = 10 dBm but not in Pos2.2. We assume that

the magnon amplitude reaching Pos2.2 was below the threshold for switching. For Pirr = 16

dBm no spectrum shows peak β at the two positions independently of firr.

In panels (e)-(f) and (h)-(i) of Fig. 4.10 the red arrows indicate the directly excited modes

whereas the black stars identify the parametrically pumped mode. Both pumping frequencies

fp = 4.3 and 5 GHz are such that when the power is large enough to trigger non-linear dynamics

these modes scatter to magnon states at f = 1
2 fp which overlaps with the k1 mode. In (e) the

directly excited mode has still much larger (≈ 5.8 times) intensity than the parametrically

pumped mode and most likely induces the reversal to the P state in Pos2.1. At 5 GHz, the

correspondingly modified magnon spectra of Py stripes are observed only after efficient

excitation of the parametrically pumped mode corresponding to the non-linear excitation of

k1 mode. The electromagnetic crosstalk (EMC) is estimated by extracting the signal strength

of the raw S21 linear magnitude measured by the VNA at 2.3 GHz and 4.3 GHz for an applied

magnetic field of 2 mT such that we are not in resonance with any magnon mode. The raw S21

linear magnitude is the raw VNA measurement hence no postprocessing procedure is applied.

We measure an EMC of -38 dB and -31 dB at 2.3 and 4.3 GHz respectively. Via BLS experiment

we experimentally find that irradiation at 1.25 GHz inside the spin wave gap for 2 hours at 16
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dBm (uncalibrated power) does not lead to switching. Further control measurements have

also been conducted in Ref. [133]. Based on all these control measurements we exclude that

the CPW Oersted field leads to the observed switching phenomenon. The presented set of BLS

experiments shows that Py switching is indeed triggered by different magnon modes. These

findings are promising for SW signals in multi-frequency magnonic circuits.

4.1.4 Magnon-assisted nanomagnet reversal by magnon pulses with µBLS

Figure 4.11: (a) Graphical view of µBLS performed through the transparent substrate. Two
positions are probed Pos A (dark blue) and B (orange). The RF signal is injected in the left CPW
indicated by the red arrow. The magnetic field is applied along the longitudinal axis of the
CPW. (b) The system is in the AP state. Thermal magnon BLS signal at 20 mT for the AP state
(i.e. the as-prepared state). The first (second) PSSW is indicated by the green line at 3.4 GHz
(7.3 GHz).

Figure 4.12: Thermal magnon spectra at 20 mT measured by µBLS on Pos A (Pos B) are shown
in dark blue (orange) after a pulsed RF signal has been applied at (a)-(d) 2 GHz and at (e)-(h)
4.15 GHz. The pulse lasts 70 ns and has a 1 µs repetition rate. The provided RF power in the
pulsed excitation is -10 dBm (a,e), -5 dBm (b,f), 0 dBm (c,g) and 5 dBm (d,h). The blue and
orange arrows indicate the presence of peak β.

Using sample_SiO2 we explore nanostripe-reversal by magnon pulses. The laser is focused

through the GGG so that all the YIG can be accessed avoiding the laser beam being blocked
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Figure 4.13: BLS thermal magnon spectra at 20 mT for Pos A (Pos B) in dark blue (orange) after
pulsed RF irradiation at 4.15 GHz with further increased power. This is a continuation of the
dataset shown in 4.12e-h. The pulse power is 10 dBm (a), 15 dBm (b) and 20 dBm (c).

by the CPWs (Fig. 4.11a). The laser focus diameter is again about 250 nm such that at least

one Py stripe is measured. The sample is initialized at -65 mT large enough to saturate the Py

stripes and then the field is gradually increased to +20 mT. Figure 4.11b illustrates a thermal

magnon spectrum obtained by µBLS when focusing the laser on an area with Py stripes. The

signal between 1.5 and 4.1 GHz is attributed to the magnon band minimum, the first resonant

mode in DE configuration and the first PSSW mode (at ∼ 3.4 GHz). At ∼6.5 GHz we observe

another broad peak attributed to the Py resonance and at ∼7.3 GHz the strong and sharp peak

is attributed to the second PSSW by comparison with the KS model. There is a small frequency

shift between the peak frequencies and the ones predicted by the KS model for bare YIG. The

hybrid system is such that the stripes modify the internal field in YIG locally via their dipolar

stray fields, whereas the KS model assumes a uniformly magnetized thin film. Additionally the

magnetic field calibration may not be precise.

In the following we discuss thermal spectra from 5.5 to 9 GHz covering the Py resonance that

are acquired in Pos A and B. The distance between PosA (B) and the nearest CPW ground line

edge is dA ≈ 7.19 µm (dB ≈ 22.1 µm). The DE non-reciprocity favors magnon propagation

along +x, i.e. towards B. After preparing the system in the AP state we start at a power P =

-10 dBm to inject RF pulses at 2 GHz (i.e. k1 mode). The RF pulse is on for 1 seconds. The

pulse repetition period is 1 µs and the pulse width is 70 ns. Hence in the experiment 106

magnon pulses are emitted. For each experiment the power is increased by 5 dBm. At each

power step we record the thermal magnon spectra in Pos A and B (Fig. 4.12a-d). At low powers

(panel a,b) we observe two peaks that we attribute to the Py signal in AP state(i.e. peak β of

Fig. 4.9) and the second YIG-PSSW. For power P = 0 dBm (Fig. 4.12c) the peak β is absent

in Pos B whereas it is still present in A. This suggests that magnons have led to nanomagnet

reversal in Pos B but not in A. We attribute this result to a difference in magnon amplitudes

due to the non-reciprocity when magnons propagate in opposite directions. Here, the second

YIG-PSSW mode shows larger intensity. This comes from the fact that now this resonance

partially overlaps with the Py peak that has shifted to higher frequency in the P state. At P = 5

dBm, peak β is absent also in A (Fig. 4.12d).
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We conduct the same experiment with pulse irradiation at firr = 4.15 GHz which coincides

with the first GC mode of the device in P state. In Fig. 4.12e-h the same power levels that have

been discussed for firr = 2 GHz are investigated. No modifications are observed in the thermal

magnon spectra up to P = 5 dBm, i.e. the peak β indicating the AP state is present in each

panel e-h. Then we increase the power to 10, 15 and 20 dBm (Fig. 4.13) and observe the first

change in thermal magnon spectra in B for P = 15 dBm. At P = 20 dBm peak β is absent in both

Pos A and B. These results provide evidence that, with large enough power, dipolar magnons

and GC modes propagating in opposite directions assist in the magnetization reversal of

remotely located nanomagnets. The threshold amplitude for switching could be reached in

both directions.

Throughout this work micromagnetic simulations have been conducted to analyse further the

magnon-induced switching mechanism and to support a deeper microscopic understanding

of the mechanism. We have not been able to reproduce such phenomenon in micromagnetic

simulations. Possible reasons behind this could be related to roughness of stripes’ edges and

surface roughness at the interface between Py and the underlying YIG.

4.2 Inductive spectroscopy of LPE-grown 11-nm-thick YIG

In this section we investigate the magnetization dynamics of 11-nm-thick YIG layer with

integrated Py stripes. To the best of our knowledge, this is the first report on coherent magneti-

zation dynamics of liquid-phase-epitaxy (LPE) grown 11-nm-thick YIG exploring propagation

of magnons with wavelengths down to 99 nm. To realize chiral nanomagnonics [114], ultra-

thin magnetic layers are important which exhibit low magnon damping and interfacial DMI

(iDMI). Recently, group velocities of counterpropagating spin waves were found to be asym-

metric in magnetron-sputtered 7-nm-thick yttrium iron garnet (YIG). This observation was

made on mainly long-wavelength magnons and attributed to iDMI arising at the interface

between YIG and the garnet substrate [114]. To advance the frontiers of chiral nanomagnonics

it is now important to study short-waved magnon propagation in the presence of iDMI and in

LPE-grown YIG. Therefore the investigation of short-waved magnons excitation and detection

in ultra thin YIG layer is performed. Furthermore we are motivated to explore the thickness

dependence of magnon-induced reversal. Therefore we fabricate one-dimensional Py grating

couplers on top of the 11-nm-thick YIG. CPWs were patterned onto the Py nanostripes to

excite spin waves via RF magnetic fields. The device design is identical to those fabricated on

the thick YIG. Here the focus is to understand the role played by the thickness of the YIG in the

magnon-induced reversal of nanomagnets. We also explore the role of interfaces in that on

the same chip. We prepare the same Py/YIG hybrid structures without (device type A) and with

(device type B) a 5-nm-thick SiO2 spacer.
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Figure 4.14: AESWS spectra taken at - 9dBm for a device type B. Neighboring-subtracted (a)
S11, (b) S21, (c) S12 and (d) S22 signals. (a) The red dashed box indicates the region of the
avoided crossing. The Py resonance is indicated by the arrow. k1, GC1 and GC2 modes are
indicated respectively by the cyan, dark blue and brown arrows. The green shaded area is
the field range within which the stripes are antiparallel to the YIG. (d) The red dashed lines
identify the k1, GC1 and GC2 mode as predicted by KS model.

4.2.1 Field-dependent VNA spectra and avoided crossing

In Fig. 4.14 the spectra are taken at -9 dBm sweeping the field from -90 to +90 mT with 3 mT

steps. The VNA setup is configured to measure S12 and S21 with equal signal-to-noise ratio

(SNR) such that chiral propagation properties can be extracted. In reflection (Fig 4.14a,d) we

observe several branches at negative fields and above +38 mT. In the framework of the KS

formalism we interpret these branches to be indicative of the Py resonance (red arrow), first

and second GC modes (brown and black arrow) and the k1 mode (cyan arrow). Due to its small

thickness, the YIG-PSSW is expected above 100 GHz and not observed. Crossing zero field leads

to an AP state of Py as observed for the thicker YIG. This field region (green shaded rectangular

box) exists up to 40 mT. Here, three main branches are observed in reflection. Interestingly,

we find an avoided crossing at 18 mT between two magnon modes that we assume to be the

fundamental Py mode and the second GC mode (GC2). We observe avoided crossings for

devices with interfaces Py/YIG and Py/SiO2/YIG. We attribute the origin of avoided crossings

to dipolar coupling effect between the Py fundamental mode and the GC2 mode in YIG.

The frequencies predicted by the KS model (red dashed lines in Fig. 4.14d) for 11-nm-thick

YIG are shown on top of the reflection spectrum. The model assumes a homogeneously

magnetized thin film and the Damon-Eshbach mode. The model describes well the dipolar

mode k1 and the first GC mode (GC1) of the P state. However GC2 is overestimated by a

constant offset of ∼ 2 GHz. The slope of the branch is well reproduced. As the experimentally

observed branch lies at lower frequencies than the model (for the same external field) we

suggest that the stray field of Py stripes modifies the internal field in YIG. The intermixing zone

of YIG with the GGG substrate is reported to be (1.9 ± 0.4) nm [110]. The intermixing zone

might induce also an internal field variation and modify the spin pinning boundary condition.

They are known to shift the resonance frequency [16].
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Figure 4.15: (a),(b) Mag(S21) and (c), (d) Imag(S21) at +50 mT measured for sample A (blue)
and B (magenta). Resonances are shifted to larger frequencies in sample B. The magenta and
blue arrows indicate the magnon resonances.

For samples (A) Py/YIG and (B) Py/SiO2/YIG in Fig. 4.15 we report spectra showing the k1,

GC1 and GC2 resonances. The two peaks between 4.5-5 GHz in Fig. 4.15a (indicated by

the arrows) are interpreted as G +k1 and G −k1 modes and the frequency discrepancies are

≈ 86 MHz and 96 MHz from sample A to B. The low-frequency mode at ≈ 3 GHz is the k1

resonance. In Fig. 4.15b the 2G +k1 and 2G −k1 modes and the Py fundamental mode are

shown. Here their frequency differences between the two devices amount to ≈ 160 MHz,

134 MHz and 173 MHz respectively. The frequencies are smaller in Py/SiO2/YIG compared

to Py/YIG. The oscillatory signals in the imaginary part of the transmission spectra in Fig.

4.15c,d are attributed to magnon resonances. The reason behind the observed oscillations is

explained in paragraph 3.2.3 (equation 3.4). Assuming dipolar effects to modify the internal

field in YIG, the 5-nm-thick SiO2 might reduce the coupling between Py and YIG and lead to a

larger internal field in YIG.

Figure 4.16: Cooperativity as a function of Pirr for sample A (black dots) and B (red squares).

For the field of 18 mT that induces the avoided crossing (box in Fig. 4.14) we extract the
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coupling strength g between the two coupled modes, namely the fundamental Py mode and

the GC2 mode in YIG. We extract at -2 mT the linewidths of the resonant modes when they

have the same frequencies as in +18 mT. In doing so we estimate the dissipation rate of each

isolated magnon mode κPy and κGC2,YIG. Then we evaluate the cooperativity C (see section

2.9). The results for devices A and B are reported in Fig. 4.16. Cooperativity is extracted at

different irradiation powers. The average of all the measurement yields in sample A (B) a

cooperativity C = 2.26±0.11 (C = 1.57±0.13). Hence cooperativity is larger for sample A that

features both exchange and dipolar coupling at the Py/YIG interface. Both samples are in

the intermediate coupling regime with C > 1 and κPy > g > κGC2,YIG [137]. We believe that the

observed constant trend of C as a function of Pirr is due to the fact that for the reported power

levels the effect of nonlinearities is still weak. We have extracted the cooperativity for larger

powers and observed a reduction of C . We suggest that this reduction could be explained by

multi magnon scattering processes that lead to an increased broadening of the magnon modes

by increasing the dissipation rates. This is in agreement with recently published findings

where Lee et al. [136] report avoided crossing gap closing beyond a threshold power due to

the Suhl instability of the Kittel mode in YIG. For our sample with iDMI the three magnon

scattering at large enough powers might play a role as well[103].

4.2.2 Magnon-assisted switching: switching field distribution and switching yield
diagram

The magnon switching efficiency is characterized at different magnetic fields. To conduct

these experiments we inject RF currents in CPW1 and measure S11 and S21. The reflection and

transmission spectra respectively are shown in Fig. 4.17. We consistently observe a stronger

transmission intensity for the sample B incorporating the SiO2 barrier layer. The spectra

qualitatively resemble to what has been observed in the 113-nm-thick YIG: they contain

several branches that we attribute to GC1 and GC2, the Py fundamental mode and the main

CPW-induced mode. We focus now on the fields highlighted by the dashed red line at which

switching from the AP state is completed and the P state is established. The data suggest

that the switching is accomplished at much higher fields and powers than observed on the

113-nm-thick YIG.

To extract the switching field distribution we focus on the high-frequency branch. The method-

ology is described in chapter 4.1. At -25 dBm the switching field distribution extends from 24

to 41 mT for sample A and from 29 to 46 mT for sample B. The switching field distribution

is weakly dependent on Pirr (Fig. 4.18). At 3 dBm the distribution tends to become narrower

for the sample A. The lowest recorded field for switching is 16 mT. In general the distribu-

tion is broad and approximately constant over the power range that we probe. For Pirr > -2

dBm, µ0HC2 moves to slightly smaller values. For sample A we notice that the switching field

distribution narrows to a few mT centered at ∼ 34.5 mT at high power. The switching field

distribution for the sample B remains broader. This could be a consequence of adding a spacer

layer between Py and YIG.
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Figure 4.17: VNA measurements at -13 dBm (a-d) and -1 dBm (e-h). Neighbor-subtracted S11

and S21 respectively for sample A (a,c,e,g) and B (b,d,f,h). The solid red line at the bottom
of the panels indicates the field sweep direction. The vertical dashed red lines in the graphs
is a guide for the reader’s eye to appreciate tiny shifts in the critical field when comparison
different powers and different interfaces A, B. The vertical black arrow in the transmission
graphs (b,d,g,h) indicate GC2 in the AP state showing a broader and stronger response for
sample B (d,h).

Figure 4.18: Switching field distribution for sample A (B) in red (blue).

Now we discuss the switching yield for the 11-nm-thick YIG sample. The methodology is

discussed in [133] and in chapter 4.1. We analyse switching at 34 and 38 mT for the stripes

beneath the emitter to evaluate the critical power PC1. Considering the reduced YIG magnetic

volume and larger coercivity of the stripes we use -20 dBm as the sensing power and set the

power sweep from -20 to 9 dBm. The sensing window is 3-7 GHz. We provide microwave

irradiation within a 250 MHz frequency range starting at fS. Overall f ranges from 1 to 9.25

GHz. We find that the lowest power to initiate switching is -11 dBm (0.776 mW) at 38 mT. We

identify three local minima in Fig. 4.19. We attribute the three minima to the k1 mode, GC1

and the Py mode (at 6.5 GHz). Switching at this frequency is a known effect as MAS [29]. This is

different from the magnon-assisted switching that occurs at the low frequencies ∼ 2.5 (k1) and
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3.5 GHz (GC1). The latter frequencies are not resonant with the Py dynamics. The bias field of

34 mT is already close to the quasistatic switching field of the stripes. Still, for both devices

we observe that relatively large powers are needed to switch nanomagnets independently

of the frequency. We suggest that this observation can be explained by (i) the locally varied

internal field in 11-nm-thick YIG due to the Py stripes and by (ii) the coupling of magnon

modes between Py and YIG in the AP state.

Figure 4.19: Switching yield diagram at 34 mT (a),(b) and 38 mT (c),(d) studying the reversal of
stripes below the emitter CPW. Results for sample A [B] are shown in panels (a),(c) [(b),(d)].
The yellow arrows indicate the frequency values that are analyzed in terms of switching yield
efficiency.

In Fig. 4.20 we summarize the switching efficiencies. The critical power increases with the

frequency (Fig. 4.20a). The slope is steeper for sample B than A. It features one order of

magnitude lower powers at low frequency. The efficiency in sample A it is within error bars

constant and more power is needed than in B. The actual power that goes into the spin

precessional motion of the system is shown in Fig. 4.20b. The most efficient switching occurs

at k1 for sample B. The power PC1prec is only 50 nW. MAS is less efficient by at least a factor of

2.

4.2.3 Amplitude non-reciprocity, chiral magnon propagation and iDMI estimation

In the following we report spectra obtained for counterpropagating magnons observed on the

same 11-nm-thick YIG and excited by two different grating couplers based on either Py/YIG

or Py/SiO2/YIG. The signal non-reciprocity for sample A and B is characterized for different

power levels at +12 mT in the P state. An exemplary dataset taken at -13 dBm is reported in
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Figure 4.20: (a) PC1, (b) PC1,prec and (c) Mag(S11) for sample A (B) at 34 mT in blue (cyan) and
at 38 mT in red (magenta).

Figure 4.21: M ag (S12) and M ag (S12) are respectively illustrated in grey and blue for (a) sample
A and for (b) sample B. The measurements are taken at Pirr = -13 dBm.

Fig. 4.21. We fit a Lorentzian to the GC2 resonance to extract the signal amplitude that is

utilized to calculate η with Eq. 3.6. We calculate η for Pirr = -13, -9 and -5 dBm. The results are

summarized in table 4.1:

PVNA = -13 dBm -9 dBm -5 dBm
sample A (0.816 ± 0.205) (0.889 ± 0.198) (0.698 ± 0.177)
sample B (0.971 ± 0.040) (0.994 ± 0.022) (0.923 ± 0.044)

Table 4.1: Non-reciprocity η for the GC2 magnon resonance. The value η = 1 indicates unidi-
rectional spin-wave emission by a CPW.

In sample B, η reaches 0.971 compared to 0.816 for sample A. We note that for the direct

interface Py/YIG similar values to sample A have been reported in [114] for 10-nm-thick

YIG. We achieve η = 0.971 for the magnon mode with k (λ) = 63.7 rad/µm (99 nm). Such

high non-reciprocity is expected [105] when chiral spin wave pumping is active. The high

non-reciprocity is indicative of exchange-dominated magnons. In the limit of perfectly right-

circular polarization the magnon chirality becomes 1. This value means perfect unidirectional

excitation of magnons by the stripe array.
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Next we focus on characterizing the magnon group velocity vg in sample A and B at differ-

ent powers. Following [114], [77] and [58] we measure S12 and S21 at the same field. For

the same resonant magnon mode we compare the group velocity extracted from the two

counterpropagating magnons. We study the signals when the system is in the P state.

Figure 4.22: Group velocity extracted for k1 +G (a-d) and k1 +2G (e-h). In the VNA measure-
ments we use PVNA = -5 dBm (-1 dBm) in panels a,c and e,g (b,d and f,h). Group velocities for
sample A (B) are summarized in panels a,b and e,f (c,d and g,h)

We consider measurements acquired with PVNA = -1 dBm for a large SNR. In Fig. 4.22 we report

the extracted group velocities for two magnon modes k1 +G and k1 +2G for sample A and

B. The red (black) datasets represents the group velocity extracted for S12 (S21) i.e. magnons

propagating with +k (-k). We find asymmetric group velocities between counterpropagating

magnons. The asymmetry is reversed almost abruptly when the field changes sign. We

calculate δvg as the difference of group velocities extracted from S12 and from S21 (red and

black datasets in Fig. 4.22, respectively). Therefore δvg is positive (negative) when H < 0

(H > 0). On average the magnitude of the group velocity asymmetry |δvg| in Fig. 4.22b

amounts to ∼ 300 m/s. The asymmetry is observed for magnons with λ = 195 and λ = 99 nm

(GC2). In general we observe that vgdecreases with increasing field magnitude |H |.

In the following we assume that δvg ̸= 0 arises from iDMI. Following [114] we extract a iDMI

strength D = (77 ± 17) µJ/m2. The data in Fig. 4.22 have been taken at relatively large power.

We now compare this value D with the value of D obtained with reference sample which we

fabricated with the same CPW geometry as used in [114]. This device is on bare YIG without

any magnetic grating. It excites most efficiently a magnon mode with k1 = 2.75 rad/µm. We

sweep the field from 90 mT to zero with 2 mT steps and record the scattering matrix in the

symmetric jumper configuration. We extract the group velocity at PVNA = -13 dBm benefiting

from the large SNR. Figure 4.23 summarizes in red [black] the group velocities extracted from

signal Imag(S12) [Imag(S21)] at positive fields. The dashed blue line illustrates the vg predicted
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Figure 4.23: (a) Experimentally extracted group velocities for S12 (S21) transmission in red
(black) colored symbols. The group velocity taken from the KS model at k = 2.75 rad/µm is
shown as the dashed blue line. (b) Group velocity asymmetry δvg. The magenta line at 50 mT
indicates the field beyond which δvg seems to level off.

(a) (b) (c) (d) (e)
D [µJ/m2] 4.34 4.57 3.78 3.68 6.3

Table 4.2: Values D extracted from the frequency shift δ f± of (a-b) GC1 and (c-d) GC2 magnon
modes at -6 and -12 mT, respectively. (e) D extracted from the group velocity asymmetry at 80
mT with the same CPW design as in [114].

by the KS model. This curve describes well the lower lying experimental data below 10 mT.

The experimental group velocities approach ∼ 300 m/s at 80 mT (Fig. 4.23a). Here the KS

model predicts a smaller value. In Fig. 4.23b the group velocity asymmetry δvg is summarized

and varies with H . δvg approaches -50 m/s at 80 mT. The behavior qualitatively agrees with

what has been reported in [114]. Following [114] we consider δvg for µ0|H |> 48 mT to estimate

the iDMI strength D . We find D = (6.3±1.8)µJ/m2. This value is consistent with data in [114]

and [135]. Additionally, we extract the frequency difference δ f± between counterpropagating

magnons with k = −k1 and +k1. According to Eq. 2.37 this is a separate measure of D. We

apply this for sample A and measure δ f± for GC1 and GC2 at -6 and -12 mT for PVNA = -5 dBm.

Table 4.2 summarizes the extracted values D.

4.3 Thermal magnon spectra of bottom-up nanopatterned Py and

YIG thin films

In this section we present a method by which we target nanopatterning of Py with lateral

feature size below 50 nm (Fig. 3.16). Practically we follow a bottom-up approach in that

self-organized DNA lattices are exploited to modify the Py properties in length scales which

are routinely smaller than achieved in our electron-beam lithography processes. We present

BLS studies of thermally-activated magnons in surface corrugated Py. In all cases the surface

corrugation is realized by decorating the substrate with DNA-based structures and then

evaporating the magnetic thin film on top. We discuss experimental results for a Py thin film

deposited on mica and for a Py thin film deposited on 100-nm-thick YIG. In both studies
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the DNA samples are purchased by Tilibit. The DNA origami provided by Tilibit modify

nanomagnets at lateral length scales that could still be reached with conventional top-down

nanolithography. Such bottom-up created artificial nanosystems can hence be compared to

having similar lateral parameters that have been fabricated with top-down approach. To go

beyond the state-of-the-art in this PhD we have pursued the unprecedented downscaling of

magnonic crystals in that we applied DNA periodic lattice with lattice pitch p = 31 nm.

4.3.1 Atomic force microscopy characterization of DNA origami on mica

DNA origami lattices, which we first report on, are purchased from Tilibit Nanosystems GmbH.

The DNA lattices, subsequently coated by Py, feature a dual basis unit cell with two different

holes having 30 (type A) and 24 (type B) nm diameter. The lattice pitch p is defined as the

distance between holes of the same type. From the measurements of real space images we

obtain p = (136± 5) nm (Fig. 4.24a,b). In the analysis several 1D line profiles have been

considered and an average value is extracted from each of them. Then the average value and

its standard deviation are estimated. This value is further confirmed by the analysis of FFT

images (Fig. 4.24c,d). Extracting 2 ·∆k in Fig. 4.24d allows us to estimate the lattice pitch

p = 2π
∆k = 138 nm, in agreement with the previously estimated value. The sample is further

processed in the cleanroom to deposit, via electron-beam evaporation, 5-nm-thick Py. For

capping against oxidation, 3-nm-thick Al is added. After this step AFM characterization gives

p = (126±3) nm thus suggesting a slight modification of the lattice. Wave vector analysis and

topography analysis both suggest that by growing Py onto DNA lattices we obtain periodically

surface corrugated Py thin films (Fig. 4.25c).

4.3.2 BLS microscopy of thermal magnons

In the following we probe thermal magnons by µBLS setup. We compare data obtained on

plain film Py (PF-Py) and Py on DNA which exhibits surface corrugation (SC-Py). The laser

light (λ = 532 nm) is focused within ∼300 nm and scanned over regions of interest (ROIs) that

we identified by AFM. Using a green laser at an optical power = 0.8 mW (measured at the input

of the objective lens) we record thermal magnon spectra in different spots of the sample (Fig.

4.26).

We conduct two-dimensional raster scans at different in-plane magnetic fields going from

240 to 20 mT. The raster scans cover an area of (10 µm)2. The step size is 500 nm in x and y

direction. Fig. 4.27a compares BLS spectra for thermal magnons measured on both SC-Py

and PF-Py. Peaks are observed at smaller frequency as the field is reduced from 240 mT

to 60 mT. At the same field the magnon resonance peak obtained on SC-Py is at a lower

frequency and features a weaker intensity than the of the PF-Py region. The full width at half

maximum (FWHM, ∆ f ) is observed to decrease with increasing H and fres for both kinds of

Py. This characteristic behavior does not follow ∆ f ( fres) expected for Gilbert damping. The

FWHM is larger for SC-Py at all fields by approximately the same amount of 0.25 GHz. We
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Figure 4.24: (a) AFM real space image of DNA lattice on mica before Py evaporation. The green
dashed line indicates a 1D line profile that is used to extract the lattice pitch p. (b) 1D line
profile extracted from (a). (c) Reciprocal space image obtained from the FFT of (a). The scale
bar is 62.8 rad/µm. (d) 1D line cut of the FFT 2D spectrum to evaluate the reciprocal vectors
along the high symmetry axis.

Figure 4.25: (a) AFM image of a DNA lattice coated by 5-nm-thick Py. FFT analysis of the
topography data highlighted by the blue [cyan] dashed box is reported in (b) [(c)]. The data
shown in (c) substantiate that the Py covering the DNA inherits its periodic topography.

attribute the larger FWHM on SC-Py to be induced by the surface corrugation. The larger

linewidth might indicate two-magnon scattering. The surface corrugation imprinted by

the DNA can have the same effect as defects/impurities enabling two-magnon scattering.

This is in agreement with Ref.s [47],[57] where two-magnon scattering is proved to play a

role in the frequency-dependent spin relaxation of periodically patterned systems. Besides,

a similar behavior was reported for CoFeB thin films with top-down engineered surface

roughness [94]. At the same time the signal intensity is smaller (4.27a). We note the presence of

particulates in our sample, that appear as white dots in Fig. 4.26. These are chemical residues

72



Results Chapter 4

Figure 4.26: Sketch of the BLS experiment. The green laser light is focused on the sample
achieving local probing of the magnetization dynamics. Measurement are conducted on the
surface corrugated Py, (SC-Py), and, as reference, on the plain film Py, (PF-Py).

of the buffer solution containing the DNA lattices. If one was to measure exactly on top of

the particulate, the resulting spectra could be modified. To address this, we have repeated

reference measurements in macroscopically different regions of the PF-Py. In comparison

to all these reference measurements we observed a larger FWHM and smaller resonance

frequency for measurements on SC-Py. These data suggest that SC-Py magnetization possesses

inhomogeneous internal fields and/or spin structures. We attribute these properties to the

periodic surface corrugation induced by the DNA. In a further study we measure the thermal

magnon spectra over a 2D area. Our goal is to locally observe the space-dependence of the

magnon band minimum (Fig. 4.28). The magnon band minimum is found to reside at smaller

frequencies for the space regions corresponding to SC-Py as it can be seen by comparison of

Fig. 4.28a and b. Here the magnetic field is fixed at 240 mT.

We fit the field-dependent resonance frequencies of PF-Py with Kittel’s formula assuming an

ideal plain film with Nx = 1 (Eq. 2.25) to extract µ0Meff. Therefore Nx = Nz = 0 for the plain film.

We measure the field-dependent spectra in different positions on PF-Py. For each position

we extract a value for µ0Meff. We average these values to obtain the final estimated effective

magnetization of the plain film: µ0M∗
S = (797 ± 5) mT. We use µ0M∗

S as a fixed parameter

to fit the field-dependent resonance frequencies of SC-Py. Here we assume Nx < 1 and Ny

= Nz ̸= 0 because of the surface corrugation. We fit Kittel’s formula (Eq. 2.24) to extract the

modified demagnetization factors. Our approach to analyze the effect of surface corrugation

on the demagnetization field is motivated by [17]. Here, the author has predicted that surface

roughness in a thin film generates an effective perpendicular anisotropy term which is purely

of dipolar origin. In [31], demagnetization tensor components modified by surface roughness

have been considered. The fit results for field-dependent spectra obtained on five different

positions on SC-Py are reported in Fig. 4.27d. In Fig. 4.27d measurement positions 2-5 are

taken on a different region, i.e. on a different DNA patch, than in measurement position 1.

These two distinct patches are separated by several µm. We average these five values and
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Figure 4.27: Spectra for SC-Py (PF-Py) in blue (cyan). (a) BLS spectra for µ0H = 240, 120 and
60 mT. After normalizing the BLS spectra with respect to the counts obtained for the elastic
peak we have multiplied them by a factor 105 (b) Field dependence of fres obtained after
fitting a Lorentzian to each spectrum experimental dataset. The solid magenta and red lines
are the fits to the Kittel formula. For PF-Py we have assumed Nx = 1 when fitting the Kittel
formula. (c) Field dependence of linewidth ∆ f . (d) The fitted demagnetization factor Nx for
four measurement positions on SC-Py.

obtain the averaged demagnetization tensor component: Nx = (0.937 ± 0.002). We interpret

the systematically modified resonances in SC-Py by a change in internal field due to the

modified demagnetization tensor component of the SC-Py. From the fit results we evaluate

the Ny and Nz components as well. In the fit we assume Ny = Nz and obtain the average value

Ny = Nz = 0.032±0.001.

4.3.3 Perpendicular standing spin waves in a DNA-decorated YIG thin film

We immobilize DNA origami PF2 (Fig. 3.12) on 100-nm-thick YIG (Fig. 4.29). We use AFM to

assess the successful DNA adsorption on the surface. After identifying regions of interest with

the AFM we deposit 10-nm-thick Py and we add a cap layer (3 nm Al) as protection layer from

oxidation. Fig. 4.29a,b show a detailed AFM image of DNA-PF2 immobilized on the substrate

before evaporation. In Fig. 3.12c the AFM image is taken after Py evaporation. It shows a large

area being decorated by DNA-PF2.
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Figure 4.28: Magnon resonance at 240 mT frequency is extracted for each measurement point
and reported as a function of space coordinates x,y in a 2D color map (left panel). This is to be
compared with the AFM image (right panel) taken on the area probed by BLS. The BLS data
reveal lower resonance frequencies for Py (grey) on DNA compared to Py on mica (dark).

Figure 4.29: (a) DNA-PF2 immobilized on the substrate before Py evaporation. (b) 1D line
profile across the DNA origami highlighted by the cyan line in (a). (c) Large scale image of DNA-
PF2 after evaporation of 10-nm-Py and 3-nm-thick Al. The grey arrows indicate topography
signals attributed to underlying DNA-PF2.

In the µBLS setup we focus the green laser light onto the sample and record field-dependent

thermal magnon spectra. The field varies from 230 mT to 20 mT. We measure two positions

where the Py is coating the DNA origami on YIG (Pos1 and Pos2). On the same chip, we take

spectra on Pos3, a position where DNA-PF2 was avoided. An additional reference dataset

(Pos4) is measured on another chip with the nominally identical YIG substrate. Pos3 represents

a sample that has been exposed to all the process steps and solutions for DNA deposition

without containing DNA-PF2. Pos4 is measured on a pristine interface Py/YIG bilayer that did
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not undergo the chemical treatments involved in the DNA deposition. Py was evaporated in

the same deposition for both YIG substrates.

Figure 4.30: BLS spectra taken of a location where Py resides on top of the DNA-PF2. (a) BLS
spectra for µ0H = 230 (blue) and 60 (red) mT. The inset shows the same spectra on a different
y-scale to highlight (arrows) the high-order PSSW of YIG.

In Fig. 4.30 we report normalized BLS spectra taken at 230 mT and 60 mT on Pos1. Several

peaks are observed. The peaks shift to low frequency when the applied field is reduced. The

most prominent peak is attributed the Py resonance. This main peak has asymmetric shape

and we fit it with two Lorentzian curves. We suggest that this could be related to the fact

that with the laser we probe the resonance of the plain film Py and the resonance of the Py

covering the DNA origami. We speculate the shifted resonance of the Py covering the DNA

origami has the same origin as the DNA-shifted resonances discussed in paragraph 4.3.2. The

multiple peaks with lower intensities are attributed to PSSWs in YIG with different quantization

number by evaluating the KS formalism for 100-nm-thick YIG. Here we focus on the highest

YIG resonance that is indicated by the red and blue arrows in the inset of Fig. 4.30. For this

resonance we study the field-dependent behavior. The same YIG has been investigated by

Che et al. [107] hence we assume their magnetic parameters: µ0Meff = 180 mT and Aex = 2.7

pJ/m. We fit the relationship ωPSSW,ds from Eq. 2.33 to extract the spin pinning parameter

ds. The peak resonance and its field-dependent behavior is reported in Fig. 4.31 for Pos1,

Pos2, Pos3 and Pos4. The fit results are reported in each panel. ds is the smallest for Pos1

and Pos2 which are considered to contain DNA. ds is maximum for Pos 3 where, without

placing DNA, oxygen plasma is conducted before Py evaporation. The second largest spin

pinning parameter is recorded for the pristine YIG interface, without any chemical treatment

before the Py evaporation. This findings suggest that the presence of DNA at the interface

between YIG and Py locally modifies the spin pinning boundary condition and leads to a

smaller frequency for the PSSW resonance.

4.3.4 Towards unprecedented miniaturization of magnonic crystals

We have encountered several experimental challenges that stemmed all mainly from the low

yield and poor reproducibility of the DNA honeycomb lattice with the small p. We aimed
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Figure 4.31: The extracted resonance frequency for the high-order PSSW in YIG is reported
as a function of magnetic field. Eq. 2.33 is fitted to the data to evaluate ds for two distinct
spot Py/DNA-PF2/YIG (a,b), one reference spot on the chip Py/YIG (c) and one reference spot
where Py is evaporated on a pristine YIG substrate (d). The estimated ds is consistently smaller
when the PSSW is probed in spots where DNA-PF2 resides between Py and YIG.

at lattices extending over several µm. After the long-term optimization of preparation and

deposition protocols, we successfully placed sufficiently large DNA lattices and evaporated 5-

nm-thick Py protected by 3-nm-thick Al (Fig. 4.33). The surface corrugation is experimentally

demonstrated by these AFM data.

We show micromagnetic simulations to highlight the key potential that this approach and this

geometry has to offer for nanomagnonics. The we present the AFM characterization.

We conducted micromagnetic simulations on surface corrugated Py thin films. We consider

periodic lattices featuring lateral parameters comparable to the DNA honeycomb lattice. The

modelled geometry is shown in Fig. 3.1. In Fig. 4.32a,b We report the simulated magnon

band structures at +90 mT for ideal-surface corrugated Py thin films. The Py thickness is 3

nm (a) and 5 nm (b). The color-coded intensity represents the power spectral density for the

middle layer. The dashed green lines mark the wave vector region which corresponds to the

unit cell in reciprocal space (first Brillouin zone, BZ1). For each thickness we observe the

formation of a magnon band structure with allowed minibands. The simulation results support

the assumption that the proposed patterning method can be used to fabricate magnonic

crystals. A band gap (BG) opening occurs at the wave vector corresponding to kr mB Z 1 = 116

radµm. The minibands can be understood in terms of backfolding due to a periodic scattering

potential induced by the corrugation. The width and center frequency of the BG depend

on the film thickness (Fig. 4.32c and d). For small thickness, the BG width is ≈ 2.25 GHz. It

monotonically decreases as the thickness is increased. The qualitative trend corresponds

to BG width ∝ 1
thickness and agrees with recent findings for surface-modulated thin film Py
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investigated in the dipolar regime in [85], [97]. In the simulations the BG width is non-zero for

t = 40 nm. For a 2-nm surface modulation, representing only 5% of the total thickness of 40

nm, a BG is still developed. No difference is observed for magnons propagating in opposite

directions. The BG center frequency has a non-monotonic behavior and reaches its maximum

(≈ 27.4 GHz) for tC = 10 nm. The micromagnetic modelling suggests that in order to see a large

effect the thin film thickness should be smaller than tC. In so doing one achieves a surface

modulation of at least 20% of the total thickness.

We note that in agreement with [85] we observe the formation of an engineered band structure

for a surface corrugation height of 2 nm. However in [85] the lateral modulation is such

that the first BZ boundaries fall in the dipolar regime with kBZ1 = 1
2

2π
az

= 10.5 rad/µm (Fig.

2.4). In our systems the modulation is such that the first BZ boundaries fall inside in the

exchange-dominated regime with kBZ1 = 1
2

4π
3p = 1

2 232 rad/µm = 116 rad/µm.

Figure 4.32: (a),(b) Bandstructure at +90 mT for a 3 and 5 nm thick Py thin films respectively,
with 2 nm surface corrugation. (c),(d) BG width and its center frequency are analyzed as a
function of total film thickness for the same 2 nm surface corrugation. The red (blue) dataset
indicates magnons with kx > 0 (< 0).

The lattice pitch of the experimentally explored honeycomb lattice is by design p = 31 nm. In

Fig. 4.33 the DNA honeycomb lattice is studied after immobilization on the mica substrate. In

panel a we report a large scale AFM picture of a single layer of DNA lattice that has adhered in

a flat manner on the substrate. The FFT of the topography signal is shown in panel b. Panel c
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shows a detailed view of the periodic lattice. After evaporation of 5-nm-thick Py and 3-nm-

thick Al (the cap layer) we characterize the system again with AFM and obtain the image in

Fig. 4.33d. The periodic structure of the lattice is not observed in the topography signal due to

increased surface roughness . Still the FFT analysis shows the periodic pattern of hexagonally

distributed peaks. This is strong a evidence that the overgrown magnetic thin film inherits

the periodic topography by the DNA lattice. The usage of DNA lattices as nanotemplates

for magnetic materials by over-growth is hence successful. In the AFM characterization we

extract for both cases, before and after evaporation, p = (31 ± 1) nm. From this we estimate

the side length of the hexagonal surface corrugation to be l = (18 ± 1) nm. These values are

consistent with the design values. If such structure would be operated as magnonic grating

coupler the first resonant wave vector (wavelength) would amount to kGC1 = 232 rad/µm

(λGC1 = 27 nm). Magnons with such a wave vector (wavelength) would reside at a few 10

GHz in thin Py. Based on Eq. 2.28 we expect the linewidth to few GHz broad, considering

the relatively high damping parameter α of thin film Py and the high estimated resonance

frequency. These efforts motivates a weak magnon signal that has low SNR in the thermal

magnon measurement with µBLS. Indeed so far we have not been able to probe corresponding

GC modes by thermal excitations in µBLS. A further reason might be the limited wave vector

regime of µBLS. With our lens the µBLS can detect magnons with k < 26.6 rad/µm. For a good

SNR either the intensity of the branches back-folded to k < 26.6 rad/µm must be large enough

or the surface corrugation of the metal surface must allow for diffraction of the laser light to

achieve high wave vector for momentum conservation with the short-waved magnons. Here,

further work is needed to optimize the detection scheme.
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Figure 4.33: (a-c) AFM characterization of a mica substrate decorated with DNA honeycomb
lattices (a) before Py evaporation. (b) FFT analysis of the topography signal. (c) Detailed
image showing the hexagons of the lattice [taken from (a)]. (d) AFM image after evaporation
of 5-nm-thick Py and 3-nm-thick Al. FFT image computed from (d). (b),(d) The scale bar is
62.8 rad/µm−1.
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5 Conclusions and outlook

In this chapter we summarize the main achievements of this thesis and give an outlook to the

future work that this thesis stimulates.

5.1 Conclusions

In this thesis we have prepared one-dimensional periodic array of nanomagnets integrated

on top of yttrium iron garnet with different thicknesses and different interlayer spacers, i.e.

Cu and SiO2. By inductive VNA spectroscopy and µBLS microscopy we have studied the

magnetization dynamics and the magnon-induced nanomagnet reversal. We demonstrated

that different magnon modes induce switching. The critical powers to initiate switching

depend on the magnon frequency. This switching occurs for continuous wave excitation and

for pulsed excitation as we demonstrated with µBLS. We observed that magnons propagating

to both directions induce reversal at different excitation powers due to non-reciprocity in DE

configuration. The studies on hybrid structures Py/YIG differing by the interlayer spacer (Cu

and SiO2) suggest that static interlayer exchange interaction is not necessary and that dipolar

coupling between Py and YIG is key for the magnon-induced reversal. Adding the spacer is

found to modify the stripes’ coercivity with respect to the direct-interface Py/YIG samples

[133]. At high RF powers Pirr we found that the critical field for switching increases in the

sample with the Cu spacer between Py and YIG. A similar observation was also reported in the

sample with direct-interface [133]. The rise of the critical field at high RF powers might be due

to non linear spin wave excitations. We have not observed in the sample with SiO2 the same

increase of critical field. This result suggests that such a behavior is related to the magnetic

interface. Sample_SiO2 blocks spin current transmission across the interface in contrary to

the other two samples ([133] and sample_Cu).

These findings motivate further the design and optimization of materials and device structures

to achieve switching at minimum power. An enhanced coercivity is relevant in the perspective

of future applications of the reversal phenomenon to non-volatile magnon memory. Based

on our results we suggest that the dynamic stray field of the propagating magnons is enough
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to initiate the switching. In our experiments based on long nanostripes such a field could

nucleate a magnetic domain at the edge of a stripe. The domain wall may then be moved

by the combined action of the magnons and magnetic field until the reversal is completed.

However a full microscopic understanding of this magnon-induced reversal mechanism is

still lacking.

On the 11-nm-thick YIG we have prepared one-dimensional periodic arrays of nanomagnets

on the bare YIG substrate and on SiO2, acting as a spacer, on YIG. The magnon-induced

reversal occurs at larger powers than in 113-nm-thick IG. Overall we find that switching is

less efficient and need larger bias fields than for the 113-nm-thick YIG. In the ultra-thin YIG

we characterized the non-reciprocity of propagating magnons with λ = 99 nm (GC2 mode).

We apply two methods to evaluate iDMI strength. We find values that are consistent with

sputtered thin YIG [135], [114]. During this study we find that the group velocity asymmetry

depends on VNA power. We suggest this is consequence of non-linear magnon dynamics at

high RF powers. However the microscopic reason is not yet experimentally investigated.

We find avoided an crossing between the Py fundamental mode and the GC2 mode. The

cooperativity C was characterized for samples with both exchange and dipole-dipole interac-

tions (Py/YIG) and with only dipole-dipole interaction (Py/SiO2/YIG). The avoided crossing is

evidence for coupled dynamics between YIG and Py. We consider this coupled dynamics a

possible explanation for the large magnon amplitude non-reciprocity that we have measured.

We found in our data that the coupled dynamics leads to larger critical fields and larger critical

power levels are required for the magnon-induced switching of Py stripes. In both type of

samples, we find intermediate coupling regime with C > 1. Our findings are stimulating in the

perspective of chiral nanomagnonics at short wavelenghts.

DNA nanotechnology is the bottom-up approach we propose to explore novel pathways

for nanomagnonics. We have prepared Py thin films on different substrates that have been

previously decorated with DNA periodic lattices and individual DNA origami structures. Our

findings suggest that DNA can be used as a nanostructured template onto which magnetic thin

films are grown and obtain modified properties that allow us to engineer magnon resonances

in Py and YIG on ultra-short length scales. In surface corrugated Py on DNA periodic lattice

our data show a frequency shift of the magnon band minimum. Our interpretation is that the

demagnetization tensor is modified by the surface corrugation thus changing the internal

field. For the Py on the DNA-decorated YIG we observe a frequency shift of confined magnon

modes in YIG. The PSSW of YIG resides at lower frequency when the individual nanoscale DNA

structure is in between the Py and YIG. Using the KS model we suggest that this is explained by

a locally modified spin pinning boundary condition induced by the presence of DNA origami.

Our micromagnetic simulations suggest that the novel DNA-based approach can lead to the

fabrication of magnonic crystals with minibands and frequency gaps. The magnonic crystals

would feature a first Brillouin zone that falls already into the exchange-dominated regime.

By AFM we prepare and characterize DNA honeycomb lattices on mica with 31 nm lattice
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pitch. We have successfully prepared deposition protocols and evaporated Py thin films on

different samples inheriting the surface corrugation. Limitations in either signal strength of

backfolded magnon branches or the wave vector resolution of BLS might have compromised

the experimental verification of minibands.

5.2 Outlook

Magnon-induced reversal of nanomagnets

The magnon-induced reversal of nanomagnets unlocks the possibility of non-volatile memory

of spin wave signals where magnetic bits are written with linear and non linear magnon

signals without conversion to the electrical domain. Understanding the physics of the reversal

mechanism is key to exploit this phenomenon at minimum power and without the currently

applied bias field. Future studies should explore in particular nanomagnets avoiding domain

wall formation and promising nanoscale magnetic bits for storage. The intrinsic timescales

need to be addressed by further time-resolved studies.

To achieve imaging one could consider XMCD measurements with burst excitation of magnons.

The high spatial and temporal resolution at state-of-the-art synchrotron beamlines combined

with the element-specific sensitivity of the technique could allow to follow the switching

event in case of coherent reversal. Probing different elements will contribute to observe the

dynamics in the nanomagnet and the magnon propagation before and after the interaction

with the nanomagnet itself. To evidence the full functionality of the magnonic memory the

XMCD experiment might be performed on a nanomagnet array which experiences a specific

spin-wave interference pattern in the underlying YIG (Fig. 5.1). Such an experiment would

mimic the storage of magnon signals resulting from a wave-based logic operation.

We propose to research novel approaches, device design and materials that would allow for

toggle switching, i.e. the ability to switch between the two available magnetic states. This

would enable to write a magnetic bit, and at a later stage when needed to reconfigure the

nanomagnet in its original state.

Miniaturization of magnonic crystals with DNA nanotechnology

After successful patterning of Py at a lateral length scale < 50 nm the next step is to probe the

expected high-frequency eigenmodes. We propose to investigate magnon modes by X-ray

scattering (SAXS). Recently Wittrock and co-authors [131] have demonstrated together with

our group the small angle X-ray scattering from sub-100-nm propagating magnons in yttrium

iron garnet. This technique detects low intensity modes and achieves direct k-space imaging

with large k exceeding the limitations of our lab-based technique such as BLS. Additionally we

suggest to explore the magnon band structure and band gaps of surface-corrugated thin films

close to Γ point by wave-vector-resolved BLS [71].

Other relevant aspects that further promote DNA nanotechnology as a nanopatterning tool to

83



Chapter Conclusions and outlook

Figure 5.1: Sketch of a suggested experiment to demonstrate magnetic bit writing induced
by an interference effect mimicking a wave-based logic operation. Two counterpropagating
magnons are excited phase-coherently by the same RF signal with a relative phase shift
φ =ϕ∗−ϕ. The magnon interference leads to a peculiar magnon amplitude pattern depending
on φ. Nanomagnet reversal depending on φ would be investigated.

achieve unprecedented downscaling in nanomagnonics are the following:

- The DNA structural and chemical stability allow one to utilize DNA lattices (made by DNA

origami and/or DNA tiles) as etching masks. Sub-10-nm patterning was demonstrated by HF

vapor etching of Si [74]. This has not yet been applied to magnetic thin films.

- Motivated by the advance in 2D materials and Moiré patterns we propose to prepare double

layers of DNA lattices. This can be achieved by engineering the self-folding of large DNA

2D lattices by altering the salt concentration in the chemical buffer. The self-folding would

naturally lead to a Moiré pattern as the honeycomb lattice sheet come on top of each other.

This could potentially enable to explore the Moiré pattern induced physics of exchange-

dominated magnons.

- DNA biochemistry can be utilized to form superlattices of nanoparticles (NPs) which are

called programmable atom equivalent lattice, as discussed in the introduction (section 3.5).

We imagine ferro- and ferrimagnetic NPs to enhance the prospects of DNA nanotechnology in

magnonics.

- DNA decoration of a low-damping skyrmion-hosting materials such as insulating Cu2OSeO3

might modify a skyrmion lattice which is commensurate with the DNA lattice.
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A.1 Methods

A.1.1 Experimental equipement for the preparation of DNA samples

In this paragraph we show the experimental setup that have been utilized to measure the

concentrations of DNA samples and anneal the DNA-containing liquid solution that we

discussed in section 3.5.3.

Figure A.1: Experimental equipement at PBL to measure the concentrations of DNA samples
(a) and conduct the thermal annealing that leads to the formation of DNA honeycomb lattice
(b). In (c) a typical PCR tube that we used to prepare the DNA-containing liquid solution is
shown.

A.1.2 Annealing protocol for the customized DNA origami lattice ordered and
obtained from Tilibit nanosystems

The following information are provided to us by Tilibit nanosystems. We report here below

the annealing protocol that Tilibit nanosystems has used to produce our customized DNA
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origami lattice:

• Incubate the sample at 70 °C for 5 mins

• Cooling down from 65 °C to 55 °C with 12 seconds per 0.1 °C speed

• Cooling down from 55 °C to 20 °C with 6 mins per 0.1 °C speed

• Incubate the sample at 20 °C forever

The solution that underwent the annealing has a total volume of 100 µl and it contains 50 nM

of scaffold mixed with 200 nM of staples in buffer B (also referred to as crystallization buffer).

Tilibit nanosystems has communicated to us that a combination of base-stacking and base-

pairing interactions were used at the edges of the DNA origami structures for multimerization.

Structures were folded and crystallized in a one pot assembly according to the annealing

protocol that is outlined above. Further technical details are found in [106].

A.2 Experimental data

A.2.1 Magnon-induced reversal in 113-nm-thick YIG

Switching yield of nanostripes beneath the detector CPW

In this paragraph we provide further experimental data to paragraph 4.1.2. In Fig. A.2 we

report the switching yield diagram at 20 mT for the nanostripes below the detector CPW. We

observe that at 2.5 GHz, in both samples, the AP branch (Fig. Fig. A.2a,b) disappears at low

powers (Pirr< -20 dBm). At higher firr we do not observe any prominent peak. However at

large powers (Pirr> 0 dBm), the AP branch consistently disappears. The AP branch has larger

intensity in sample_Cu. The P branch appears at 2.5 GHz for Pirr ≈ -20 dBm in both samples.

Here we observe three different frequencies in sample_SiO2 lead to switching (peaks A’, B’, C’

in Fig. A.2d) whereas we observe two clear peaks in sample_Cu. We observe that for a selected

irradiation window transmission is strongly suppressed. This is attributed to the specific

magnon ban structure of the hybrid system. The same behavior is found in measurement at 14

mT as well (see Fig. 4.6). We attribute peaks A’, B’ and C’ respectively to the k1 mode, the GC1

mode and kGC1+PSSW1 mode, with kGC1+PSSW1 =
√

k2
GC1 +κ2

1 according to the KS formalism

(2.5).

Switching yield of nanostripes beneath the emitter CPW

At 14 mT and 20 mT we measure Mag(S11) to characterize the switching yield of the nanostripes

beneath the emitter CPW. At 14 mT we define as AP branch the sensing frequency range 4.55

÷ 4.75 GHz (Fig. A.3a,b) and as P branch the range 3.9 ÷ 4.15 GHz (Fig. A.3c,d). At 20 mT we

define as AP branch the sensing frequency range 4.7 ÷ 4.9 GHz (Fig. A.4a,b) and as P branch

the range 4.05 ÷ 4.35 GHz (Fig. A.4c,d). At 14 mT (Fig. A.3) we observe that the AP branch
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Figure A.2: (a),(b) Sensing protocol measurements of Mag(S21) for, respectively, sample_Cu
and sample_SiO2 at 20 mT for the irradiation interval (2.5 ÷ 2.75) GHz, i.e. fS = 2.5 GHz. Branch
P (AP) is integrated at each Pirr within the red (black) dotted sensing frequency band. (c)-(f)
Switching yield maps for the AP branch [P branch] for (c) sample_Cu and (d) sample_SiO2 [(e)
sample_Cu and (f) sample_SiO2]. (c)-(f) Irradiation frequencies corresponding to dips (peaks)
in the integrated signal are indicated in yellow (brown) letters.

disappears at low power for firr = 1.75 GHz, then at larger firr the AP branch disappears at

Pirr-5 dBm and its behavior does not depend significantly on firr. For the P branch we observe

its appearance at -15 dBm for firr = 1.75 GHz. At higher frequencies for sample_SiO2 we find

three more magnon frequencies leading to switching and for sample_Cu only two frequencies

(Fig. A.3c,d). Peaks A’, B’ and C’ are attributed to the same magnon modpes discuss for Fig.

4.6f. Peak D’ is attributed to the Py resonance therefore this corresponds to MAS [29]. At 20

mT (Fig. A.4) we observed similar behavior as discussed for 14 mT

A.2.2 Inductive spectroscopy of LPE-grown 11-nm-thick YIG

In Fig. A.5 we report as additional example of magnon amplitude non-reciprocity the trans-

mission spectra at -18 mT when the Py magnetization is antiparallel to the YIG.

A.2.3 BLS measurements of confined magnon modes in corrugated Py

In this paragraph we report additional data to our study of 10-nm-thick Py deposited on

isolated DNA origami on top of YIG (section 4.3.3). Figure A.6 summarizes the fit results of the

spin pinning parameter for the second highest PSSW that we observe in the thermal magnon

spectra in section 4.3.3. This PSSW is formed across the YIG thickness. We use the KS model

(Eq. 2.33) to fit the resonance frequency and extract ds. We observe that ds is consistently

smaller when the PSSW is measured on the region where the Py resides on top of the DNA (Fig.

A.6c,d). We take two reference measurements. One reference is conducted on the same chip

that has been processed to deposit DNA. Here we have found by AFM imaging a spot that is

free of DNA origami (Py/YIG in Fig. A.6a). Another reference is taken of on another chip that
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Figure A.3: Switching yield measurements of Mag(S11) for (a and c)sample_Cu and (b and
d)sample_SiO2 at 14 mT. Branch AP [P] is reported in panels (a,b) [(c,d)] Irradiation frequencies
corresponding to dips (peaks) in the integrated signal are indicated in yellow (brown) letters.

Figure A.4: Switching yield measurements of Mag(S11) for (a and c)sample_Cu and (b and
d)sample_SiO2 at 20 mT. Branch AP [P] is reported in panels (a,b) [(c,d)] Irradiation frequencies
corresponding to dips (peaks) in the integrated signal are indicated in yellow (brown) letters.

was not processed hence we label this bare YIG (Fig. A.6b). The Py evaporation is conducted

in the same batch for both chips.
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Figure A.5: Mag(S12) [Mag(S21)] spectrum, in red [black] for device B at -18 mT (a-b) with
irradiation power -9 dBm. In panel a [b] Mag(S12) [Imag(S12)] is illustrated. The insets shows
the frequency range of GC1 (stars) and GC2 (diamond). Black arrows indicate the resonances
in the weakest (black) signal. (a-b) The different wave vectors are identified with symbols:
the orange star (diamond) indicate -k1 +G (-k1 +2G) while the green star (diamond) indicate
k1 +G (k1 +2G). Panels (c-f):

Figure A.6: The spin pinning parameter is extracted for a PSSW mode of YIG. The resonance
PSSW frequency is reported as a function of applied field for (a) reference measurement Py on
YIG, (b) Py on bare YIG, (c-d) Py on the DNA origami. Different spots of Py coating the DNA
origami are probed.

A.2.4 Additional micromagnetic simulation data

In Fig. A.7 we report the estimated band gap (BG) width and center at 180, 150 and 60 mT.

We conducted micromagnetic simulations of magnon band dispersion in Damon-Eshbach

configuration for the same systems that are discussed in section 4.3.4. These results are

consistent with our discussion in section 4.3.4. As the thickness increases the BG width (BGW)

decreases. The BGW is 2 GHz for a thickness of 3 nm then it monotonically decreases to

0.25 GHz when t = 30 nm. We do not observe that the BGW varies significantly as the field is

reduced (Fig.s A.7a,c,e). The BG center (BGC) shows the non-monotonic behavior discussed

in section 4.3.4. At any field we observe that t = 10 nm is the critical thickness value beyond
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which the BGC starts decreasing.

Figure A.7: BG width and center estimated from micromagnetic simulations conducted at
(a,b) 180, (c,d) 150 and (e,f) 60 mT. In red (blue) the magnon band with k>0 (k<0) is illustrated.

A.3 Scripts

In this section we share examples of a simulation code to numerically model magnon disper-

sion with MuMax3 [65] and the postprocessing code in MATLAB to generate a band structure

diagram from the numerical simulation outcome.

MuMax3 script

In the following code comments are in red and starting with ’//’. By keeping ’//’ the interested

reader can directly plug in MuMax3 this code as it is and run the simulation.

//————–

//In this code these some abbreviations that are used in labelling geometrical objects

//’hnc’ = ’honeycomb’

//’AD’ = ’AntiDot’

//’corrug’ = ’corrugation’

//————–

//Define output format to txt

OutputFormat = OVF2_TEXT
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//Setting Simulation Geometry

//Define grid size

Nx:=18*180

Ny:=15

Nz:=7

//Define cell size

Cx:=3e-9

Cy:=2.08e-9

Cz:=1e-9

//Define dimensions of the whole simulated volume

Lx:=Cx*Nx

Ly:=Cy*Ny

Lz:=Cz*Nz

//Setting number of cells and cellsize

SetGridSize(Nx, Ny, Nz)

SetCellSize(Cx, Cy, Cz)

//————–

//Define thicknesses of sub-layers

thick_PlainFilm:=3e-9

thick_DNA_corrug:=2e-9

thick_total:= 2*thick_DNA_corrug + thick_PlainFilm

//Define lateral spacing parameter

hex_length:=18e-9

r:=hex_length

//from here on different geometrical object are defined and they combined together to form

the final surface corrugated thin film
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cilynd_Atype:=cylinder(r,thick_DNA_corrug).repeat(3*hex_length,(sqrt(3))*hex_length,0).transl(0,0,0)

cilynd_Btype:=cylinder(r,thick_DNA_corrug).repeat(3*hex_length,(sqrt(3))*hex_length,0).transl(-

1.5*hex_length,0.5*hex_length*sqrt(3),0)

dot_hnc_L:=((cilynd_Atype).add(cilynd_Btype))

shifted_dot_hnc_L:=dot_hnc_L.transl(0,0,-Lz/2 + thick_DNA_corrug/2)

AD_hnc_L:=(shifted_dot_hnc_L.inverse())

AD2_hnc_L:= AD_hnc_L.intersect(cuboid(Lx,Ly,thick_DNA_corrug).transl(0,0,-Lz/2+thick_DNA_corrug/2))

AD3_hnc_L:=hnc_top2.transl(0,0,Lz - thick_DNA_corrug)

py_PlainFilm_region:=cuboid(Lx,Ly,(Lz-(2*thick_DNA_corrug)))

PlainFilm_withDot:= py_PlainFilm_region.add(shifted_dot_hnc_L)

//here the surface corrugated thin film is defined

SurfaceCorrugated_film:=PlainFilm_withDot.add(AD3_hnc_L)

//here this is just relabelling parameter

//The surface corrugated thin film is defined as the total magnetic volume to consider for

simulation

MagneticSample_toSimulate:=(SurfaceCorrugated_film)

//————–

////Set Periodic Boundary Conditions setpbc(5,15,0)

//Set excitation area

excitation_region:=cuboid(21e-9,Ly,Lz)

//Define different simulation regions

defregion(0,excitation_region)

defregion(1,excitation_region.inverse())

defregion(2,MagneticSample_toSimulate)

//————–

//save regions and set final geometry

save(regions)
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setgeom(MagneticSample_toSimulate)

//————–

//Define magnetic and simulation parameters

u0:=pi*(4e-7)

//Small misalignment is applied to deviate from high symmetry axis

theta := 88*pi/180

phi := 89*pi/180

//Saturation magnetization and exchange constant for Py

Msat.SetRegion(2,800e3)

Aex.SetRegion(2,13e-12)

//Damping is set to low values becaue the focus in on bandstructure simulation

alpha= 1e-8

//Initial magnetic configuration

m.setRegion(2, uniform(0,1,0))

//External magnetic field magnitude

brel:=.09

//————–Obtaining static equilibrium

//Set external magnetic field

B_ext = vector(brel*sin(theta)*cos(phi), brel*sin(theta)*sin(phi), brel*cos(theta))

relax()

saveas(m,"relaxed_and_run_to90")

//Set the starting time to zero

t=0

f := 100e9 //cutoff frequency

tstep := 5e-12 //sampling time

trun := tstep*3000 //total simulation time
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t_shift:= 10*tstep //time shift w.r.t t=0 of the pulse peak

w:=2*pi*f //pulsation

amp:=-.01e-3 //pulse amplitude

//————–Exciting magnetization dynamics

//Apply magnetic field pulse only in a selected region to make inhomogenous in space

//the pulse is the plan orthogonal to the equilibrium direction of the magnetization

B_ext.setRegion(0,vector(brel*sin(theta)*cos(phi) + amp*sinc(2*pi*f*(t-t_shift)), brel*sin(theta)*sin(phi),

brel*cos(theta)+amp*sinc(2*pi*f*(t-t_shift))))

B_ext.setregion(1,vector(brel*sin(theta)*cos(phi), brel*sin(theta)*sin(phi), brel*cos(theta)))

//save magnetization unit vector every multiple of the sampling time

//————–

//this is what it is used for postprocessing and generating the bandstructure

autosave(m,tstep)

//save averaged magnetization unit vector every multiple of the sampling time in table

tableautosave(tstep)

//Run simulation for the total time specified above

run(trun)

MATLAB script

The following MATLAB script is used to process layer by layer the unit magnetization vector

that is recorded during the dynamic simulation in MuMax3. This code produces a band struc-

ture for each layer. This layer-by-layer analysis is relevant to observe the major contribution of

the corrugated parts and the plain film part of the whole ferromagnetic thin film.

clear all;

close all;

pathall=’C:\Users \mucchiet \Desktop \mumax_sim \forthesis \90mT ’; %path to PC location

where all Mumax simulations folder are contained

allfolds = dir([pathall,’*.out’]); % replace *.out with the exact name of the folder

94



Appendix Chapter A

% if you do not replace *.out and leave it like that then the

% postprocessing will be applied to each and every one of the folder inside

% the path pathall

for g=1:length(allfolds)

clearvars -except pathall allfolds g

path=[pathall,allfolds(g).name,’\’]

Files=dir([path,’m0*.ovf’]);

pathInit=path;

FilesInit=’relaxed_and_run_to90.ovf’; % takes in magnetization of the relaxation stage - equi-

librium configuration

TimeStep=5e-12; %sampling period

f_coff=30e9; %%% cutoff freq

%————————————–

%create parameters and values

datafileNull=[path,Files(1).name];

OOMMF_converted_dataNull=oommf2matlabwithTime(datafileNull);

datafileInit=[pathInit,FilesInit];

OOMMF_converted_Init=oommf2matlabwithTime(datafileInit);

%——————

mInit=OOMMF_converted_dataNull.dataz; % select the component of the magnetization

componentM=’mz’

%——————

xn=OOMMF_converted_dataNull.xnodes;

yn=OOMMF_converted_dataNull.ynodes;

zn=OOMMF_converted_dataNull.znodes;

%——————
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stepx=3e-9; %cell size in x, propagation direction

stepy=2.08e-9; %cell size in y, propagation direction

%——————

xpos=stepx.*(1:xn);

ypos=stepy.*(1:yn);

Dx = stepx;

dfx = 2*pi/(((OOMMF_converted_Init.xnodes)-1).*Dx); %spatial frequency step k_max =

2*pi*(1/Dx)*0.5; %Nyquist cutoff wavevector (Nyquist theorem)

SimulationKx = (-k_max:dfx:k_max); %build the kx wavevector

D = TimeStep; %sampling time

df = 1/((length(Files)-1).*D); %frequency step

f_max = (1/D)*0.5; %Nyquis cutoff frequency (Nyquist theorem)

SimulationFreq = (1e-9).*(-f_max:df:f_max); %build frequency

SimulationTime=D.*(0:((length(Files)))-1); %simulation time array

hammw_f = hanning(length(SimulationFreq)); %define HANNING window for frequency

hammw_x = hanning(length(SimulationKx)); %define HANNING window for x-coordinate

hammw2d = hammw_f*hammw_x.’; %define 2D HANNING window for frequency and x-space

for zeta=1:zn %for loop to generate bandstructure for each z-layer

sweepz=zeta

selZ_idx=sweepz;

Zl=length(selZ_idx);

clear zn

zn=Zl;

parfor k=1:(length(Files))

datafile=[path,Files(k).name];

%%%%%%% % when copying to matlab these two text lines must be put in the same code

lines
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realspaceDynM(k,:,:,:)=

(squeeze(oommf2matlabwithTime(datafile).dataz(:,:,selZ_idx)))-squeeze(mInit(:,:,selZ_idx));

%%%%%%%

%build z-component of dynamic magnetization unit vector m_d

end

parfor zc=1:length(selZ_idx)

for yc=1:yn

dynamicfftM(:,:,yc,zc)=fftn(hammw2d.*squeeze(realspaceDynM(:,:,yc,zc)));%fft in time, x

space for band structure as function of y and z coordinate

end

end

sumZ_FFT_dynM = sum(dynamicfftM,4); %sum across all z layers (this is trivial in this case

because it is processing one layre at a time)

sumZY_FFT_dynM = sum(sumZ_FFT_dynM,3); %sum across all y-cells

sumZY_FFT_dynM = sumZY_FFT_dynM/(yn*zn); %compute average across y,z plane

figure

imagesc(SimulationKx, SimulationFreq, 20*log10(abs(fftshift(sumZY_FFT_dynM)))); %graph

of PSD as function of kx and frequency

axis xy;

xlim([-1.1*pi/((18e-9)*(3/2)) 1.1*pi/((18e-9)*(3/2))]) %adjust x-range (kx) to observe the first

Brillouin zone (here the boundary is set to 10% larger so to observe the band gap at pi/((18e-

9)*(3/2))

ylim([0.0 f_coff/1e9]) % adjust y range (freq. range)

caxis([-105 -10])% adjust color scale

saveas(gcf,[path,componentM,’FFT_kx_AbsVal_layerZ’,num2str(zeta),’_.fig’]); %save the gen-

erated image as .fig in matlab

end

end
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• Kúkólová, A., Escobar Steinvall, S., Paul, R., Leran, J., Che, P., Hamdi, M., Mucchietto, A.,
Grundler, D. and Fontcuberta i Morral, A., 2021. van der Waals Epitaxy of Co10–xZn10–yMnx+y

Thin Films: Chemical Composition Engineering and Magnetic Properties. The Journal of
Physical Chemistry C, 125(17), pp.9391-9399.

Personal contribution: Atomic force microscopy measurements and support by Brillouin
light scattering microscopy.

• Che, P., Stasinopoulos, I., Mucchietto, A., Li, J., Berger, H., Bauer, A., Pfleiderer, C. and
Grundler, D., 2021. Confined dipole and exchange spin waves in a bulk chiral magnet with
Dzyaloshinskii-Moriya interaction. Physical Review Research, 3(3).

Personal contribution: Micromagnetic modelling of magnetizaton dynamics, data discus-
sion and manuscript revision.
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