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 Abstract   

An important function of the brain is to interpret incoming sensory information 

from the outside world to guide adaptive behavior. Understanding how and where 

sensory information is transformed into motor commands in a context- and learning-

dependent manner is a key question in neuroscience. Which cortical areas are 

responsible for sensory perception, decision-making, and motor execution is still a 

matter of discussion. During my Ph.D. I attempted to disentangle the coding of sensory 

versus decision and motor information by neurons in different brain regions along the 

transformation path of whisker sensory stimuli to licking motor output during goal-

directed behaviors in mice. To address this question I combined electrophysiological 

recording of a large population of neurons across multiple brain areas with fine 

monitoring of behavior and movements, as well as time-resolved optogenetic 

manipulations. 

I first explored the sequence of cortical activity involved in transforming a brief 

whisker stimulus into delayed licking in mice. With coauthors, we discovered two 

crucial features related to activity evoked by whisker deflection. Firstly, an enhanced 

excitation of the secondary whisker motor cortex suggested its important role in 

connecting whisker sensory processing to lick motor planning. Secondly, a transient 

reduction of activity in the orofacial sensorimotor cortex helped to suppress premature 

licking. During the delay period, we observed widespread cortical activity that largely 

correlated with anticipatory movements. However, when accounting for these 

movements, we identified sustained activity in the frontal cortex that was essential for 

licking in the response period. Our results highlight key cortical nodes involved in motor 

planning. We next categorized neurons as regular or fast spiking, which I confirmed 

with optotagging method. We investigated how their activity changes before and after 

mice learn a task. We observed opposite changes in the whisker-evoked activity of 

regular versus fast spiking neurons in primary and secondary whisker motor cortices, 

but similar changes in primary and secondary orofacial motor cortices. Hence, altered 

excitation and inhibition in local circuits, combined with changes in long-range synaptic 

inputs may underlie delayed sensory-to-motor transformation.  

Finally, I recorded and systematically compared the neuronal activity of the 

cortical sensory input area (primary somatosensory cortex), a presumably decision 

area (medial prefrontal cortex), and the motor output area (tongue and jaw primary 

motor cortex) in the psychophysical whisker detection task. We have uncovered that 

the representation of sensory information, decision-making, and motor action is not a 

discrete function of each individual brain region, but rather distributed and encoded 

across all three regions. We proposed that the decision to lick after the whisker 

stimulus is a gradual process that involves the flow of information from wS1 to mPFC 

and tjM1. Importantly, we also observed that signal processing failures can occur at 
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any level of this information flow. These findings highlight the complexity and 

distributed nature of the neural processes underlying decision-making and 

sensorimotor transformation. 

In this thesis, I have presented various findings that add to the existing knowledge 

and shed light on the neural circuits and computations involved in sensorimotor 

transformation in the mammalian brain. 

 

Keywords: sensorimotor transformation, whisker detection task, delayed-

response, licking, decision, barrel cortex, medial prefrontal cortex, tongue-jaw motor 

cortex, electrophysiology, optogenetics 
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Résumé 

Une fonction importante du cerveau est d'interpréter les informations sensorielles 

venant du monde extérieur pour guider le comportement de manière adaptée. 

Comprendre comment, et où, les informations sensorielles sont transformées en 

commandes motrices en fonction du contexte et de l'apprentissage est une question 

clé en neurosciences. Quelles zones corticales sont responsables de la perception 

sensorielle, de la prise de décision et de l'exécution motrice est encore sujet à 

discussion. Pendant mon doctorat, j'ai tenté de démystifier le codage des informations 

sensorielles, motrices et décisionnelles par les neurones de différentes aires corticales 

au cours de la transformation d’entrées sensorielles appliquées aux vibrisses, en sortie 

motrice par l’action de lécher pour obtenir une récompense, chez la souris. Pour cela, 

j'ai combiné des enregistrements électrophysiologiques de grandes populations de 

neurones dans plusieurs zones corticales avec une surveillance fine du comportement 

et des mouvements orofaciaux, ainsi que des manipulations optogénétiques à haute-

résolution temporelle. 

J'ai d'abord collaboré à une étude dans laquelle nous avons exploré la séquence 

d'activité corticale impliquée dans la transformation d'un bref stimulus d’une vibrisse 

en l’action de lécher avec un délai chez la souris. Nous avons découvert deux 

caractéristiques essentielles liées à l'activité évoquée par la stimulation de la vibrisse. 

Premièrement, une excitation accrue du cortex moteur secondaire des vibrisses qui 

indique son rôle important dans la connexion du traitement sensoriel des vibrisses à 

la planification motrice. Deuxièmement, une réduction transitoire de l'activité neuronale 

dans le cortex moteur orofacial primaire impliquée dans la suppression de léchage 

prématuré. Au cours de la période de délais entre la stimulation sensorielle et la 

réponse motrice, nous avons observé une activité corticale généralisée largement 

corrélée aux mouvements d'anticipation. Cependant, lors de la prise en compte de ces 

mouvements, nous avons identifié une activité soutenue dans le cortex frontal qui était 

essentielle pour l’exécution motrice pendant la période de réponse. Nos résultats 

mettent ainsi en évidence les principaux nœuds corticaux impliqués dans la 

planification motrice. Nous avons ensuite divisé les neurones en fonction de la durée 

de leurs potentiels d’action en neurones présumés excitateurs et neurones présumés 

inhibiteurs. J’ai validé cette classification avec la méthode de marquage 

optogénétique. Nous avons étudié comment leur activité change avant et après que 

les souris aient appris la tâche de détection sensorielle avec délais. Nous avons 

observé des changements opposés dans l'activité évoquée par la stimulation de la 

vibrisse pour les neurones présumés excitateurs et ceux présumés inhibiteurs dans 

les cortex moteurs primaires et secondaires des vibrisses, mais des changements 

similaires dans les cortex moteurs orofaciaux primaires et secondaires. Par 

conséquent, une modification de la balance excitation / inhibition dans les circuits 
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locaux, combinées à des modifications de la communication synaptique entre aires 

corticales, peuvent sous-tendre l’apprentissage de la transformation sensorimotrice 

avec délai. 

Finalement, j'ai enregistré et comparé systématiquement l'activité neuronale de 

la zone d'entrée sensorielle corticale (le cortex somatosensoriel primaire, S1), d’une 

zone impliquée dans la prise de décision (le cortex préfrontal médian, CPFm) et d’une 

zone impliquée dans l’exécution motrice (le cortex moteur orofacial primaire, M1-Or) 

dans une tache psychophysique de détection sensorielle. Nous avons découvert que 

la représentation des informations sensorielles, de la prise de décision et de l'action 

motrice n'est pas une fonction discrète de chaque région cérébrale individuelle, mais 

est plutôt distribuée et codée dans les trois régions. Nous avons proposé que la 

décision de lécher après le stimulus de la vibrisse est un processus graduel qui 

implique un flux d'information de S1 vers CPFm et M1-Or. Par ailleurs, nous avons 

également observé que des défaillances dans la transformation sensorimotrice 

peuvent survenir à n'importe quel niveau de ce flux d'informations. Ces résultats 

mettent en évidence la complexité et la nature distribuée des processus neuronaux 

sous-jacents à la prise de décision et à la transformation sensorimotrice. 

Dans cette thèse, j'ai présenté diverses découvertes qui s'ajoutent aux 

connaissances existantes et éclairent les circuits neuronaux et les processus 

impliqués dans la transformation sensorimotrice dans le cerveau des mammifères. 

 

Mots-clés: transformation sensorimotrice, tâche de détection sensorielle, 

réponse avec délai, léchage, décision, cortex somatosensoriel, cortex préfrontal 

médial, cortex moteur primaire, électrophysiologie, optogénétique 
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Chapter 1 Introduction 

Opening remarks: definition of sensorimotor transformation by AI 
(artificial intelligence) 

 

Image 0.1. Artificial intelligence chatbot definition regarding sensorimotor transformation 
(https://chat.openai.com). 

 

We are currently living in a period of rapid digital transformation, during which the 

progress of science and artificial intelligence is on the rise and accelerating. I would 
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like to start the introduction of my thesis with the definition of sensorimotor 

transformation given by the artificial intelligence language model called ChatGPT, 

created by OpenAI (https://chat.openai.com) (Image 0.1). In the 21st century, humanity 

has been known to follow various trends, some of which are quite bizarre, such as 

those created by social media. While I was working on my Ph.D. thesis, there was a 

sudden surge in interest in AI chatbots that were made available to everyone. 

At one point, I was struggling with writer's block and turned to Chat GPT for 

inspiration. Although the tool provided a highly accurate answer to my query (Image 1) 

about sensorimotor transformation, it wasn't the best fit for writing my thesis due to 

certain copywriting issues (Thorp 2023). Here I state that the chat GPT during my 

thesis writing was used solely for the inspiration to write this little introduction remarks. 

Nevertheless, I still considered this technological advancement in digital 

communication to be a significant topic to document in this manuscript as several 

scientific papers have already listed ChatGPT as a co-author (Else 2023; O’Connor 

and ChatGPT 2023; Stokel-Walker 2023).  

Here, I add a short explanation to future generations who might read my Ph.D. 

thesis and wonder what is ChatGPT. ChatGPT (GPT is an acronym for "generative 

pre-trained transformer") is a chatbot powered by artificial intelligence, created by 

OpenAI, and released in November 2022. It was built upon OpenAI's GPT-3 suite of 

large language models and has undergone fine-tuning through a combination of 

supervised and reinforcement learning techniques. Upon its initial release, ChatGPT 

quickly gained recognition for its ability to provide detailed and articulate responses 

across a wide range of knowledge domains. However, its accuracy in terms of factual 

information has been noted as a significant limitation (Dahmen et al. 2023). 
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Image 0.2.  Funny facts regarding sensorimotor transformation given by artificial intelligence chatbot GPT 
(https://chat.openai.com).  

 

While my thesis is not about artificial intelligence but about sensorimotor 

transformation, here is a “funny” fact about sensorimotor transformation given by 

chatGPT (Image 0.2).  

Even though I can not understand this sense of humor I think the examples 

provided above highlight the importance of sensorimotor transformation as a vital 

process in life for all living beings starting from amoeba (Schaeffer 1917) and the 

medicinal leech (Kristan et al. 2005a) to humans (Emken et al. 2007; Schlicht and 

Schrater 2007; Creem-Regehr 2009).  
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1.1 Sensorimotor transformation 

Sensorimotor transformation is an essential process that enables organisms to 

interact with their environment. Therefore, interpreting incoming sensory information 

and generating appropriate motor responses is one of the most important functions of 

the nervous system to control the behavior of an animal. Even in animals with small 

and less complex nervous systems, like the medicinal leech, simple tactile stimulation 

might elicit different behavioral responses such as local bending, crawling, or 

swimming depending on the context (Kristan et al. 2005b). In more complex organisms, 

sensorimotor transformation is essential for a wide range of behaviors, such as moving 

through a complex environment and navigation (Harvey et al. 2012; Havenith et al. 

2018), locating and processing the food (Whishaw et al. 2017), avoiding predators 

(Ferrero et al. 2011), and interacting with conspecifics (Wills et al. 1983). At every 

moment, the brain receives an enormous amount of sensory information 

simultaneously from different sensory organs. The sensorimotor transformation 

process involves integrating this information received from multiple sensory modalities, 

such as vision, hearing, touch, smell, and even echolocation to generate appropriate 

motor responses. For instance, a bat flying through a forest must process echolocation 

and visual information about the position of trees, branches, and other obstacles, as 

well as auditory cues, such as the sound of the prey, to navigate through the 

environment. The bat's sensorimotor system must interpret these sensory signals and 

generate motor commands that control its flight path, speed, and altitude (Bar et al. 

2015). 

Another nice example of sensorimotor transformation where sensory input (the 

tap on the knee) is translated into a motor command (the kick) is the knee-jerk reflex, 

a simple reflex action (Lazar 2022). When a doctor taps a patient's knee with a 

hammer, sensory receptors in the leg send a signal to the spinal cord, triggering a 

motor response that causes the leg to kick. Hence sensorimotor transformation can be 

of different complexity like in the example of the complex behavior of the flying bat or 

the simplicity of the knee-jerk reflex. 

How the brain chooses what appropriate action to perform in response to a given 

stimulus, depends on multiple factors including experience, context, arousal state, or 

satiety. Sensorimotor transformation is also critical for learning and memory (Valyear 

2016; Huda et al. 2019; Esmaeili et al. 2020). Through repeated exposure to sensory 

stimuli or motor adaptation (Mathis et al. 2017) organisms can refine their motor 

responses to better suit their environment. This allows organisms to adapt to changes 

in their surroundings and develop more efficient and effective behaviors. 

The process by which sensory information is translated into motor commands in 

the brain is known as sensorimotor transformation, and can be broken down into three 

main steps:  
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- the processing of the sensory stimulus; 

- perceptual decision-making; 

- the execution of the motor command. 

In a mammalian nervous system in the context of complex behaviors this process 

involves a chain of sensory neurons that receive sensory information and send it to 

primary sensory brain regions, after in the brain sensory information is transformed into 

motor signals and primary motor regions through motor neurons that innervate 

muscles will control the execution of movements. Sensory regions in the brain could 

be identified by stimulating sensory organs and recording neuronal activity in the brain. 

For example, in a classical study from Hubel and Wiesel, the authors measured the 

neuronal firing in the visual cortex of cats in response to visual stimuli (Hubel and 

Wiesel 1962). Inversely, by stimulating different regions in the brain and identifying 

corresponding evoked movement of the body one can identify motor areas (Fritsch and 

Hitzig 1870; Woodworth and Sherrington 1904; Penfield 1953; Georgopoulos et al. 

1992; Mayrhofer et al. 2019). Almost 100 years before Hubel and Wiesel, in 1870, 

Eduard Hitzig and Gustav Fritsch were able to evoke movement through the electrical 

stimulation of specific parts of the cerebral cortex of dogs. 

However, often it becomes hard to separate between what is ‘sensory’ and what 

is ‘motor’. There are several important features of the sensory signal that researchers 

consider: they are time-locked to stimulus onset (Crochet and Petersen 2006), graded 

by stimulus amplitude (Britten et al. 1992; Romo and de Lafuente 2013; Takahashi et 

al. 2016), present irrespective of the behavioral outcome and transient 

(Sachidhanandam et al. 2013a). Motor signals, on the other hand, are time-locked to 

the reaction time, dependent on the behavioral outcome (Britten et al. 1992; de 

Lafuente and Romo 2006), may encode specific movement directions (Mayrhofer et 

al. 2019a; Xu et al. 2022), and show ramp-like features until the motor response time 

(Roitman and Shadlen 2002; Chen et al. 2017). Multiple brain regions are involved in 

the transformation of sensory stimulus into a motor signal. These processes are 

governed by orchestrated neuronal activity and information flow between many 

different brain regions (Romo and de Lafuente 2013; Siegel et al. 2015; Steinmetz et 

al. 2019; Esmaeili et al. 2020; Francis et al. 2022) and are strongly influenced by 

motivation, context, learning, and brain states (Crochet et al. 2019; Huda et al. 2019).  

In summary, sensorimotor transformation is vital for all organisms, from simple 

reflexes to complex behaviors. It enables organisms to interact with their environment, 

navigate through complex spaces, and learn from experience. Without this critical 

process, organisms would be unable to survive and thrive in their surroundings. 
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1.1.1 Psychophysical approach to study sensorimotor transformation 

Perception is the process by which we acquire information about the environment 

through our sensory systems (Goldstein and Brockmole 2017). Our understanding of 

perception has progressed by combining a variety of techniques since the rise of 

experimental psychology in the 19th Century. One of the methods that were developed 

in that period by Gustav Fechner was Psychophysics. Fechner described it as a study 

of the relationship between the physical properties of a stimulus and the perception of 

that stimulus. In his manuscript “Elements of Psychophysics” he defined it as “an exact 

science of the fundamental relations of dependency between body and mind” (Fechner 

1948). Psychophysical methods benefit our understanding of the limits of sensory 

systems and measurement of the absolute perceptual threshold (i.e. the minimal 

intensity of a stimulus that can be detected). Fechner, during his work, developed 

several experimental protocols with the ultimate goal of finding the tiniest intensity of a 

sensory stimulus that can be detected by the subject.  

One of the primary goals of psychophysics is to measure the relationship between 

physical stimuli and the behavioral responses they evoke. This allows to measure the 

threshold of detection for a given stimulus, as well as the sensitivity of the sensory 

system to changes in stimulus intensity or quality (Carandini and Churchland 2013). 

Psychophysics is widely used in the study of neural coding, as researchers seek to 

understand how sensory information is encoded and decoded by the brain (O’Connor, 

Peron, et al. 2010a; Romo and de Lafuente 2013a; Takahashi et al. 2016a, 2020a; 

Lacefield et al. 2019a; Lak et al. 2020a). Modern psychophysics has developed a 

substantial number of experimental designs routinely used in humans, primates, and, 

increasingly, rodents, to study how perceptual decisions depend on sensory input. The 

data resulting from these experiments are typically analyzed with a paradigm called 

Signal Detection Theory (SDT) (Ingleby 1967; DeCarlo 1998) that quantifies the 

response of an observer to the presentation of a signal in the presence of noise. SDT 

stands on the assumption that a subject’s behavioral performance results from the 

population activity of a pool of decision neurons. The neural activity of this pool of 

neurons on each trial is drawn from one of two distributions: signal (represented by 

stimulus trials) and noise (represented by no-stimulus trials). The behavioral outcome 

(decision) relies on a threshold between these two distributions (Bruce et al. 2003).  

To adapt this paradigm to rodents, scientists often use go/no-go experimental 

designs that can be quickly learned by animals and are well adapted for studies in both 

freely-moving and head-restrained animals. In go/no-go tasks, the animal is required 

to respond – by pressing a lever or licking a reward spout – only when the go stimulus 

is presented and not to respond when the no-go stimulus is presented. Go and no-go 

trials are randomly interleaved. The trials can then be classified in 4 categories 

depending on which stimulus is presented and the behavioral response: Hit when the 

animal responds on a go trial, Miss when the animal does not respond on a go trial, 
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False-alarm when the animal responds on a no-go trial and Correct rejection when the 

animal does not respond on a no-go trial (Fig. 1.1A). A well-trained animal would have 

a high Hit rate and a low False-alarm rate. Another task often used in rodents and is 

closely related to go/no-go tasks, is the detection task where the “no-go” trials are 

replaced by the absence of any stimulus which are referred to as Catch trials: the 

animal learns to respond only on Stimulus (“go”) trials but not on Catch (“no-go”) trials 

– both trial types being randomly interleaved across a session (Eimer 1993; Gomez et 

al. 2007). 

During go/no-go tasks, stimuli of different intensities (strength) can be presented 

and the animal has to report the detection of the target stimulus, or a given feature of 

the stimulus. As the stimulus strength increases, the number of correct responses (Hit 

and Correct rejection) increases as well. The pattern of detection can be fitted with a 

sigmoidal function that is also called a psychometric curve (Fig. 1.1B). An ideal 

psychometric curve would range from 0% detection for the weakest stimuli to 100% 

detection for the strongest stimuli, and can be described by two parameters: its middle 

point and its slope. The middle point of the curve is the stimulus intensity that 

corresponds to 50% of detection – the stimulus was detected in half of the trials and 

not in the other half. It is the statistical mean of the cumulative probability curve and is 

also referred to as the detection threshold. A change in the detection threshold for a 

sensory stimulus is indicated by a shift of the psychometric function along the abscissa 

(stimulus strength). Another parameter commonly used to describe the psychometric 

function is its slope. The slope of the psychometric function corresponds to the 

statistical variance of the cumulative probability curve and indicates the underlying 

variability in the behavior. Performance with bigger variability has a shallower slope 

whereas less variability of the performance results in a steeper slope (Stüttgen et al. 

2011; Carandini and Churchland 2013).  

 

Figure 1.1. Analyzing psychophysical data with signal detection theory. 
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(A) Possible trial outcomes in go/no-go tasks according to Signal Detection Theory (adapted 
from (Boothe 2021)). 

(B) Typical psychometric detection curves were obtained by plotting the proportion of Yes 
responses (Hit rate) as a function of the stimulus intensity. The psychometric threshold is defined as the 
stimulus intensity that corresponds to 50% of detection (adapted from (Stüttgen et al. 2011)). 

1.1.2 Relationship between neurometric and psychometric data in sensory 
perception and decision-making 

Studying only the behavioral outcome is not enough to address the link between 

neuronal activity and sensory perception. Coming back to the 19th century, Fechner 

distinguished between what he called “outer psychophysics”, the relationship between 

physical stimuli and sensation, and “inner psychophysics”, the relationship between 

(neuro-) physiological activity and sensation. By developing experimental psychology 

methods Fechner succeeded with outer psychophysics but due to technological 

limitations, it was challenging to pursue the direct investigation of inner psychophysics 

(Burt 1960). The study of the correlation between neural activity and perception has 

changed dramatically with the progress of electrophysiology in the awake-behaving 

monkey preparation (Britten et al. 1992). The clearest answers about the relationship 

between neural activity and perception can be achieved by recording from an 

appropriate sensory area while a subject is performing a rigorously controlled detection 

or discrimination task. This experimental approach allows for the simultaneous 

assessment of psychophysical measurements, by analyzing the behavioral data, and 

of neuronal activity, by measuring the spike rate of single cortical neurons in sensory 

areas (Newsome et al. 1989; Mountcastle et al. 1990). The ultimate goal of those 

studies was to evaluate the relationship between neural activity and perception, hence 

they were centered on the psychometric neurometric comparison (Parker and 

Newsome 1998). In one of the pioneering studies, authors compared the ability of 

psychophysical observers and single cortical neurons to discriminate weak motion. All 

data were obtained from monkeys trained to perform a direction discrimination task 

near the psychophysical threshold. The results revealed that the sensitivity of most 

recorded neurons was very similar to the psychophysical sensitivity of the animal 

perceptual report. Moreover, responses of single neurons provided a good account of 

both the absolute psychophysical threshold and the shape of the psychometric function 

(Kenneth et al., 1992). For a long time, the gold standard for the investigation of the 

relationship between the brain and behavior has been the head-fixed awake behaving 

primate preparation. But recently, the head-fixed preparation has been adapted for 

rodents and is now widely used to study sensory tactile perception. 

The relationship between neurometric and psychometric data can be studied by 

applying Signal Detection Theory. The psychometric function represents the 

behavioral detection outcome described by a cumulative probability curve, starting 
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from 0% to 100% detection depending on the stimulus intensity. The neurometric 

function represents the neural codes based on spike rate or spike counts in response 

to stimuli of different intensities. Studies in anesthetized rats presented with different 

textures to their whiskers (Arabzadeh et al., 2006), compared the information contents 

of “spike count” coding versus “temporal pattern” coding and found that the analysis of 

spike patterns allowed better discriminability of textures than the analysis of spike 

counts. However, a more reliable approach to tackle this question is to combine neural 

recordings with a behavioral task, as has been done by Hernández in the primate 

tactile system (Hernández et al., 2010). Similarly, to what was found in the whisker 

system, the temporal patterns of spikes in the primate’s primary somatosensory cortex 

provided more information about the frequency of a vibrotactile signal than the simple 

spike count model. However, neurometric discriminability based on spike count yielded 

a good match with the psychometric data.  

The models of neuronal responses described previously rely on single-unit 

activity, however, information in the mammalian brain is represented by the activity of 

neuronal populations. Moreover, in nature, animals have to detect stimuli that occur 

randomly in time. Stüttgen and Schwarz investigated the ability of rat barrel cortex 

neurons to detect weak and transient whisker deflections occurring without any 

preceding cues. They concluded that neuronal sensitivity degraded under stimulus 

uncertainty such that it is highly unlikely that single neurons can provide the basis for 

perception. However, modeling the sensitivity of neuronal pools on basis of spike 

timing showed that the subject's perception could be based on the occurrence of 

coincident spikes from several neurons (Fig. 1.2) (Stüttgen and Schwarz, 2008).  

 

 

 

Figure 1.2. Psychometric - neurometric comparison. 
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(A) Sensitivity of single units in barrel cortex as a function of the logarithm of stimulus velocity 
expressed as d′ (thin gray lines). The bold line represents mean psychometric performance.  

(B) Same as a but for multi-units. The psychometric function acts as an upper bound for the 
neurometric precision of barrel cortex neurons. 

(adapted from (Stüttgen and Schwarz 2008)) 

 

The comparison of psychometric and neurometric functions is a valuable tool for 

separating sensory processing from decision-making in the brain. By examining the 

responses of neurons or brain regions, researchers can determine whether they 

encode pure sensory information or are involved in decision-making processes. When 

examining pure sensory information, the neurometric functions should be similar 

regardless of whether the subject responds correctly (Hit) or not (Miss) to the stimulus. 

This indicates that the neuron or brain area is solely responsible for processing sensory 

information and is not influenced by decision-making processes. Conversely, when 

examining decision-making processes, the neurometric functions should differ 

depending on the subject's behavioral response. This suggests that the neuron or brain 

area is involved in the decision-making process and is influenced by the subject's 

behavioral report. By comparing psychometric and neurometric functions, researchers 

can gain insights into the complex processes that underlie sensory processing and 

decision-making in the brain. 

1.1.3 Sensorimotor transformation occurs across a large network of cortical 
areas 

Many studies in system neuroscience using different sensory systems, different 

animal models, and different behavioral tasks have described a large and distributed 

network of brain regions that are involved in the execution of goal-directed behaviors. 

However, what remains controversial in the literature is whether each brain area would 

execute very specific computation – as an example, primary sensory cortical areas 

would generate a neural representation of the sensory stimulus and forward it to 

higher-order frontal regions where a decision would be made and transferred to motor 

regions for the execution of the motor command – or the transformation of sensory 

signal into motor output is a gradual and distributed process. In the latter case, one 

would expect sensory-, decision- and motor-related neuronal representations in 

multiple cortical regions including sensory, higher-order, and motor areas. In this 

chapter, I will review key papers that support one, another, or a mixture of these 

hypotheses. 

One of the simplest sensorimotor transformations that can be studied in a 

laboratory is the sensory detection task. In this experimental paradigm, the subject is 

simply asked to report the perception of a given sensory stimulus by a simple motor 
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response. The use of well-controlled sensory stimuli allows for addressing the question 

of the perception of the near-threshold stimuli that are detected by the subject in 50% 

of the cases. In the detection task precise control in both magnitude and time over the 

input stimulation that would lead to a decision, makes the study of perceptual decision-

making experimentally tractable.  

 Following this idea, Romo and Lafuente trained monkeys to respond to a 

vibrotactile stimulus of varying intensity applied to the fingertip by pressing a button. 

They recorded the neuronal activity from the primary somatosensory (S1) and the 

motor cortices as the monkeys performed the task. They investigated neuronal 

information coding by correlating the neuronal activity with the amplitude of the 

vibrotactile stimulus applied to the fingertip, or with the perceptual report of the monkey. 

First, they observed that the evoked neuronal activity in the primary somatosensory 

cortex (S1), but not in the medial premotor cortex (PMC), was scaled as a function of 

the stimulus amplitudes, suggesting that S1 encoded the physical nature of the 

sensory stimulus. Second, they observed that neuronal activity during Hit trials (correct 

report) and Miss trials (absence of report) for the near-threshold stimulus was very 

similar in the S1 but very different in the PMC. This suggests that the neuronal activity 

in PMC, but not in S1, covaried with the subject perceptual choice (Fig. 1.3A). They 

concluded that the functional role of primary sensory cortices in goal-directed 

perceptual detection tasks may be mostly to generate a neural representation of the 

sensory stimuli, whereas higher cortical areas use this information to make the decision 

(de Lafuente and Romo 2005). 

In another study, Romo and Lafuente recorded neuronal activity across several 

brain regions while monkeys reported the presence or absence of mechanical 

stimulation of varying amplitudes. Similarly, to the previous study, they found that the 

neuronal activity in S1 linearly correlated with the strength of the sensory stimuli and 

showed little predictive capacity regarding the monkey outcomes. Moreover, they 

demonstrated that the sensory stimulus engaged multiple areas of the cerebral cortex 

with sensory-evoked responses propagating through sensory areas, premotor and 

motor areas, up to higher-order frontal areas. To test the role of distinct recorded areas 

in the processing of sensory stimuli, they measured how normalized neuronal firing 

rate was modulated by the stimulus amplitude using linear regression analysis. As a 

result, they observed the highest slope of the linear fit for the S1 and small slopes close 

to zero for higher-order areas, indicating that higher-order areas do not encode 

stimulus amplitude with the same fidelity as the early somatosensory cortex. As 

information travels to higher-order areas it progressively shows a higher correlation to 

the perception, memory, and decision of the monkey (Fig. 1.3B) (Romo and de 

Lafuente 2013). Similar serial information flow in perceptual decision tasks has also 

been observed and described in other sensory systems in primates, such as visual 

(Gold and Shadlen 2002; Bisley and Goldberg 2006). The work of Gilbert and Li has 
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shown that sensory processing in the primary visual cortex (V1) can be modulated by 

top-down influences. They trained monkeys to perform a task that required them to 

discriminate the orientation of a line. The researchers found that the activity of neurons 

in V1 was modulated by the task demands, with greater activity observed when the 

monkeys were performing a more difficult version of the task. This suggests that top-

down attentional influences can modulate the processing of sensory information in V1 

(Gilbert and Li 2013). Similarly, in Roelfsema's study, monkeys were trained to trace a 

line with their eyes while ignoring distracting lines. The researchers found that the 

activity of neurons in V1 was modulated by the context of the task, with greater activity 

observed when the monkeys were tracing the target line compared to when they were 

ignoring it. Showing that task demands also can modulate the processing of sensory 

information in V1 in a context-dependent manner (Roelfsema et al. 1998). Context-

dependent processing in primary sensory cortices could thus be important. 

 

Figure 1.3. Translation of sensory input to a perceptual decision. 

(A) Top averaged normalized neuronal population activity recorded from the primary 
somatosensory area (S1) and the primary motor cortex (PMC) during Hit (black) and Miss (red) trials for 
near-threshold stimulus amplitude while a monkey performed a vibrotactile detection task. (Wide grey 
bar indicates the time of vibrotactile stimulation period, PU – withdrawal of the stimulator that served as 
a go cue for the monkey to push the buttons, MT - response window where the monkey should push 
one of the two buttons. The bottom panels show the choice probability index.  

(B) Mean normalized population firing rates as a function of the stimulus amplitude. Curves are 
the linear fits to the data, color-coded according to the recorded area as annotated in the insert. 

 (adapted from (Romo and de Lafuente 2013)) 

 

Another study in non-human primates identified multiple cortical areas that could 

be involved in the execution of a tactile delayed comparison task in which rhesus 

monkeys were required to compare the frequency of the vibration of two stimuli – f1 

and f2 – separated by a time delay. For the majority of the neurons recorded in the S1, 
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the firing rate increased monotonically with increasing stimulus frequencies. As no 

decision can be assigned to the first stimulus (f1) in this experiment, the neuronal 

representation during the first stimulus is less affected by the later decision or motor-

related signals. During the presentation of f1, a sensory-related signal was observed 

in all areas including the PMC. During the presentation of the second (f2) stimulus, the 

response of neurons in S1 was modulated mainly by the frequency of f2 while in the 

secondary somatosensory, premotor, and prefrontal cortical areas, neurons encoded 

not simply the frequency of f2 but its relative value compared to f1. This series of 

studies led to the conclusion that sensory, memory, and decision-related signals are 

represented in multiple brain areas including the dorsolateral prefrontal cortex, but no 

single area can be identified as the unique site that implements the sensory-to-motor 

transformation (Romo and Salinas 2003).  

Similarly, in mice, several studies have reported the recruitment of multiple 

cortical regions during the execution of simple sensory detection or discrimination 

tasks (Goard et al. 2016; Le Merre et al. 2018a; Gallero-Salas et al. 2021a). The 

cortical areas recruited extend far beyond sensory and motor regions, to associative 

and higher-order areas including the medial prefrontal cortex or the dorsal 

hippocampus and posterior parietal cortex (Pennartz et al. 2011a; Euston et al. 2012a; 

Pinto and Dan 2015a; Goard et al. 2016; Le Merre et al. 2018a; Gallero-Salas et al. 

2021a). 

In conclusion, the literature remains divided on whether specific computations are 

performed by each brain region or if the transformation of sensory signals to motor 

output is a gradual and distributed process. Nevertheless, it is evident that 

sensorimotor transformation involves intricate neuronal activity and information 

exchange among various brain regions. Despite several proposed hypotheses in this 

regard, the process continues to be an active area of research and debate within the 

neuroscience community. 

 1.1.4 Transformation of mouse whisker stimulus into licking motor output 
during goal-directed behaviour 

In order to identify the neuronal circuits that are recruited and necessary for 

sensorimotor transformations, it is crucial to monitor the activity of well-defined 

neuronal populations, as well as to manipulate the neuronal activity in a precise and 

controlled manner. This has become possible in mice through the use of advanced 

technologies such as high-density silicon probe recordings which allow to 

simultaneously record a big population of single neurons with high temporal precision, 

and optogenetics, which allows selective control of the activity of specific brain regions 

or even neurons with light. By combining these techniques with behavioral assays, 
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researchers can gain a more complete understanding of the neural circuits involved in 

sensorimotor transformations. 

Mice are an ideal model organism for studying the neuronal circuits responsible 

for sensorimotor transformation due to their genetic tractability, which allows for easy 

manipulation and study of their genetic makeup. The mouse genome and the structure 

of its nervous system are very similar to those of humans, which will likely help the 

future generalization of knowledge gained from mice studies. 

A well-studied sensorimotor transformation in mice is the association of a whisker 

stimulus with the action of licking for reward, which is an important example of how the 

brain integrates sensory information with motor output to produce adaptive behaviors. 

In this chapter, I will describe what is currently known about the cortical circuits involved 

in this goal-directed sensorimotor transformation of the whisker sensation into licking 

in the mouse. One of the simplest but well-controlled paradigms in mice is a whisker 

detection task in which head-restrained mice are trained to associate a brief whisker 

stimulus to the action of licking to obtain a water reward (Fig. 1.4) (Sachidhanandam 

et al. 2013a).  

 

 

Figure 1.4. Whisker-based tactile detection task. 

(A) Experimental setup: a metal particle is attached to the right C2 whisker of the water-
restricted, head-restrained mouse on the top of a magnetic coil. The mouse must lick the reward spout 
shortly (< 1s) after the brief (1 ms) whisker stimulation to obtain water.  

(B) During each behavioral session, trials with (Stim) and without (No stim) whisker stimulation 
were randomly delivered. In total, four trial types were considered: Hit trial (rewarded) if the mouse 
licked after the whisker stimulus within the 1 s response window; Miss trial (not rewarded) if the mouse 
didn’t lick after whisker stimulation; False alarm trial if mouse licked and Correct rejection if the mouse 
did not lick during the response window in No stim trials (not rewarded). 

(adapted from (Sachidhanandam et al. 2013)) 

 

In this task, mice have to detect and interpret a whisker stimulus and execute 

licking as a perceptual report. From multiple studies, we know that wS1 and the 

secondary whisker somatosensory cortex (wS2) are likely to be the starting input areas 
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for the processing of the whisker sensory information in the cortex. However, the 

precise computations occurring in these areas are still debated. There is consistent 

evidence that wS1 encodes the physical nature of the stimulation, similar to visual 

primary sensory areas. But, there are conflicting results about whether or not wS1/wS2 

also encodes decision variables. I will cover this question in more detail in the following 

chapter. 

wS1 is densely and reciprocally connected to a motor cortical area, the whisker 

primary motor cortex (wM1), implicated in the initiation and control of whisker 

movements. The neuronal activity in the whisker motor cortex (wM1) is correlated to 

whisker movements (Hill et al. 2011; Sreenivasan, Esmaeili, et al. 2016). Intracellular 

stimulation of single cells in the motor cortex can evoke small but significant whisker 

movements (Brecht et al. 2004). Optogenetic activation of the whisker motor cortex 

elicits whisker protraction whereas opto-inhibition strongly reduces whisker 

movements (Sreenivasan, Esmaeili, et al. 2016; Auffret et al. 2018). In the whisker-

based detection task, the motor output is a licking action of the mouse. And although 

wM1 receives direct inputs from wS1, wM1 does not control licking and, in fact, is not 

necessary for the execution of the whisker-based detection task (Le Merre et al. 2018). 

In a recent study from our laboratory, we have identified another region of the motor 

cortex controlling tongue and jaw movements that we refer to as the tongue/jaw 

primary motor cortex (tjM1). Neurons in this region have high selectivity for the direction 

of the licking and its stimulation-caused movements of the jaw and the tongue. 

(Mayrhofer et al. 2019; Xu et al. 2022). Cortical control of licking and the detailed 

function of tjM1 will be also covered in the next chapters. Thus tjM1 is a likely endpoint 

for the sensorimotor transformation in which a brief whisker deflection is converted into 

goal-directed licking in order to obtain the reward. However, although tjM1 receives 

direct sensory inputs from the tongue/jaw primary sensory cortex, it does not receive 

a major input from wS1. Therefore, the transformation of the whisker sensory 

information into a motor command likely transits through other cortical or subcortical 

areas.  

Now the question is how the sensory information flows from wS1/wS2 to the tjM1 

and which brain regions are likely to contribute to the execution and learning of this 

goal-directed behavior. A recent study from our laboratory demonstrated that in a 

simple whisker-based detection task, sensory-driven neuronal activity rapidly spread 

across multiple cortical areas. Le Merre et al. recorded the local field potential of 

multiple brain regions across the learning of the detection task. They observed 

sensory-evoked responses starting in whisker primary and secondary somatosensory 

cortices (wS1/wS2), which rapidly spread to the whisker primary motor cortex (wM1), 

and reached the medial prefrontal cortex and dorsal hippocampus with short latencies 

(Fig. 1.5A) (Le Merre et al. 2018).  
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Another advance in studying the sequential flow of excitation of cortical areas 

came from voltage-sensitive dye imaging of the dorsal neocortex during the simple 

whisker detection task. Consistently, sensory-evoked responses originated in 

wS1/wS2 following the whisker stimulation in both Hit (correct detection) and Miss 

(absence of detection) trials. Later, activity propagated frontally causing depolarisation 

of a large part of the frontal cortical surface including wM2, tjM1, and tjM2/ALM with 

larger excitation in Hit trials compared to Miss trials (Fig. 1.5B) (Kyriakatos et al. 2017; 

Aruljothi et al. 2020). In addition, the study of Steimetz et al. using a combination of 

extracellular recordings and wide-field calcium imaging also demonstrated sequential 

activation of different brain regions. The authors observed an activation pattern, where 

different regions of the brain were activated in a specific order during the decision-

making process. Specifically, they found that sensory regions of the brain were 

activated first, followed by regions involved in decision-making and planning, and 

finally, regions involved in motor control and execution (Steinmetz et al. 2019). 

 

 

Figure 1.5. Sequential propagation of neuronal responses evoked by whisker stimulation. 

(A) Local field potential recordings revealed sequential activation of wS1, wS2, wM1, the parietal 
association area (PtA), the dorsal part of the CA1 region of the hippocampus (dCA1) and the medial 
prefrontal cortex (mPFC) (adapted from (Le Merre et al. 2018). 

(B) Voltage-sensitive dye imaging demonstrated wide depolarization of frontal (motor) regions 
in Hit trials compare to Miss trials (adapted from (Kyriakatos et al. 2017). 

 

The sensory-to-motor coupling required for task execution is not instantaneous 

and is learned over time by experiencing whisker stimulation followed by licking that 

leads to a reward. Le Merre et al. demonstrated that the medial prefrontal cortex 

(mPFC) and dorsal part of the CA1 region (dCA1) were recruited through the learning 

of the detection task and might thus contribute to rule learning (Fig. 1.6A) (Le Merre et 
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al. 2018). These regions might help route the information in a context-dependent 

manner to the whisker secondary motor cortex (wM2) (Esmaeili et al. 2020). wM2 is a 

cortical region located in the frontal cortex of mice, and it receives inputs from both 

sensory and motor areas of the brain. wM2 is involved in a wide range of behaviors, 

including movement initiation and planning, sensory processing, and decision-making, 

hence, it may play a key role in integrating sensory information with motor output, 

allowing mice to respond quickly and adaptively to changing environmental cues 

(Barthas and Kwan 2017). The whisker-evoked sensory signal from wM2 might be 

transmitted further to ALM/tjM2 and then to tjM1 to drive licking (Esmaeili et al. 2020a). 

ALM region in mice is a critical brain area involved in the control of motor movements, 

as well as in learning and decision-making processes related to motor behavior 

(Komiyama et al. 2010; Guo et al. 2014; Chen et al. 2017; Svoboda and Li 2018). ALM 

has been also implicated in the planning of voluntary movements for complex motor 

sequences (Xu et al. 2022). Whereas, tjM1 appears to be more important for the 

cortical control of tongue and jaw movements by integrating sensory information from 

tjS1/tjS2 and motor planning signals from tjM2/ALM. Then, tjM1 and  tjM2/ALM  PT 

(pyramidal tract) neurons, which have cell bodies in deep cortical layers, project to 

central pattern generators in the brainstem which in turn control licking (Travers et al. 

1997).  

While it is evident that several regions of the brain contribute to the translation of 

whisker stimuli into purposeful licking, the specific neural pathways and plasticity 

mechanisms that connect these regions are yet to be fully elucidated. Further research 

is needed to gain a comprehensive understanding of the intricate neural circuits that 

enable goal-directed licking in response to whisker stimulation. 

 

Figure 1.6. Learning-driven changes of the whisker stimulus processing. 

Left, Grand-average whisker sensory-evoked potentials (SEPs) were recorded in the same mice 
in dCA1 and mPFC regions during the first training day of the whisker detection task (D1, blue) and once 
trained in the task (Trained, red). Right, the peak amplitude of the sensory-evoked potential for D1 and 
Trained sessions (adapted from Le Merre et al. 2018). 
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1.2 Sensory processing of tactile whisker stimuli 

1.2.1 Mouse whisker system 

Mice are primarily nocturnal animals. They live in narrow underground tunnels 

and strongly rely on tactile information sampled with their whiskers to sense their 

environment (Vincent 1912; Ahl 1986; Brecht et al. 1997). Rodents use their whiskers 

to recognize and locate objects in space and guide their locomotion through an active 

process called 'whisking'. Whisker-based touch represents the major input information, 

particularly for the space surrounding the head, that allows mice to navigate in dark 

tunnels (Vincent 1912; Ahl 1986). Common modes of whisking include “exploratory” 

whisking, which is bilateral symmetric movements with high amplitude, and frequency 

of around 10-20 Hz for mice, and lower-amplitude “foveal” whisking (Berg and Kleinfeld 

2003). Rodents also exhibit asymmetric and irregular whisking during some object 

recognition tasks. Different whisker-based behavioral paradigms were adopted for 

head-fixed mice that can allow good control of whisking through tracking with a high-

speed camera (Crochet and Petersen 2006; O’Connor, Peron, et al. 2010).  

Whiskers are thin tapered rods that are anchored to the skin by follicles with 

mechanosensory receptors at their base. Each of the follicles is innervated by a branch 

of about 200 sensory neurons of the trigeminal ganglion. Deflection of a whisker opens 

mechano-gated ion channels at the base of the follicle converting the mechanical 

energy into action potentials that propagate through the trigeminal nerve emerging 

from the trigeminal ganglion (Tg). A given trigeminal neuron only fires action potentials 

to deflection of one specific whisker. These sensory neurons make excitatory 

glutamatergic synapses in the principal trigeminal nucleus of the brainstem (Pr5) and 

spinal trigeminal nucleus (Sp5). From the brainstem sensory information is sent to the 

somatosensory thalamus, where a second glutamatergic synapse excites 

thalamocortical neurons which project to the primary somatosensory cortex (Fig. 1.7A) 

(Petersen 2007; Diamond et al. 2008).  

A very peculiar feature of the whisker system is its somatotopic organization. 

Whisker follicles have a well-defined topography on the snout of the rodent (Fig. 1.7B) 

that is highly conserved throughout the synaptic pathway up to the primary 

somatosensory cortex: in the brainstem, neurons in the principal trigeminal nucleus are 

organized into somatotopically arranged “barrelettes” that correspond to and receive 

strong input from a specific whisker (Deschênes et al. 2003). Subsequently, the 

thalamic ventral posterior medial (VPM) nucleus is also somatotopically laid out into 

anatomical units termed “barreloids” (Van Der Loos 1976). The axons of VPM neurons 

within individual barreloids project to the primary somatosensory cortex forming 

discrete clusters in layer 4 – the “barrels” – which form the basis of the “barrel” map 
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(Woolsey and Van der Loos 1970). The layout of the barrels in the somatosensory 

cortex repeats the layout of the whiskers on the snout of mice and rats. These clear 

anatomical maps at each level of the ascending pathway suggest a 'whisker-to-barrel' 

connection (Petersen 2007). 

 

 

 

Figure 1.7. Mouse whisker somatosensory system. 

(A) Schematic representation of the pathway. The deflection of a whisker evokes action 
potentials in sensory neurons of the trigeminal ganglion, which release glutamate at a first synapse in 
the brainstem (Pr5). The brainstem neurons send sensory information to the thalamus (VPM), where a 
second glutamatergic synapse excites thalamocortical neurons projecting to the primary somatosensory 
barrel cortex (wS1).  

(B) The grid-wise layout of the whisker pad (only macro whiskers shown). Each whisker is 
identified by a combination of its row (letters A to E from dorsal to ventral) and its arc (numbers 1 to 7 
from caudal to rostral), with α, β, γ, and δ straddlers between rows. 

(adapted from Esmaeili et al. 2020)) 

 

Recent anatomical studies using viral tracing techniques described two parallel 

pathways that bring whisker tactile information to the cortex. Two distinct trigemino-

thalamocortical inputs to primary and secondary mouse whisker somatosensory 

cortices were imaged. Through the Lemniscal pathway whisker sensory information is 

relayed to trigeminal ganglion Pr5, which is further transferred to the first-order ventral 

posteromedial nucleus (VPM-FO), which neurons mainly project to layer 4 of wS1. 

Through the Paralemniscal pathway, whisker sensory information is relayed to 

trigeminal ganglion Sp5i, which is further transferred to the first-order thalamic medial 

posterior nucleus (POm-FO), which neurons mainly project to layer 4 of wS2. First-

order (FO) thalamic nuclei bring sensory information mainly to layer 4 of sensory 

cortices. A higher-order subdivision of POm (POm-HO) does not receive ascending 
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sensory input from the brainstem and innervates layers 1 and 5A of both wS1 and wS2 

(Fig. 1.8) (El Boustani 2020). 

 

Figure 1.8. Parallel pathways that bring whisker sensory information to the cortex were revealed 
through AAV-mediated anterograde trans-synaptic gene expression. 

(A) Schematic of the different somatosensory trigemino-thalamocortical circuits. 

(B) Normalized fluorescent expression of axonal projections in wS1/wS2 from different thalamic 
nuclei.  

(adapted from (El-Boustani et al. 2020)) 

 

While the somatotopy is largely conserved throughout the sensory pathway, from 

the brainstem to the primary whisker somatosensory cortex (wS1), the sensory 

processing in each station appears to be strikingly different. Arabzadeh et al. recorded 

simultaneously first-order sensory neurons (trigeminal ganglion) and neurons in the 

whisker area of the cerebral cortex of anesthetized rats during the presentation of 

different textures to a single whisker. This approach allowed a direct comparison of the 

activity of different stations along the sensory pathway. Several coding properties of 

first-order and cortical neurons were described: (i) first-order neurons fired a greater 

number of spikes during texture presentation than during free-whisking (artificial 

whisking); (ii) first-order neurons fired in a highly reproducible manner across trials; (iii) 
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sensory cortex neurons also fired at higher rates for texture presentation than free-

whisking; but (iv) sensory cortex neurons fired in a less reproducible manner across 

trials (Arabzadeh et al. 2005). 

1.2.2 Structural and functional organization of barrel cortex 

In 1955 Mountcastle discovered the cortical column and described it as a discrete 

structure, aligned in radial columns of the somatosensory cortex and perpendicular to 

the brain surface spanning the layers, which contains cells responsive to only a single 

modality (Mountcastle et al. 1955). These radial columns in wS1 are also called barrels. 

It was shown both in anesthetized and awake animals that each barrel receives the 

strongest input from its “principal” whisker and a blurred signal from surrounding 

whiskers. Brecht and Sakmann (Brecht and Sakmann 2002) mapped receptive fields 

for brief whisker deflections in anesthetized rats. Using in vivo whole-cell recordings 

they measured evoked postsynaptic potentials of different cell types in layer IV of the 

primary somatosensory cortex induced by principal whisker deflection. They found that 

the deflection of a single whisker is represented in multiple barrels and septa. However, 

the sensory-evoked response appears with a shorter latency in the barrel that 

corresponds to its principal whisker and then propagates to surrounding barrels. 

Accordingly, in the principal barrel, the response to the surrounding whiskers' 

deflection was delayed and significantly decreased depending on the distance to the 

principal whisker. The authors concluded that barrel cells represent dynamically the 

deflection of a single whisker with high temporal and spatial acuity (Petersen and 

Sakmann 2000; Brecht and Sakmann 2002). 

The above-described functional organization of cortical barrels is well supported 

by the structural organization of the microcircuit within the individual barrels. As 

described above the sensory information from a single whisker deflection reaches the 

primary somatosensory cortex through two thalamic nuclei: the ventral posterior medial 

nucleus (VPM) and posteromedial nucleus (Pom). VPM axons innervate primarily the 

cortical layer 4 and, to a lesser extent, layer 3, through glutamatergic synapses. 

Thalamocortical PoM neurons also project to cortical layer 1 and layer 5A, making 

dense glutamatergic innervation. In the mouse, each layer 4 barrel is composed of a 

central region of high-density neuropil that contains the clustered VPM axonal 

arborizations and is surrounded by a cell-dense wall of layer 4 neurons that orient their 

dendritic arborizations into the corresponding specific barrel. In addition, cell 

reconstruction showed that dendritic and axonal arborizations of excitatory spiny 

stellate barrel cells were mostly restricted to the borders of the barrel column. In this 

way, the thalamic input arriving to a single layer 4 barrel remains confined to that barrel 
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for the initial step of cortical processing. Whereas, dendrites and axons of septum cells 

mostly extend across barrel borders (Brecht and Sakmann 2002; Petersen et al. 2003).  

The excitatory layer 4 axons synapse onto layer 2/3 neurons of the same barrel 

column (Lefort et al. 2009). Strong evidence for functional cortical columns defined by 

the horizontal extent of the layer 4 barrels was shown using the glutamate uncaging 

technique by Shepherd et al. (Shepherd et al. 2003), revealing a strictly columnar input 

to layer 2/3 from layer 4. Thus, within the cortical microcircuit, the signal is initially 

propagated in a strictly columnar fashion. That was confirmed by studies using voltage-

sensitive dye (VSD) imaging. 

 

 

Figure 1.9. Spatiotemporal dynamic of the sensory response in the mouse barrel cortex. 

Voltage-sensitive dyes (VSD) can be used to map the spatiotemporal dynamics of the sensory 
response at millisecond temporal resolution and with a spatial resolution of ~50 µm. Left: barrel map 
indicating the location of the C2 barrel column (yellow). Right: the time-dependent spreading of the 
subthreshold electrical activity in layer 2/3 of the barrel cortex imaged with VSD. A brief deflection of the 
C2 whisker evokes an early localized depolarization limited to the C2 barrel column (12 ms). Over the 
next milliseconds, the depolarization spreads across the barrel field (adapted from (Ferezou et al. 
2007a)). 

 

Figure 1.9 displays the activation of a single cortical column following a single-

whisker deflection in VSD imaging. In vivo, the sensory response subsequently 

propagates across the entire barrel map in the next tens of milliseconds. The lateral 

propagation of the sensory signal is supported by the anatomical organization of 

cortical layer 2/3. In layer 2/3, the excitatory pyramidal neurons that have their soma 

located above a barrel send their axons projecting through the barrel. Whereas the 

excitatory pyramidal neurons that have their soma located above the septum project 

through the septum between barrels. Barrel-related cells have shorter sensory-evoked 

response latency and higher amplitude than septum-related cells. Axonal arbors of 

barrel-related cells project horizontally into several surrounding whisker barrel 

columns, making glutamatergic synapses, suggesting that they are the major 

anatomical substrate for the sensory-evoked signal propagation to surrounding barrels 

(Brecht et al. 2003). Recent studies also revealed that deep layers (border of layers 5 

and 6) receive sensory-evoked responses through primary thalamocortical axons and 
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further propagate them through their extensive horizontally projecting axons (Egger et 

al. 2020). In addition, layer 2/3 pyramidal neurons innervate layers 5 and 6, which 

makes complex synaptic integration receiving direct thalamic input along with 

excitatory input from layers 4 and other pyramidal neurons in the infragranular layers 

(Lefort et al. 2009; Petersen and Crochet 2013) (Fig. 1.10).  

 

Figure 1.10. Functional and structural organization of barrel cortex. 

Left: A confocal image of DAPI-stained nuclei (cyan) at a single focal plane through the C2 
barrel column. Middle: schematic representation of the cortical layers (barrels within L4 in cyan) with 
examples of typical dendritic morphologies of excitatory cortical neurons (in red, an L2 neuron; in blue, 
a spiny stellate L4 cell; in green, an L5B pyramidal neuron). Right: schematic representation of the main 
excitatory connections between cortical layers within a barrel column (black), as well as the main 
thalamic inputs to the barrel cortex from the ventral posteromedial nucleus (VPM, green) and the 
posteromedial nucleus (POM, red) (adapted from (Petersen and Crochet, 2013)). 

 

The rodent's primary somatosensory cortex, like any other cortical area, is 

spontaneously active even in the absence of any sensory inputs. During quiet 

wakefulness, cortical neurons display large amplitude, low-frequency membrane 

potential fluctuations that are highly synchronous between nearby neurons (Crochet & 

Petersen, 2006; Poulet & Petersen, 2008). During active motor behavior, the cortical 

neurons slightly depolarize and display small amplitude, fast membrane potential 

fluctuations that are less synchronized locally. This profound state change, occurring 

during spontaneous motor activity also affects sensory processing. Typically, sensory-

evoked responses are reduced during active behaviors in the primary somatosensory 

cortex and propagate less to other cortical areas  (Crochet and Petersen 2006; 
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Ferezou et al. 2007; Poulet and Petersen 2008). Thus, brain states have an important 

impact on sensory processing and may account for part of the trial-by-trial variability of 

the cortical sensory-evoked responses. The trial-by-trial variability of cortical 

responses to identical, well-controlled, stimuli is a key feature of cortical processing 

and an important question to address to understand how sensory information is 

transformed into goal-directed behaviors. This variability is partly driven by the 

interaction between sensory signals and the ongoing spontaneous cortical activity and 

may have a significant impact on animals’ performance in sensory detection or 

discrimination tasks. 

1.2.3 wS1/wS2 as a starting point of sensory processing in the cortex during 
tactile detection task 

The neural basis of tactile sensory perception was studied in depth during the 

recent decade, however, there is no consensus on the exact mechanistic model. There 

is a general agreement that primary and secondary somatosensory areas serve as a 

starting point for processing tactile sensory information in the cortex during tactile 

detection task. This idea is supported by various substitution experiments, where 

instead of training the subject to respond to an external stimulus, researchers have 

directly stimulated the primary sensory cortex. Weak electrical (Butovas and Schwarz 

2007) or optogenetic (Huber et al. 2008; Musall et al. 2014) activation of the barrel 

cortex is sufficient to generate a behavioral response and it is possible to train rodents 

to detect such stimuli. Moreover, in animals trained to detect or discriminate tactile 

stimuli, the substitution of the peripheral stimulus by direct cortical stimulation led to a 

similar behavioral performance (Romo et al. 1998; Sachidhanandam et al. 2013). In 

1998 Romo et al. substituted a second sensory stimulus by current injected from the 

microelectrode to a primary sensory cortex in monkeys trained to discriminate two 

flutter stimuli delivered on their fingertips. The conclusion was that neural code 

underlying the sensation of tactile stimulation in wS1 can be finely manipulated, to the 

extent that the behavioral reports caused by natural stimuli or brain stimulation were 

indistinguishable (Romo et al. 1998). More recently, Sachidhanandam et al. used an 

optogenetic technique to stimulate excitatory neurons in the C2 barrel column of Emx1-

Cre mice expressing channelrhodopsin-2 (ChR2). After training the mice to detect 

whisker stimuli, optogenetic excitation of the wS1 was found to substitute for whisker 

stimulation, resulting in a high mice performance (Sachidhanandam et al. 2013). 

Conversely, mice trained to detect wS1 optogenetic stimulation also licked immediately 

in response to the first presentation of a whisker deflection (Sachidhanandam et al. 

2013). Thus the direct stimulation of wS1 can directly substitute to the whisker stimulus 

and suggest that neural activity in the wS1 is causally related to sensory perception 

and drives downstream circuits involved in the sensorimotor transformation.  
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Nevertheless, one might argue that wS1 activation can provide another source of 

activity for stimulus detection, and potentially the animal will detect the activity in the 

barrel cortex as an extra source of information. Therefore, the direct activation of a 

given area cannot certainly prove its necessity. 

Another classical strategy to prove the involvement of a brain structure in a given 

function is the use of lesions or inactivation with optogenetics or pharmacology. The 

important difference between these methods is the duration of wS1 inactivation and 

whether inactivation is reversible or permanent.  And that is where the results of wS1 

inactivations have different consequences on behavioral performance. A classic study 

by Hutson and Masterton postulates that stimulus detection won’t be impaired after a 

permanent lesion of the barrel cortex (Hutson and Masterton 1986). But more recent 

studies disagreed: transient inactivation of wS1 through Muscimol application impaired 

detection of multi-whisker stimuli and caused the reduction of the animal report 

(Miyashita and Feldman, 2012). Overall, different laboratories using pharmacological 

or optogenetic silencing of wS1 have found that wS1 is necessary for the execution of 

both whisker discrimination and detection tasks (Miyashita and Feldman 2013; 

Sachidhanandam et al. 2013; Kwon et al. 2016; Takahashi et al. 2016; Yang et al. 

2016; Le Merre et al. 2018).  Hence one possible explanation was that during 

permanent lesions of wS1 cortical circuit reorganization could occur therefore mice still 

were able to perform the task. However study from Hong et al. demonstrated that 

shortly after the lesion of wS1 mice were able to perform whisker detection task with a 

decent accuracy arguing that circuit reorganization or plasticity wouldn’t have time to 

occur (Hong et al. 2018). Importantly they also demonstrated that brief optogenetic 

inhibition decreased the mice performance. This constellation of findings – impairment 

through transient but not permanent inactivation can possibly be explained by 

involvement of wS1 in the execution of the whisker detection task during normally 

functional intact brain, which might not be a case after the permanent injury.  

Classical studies in monkeys and rats demonstrated that the primary 

somatosensory cortex encodes physical features of the stimuli for example the 

amplitude of the vibrotactile stimulation (Romo and de Lafuente 2013). Both amplitude 

and frequency of the whisker deflection modulate the activity of wS1 neurons (Stüttgen 

and Schwarz 2008). The experimental design in which the subject is required to detect 

different ranges or amplitudes of the stimulation is widely used to study perceptual 

mechanisms. These studies rely on correlating recorded neuronal activity to the 

relative change of the stimulation or the perceptual report of the subject. A similar 

approach was followed by Takahashi et al., who provided evidence that perception of 

the sensory stimuli depends on dendritic mechanisms in wS1. This mechanism was 

explained by the apical amplification hypothesis derived from conducting Ca2+ 

imaging of dendrites in Layer 2/3 barrel cortex in mice performing a psychophysical 

whisker detection task. They demonstrated that the activity of the apical dendrites of 
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pyramidal neurons in wS1 correlated with the mouse perceptual report for near-

threshold whisker stimulation. Moreover, the reduction or the amplification of the 

dendritic activity using pharmacological or optogenetic approaches respectively 

decreased or increased the probability of the mouse detecting the stimulus (Takahashi 

et al. 2016).  

Another step towards understanding the neuronal correlates of perception in wS1 

came from the work of Sachidhanandam et al.. The authors carried out whole-cell 

membrane potential recordings of layer 2/3 pyramidal cells in mice performing a 

whisker detection task. They reported a biphasic response evoked by the whisker 

stimulus composed of an early, fast depolarization spanning the first 50 ms, which 

amplitude was independent of mice perceptual report (Hit vs Miss); and a late 

depolarization between 50 to 400 ms that was correlated with the behavioral report 

(Fig. 1.11A). Temporally precise optogenetic inhibition of wS1 indicated that both early 

and late sensory evoked responses causally contributed to perception and behavioral 

reports (Fig. 1.11B) (Sachidhanandam et al. 2013). This initial finding that the early 

sensory-evoked response in wS1 does not correlate with behavioral report whereas 

the late response does, has been corroborated by similar findings using VSD imaging 

or local field potential recordings in a similar task. It is also in good agreement with 

other studies in the visual cortex of human and non-human primates showing a late 

secondary evoked activity that correlates with perception (Supèr et al. 2001; Cul et al. 

2007), and suggests that perception (the conscious processing of sensory information) 

involves long-range cortico-cortical reverberatory activity that follows the initial 

thalamic-driven sensory-evoked activity in primary sensory areas (Dehaene and 

Changeux 2011). 

Following wS1 activation, the sensory activity rapidly spreads to wS2 and wM1 

(Ferezou et al. 2007; Le Merre et al. 2018) which are the two main cortical downstream 

targets of wS1 neurons (Aronoff et al. 2010; Yamashita et al. 2013). wS1 has important 

direct, and reciprocal, axonal connections with wS2 and wM1. In a previous study from 

our laboratory, Yamashita et al., have investigated projection-specific responses to 

whisker stimuli during the whisker-detection task using 2-photon targeted whole-cell 

patch-clamp recording of retrogradely labeled wS1→wS2 projecting (S2-p) and 

wS1→M1 (M1-p) projecting neurons. Both neuronal populations had similar membrane 

potential responses right after the whisker stimulus (early sensory-evoked response), 

whereas S2-p neurons were significantly more depolarised during the late response 

than M1-p neurons in Hit trials. Comparison between Hit and Miss trials revealed that 

late depolarization of S2-p neurons was correlated with the mouse perceptual decision 

but that was not the case for M1-p neurons (Fig. 1.11C). The lack of decision-related 

activity in M1-p neurons was further supported by the fact that optogenetic inactivation 

of wM1 during the detection task did not decrease the mice stimulus detection 

probability, whereas inactivation of wS2 significantly decreased stimulus detection  
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Figure 1.11. Membrane potential of wS1 causally correlates with mice behavioral responses.  

(A) Grand-average membrane potential (Vm) recordings from 19 layer 2/3 barrel cortex neurons 
in response to the whisker stimulus recorded in mice performing a whisker-detection task. Comparison 
between Hit trials (black) and Miss trials (red) revealed late choice-related activity (adapted from 
(Sachidhanandam et al. 2013)). 

(B) Temporally precise silencing of wS1 through optogenetic activation of parvalbumin-
expressing (PV) GABAergic interneurons in PV-ChR2 mice. Top: averaged Vm in control (no light, black) 
trials and during early light stimulation (light blue) or late light stimulation (violet), abolishing the early 
and late evoked response, respectively. Bottom: optogenetic silencing during both early and late phases 
decreased stimulus detection probability (P Lick) (adapted from (Sachidhanandam et al. 2013)). 

(C) Targeted whole-cell Vm recordings of two distinct projection-specific neuronal populations 
in layer 2/3 of wS1. wS1→wS2 projecting neurons (S2-p) had differential responses during Hit (red) and 
Miss (black) trials. wS1→wM1 projecting neurons (M1-p) had very similar responses during Hit (blue) 
and Miss (black) trials (adapted from (Yamashita and Petersen 2016)). 
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probability (Le Merre et al. 2018). This led to the conclusion that during the whisker 

detection task, relevant touch sensory information from wS1 is routed to wS2 

(Yamashita et al. 2013). 

The activity of projection-specific neurons in wS1 was also described in mice 

performing a whisker-based texture-discrimination or object localization task, using 2-

photon functional Ca2+ imaging. During a texture discrimination task, more S2-p 

neurons showed more Hit vs. CR discrimination power than M1-p neurons, whereas, 

during an object localization task, M1-p neurons exhibited more discrimination power. 

In addition, S2-p neurons could discriminate better the texture during the discrimination 

task than M1-p neurons, and M1-p were better at discriminating object location than 

S2-p neurons in the object localization task (Chen et al. 2016). The authors suggested 

that S1 neurons adapt to tasks by adjusting information routing through their projection 

pathways. Importantly these results showed the functional heterogeneity and behavior-

dependence of L2/3 neuronal population representations (Helmchen et al. 2018). 

The importance of the interaction between wS1 and wS2 for perceptual decisions 

in whisker-based detection tasks has been further supported by the work of O’Connor’s 

group. In mice performing a whisker-detection task, they observed a prominent 

decision-related activity (Hit vs Miss) in wS1 that could not be explained by a difference 

in sensory input from the thalamus. They found that S2-p neurons in wS1 showed 

stronger decision-related activity compared to neurons that do not project to wS2. 

Comparing the evoked activity in wS1 and wS2, they found that wS1 better encoded 

the stimulus whereas wS2 neurons encoded better the mouse decision. Finally, the 

activity of wS2 axons in wS1 also strongly encoded mice decisions (Yang et al. 2016; 

Kwon et al. 2016). Thus, the authors proposed that whisker stimulus-evoked activity 

propagates in a feedback loop between S1 and S2 during the formation of a perceptual 

choice. 

In conclusion, the sensory perception of whisker detection tasks requires both 

wS1 and wS2 brain regions. The early activity in the wS1 brain region is not necessarily 

related to the behavioral response of the individual. This activity is likely driven by 

bottom-up sensory inputs that originate in the thalamus, meaning that it is a direct 

response to the sensory input rather than a cognitive or decision-making process. 

Therefore, this early activity in wS1 may not directly influence the animal's behavior or 

perception of the sensory information. Instead, it is suggested that the transformation 

of sensory input into perception occurs through a feedforward loop between wS1 and 

wS2, which is reinforced through feedback connections. This loop may strengthen 

synaptic connections between these regions, allowing for learning and improved 

sensory perception over time (Crochet et al. 2019). Overall, these findings contribute 

to our understanding of the complex neural processes involved in sensory perception 

and highlight the importance of the reciprocal connectivity between different brain 

regions. 
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1.3 Licking as a motor command 

1.3.1 Cortical control of licking 

Licking in mice is a highly stereotypical rhythmic motor pattern aimed to consume 

liquid, and consists of rhythmic bouts of tongue protractions and retraction at ~7 Hz 

(Travers et al. 1997; Komiyama et al. 2010a). Licking is a widely used motor output as 

a read-out of the percept of the mouse in sensory decision-making tasks. It is 

particularly used in head-restrained behavioral tasks. Recent progress in behavioral 

video filming and machine learning algorithms allows careful monitoring and tracking 

of facial movements of mice, including jaw opening and tongue protrusion, with near 

millisecond time-precision (Mathis et al. 2018), making possible the investigation of 

fine correlations between neuronal activity and movement kinematics.  

Initiation of licking was shown to be driven by cortical activity whereas rhythmic 

licking is driven by brain stem nuclei, which act as central pattern generators (CPGs). 

These CPGs are presumably under control from descending inputs from the motor 

cortex (Travers et al. 1997). Cortical pyramidal tract (PT) neurons, with their cell bodies 

in deep layers, were shown to be important for voluntary movement initiation and 

execution. PT neurons project to the thalamus, and also have a direct projection to 

brainstem premotor nuclei and spinal cord that innervate motor neurons for tongue and 

jaw muscle control (Guo et al. 2014; Rojas-Piloni et al. 2017; Baker et al. 2018; 

Economo et al. 2018). 

Over the last decade, two cortical areas have been identified with an important 

role in the control of licking: the anterior lateral motor cortex (ALM) was first identified 

based on the effect of cortical microstimulation and projection to licking-related 

brainstem regions (Komiyama et al. 2010); the primary tongue and jaw primary motor 

cortex (tjM1) was also identified as a cortical area receiving direct synaptic inputs from 

the tongue-jaw primary somatosensory cortex (tjS1), as well as based on the effect of 

cortical stimulation and inactivation (Mayrhofer et al. 2019). In the next chapters, we 

will review evidence suggesting that ALM might be primarily involved in motor planning, 

whereas tjM1 might be more directly responsible for motor execution. 

1.3.2 Identification of the anterior lateral motor area (ALM) 

Using optical and electrical microstimulation, the initial study by Komiyama et al. 

(Komiyama et al. 2010), identified ALM as an area in which stimulation reliably evoked 

movement of the tongue, jaw, and lips. ALM had cortical coordinates centered to 

2.0 mm lateral and 2.4 mm anterior to bregma. In the same study, the authors used 
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trans-synaptic retrograde labeling with the pseudorabies virus to label the cortical 

areas that could be involved in the control of licking. They injected the pseudorabies 

virus directly into the tongue and a few days after they identified clusters of neurons in 

layer 5 bilaterally in the motor cortex. The reported coordinates of the hot spot 

projection were 1.2 mm lateral and 0.3 mm anterior to bregma; therefore, they referred 

to this cortical region as the posterior-medial motor cortex (PMM). Interestingly, no 

labeled cells were found in the ALM, and optostimulation of PMM caused movements 

of whiskers and forelimbs, but not the tongue or the jaw. However, pharmacological 

inactivation of both ALM and PMM regions strongly suppressed licking during an odor-

detection task. 

A subsequent study from the same laboratory used a two-alternative forced-

choice task with delay to investigate the respective contribution of different cortical 

areas in different phases of the sensorimotor transformation (Guo et al., 2014). The 

task consisted in a sample period during which mice had to actively sample an object 

and discriminate its location with a single whisker. Depending on the object location 

(caudal or rostral), the mouse will have to lick a water spout on the right or on the left, 

respectively, after a delay, to obtain a reward. Following the sample period, the object 

was removed from the whisker path and the mouse had to withhold licking during a 

delay period and remember which spout to lick. At the end of the delay period, an 

auditory tone signaled that the mouse could respond by licking. The authors performed 

systematic focal optogenetic inactivation mapping of the dorsal cortex during different 

tasks epochs (Fig. 1.12A). By doing this, they found that wS1 and wS2 activity was 

necessary for the correct detection of the object position during the sampling period, 

whereas inactivation of a large frontal region impaired the mouse's performance during 

the delay period (Fig. 1.12). This frontal region included ALM, but not PMM. 

Following this study, many other studies (Chen et al. 2017; Guo et al. 2017; Economo 

et al. 2018; Gao et al. 2018) from the same group have focused on the neuronal activity 

in ALM in the same task. They showed that neuronal activity in ALM ramped up during 

the delay period and was very selective for the direction of licking (lick right or left). 

They identified two populations of PT cells in layer 5 of ALM, one was projecting to the 

thalamus, and the other to the medulla and brainstem. By recording the neuronal 

activity of these two types of PT neurons in ALM during the object location 

discrimination task with a delay, they found that thalamus-projecting neurons were 

important for maintaining the persistent preparatory movement activity. They increased 

the firing rate starting from the moment of stimulus presentation and remained active 

during the delay, encoding the upcoming movement direction. Whereas the second 

type of PT neurons projecting to the medulla was presumably involved in movement 

execution. These neurons showed varied activity with some being locked to movement 

initiation, others persistently firing until the termination of licking bouts, and others 

being locked to movement termination (Economo et al. 2018). 
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Figure 1.12. Optogenetic inhibition revealed the involvement of several cortical regions during 
an Object Location Discrimination Task. 

(A) Effect of photoinhibition applied to a grid of 55 cortical regions during the Sample and Delay 
epochs. The color of the circle indicates the behavioral effect size, and its size corresponds to the p-
value. 

(B) Effects of photoinhibition of wS1 (left) and left ALM (right) for “lick right” (blue) and “lick left” 
(red) trials during the Sample and Delay epochs. 

(adapted from (Guo et al. 2014)) 

1.3.3 Identification and role of Tongue-Jaw Primary Motor Cortex (tjM1) 

Following the idea that the primary motor cortex requires direct sensory 

information from the corresponding body part to execute specific movements, one can 

identify primary motor regions based on the projection they receive from the primary 

somatosensory cortex. In agreement, wM1 has been identified as the region of the 

motor cortex that receives direct synaptic inputs from wS1 (Sreenivasan, Esmaeili, et 
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al. 2016; Yamashita and Petersen 2016; Yamashita et al. 2018; Esmaeili et al. 2020; 

Liu et al. 2022). Similarly, our laboratory has defined tjM1 anatomically as the frontal 

region receiving input from the tongue and jaw representations in the primary 

somatosensory cortex (tjS1). Viral tracing identified direct long-range axonal 

projections from tjS1 to tjM1 that are likely to transmit touch and proprioceptive 

information to tjM1 (Fig. 1.13A) (Luo et al. 2019; Mayrhofer et al. 2019). Other studies 

have shown that the orofacial primary motor area (including tjM1) receives additional 

cortical input from other brain regions including orofacial S1/S2 and the anterolateral 

part of the secondary motor area (Luo et al. 2019). 

Functional wide-field imaging demonstrated that passive mechanical stimulation 

of the tongue and the jaw first evoked a focal increase of the calcium signal in the tjS1 

region that later spread and appeared as a localized spot in the tjM1 region (Fig. 1.13B) 

(Mayrhofer et al. 2019). This sensory information appears to be of immediate 

importance for sensory-guided movements of the tongue (Xu et al. 2022). Cortical 

motor maps of orofacial movements constructed using focal optogenetic stimulation in 

awake mice showed that stimulation of the tjM1 region evoked an opening of the jaw 

(Figure 1.13 C). Anatomy, functional imaging, and motor mapping converged to a 

cortical region centered around ~2.5 mm lateral and ~1.7 mm anterior to bregma, thus 

more lateral and posterior than ALM (Mayrhofer et al. 2019). 

 

 

Figure 1.13. Different strategies identified the Tongue-Jaw Primary Motor Cortex (tjM1). 

(A) Anterograde axonal tracing: mean fluorescence intensity map from viral injections in tjS1 
region (green cross) showing axonal projections in a localized region of the motor cortex (tjM1, black 
crosses are the centers of the anterior spot for each mouse).  
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(B) Wide-field functional calcium imaging: mean change in fluorescence (ΔF/F0) evoked 100-
200 ms after the stimulation of the tongue in Thy1-GCaMP6f mice. Green crosses show the early 
activation region (0-100 ms) for individual mice corresponding to tjS1. Black crosses show the frontal 
secondary spot (100-200 ms) for individual mice corresponding to tjM1.  

(C) Optogenetic motor mapping: the dorsal cortex was stimulated with a blue laser in a grid-like 
manner. Evoked orofacial movements were monitored using high-speed video filming. Black crosses 
show the region evoking tongue-jaw movements for individual mice. Green crosses show the center of 
the intrinsic optical signal evoked by tongue-jaw sensory stimulation for individual mice. 

(Adapted from (Mayrhofer et al. 2019)) 

1.3.4 Motor planning and execution 

To disentangle the respective roles of tjM1 and ALM in the control of licking, Mayrhofer 

et al. performed focal optogenetic inactivations of the two areas in mice performing two 

tasks. The first one is a multisensory detection task (Fig. 1.14A). Mice were trained to 

lick a water spout in response to whisker or auditory stimuli that were randomly 

interleaved. In this task, the mice always had to perform the same motor action in 

response to the two sensory stimuli, without delay. The same mice were afterward 

trained in a multi-motor task, in which they were instructed to lick in response to a 

whisker stimulus, either to a left or to a right water spout in alternating blocks of trials 

(Fig. 1.14B). Interestingly, the inactivation of tjM1 and ALM had different effects 

depending on the task performed: when mice were performing the simple sensory-

detection task, inactivation of tjM1 during the response window strongly impaired 

licking whereas inactivation of ALM had only a minor effect. However, when mice had 

to alternate between licking left and right in response to the whisker stimulus, 

inactivation of both tjM1 and ALM during the response window similarly impaired mice 

performance, reducing correct licking to the contralateral side and increasing incorrect 

licking to the ipsilateral side (Mayrhofer et al. 2019) (Fig. 1.14). 

Studying a behavioral task where mice had to execute more complex licking 

patterns permitted to differentiate further the activity of neurons anatomically located 

in ALM and tjM1. Xu et al. investigated the cortical control of flexible and context-

dependent motor sequences by training mice to execute a sequence of directional 

licking following an arc in order to collect a reward. During the task execution, they 

recorded and manipulated the neuronal activity of the motor regions ALM (also called 

by the authors a ‘tongue premotor cortex’) and tjM1, and the sensory area tjS1. 

Electrophysiological recordings revealed that the tjS1 and tjM1 encoded and controlled 

tongue kinematics at the level of individual lick bouts, encoding well the amplitude and 

angle of the tongue protrusion. Whereas, the ALM encoded the upcoming lick angle 

but also the sequence identity (from left-to-right or right-to-left) and the relative 

sequence time (Xu et al. 2022). Neurons in the ALM region also encoded reward or 

reward expectations by increasing their firing rate closer to the end of the sequence, 

when the mouse was expecting to receive a drop of water (Xu et al. 2022). 
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Figure 1.14. Different Roles of ALM and tjM1 in Sensorimotor Behaviors. 

(A) On the left is a schematic of a multisensory detection task. Mice were rewarded by licking a 
spout after a whisker deflection or an auditory tone. On the right, is the behavioral effect of tjM1 and 
ALM inactivation. 

(B) On the left is a schematic of a multi-motor detection task. Mice were trained to lick a spout 
on the right or left in response to whisker deflection. Reward location was changed every 50 trials 
between the right and left spouts. On the right, is the behavioral effect of tjM1 and ALM inactivation 
during the trials with either left rewarded spout or right. 

(Adapted from (Mayrhofer et al. 2019)) 
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Another evidence for ALM being more important for motor planning and tjM1 

more involved in direct licking control comes from the delayed-response whisker 

detection task. In this task, mice needed to withhold licking during a delay period 

following the whisker stimulus and execute it only after an auditory go-cue. Interestingly 

in Hit trials where mice successfully repress from licking during the delay period, tjM1 

showed a transient inhibition immediately after the whisker stimulus that was not 

present in trials with premature licking after whisker stimulation (Early licks). In 

contrast, ALM neurons increased their firing rate following the whisker stimulation in 

both Hit and Early Lick trials. ALM neurons, but not tjM1 neurons, showed prominent 

ramping activity during the delay devoid of orofacial movements (quiet trials) (Chapter 

2 (Esmaeili et al. 2021)). 

Based on anatomical tracing studies (Stanek et al. 2014; Luo et al. 2019) and 

previously described functional studies, the voluntary control of licking could be 

achieved through the following pathway: tjM1 would control licking movement via long-

range axons to premotor nuclei of the brainstem which in turn innervate the motor 

nuclei controlling the tongue and jaw muscles: respectively, the hypoglossal motor 

nucleus (Hg) and the trigeminal motor nucleus (Mo5) (Fig. 1.15). The tjM1 area would 

integrate information from tjS1 providing sensory feedback and allowing fine 

adjustment of the movement kinematic (licking angle and amplitude), as well as inputs 

from the secondary tongue and jaw motor area (tjM2) /ALM region important for the 

planning of the movements (Esmaeili et al. 2020). 

Figure 1.15. Brain circuits controlling goal-directed licking. 
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tjM1 integrate inputs arriving from tjM2/ALM and tjS1 and possibly other cortical areas. → Then 
tjM1 sends a motor command to the premotor nuclei of the brainstem. → These premotor nuclei in turn 
project to motor neurons in hypoglossal (Hg) and trigeminal motor nucleus (Mo5) which control the 
muscles of the tongue and the jaw. Muscles for the jaw closing: Mas and temporalis (Tem). Muscles for 
the jaw opening: digastric (Dig). Muscles for tongue protrusion Gg and muscles for tongue retraction, 
hyoglossus (Hg), and styloglossus (Sg) (adapted from (Esmaeili et al. 2020)). 

 

 1.4 Perceptual decision-making  

So far, we have identified the sensory areas wS1 and wS2 as likely starting points 

of a cortical circuit for the transformation of a whisker sensory stimulus into the action 

of licking in whisker-sensory detection or discrimination tasks. These two areas appear 

to play an important role in the detection and perception of the whisker sensory 

stimulus. At the other end of the sensorimotor transformation, we have identified two 

motor areas, ALM and tjM1 that are likely responsible for the planning and execution 

of the sensory-driven action of licking. An important question that remains now, is 

where is the decision of licking in response to the whisker stimulus being made. In the 

following chapters, we will review pieces of evidence showing that the medial prefrontal 

cortex might be an important area for perceptual decision-making. 

Perceptual decisions involve converting incoming sensory information into 

discrete, categorical variables. The process of decision-making is not fully understood, 

but there are many theories about the computation and neuronal mechanisms 

involved. Research has revealed that decision-making is a complex process that 

involves the integration of information from multiple brain regions, including the 

sensory cortices, prefrontal cortex, and parietal cortex, and is influenced by both 

cognitive and emotional factors. Additionally, recent studies suggest that decision-

making is a dynamic process that changes over time based on prior knowledge, 

context, and feedback from the environment.  

While studying sensorimotor transformation and decision making one has to 

carefully consider task design and choice of the sensory stimuli. Some sensory stimuli 

in order to be perceived have to be presented over time, for example, frequency 

discrimination (Recanzone et al. 1991), auditory clicks counting (Brunton et al. 2013; 

Raposo et al. 2014; Hanks et al. 2015), or random dot motion direction discrimination 

(Shadlen and Newsome 2001). In such tasks, animals are presented with noisy 

sensory evidence that is accumulated over time to reach a categorical decision. In the 

random dot motion discrimination task the monkeys are trained to decide whether the 

direction of motion of the dot-stimulus is towards one or another choice target. At the 

end of the trial, the monkeys have to report their decision by making an eye movement 

to the appropriate target. Shadlen and Newsome through extracellular recordings 

revealed neural correlates of evidence accumulation in several cortical areas: lateral 
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intraparietal area (LIP) of the posterior parietal cortex (PPC) and the frontal eye field 

(FEF) division of the prefrontal cortex (PFC). The authors identified single FEF and LIP 

neurons which average firing rate showed ramp-like increase in activity during stimulus 

presentation. Importantly, this activity developed faster on ‘easy’ (i.e., with high 

evidence for one alternative) trials, but rose slower on ‘hard’ trials (with an ambiguous 

sensory evidence) in which subjects responses were slower (Shadlen and Newsome 

2001).  

This framework of sensory evidence integration was adapted from primates to 

rodents with either passively received evidence or actively generated by the 

sensorimotor system (Maravall 2019; Zuo and Diamond 2019a, 2019b). In the task 

when rats whisk on a surface to identify the texture, they typically carry out several 

touches to select a rewarded port. The rat takes a decision when the accumulated 

amount of whisker evidence for the rewarded texture reaches a threshold (Zuo and 

Diamond 2019b). Authors demonstrated that S1 encoded information of individual 

touches but the decision was presumably computed downstream of S1 through the 

integration of sensory evidence transmitted by S1 (Zuo and Diamond 2019a). Similarly, 

when the relevant sensory information is distributed across time during stimulus 

presentation and no instantaneous event provides the adequate signal, then decision-

making requires a longer-timescale integrative process that does not occur in the 

somatosensory cortex, where time constants are short (Fassihi et al. 2017). 

However, by using prolonged stimuli that evolve over time the subject reaches its 

decision at the same time as the stimulus is presented, hence, sensory information 

overlaps with decision information. In the case of tasks with active stimulus discovery 

(whisking to detect the texture), there is one more extra dimension of movements and 

there should be a simultaneous representation of sensory, decision and motor signals 

in the brain. In the case of my project, I was interested in separating these bits of 

information and wanted to study the sequence of events. And one of the possible ways 

to do it would be to present the subject with a very brief sensory stimulus (a few 

milliseconds) (Sachidhanandam et al. 2013). If the sensory stimuli are very brief in time 

one can also assume that: (1) pure sensory information should be transiently encoded 

by neurons; (2) the decision will be more time-locked to the stimulus onset rather than 

in case of prolonged stimulus presentation. Another advantage of using brief sensory 

stimuli is the reduction of complexity, there is no sensory evidence integration process 

and the subject has to make its decision based on a short bit of information available. 

In addition, it has been demonstrated that when a single, temporally discrete event 

must be detected, the somatosensory cortex might participate in evolving cascade of 

responses in multiple cortical regions (Ferezou et al. 2007; Le Merre et al. 2018). 

Therefore in this study, we have decided to use brief whisker stimuli and to try to 

understand the mechanism underlying the mice’s decision to execute a lick in response 

to the brief whisker stimulus in order to receive a reward. 
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1.4.1 The importance of the prefrontal cortex in perceptual decision-making 

Multiple studies in humans, monkeys, and rodents have revealed the importance 

of the prefrontal cortex (PFC) in perceptual decision-making, describing its involvement 

in sensory processing, sensory integration, value estimation, tracking of the trial 

outcome, rule learning, or other processes which help guiding the appropriate action 

(Miller 2000; Amodio and Frith 2006).  

Studies from non-human primates and rodents brought a mechanistic 

understanding of the neuronal functions, neuronal classes, and computation in PFC. 

Neurons in the prefrontal cortex (PFC) are important in the organization of goal-

directed behavior and encode different types of information from all stages of the 

perception–action cycle. In non-human primates, PFC neurons have been found to be 

activated by stimuli from different sensory modalities. For example, PFC cells respond 

selectively to both tones and colors according to the task rule (Fuster et al. 2000), 

suggesting that PFC neurons represent behaviorally meaningful cross-modal 

associations. The activity of PFC neurons has also been found to covariate with the 

choice of the subject as well as the sensory information. Mante et al. (2013) and Siegel 

et al. (2015), demonstrated that both sensory and choice information is present in PFC 

during a sensorimotor decision. By modeling population dynamics of PFC neurons, 

they proposed that flexible sensorimotor choices develop in the prefrontal cortex from 

the integration of sensory and task information (Mante et al. 2013; Siegel et al. 2015).  

To be able to achieve all these functions PFC must have access to internal and 

external information regarding the present state, have information about future goals 

and motives, and have access to representations about previous experiences. These 

functions can be accomplished and explained through dense interconnectivity to other 

cortical and subcortical areas. Hubel and Wiesel (Hubel and Wiesel 1962) and 

Rockland and Pandya (Rockland and Pandya 1979) theorized the importance of 

connectivity in determining brain functions. Recent studies have used these theories 

as a framework to identify the functional hierarchy of cortical regions based on their 

connectivity. In humans, the advancement of neuroimaging integrated with network 

science has paved the way for creating intricate wiring diagrams, known as 

connectomes, of the human brain. These computational analyses of connectivity, 

based on the data from magnetic resonance imaging (fMRI), have led to the 

identification of the human prefrontal cortex as a region with extremely high 

connectivity (Hub regions) that likely integrates diverse information (Haber et al. 2022). 

Alternatively, anatomical tracing studies have formed the foundation for mapping the 

direct, one-synapse connectivity from the cells of origin, through axonal pathways, to 

synaptic endpoints. The Allen Institute for Brain Science has recently traced the output 

of almost all regions of the mouse isocortex and thalamus and found the prefrontal 

module to have the highest hierarchical index, meaning it had the most feedback 
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projections. The prefrontal module was shown to be at the top of the mouse cortical 

hierarchy (Fig. 1.16) (Harris et al. 2019). 

 

Figure 1.16. The mouse prefrontal module is at the top of the cortical hierarchy. 
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(A) Cortical projections matrix that displays normalized connection densities between 43 cortical 
areas. Top left corner: the modularity metrics for the isocortical areas (Q) and a shuffled network 
(Qshuffled) are plotted for each γ level, where γ is the spatial resolution parameter. Colors to the left of 
each row indicate community structure (module affiliation), which were determined independently for 
each value of γ. Columns are colored by the six modules identified at γ = 1.3 (dashed line). 

(B) Cortical regions on the flat cortical map were colored by module affiliation from (A). 

(C) Network diagram of interconnections of all cortical areas shown in (A). The output from the 
six cortical modules is indicated by curved lines (color-coded according to the module’s color). The thick 
lines represent the sum of connection densities from (A), outputs (left), and inputs (right). Nodes are 
positioned along a single axis based on respective hierarchical scores. CC, corticocortical projection 
neurons; TC, thalamocortical projection neurons; CT, corticothalamic projection neurons.  

(adapted from (Harris et al. 2019)) 

1.4.2 Anatomical and functional organization of the mouse PFC 

The mouse PFC is traditionally parcellated into specific subregions based on their 

cytoarchitectural criteria. But a more functionally-relevant alternative to 

cytoarchitectural subdivisions of the brain would probably be based on afferent and 

efferent connectivity patterns. Historically PFC was described as a region targeted by 

the medial dorsal thalamus (MD), but nowadays this identification is questionable. 

Whole-brain connectivity mapping has consistently identified shared and tight 

connectivity of the PFC subregions and defined three prefrontal subdivisions, which 

differed by the density of their afferent and efferent connections. The connectivity of 

these subdivisions largely overlapped but differed quantitatively: 

- the dorsomedial PFC (dmPFC). Includes ARA annotations (Allen atlas) of the 

secondary motor cortex (Mos, which includes wM2 and ALM, mentioned 

before) and Anterior cingulate cortex (ACA)  

- ventromedial PFC (vmPFC). Includes prelimbic (PL) and infralimbic (IL) areas 

- ventrolateral PFC (vlPFC). Includes the medial, ventro-lateral, and lateral 

divisions of the orbitofrontal cortex (ORBm, ORBvl, and ORBl) 

The dmPFC subdivision is of particular interest because it is reciprocally 

connected with sensory and motor cortical regions. The dmPFC has distinguishably 

dense connections with the primary and supplemental somatosensory areas (SSp and 

SSs) (Sreenivasan, Esmaeili, et al. 2016b; Barthas and Kwan 2017) and the primary 

motor area (Mop) (Sreenivasan, Kyriakatos, et al. 2016; Barthas and Kwan 2017), 

visual areas (VIS), the retrosplenial area (RSP), and the primary auditory cortex (AUD) 

(Nelson et al. 2013; Zhang et al. 2016). Anatomical connectivity is well supported by 

functional studies showing auditory and whisker somatosensory responses in Mos 

(Chen et al. 2017). The dmPFC also projects to the striatum, in particular its rostro-

dorsal part, where its axons colocalize with axons coming from visual, auditory, and 
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somatosensory cortical areas (Hintiryan et al. 2016; Ährlund-Richter et al. 2019; Le 

Merre et al. 2021). 

The vmPFC is densely targeted by the basolateral amygdalar nucleus (BLA) and 

the CA1 part of the hippocampus (which only partially projects to dmPFC (ACA)). 

vmPFC is also reciprocally connected with the midbrain ventral tegmental area (VTA) 

(Beier et al. 2015). It also projects to ventro-medial part of the striatum, in particular to 

the nucleus accumbens, as well as to the dorsal raphe nucleus (DRN) and lateral 

habenula (LHb) (Ährlund-Richter et al. 2019; Le Merre et al. 2021) (Fig. 1.17). 

 

 

Figure 1.17. Connectivity of mouse vmPFC. 

Interconnectivity of PFC regions. The dorsomedial prefrontal cortex (dmPFC), ventromedial 
prefrontal cortex (vmPFC), and ventrolateral prefrontal cortex (vlPFC) are three regions of the mouse 
prefrontal cortex (PFC) that are largely reciprocally connected in the mouse brain. 

Cortical input to vmPFC: Temporal association cortex (area TeA); Perirhinal cortex (PERI); 
Ectorhinal cortex (ECT), Visceral cortex (VISC); Piriform cortex (PIR), Gustatory cortex (GU) 

Thalamic input to vmPFC: Mediodorsal thalamic nucleus (MD), which includes the following 
subregions: Anterodorsal thalamic nucleus (AD), Central medial thalamic nucleus (CM), 
Interanteromedial thalamic nucleus (IAM); Medial dorsal nucleus of the thalamus (m); Central lateral 



Chapter 1  Introduction 

 

  60

nucleus of the thalamus (c); Intergeniculate leaflet of the thalamus(I); Rhomboid nucleus of the thalamus 
(RH); Submedial thalamic nucleus (SMT), Reticular nucleus of the thalamus (RE). The mediodorsal 
thalamic nucleus is particularly important for its connectivity with the prefrontal cortex, and its subregions 
AD, CM, and IAM have been shown to provide important inputs to the vmPFC. Other thalamic regions 
on this list also play important roles in regulating cognitive and emotional processes, and their 
connectivity with the vmPFC is an area of active research. 

The cortical output of vmPFC: the dorsomedial prefrontal cortex (dmPFC); the ventrolateral 
prefrontal cortex (vlPFC); the caudoputamen (CP); the claustrum (CLA); the anterior olfactory nucleus 
(AON); the nucleus accumbens (ACB); the paraventricular thalamic nucleus (PVT); the mediodorsal 
thalamic nucleus (MD); the reticular nucleus of the thalamus (RE); the zona incerta (ZI); the ventral 
tegmental area (VTA); the median raphe nucleus (MRN); the periaqueductal gray (PAG); the 
pons(Pons); the entorhinal cortex (ENTI). 

(adapted from (Le Merre, Ährlund-Richter, and Carlén 2021)) 

 

The vlPFC subdivision is peculiar in its combination of sensory and limbic input 

but, at the same time, lacks motor input. Cortical inputs that send sensory information 

to vlPFC come from the primary somatosensory areas (SSp), visual areas (VIS), the 

primary auditory cortex (AUD), anterior olfactory nucleus (AON), piriform cortex (PIR), 

gustatory cortex (GU), and visceral cortex (VISC) (Aronoff et al. 2010a; Mori et al. 

2013; Winkowski et al. 2018; Le Merre et al. 2021a). Another input pathway comes 

from the thalamus, specifically the mediodorsal thalamus (MDT) (Kuramoto et al. 

2017). Other inputs to the vlPFC come from the amygdala (Mátyás et al. 2014), and 

the rostroventral part of the caudate putamen (CP) (Hunnicutt et al. 2016). However, 

much fewer studies investigated the functions and connectivities of the mouse vlPFC 

subdivision than the two other subdivisions. 

If we think of three subdivisions of PFC together they receive projections from 

almost all brain regions, such as the isocortex (Fig. 1.16A), hippocampal formation, 

thalamus, hypothalamus, cerebral nuclei, cortical subplate, and olfactory areas. In total 

PFC is targeted by the highest number of cortical and subcortical regions (Harris et al. 

2019; Ährlund-Richter et al. 2019). The PFC has a wider projection to different brain 

regions than other cortical regions, and has the greatest reciprocal connectivity, 

making it well-positioned to coordinate various neuronal processes. 

1.4.3 Functions and neuronal correlates of mouse prefrontal cortex (PFC) in 
goal-directed sensorimotor transformation 

The functions of the PFC have been extensively studied and are thought to 

involve the representation and production of purposeful sequences of actions. The 

mouse is currently the dominant mammalian animal model used to study brain 

functions, which are determined through experiments that link neuronal activity to 

behavior, often with the help of perturbation experiments. A research synthesis of 100 

recent publications (from 2011 to 2020) was conducted to provide an overview of the 
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latest work on the functions of the mouse PFC, with a focus on in vivo perturbation 

experiments. The authors also extensively discuss the complexity of the current mouse 

PFC nomenclature, and discrepancies in the anatomical delineations of different 

subregions that introduce some confusion in the attribution of a functional role to the 

different subregions of PFC (Le Merre et al. 2021). Here I will review the papers that 

are most relevant in the context of goal-directed sensorimotor transformation, focusing 

on the vmPFC, which we will simply term mPFC. 

Although mPFC is believed to guide behavior by integrating different rules in 

complex tasks, inactivation experiments have shown its necessity for the execution of 

even simple sensory detection (Le Merre et al. 2018) or discrimination tasks in mice 

(Pinto and Dan 2015; Otis et al. 2017; Lak et al. 2020). Similar to dlPFC monkey 

studies, mPFC neurons in rodents display a large variety of task-related activity: they 

respond to the relevant sensory cues, the subject’s motor output, and action outcomes 

(Pinto and Dan 2015; Lak et al. 2020; Kim et al. 2021; Lui et al. 2021; Francis et al. 

2022). The major advantage of using mice as an animal model is their genetic 

tractability which allows monitoring the activity of specific cell types and projection 

neurons. Neurons of different cortical layers receive different inputs and project to 

distinct target areas, and their local circuit interconnections play a crucial role in 

information processing. This approach is highly important in the case of mPFC, where 

neurons often show multiplexed encoding properties. Pinto et al (Pinto and Dan 2015) 

studied the neuronal activity of genetically distinct cell types in mPFC during a simple 

Go/NoGo task. In this study, the start of the trial was signaled by a light flash and 

followed by either a target (17 kHz) or a non-target (9 kHz) auditory cue. After the 

auditory stimulus presentation, the animal's lick response was rewarded if the target 

signal was presented and was punished by an air puff if the non-target signal was 

presented. In this experiment, pyramidal neurons formed a heterogeneous population, 

and their functional responses varied across layers. These neurons exhibited both 

excitatory and inhibitory responses following a relevant sensory cue. However, 

inhibitory interneurons signaled different task-related events. The activity of most 

somatostatin (SST) positive neurons was correlated to licking behavior, whereas the 

activity of vasoactive intestinal peptide (VIP) positive neurons was strongly modulated 

by the action outcome. Parvalbumin (PV) positive neurons were the least selective, 

and they were the only class with robust responses to the sensory stimuli (Pinto and 

Dan 2015).  

The heterogeneity of mPFC pyramidal cell responses might in part be ascribed 

to their dorsoventral location (i.e., prelimbic vs. infralimbic areas) (Euston et al. 2012). 

One hypothesis proposes an antagonist role for the prelimbic (PL) and infralimbic (IL) 

regions of the mPFC: the PL would be involved in behavioral execution – “go” signal – 

whereas the IL would be involved in behavioral suppression – “stop” signal. That would 

be particularly the case during extinction in fear conditioning studies (Peters et al. 
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2009). However, other recent works have failed to find any clear difference in the 

neuronal activity of PL vs IL in encoding “go” vs. “stop” signals (Moorman and Aston-

Jones 2015a). Another potential source of heterogeneity in the response of mPFC 

neurons could be accounted by their projection targets (Euston et al. 2012). A recent 

study has addressed this question by monitoring the activity of mPFC neurons 

identified by their projections to two major mPFC targets: the nucleus accumbens (NA) 

and the paraventricular nucleus of the thalamus (PVT). The two neuronal populations 

were labeled by injecting retrograde cholera toxins conjugated with two different 

fluorophores into the ventral striatum and paraventricular nucleus of the thalamus. 

After labeling, they observed two distinct and nonoverlapping populations of neurons 

in mPFC that reside in different layers. The authors further measured the activity of 

these two populations by injecting retrograde virus to NA and PVT to express the 

calcium indicator GCaMP6s in a projection-specific manner. Using two-photon 

microscopy, they found that responses in corticostriatal neurons were tuned to reward-

predictive cues. During the learning of the task, a larger proportion of corticostriatal 

neurons developed an excitatory response (increased activity) to the reward-predictive 

cue, whereas corticothalamic neurons developed mostly inhibitory responses to the 

reward prediction cue (Otis et al. 2017).  

A very recent study (Lui et al. 2021a) challenged and tested the assumption that 

dividing neuron populations based on transcriptomic criteria will help decipher the 

correspondence between transcriptomic versus projection types, at least in PFC. They 

suggested that projection patterns can only be predicted to a limited extent by 

transcriptomic data in adult neurons. Interestingly they showed that neither molecularly 

homogeneous groups of neurons nor projection-specific groups of neurons do encode 

exclusively given task signals. They observed a diversity of information in the 

population and individual cells, including cells that fulfill criteria of mixed selectivity, 

even within a specific projection type, within a cortical layer, and within a transcriptomic 

type. Different cell types came into action in different behavioral tasks and at the same 

time, the same cell types or projection neurons represented different experimental and 

behavioral variables in various behaviors. An interesting observation of particular 

relevance for our topic of interest was that periaqueductal gray (PAG) projecting mPFC 

neurons encoded the sensory cue (specific odor), and even more of these neurons 

encoded sensory stimulus-driven choice of the mouse during a two-alternative choice 

task. But the same neurons did not encode choice when it was predetermined by prior 

knowledge of the mouse regarding the reward side. This second uncued task, where 

the mouse had to collect the reward on the left or on the right in blocks of 20 trials, 

revealed a new population of mPFC neurons encoding reward context even 1s before 

the reward availability (Lui et al. 2021). Anticipatory coding of upcoming rewards by 

individual mPFC neurons was also observed by recording membrane potential in mice 

performing behaviors in which the sensory stimulus predicted rewards with different 
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delays and with different probabilities. It should be noted however that the anticipatory 

activity of mPFC neurons was correlated to anticipatory licking (Kim et al. 2021). Thus 

motor-related activity could contribute importantly to the activity of mPFC neurons. 

Another important function of the mPFC is to form associations between external 

stimuli and their internal representations. Goal-directed behaviors require making 

predictions and building up knowledge about external events and actions that are likely 

to lead to the achievement of the objective (for example, to stop your car when the 

traffic light turn red to avoid an accident, or to lick the water spout following a whisker 

deflection to obtain a reward). Prefrontal neuron activity does show this type of learned 

associative relationships and conjunctive tuning between sensory stimuli, voluntary 

actions, and rewards (Miller 2000). Acquired by experience, the response of mPFC 

neurons develops during learning only for behaviorally relevant sensory stimuli, in 

contrast, mPFC neurons do not respond to non-rewarded stimuli (Pinto and Dan 2015; 

Otis et al. 2017; Le Merre et al. 2018). The presence of sensory-evoked response in 

mPFC after learning could suggest that mPFC encodes reward predictive cues (Otis 

et al. 2017). The learning/reward-dependent aspect of mPFC functions is possibly 

mediated by strong reward-related information coming from dopaminergic signals 

arising from the ventral-tegmental area (VTA) (Moorman and Aston-Jones 2015; 

Popescu et al. 2016). 

In a recent study, Lak et al.  (Lak et al. 2020) proposed that the learning of the 

association between the sensory stimulus and the reward depends on the predicted 

value of the trial outcome, signaled by mPFC neurons. They designed a psychometric 

visual discrimination task where they alternated the reward size in blocks of trials. Many 

mPFC neurons reflected the predicted value of the choice during the trial pre-outcome 

activity (aligned to action). Interestingly, during correct trials, the response of mPFC 

neurons was scaled both as a function of the stimulus contrast and according to the 

future reward size, suggesting coding of the confidence-dependent predicted value of 

the trial outcome (Lak et al. 2020). 

Importantly, mPFC neurons not only tend to respond only to behaviorally relevant 

sensory stimuli, but their response depends also strongly upon the behavioral 

response or decision. In mice executing a whisker-detection task, mPFC response is 

strongly reduced in Miss trials, compared to Hit trials (Le Merre et al. 2018). This, 

together with the strong decrease in performance during inactivation, suggests an 

important role of mPFC in decision-making.  

To summarise the mPFC has been shown to play an important role in the 

transformation of sensory information into an appropriate motor response in goal-

directed behaviors in mice. Neurons in the mPFC can exhibit differential activity 

depending on the value of available options and the animal's choice. In particular, the 

mPFC has been implicated in the ability of mice to use information about past 
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experiences to guide their behavior toward achieving future goals. The important 

regions of the mPFC in this context are the prelimbic cortex (PL) and the infralimbic 

cortex (IL), which are critical for updating and encoding information about reward 

expectations during goal-directed behavior. Optogenetic perturbation experiments 

have also suggested that the prelimbic (PL) and the infralimbic (IL) regions of the 

mPFC may be involved in the formation and maintenance of goal-directed behavior. 

Overall, the mPFC appears to play a key role in the cognitive processes that underlie 

goal-directed behavior in mice, including encoding of reward value, context-dependent 

memory, and decision-making. However, it should be noted that many studies 

investigating the activity of mPFC neurons during goal-directed behaviors did not 

carefully take into account task-evoked movement-related activity. In many tasks, 

sensory, decision, and motor activity are tightly correlated and/or overlap in time. Thus 

a better understanding of mPFC activity would require to better take motor activity into 

consideration. 
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1.5 Aim of the Ph.D. Thesis. 

The neuronal circuits supporting even simple sensorimotor transformations 

remain poorly defined. In particular, which cortical areas are responsible for sensory 

perception, decision-making, and motor execution is still a matter of discussion. This 

is largely due to the fact that these processes are encoded in complex neuronal 

population dynamics distributed across many distant brain areas, and until recently it 

was simply not technically possible to access this level of complexity. 

 Over the last few years, new technological advances have made it possible by 

combining the recording of a large population of neurons across multiple brain areas 

with fine monitoring of behavior, as well as the manipulation of neuronal activity in 

specific brain regions using optogenetics. During my Ph.D. I have tried to use these 

recently developed tools to better understand a mechanism of sensorimotor 

transformation in mice performing goal-directed behavior. More specifically to 

disentangle the coding of sensory information versus decision and motor information 

by neurons in different brain regions along the transformation path of whisker sensory 

stimuli to licking motor output during goal-directed behaviors.  

An important question that we tried to address is what information is encoded by 

mPFC neurons. Previous studies from our and other laboratories have pointed to the 

specific activity of mPFC neurons for behaviorally relevant sensory events and 

suggested that this activity developed with learning. However, many of those previous 

studies lacked careful monitoring of task-related movement, making difficult a final 

interpretation of what is encoded in mPFC activity. We, therefore, tried to disentangle 

the sensory, decision, and motor-related information in the activity of mPFC neurons, 

and also compared the activity with other cortical areas involved in the sensorimotor 

transformation. 

One way to do it would be to physically separate in time periods when the mouse 

receives the sensory stimulus and periods when it is instructed to lick for reward by 

introducing a delay between them, and this was the approach we took first. Another 

way would be to use a method of psychophysics and to vary the sensory stimuli, hence 

the sensory coding would be indicated by a high correlation between neuronal activity 

and the strength of the stimulations, and the decision coding would be indicated by a 

high correlation between neuronal activity and mouse performance. 

In the first study, described in Chapter 2 (Esmaeili et al., 2021), we designed a 

whisker detection task with a delayed response and applied a generalized linear model 

(GLM) approach to take better account for the motor component of the neuronal 

activity. This task would allow us to study and manipulate neuronal activity in different 

periods of the trial: sensory epochs, delay epochs, and response epochs. The delay 

period would be important to address the question of decision-making and movement 
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planning, whereas, during the response epoch, we would study the coding of the 

movement execution.  

The goal of the second study, described in Chapter 3 (Esmaeili et al., 2022), was 

to complement the analysis of the previous study, which was done on the regular 

spiking neurons (RSU), by now looking at the activity and contribution of fast spiking 

units (FSU) to coding of task variables through the learning of the delay detection task. 

The important first aim was to revise and define the method for RSU/FSU 

categorization based on action potential waveforms and to validate the method using 

an optotagging approach. The second aim was to look at the session with simultaneous 

recordings and to address the functional connectivity and firing correlations between 

them. 

In the last study (Chapter 4; Oryshchuk et al., manuscript in preparation), we 

more specifically addressed the coding of the pure sensory and pure motor information, 

and how this coding is changed and shaped by goal-directed behavior when a sensory 

stimulus is now driving the motor output through perceptual decisions. The important 

goal was to design the psychophysical detection task which will allow to deliver sensory 

stimuli in the physiological range of the mouse perception. We chose this approach 

because of several reasons: (1) contrary to the strong whisker stimulation that was 

used in the delay task, we would find a near-threshold whisker stimulus that would 

allow as better address the question of the decision made by a mouse on a single trial; 

(2) by applying different amplitudes of the stimulation we can understand the pure 

sensory coding in the absence of licking; (3) from the previous study we appreciated 

the difficulty of the mouse to suppress the licking during a delay period that resulted in 

a long training, hence combing the notion of stimulus ambiguity with the delay response 

would result in extremely long training of mice. Hence there would be no delay in the 

psychophysical detection task and we would account for the motor component of the 

neuronal activity using different computational approaches and careful monitoring of 

behavior.  

In summary, the aim of the thesis was to gain a better understanding of the 

neuronal circuits supporting sensorimotor transformations and to identify the cortical 

areas responsible for sensory perception, decision-making, and motor execution in 

mice. In this study, we revealed causal contributions of the primary somatosensory 

cortex (wS1), medial prefrontal cortex (mPFC), and primary motor cortex (tjM1) to the 

transformation of whisker sensory stimuli to the goal-directed licking, and proposed a 

hypothesis on how the decision to execute an action is taken during psychophysical 

detection task in mice. Our results provide new insights into the sensory-motor 

transformation process and offer a promising direction for further research into the 

cognitive aspects of decision-making. 
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Chapter 2 Rapid suppression and sustained 
activation of distinct cortical regions for a delayed 

sensory-triggered motor response 

The text and figures of this chapter are reproduced from the following published 

journal article: 

 

Vahid Esmaeili1, Keita Tamura1, Samuel P. Muscinelli, Alireza Modirshanechi, 

Marta Boscaglia, Ashley B. Lee, Anastasiia Oryshchuk, Georgios Foustoukos, Yanqi 

Liu, Sylvain Crochet, Wulfram Gerstner, and Carl C.H. Petersen. 2021 

1: These authors contributed equally 

“Rapid Suppression and Sustained Activation of Distinct Cortical Regions for a 

Delayed Sensory-Triggered Motor Response.” 

 

Neuron 109 (13): 2183-2201.e9. 

https://doi.org/10.1016/j.neuron.2021.05.005. 

 

 

My contribution to this paper: 

I performed histological slicing, mounting, and imaging of the brain slices for the 

verification of the probes after electrophysiological recordings. 

I performed a part of movement analysis (tracking of body parts in time) for the 

optogenetic experiments and electrophysiology. 

Assisted in multiple optogenetic and electrophysiology experiments, and mice 

training. 

Actively participated in all discussions and edited the manuscript. 
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2.1 Abstract 

The neuronal mechanisms generating a delayed motor response initiated by a 

sensory cue remain elusive. Here, we tracked the precise sequence of cortical activity 

in mice transforming a brief whisker stimulus into delayed licking using wide-field 

calcium imaging, multi-region high-density electrophysiology, and time-resolved 

optogenetic manipulation. Rapid activity evoked by whisker deflection acquired two 

prominent features for task performance: i) an enhanced excitation of the secondary 

whisker motor cortex, suggesting its important role connecting whisker sensory 

processing to lick motor planning, and ii) a transient reduction of activity in the orofacial 

sensorimotor cortex, which contributed to suppressing premature licking. Subsequent 

widespread cortical activity during the delay period largely correlated with anticipatory 

movements, but when these were accounted for, a focal sustained activity remained 

in the frontal cortex, which was causally essential for licking in the response period. 

Our results demonstrate key cortical nodes for motor plan generation and timely 

execution in delayed goal-directed licking. 

2.2 Introduction 

Incoming sensory information is processed in a learning- and context-dependent 

manner to direct behavior. Timely execution of appropriate action requires motor 

planning, in particular when the movement triggered by a sensory cue needs to be 

delayed. In this situation, the motor plan must persist throughout the delay period while 

the immediate execution of the motor response needs to be suppressed. Delayed-

response paradigms are often used to study the neuronal circuits of sensorimotor 

transformation because they allow to temporally isolate the neuronal activity that 

bridges sensation and action. In such paradigms, prominent delay period activity has 

been reported in many cortical areas (Fuster and Alexander 1971; Tanji and Evarts 

1976; Funahashi et al. 1989; Guo et al. 2014; Li et al. 2015; Chen et al. 2017; Fassihi 

et al. 2017; Makino et al. 2017; Gilad et al. 2018; Chabrol et al. 2019; Esmaeili and 

Diamond 2019) In particular, a previous study in mice identified delay period activity in 

the anterolateral motor (ALM) cortex, which causally contributed to a lick motor plan 

(Guo et al., 2014). The persistent delay period activity in ALM is driven through a 

recurrent thalamocortical loop (Guo et al., 2017), and is further supported by cerebellar 

interactions (Chabrol et al., 2019; Gao et al., 2018). The circuit mechanisms 

maintaining the persistent activity in ALM are therefore beginning to be understood. 

However, less is known about the circuits that initiate such persistent activity, and how 

task learning shapes such circuits. In addition, how the persistent neuronal activity is 

related to body movements which animals often exhibit during delay periods needs to 

be carefully considered (Musall et al. 2019; Steinmetz et al. 2019; Stringer et al. 2019). 
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Similarly, the neuronal circuits contributing to withholding a premature motor response 

during the delay are poorly understood. To dissect this process, it would be crucial to 

examine how neuronal activity flows across brain areas as sensory information is 

transformed into goal-directed motor plans (de Lafuente and Romo, 2006), and to 

investigate how the underlying sensory and motor circuits become connected through 

reward-based learning (Esmaeili et al., 2020).  

Here, we address these questions in head-restrained mice performing a whisker-

detection task with delayed licking to report perceived stimuli. In our task, a brief and 

well-defined sensory input is rapidly transformed into a decision and mice need to 

withhold the response until the end of the delay period. Through a unified and 

comprehensive approach, we detail the spatiotemporal map of causal cortical 

processing which emerges across learning. We found that following the fast sensory-

evoked response in somatosensory cortex (Petersen, 2019), the activity in orofacial 

sensorimotor cortex (Mayrhofer et al., 2019) was rapidly and transiently suppressed, 

which contributed causally to withholding premature licking. The subsequent rapid 

sequential excitation of frontal cortical regions and their changes across task learning 

revealed that the secondary whisker motor cortex (wM2) likely plays a key role in 

linking whisker sensation to motor planning. We also found that the global activation of 

the dorsal cortex during the delay period could be largely ascribed to preparatory 

movements that develop with learning, except for a localized neuronal activity in ALM 

(Komiyama et al., 2010), consistent with previous studies (Chen et al., 2017; Guo et 

al., 2014). Our results, therefore, point to task epoch-specific contributions of distinct 

cortical regions to whisker-triggered planning of goal-directed licking and timely 

execution of planned lick responses. 

2.3 Results 

2.3.1 Behavioral changes accompanying delayed-response task learning  

We designed a Go/No-Go learning paradigm where head-restrained mice 

learned to lick in response to a whisker stimulus after a one second delay period 

(Figure 2.1A-C). To precisely track the sequence of cortical responses, we used a 

single, short (10 ms) deflection of the right C2 whisker. The trial start was indicated by 

a 200 ms light flash, followed 1 s later by the whisker stimulus in 50% of the trials 

(referred to as Go trials); after a subsequent 1 s delay, a 200 ms auditory tone signaled 

the beginning of a 1 s response window. Licking during the response window, in Go 

trials, was rewarded with a drop of water, whereas licking before the auditory tone 

(early lick) led to abortion of the trial and time-out punishment (Figure 2.1B). To study 
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essential neuronal circuit changes specific to the coupling of the whisker stimulus with 

the licking response, a two-phase learning paradigm was implemented: i) Pretraining, 

and ii) Whisker training (Figure 2.1C). Pretraining included trials with visual and 

auditory cues only, and licking during the response window was rewarded, while licking 

before the auditory cue aborted the trial. Novice mice only went through the Pretraining, 

which established the general task structure. Expert mice followed an additional 

Whisker training phase, during which they learned the final task structure (Figures 

2.1B-C and 2.9A).  

Novice and Expert mice were recorded in the same final task condition, but 

performed differently. While, Novice mice licked in both Go and No-Go trials, Expert 

mice had learned to lick preferentially in Go trials (Figures 2.1D and 2.9A; mean ± 

SEM, Novice: Hit=70.6 ± 3%, False-alarm=71.1 ± 2.7%, p=0.85, n=15 mice; Expert: 

Hit=67± 1.5%, False-alarm=19.7 ± 1.6%, p<0.001, n=25 mice; Wilcoxon signed-rank 

test). Expert mice made more frequent premature early licks in Go-trials compared to 

Novice mice (Figures 2.1D; mean ± SEM, Novice=12.5 ± 2.7%, Expert= 25.1 ± 3.3%, 

p=0.02; Wilcoxon rank-sum test) and most of their early licks happened toward the end 

of the delay period, reflecting predictive licking. Considering trials with licking during 

the response window, Expert mice showed longer reaction times in No-Go trials (False-

alarm) compared to Go trials (Hit) (Figure 2.9B; mean ± SEM, Novice: Hit=298.5 ± 21.2 

ms, False-alarm=292.7 ± 21.4 ms, p=0.14; Expert: Hit=297.8 ± 16.7 ms, False-

alarm=380.3 ± 16.3 ms, p<0.01; Wilcoxon signed-rank test). These results indicate that 

Expert mice used whisker information and learned to produce delayed licking. After 

Whisker training, mice also adopted new movement strategies (Figures 2.1E-F and 

2.9C-D). In Hit trials, Expert mice compared to Novice mice decreased whisker 

movement before whisker stimulus, possibly to improve the detection of brief whisker 

stimuli in the receptive mode of perception (Diamond and Arabzadeh 2013; Kyriakatos 

et al. 2017). The tongue and jaw movements in the delay period after the whisker 

stimulus increased in Hit trials of Expert mice compared to Novice mice, reflecting 

preparation for licking. These anticipatory movements were absent in Miss and 

Correct-rejection trials (Figure 2.9C), and thus correlated with the perceptual response. 

These patterns were similar comparing mice used for electrophysiology and imaging 

(Figures 2.1F and 2.9D).  

2.3.2 Emergence of cortical activation and deactivation patterns through 
whisker training 

The delay-task enables the investigation of different aspects of neuronal 

computations underlying reward-based behavior including: sensory processing, motor 

planning and motor execution in well-isolated time windows. As a first step, we mapped 

the large-scale dynamics of cortical activity using wide-field calcium imaging at a high  
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Figure 2.1. Learning a whisker detection task with a delayed response changes licking patterns 
and orofacial movements. 

(A and B) Delayed whisker detection task. A, Behavioral setup. Sensory stimuli were delivered 
to head-restrained mice and licking and orofacial movements were monitored using a piezoelectric lick 
sensor and a behavior camera. B, Task structure and trial outcomes in Go and No-Go trials. 

(C) Learning paradigm. All mice went through visual-auditory Pretraining, where all licks after 
the auditory cue were rewarded. Expert mice went through Whisker training where final task structure 
was used as in panel B. Neural data were obtained using the final task design in Novice mice and Expert 
mice, before and after Whisker training respectively. The same mice were imaged during Novice and 
Expert stages, while different mice were used for electrophysiological recordings.  
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(D) Task performance. Left, first lick time histogram was similar in Go vs No-Go trials in Novice 
mice, but differed in Expert mice. Early licks (licks between visual cue and auditory cue) are shown with 
light colors. Middle, Novice mice licked equally in Go and No-Go trials, whereas Expert mice licked 
preferentially in Go trials (quantified as mean ± SEM across all completed trials; Novice, n=15 mice; 
Expert, n=25 mice). Right, both groups of mice made more early licks in Go compared to No-Go trials. 
*** indicates p<0.001 according to Wilcoxon signed-rank test.  

(E and F) Orofacial movements. E, Example trials from Novice (top) and Expert (bottom) mice: 
extracted angular speed of left C2-whisker, and normalized jaw and tongue speed together with the lick 
sensor signal are plotted along the trial time-course. F, Average movement (mean ± SEM) traces (left) 
and bar plots comparing Novice and Expert movements in 3 different windows (right). Expert mice 
reduced all movements during Baseline and Whisker time windows, while they increased tongue and 
jaw movements during the Delay. Asterisks represent statistical comparison of movement between 
Novice and Expert mice in: Baseline (0-1 s), Whisker (1-1.2 s), and Delay (1.2-2 s) time windows 
(Wilcoxon rank-sum test, false discovery rate (FDR) corrected, ***: p<0.001, *: p<0.05). Only mice used 
for electrophysiology (8 Novice and 18 Expert mice) are plotted. 

 

temporal resolution (100 frames per second) (Figures 2.2, 2.10 and 2.11). In transgenic 

mice expressing a fluorescent calcium indicator in pyramidal neurons (RCaMP mice) 

(Bethge et al. 2017), functional images of the left dorsal cortex were obtained through 

an intact skull preparation, and registered to the Allen Mouse Brain Common 

Coordinate Framework (Figures 2.2A-B) (Lein et al. 2007; Wang et al. 2020).  

To examine the changes in cortical processing upon learning, we compared the 

activity in the same mice (n=7) before (Novice, 62 sessions) and after (Expert, 82 

sessions) whisker training (Figures 2.2C for Hit trials and 2.10A for Correct-rejection 

trials). The visual cue evoked responses in the primary visual (Vis) and surrounding 

areas (Wang and Burkhalter 2007; Andermann et al. 2011; Marshel et al. 2011), which 

decreased after whisker training (Figures 2.2C and 2.10A; subtraction between Novice 

and Expert mice images; Wilcoxon rank-sum test, p<0.05; for details, see Methods). 

Stimulation of the C2 whisker evoked two focal responses, in the primary and 

secondary whisker somatosensory areas (wS1, wS2), both in Novice and Expert mice 

(Figure 2.2C). Immediately after, activity transiently decreased in orofacial areas 

including the primary tongue/jaw sensory and motor areas (tjS1, tjM1), followed by a 

widespread gradual increase toward the auditory cue initiating in the primary and 

secondary motor areas for whisker (wM1, wM2) and tongue/jaw (tjM1, ALM), as well 

as posterior parietal cortex (PPC) and limb/trunk areas. These positive and negative 

responses during the delay period were selective to Hit trials of Expert mice (Figures 

2.2C, 2.10B-C). We further quantified response selectivity of different cortical regions 

for Hit and Correct-rejection trials by comparing their trial-by-trial activity based on ROC 

analysis (Figure 2.2D; see Methods). Across all cortical regions tested, selectivity was 

significantly enhanced in Expert compared to Novice mice during the delay period and 

response window (p<0.05; non-parametric permutation test). Therefore, important 

learning-induced global changes of information processing emerged during the delay 

period.  
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Figure 2.2. Wide-field imaging reveals global changes in cortical processing. 
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(A and B) Wide-field calcium imaging in Emx1-RCaMP mice. A, Fluorescence images of an ex 
vivo fixed brain in dorsal view (left) and a coronal section of somatosensory area (right) showing RCaMP 
expression in pyramidal neurons in deep and superficial layers. B, In vivo fluorescence image of the 
tilted (24 degrees) left dorsal hemisphere through a transparent, intact skull preparation (left). In vivo 
images were registered to the Allen Mouse Brain Atlas (right). Cortical areas targeted for 
electrophysiological experiments are indicated: wS1, primary whisker somatosensory cortex; wS2, 
secondary whisker somatosensory cortex; wM1, primary whisker motor cortex; wM2, secondary whisker 
motor cortex; Aud, auditory area; Vis, visual area; PPC, posterior parietal cortex; tjM1, primary tongue 
and jaw motor cortex; ALM, anterior lateral motor area. 

(C) Grand-average time-course of global cortical activity in Hit trials for Novice vs Expert mice. 
Each frame shows ΔF/F0 without temporal smoothing (10 ms/frame). For each pixel, baseline activity 
in a 50 ms window before visual cue onset was subtracted. Mean calcium activity of 62 Novice and 82 
Expert sessions from 7 mice, Novice and Expert difference, and the statistical significance of the 
difference (p-value of Wilcoxon rank-sum test, FDR-corrected, p<0.05) are plotted from top to bottom. 
Green traces, anatomical borders based on Allen Mouse Brain Atlas. Black ‘+’ indicates bregma.  

(D) Selectivity index in Novice and Expert mice. For each brain region, selectivity between Hit 
versus Correct-rejection trials was determined in non-overlapping 50 ms bins based on the area under 
the ROC curve. Mean selectivity of each area in 62 Novice and 82 Expert sessions from 7 mice, and 
the statistical significance of the difference (p-value of non-parametric permutation test, FDR-corrected, 
p<0.05) is plotted. ROI size, 3 x 3 pixels. 

 

To control for hemodynamic effects of the wide-field fluorescence signal (Makino 

et al. 2017), we also imaged transgenic mice expressing an activity-independent red 

fluorescent protein, tdTomato, which has excitation and emission spectra similar to 

RCaMP (Figure 2.11; 57 sessions from 7 Expert mice). We imaged RCaMP and 

tdTomato mice at the same baseline fluorescence intensity (Figure 2.11E; p=0.80, 

Wilcoxon rank-sum test, n=7 RCaMP mice and n=7 tdTomato mice) by adjusting 

illumination light power and using identical excitation and emission filters. The 

tdTomato control mice showed significantly smaller task-related changes in 

fluorescence than the RCaMP mice (Figure 2.11A-D; subtraction between RCaMP and 

tdTomato mice images; Wilcoxon rank-sum test, p<0.05). In the visual cortex of both 

RCaMP and tdTomato mice, negative intrinsic signals were evoked around 1 s after 

the visual stimulus. However, the short whisker stimulation evoked a rapid positive 

sensory response only in RCaMP mice, and no clear response was evoked in 

tdTomato mice (Figure 2.11F). On the other hand, some positive intrinsic optical 

signals were evoked in the midline and frontal regions of tdTomato mice, but the 

amplitude of these signals was significantly smaller than for RCaMP mice (Wilcoxon 

rank-sum test, p<0.05). These results suggest that the spatiotemporal patterns of 

fluorescence signals in RCaMP mice largely reflected the calcium activity of the cortex.  

2.3.3 Distinct modification of early and late whisker processing in single 
neurons 

To further investigate learning- and task-related cortical dynamics with higher 

temporal and spatial resolution, we carried out high-density extracellular recordings 
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(Buzsáki 2004) from 12 brain regions, with guidance from wide-field calcium imaging 

(Figures 2.2 and 2.10), optical intrinsic imaging and previous literature (Harvey et al. 

2012; Guo et al. 2014; Sippy et al. 2015; Sreenivasan, Kyriakatos, et al. 2016; 

Kyriakatos et al. 2017; Le Merre et al. 2018; Esmaeili and Diamond 2019; Mayrhofer 

et al. 2019) including: Vis, wS1, wS2, wM1, wM2, tjM1, ALM, PPC, auditory cortex 

(Aud), the dorsolateral region of striatum innervated by wS1 (DLS), medial prefrontal 

cortex (mPFC) and the dorsal part of hippocampal area CA1 (dCA1) (Figures 2.3A and 

2.12A-C). Two areas were recorded simultaneously during any given session. The 

precise anatomical location of the recording probes was determined by 3D 

reconstruction of the probes’ tracks using whole-brain two-photon tomography and 

registration to the Allen atlas (Figures 2.3A and 2.12A-C; for details, see Methods) 

(Lein et al. 2007; Wang et al. 2020). In total, 4,415 neurons - classified as regular 

spiking units (RSUs) based on their spike waveform - were recorded in 22 Expert mice, 

and 1,604 RSUs in 8 Novice mice. 

Single neurons encoded different task aspects such as whisker sensory 

processing, lick preparation, and lick execution (Figure 2.3B). Assuming that neurons 

with similar firing dynamics perform similar processing, it is informative to identify those 

temporal patterns and investigate whether a single pattern is confined or distributed 

across the brain. We, therefore, performed unsupervised clustering of neurons 

according to their temporal firing pattern in different trial types (Hit, Miss, Correct-

rejection, and False-alarm) by pooling neurons from different brain regions of both 

Novice and Expert mice (Figures 2.3C and 2.13; see Methods). Gaussian mixture 

model (GMM) clustering (Figure 2.13A-B) yielded 24 clusters of neurons, among which 

20 were modulated in at least one of the task epochs (Nordhausen 2009). By sorting 

task-modulated clusters by their onset latency and labeling them based on their task 

epoch-related response, we analyzed the distribution of clusters across areas along a 

functional axis (Figure 2.3C-D). Clusters composed predominantly of neurons from 

Expert mice were particularly modulated during the Delay period (Clusters 5, 6, and 7) 

and the Response window (Clusters 14, 15, and 17), and were mainly distributed 

across different motor-related areas (Figure 2.3D). Next, we calculated a “distribution 

index” which quantifies the within-area versus between-area composition of clusters 

(Figures 2.3D and 2.13C; for details, see Methods). The distribution index was small 

for Visual and Whisker clusters, indicating a localized distribution of those clusters in 

specific brain regions. On the other hand, the distribution index was large in the 

majority of Response clusters, indicating a broad distribution of those clusters across 

brain areas. Across learning, prominent activity patterns remained similar in wS1, wS2, 

and Vis areas, while it changed in all other regions (Figure 2.13D). 

To reveal spatial changes in neuronal firing following whisker training, we 

calculated the average time-dependent firing rate for all recording probes (Figure 

2.12D) and for the 12 anatomically defined areas (Figure 2.3E). The visual cue evoked 
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responses localized in Vis and PPC of Novice and Expert mice. Following the auditory 

cue, excitation rapidly covered all recorded regions in both mice groups. Major changes 

following whisker training appeared in the delay period between the whisker and 

auditory stimuli. Similar to deactivation patterns of the orofacial cortex revealed by 

wide-field imaging (Figure 2.2C), tjM1 showed a transient suppression of firing after 

whisker stimulation in Expert mice. The whisker stimulus also evoked a widespread 

excitation across whisker sensorimotor areas (wS1, wS2, wM1, wM2), as well as PPC, 

DLS, and ALM with different latencies. The initial excitation was significantly enhanced 

in wM2 and ALM (non-parametric permutation test, p<0.05). Firing rates of all areas in 

Novice mice returned to baseline levels shortly after whisker stimulation, whereas in 

Expert mice wS2, PPC, DLS, wM2, ALM and tjM1 neurons showed increased activity 

in different parts of the delay. PPC neuronal firing remained elevated only during the 

first part of the delay period, returning to baseline before the auditory cue, while the 

activity of wM2, DLS, and tjM1 neurons ramped up towards the lick onset. Average 

neuronal firing in ALM remained elevated throughout the entire delay period. These 

results suggest that the whisker training enhanced the initial distributed processing of 

the whisker stimulus, and formed the memory of a licking motor plan among higher-

order areas of whisker and tongue/jaw motor cortices, while introducing a transient 

inhibitory response in tjM1.  

We further investigated what was encoded in the acquired neural activity by 

considering other trial types. First, we found that the pronounced delay period activity 

during Hit trials was absent in Miss trials, and thus correlated with percept (Figure 

2.12E-F). Second, we quantified the selectivity of single neurons for whisker detection 

and delayed licking by comparing their trial-by-trial spiking activity in Hit and Correct-

rejection trials based on ROC analysis (Figure 2.3F; see Methods). We found that a 

significantly larger percentage of neurons became selectively recruited during the 

delay period in many areas of the Expert mice, suggesting the possible involvement of 

widespread cortical networks in the acquisition of motor planning for delayed licking 

(p<0.05; non-parametric permutation test).  
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Figure 2.3. Task epoch-specific processing across single neurons. 
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(A) Reconstructed location of silicon probes registered to the Allen Mouse Brain Atlas in 2D 
dorsal view in Expert (filled circles) and Novice (open circles). Probes assigned to each anatomical 
region are shown with different colors and their average coordinates (mean ± SEM) are indicated with 
larger circles and whiskers. Abbreviations: Medial prefrontal cortex, mPFC; dorsal hippocampal CA1, 
dCA1; dorsolateral striatum, DLS; other regions as defined in Figure 2B.  

(B) Example neurons from Expert mice. Raster plots and peristimulus time histograms (PSTHs) 
for three representative units in wS1, ALM, and tjM1 encoding whisker, delay and licking, respectively. 
Trials are grouped and colored based on trial outcome. 

(C) Unsupervised neuronal clustering. Activity maps of all single units from Novice and Expert 
mice clustered based on their trial-type average normalized firing rate. Black horizontal lines separate 
different clusters. Labels on the right, indicate the task epoch where the response onset was observed 
on cluster average response. Only task-modulated clusters (20/24) are shown. 

(D) Composition of clusters. Left, Weighted proportion of neurons within each cluster belonging 
to different brain regions in Novice and Expert mice. Right, Percentage of neurons in each cluster from 
Novice and Expert mice, and distribution index. To calculate the distribution index for each cluster, the 
probability distribution of the area composition was compared to a uniform distribution and an index 
between 0 (localized in one area) to 1 (uniformly distributed) was defined. Values are corrected for 
different sample sizes in different areas and mouse groups. 

(E) Population firing rate in Hit trials. Left, Baseline-subtracted mean firing rate (mean ± SEM) 
in each region is superimposed for Expert (purple) and Novice (cyan) mice. Right, p-value map of Expert 
vs Novice mice comparison in 50-ms non-overlapping windows (non-parametric permutation test, FDR-
corrected).  

(F) Proportion of neurons with significant selectivity index in Novice and Expert mice. For 
individual neurons, selectivity between Hit vs Correct-rejection trials was determined in 100 ms non-
overlapping windows based on the area under the ROC curve. The percentage of neurons with 
significant negative (left) or positive (right) selectivity in each region is shown across time in Novice (top) 
and Expert (bottom) mice. The significance of selectivity was determined using non-parametric 
permutation tests (p<0.05).  

2.3.4 Active suppression of orofacial sensorimotor areas  

In the delay period, Expert mice showed a transient suppression in broad 

orofacial sensorimotor cortices selectively in Hit trials (Figures 2.2, 2.3, 2.10, and 2.12). 

The suppression of activity in this region coincided with the onset of the whisker-

evoked excitation in adjacent secondary motor cortices including ALM (Figure 2.4A). 

This inhibition could contribute to suppressing immediate licking in response to the 

whisker stimulus. To test this hypothesis, we first compared trials in which mice 

successfully withheld licking until the end of the delay period (Hit), with trials in which 

mice made premature licking following the whisker stimulus (Early licks). We found that 

tjM1 activity was significantly suppressed in Hit compared to Early lick trials (Figure 

2.4B), in both calcium imaging signals (tjM1: p=0.040; Wilcoxon signed-rank test) and 

neuronal firing rate (tjM1: p=0.017; non-parametric permutation test). Next, to evaluate 

the causal role of tjM1 in the suppression of premature licking, we optogenetically 

manipulated tjM1 activity during task execution (Figure 2.4C). Activation of tjM1 in 

transgenic mice expressing ChR2 in excitatory neurons (Emx1-ChR2) increased the 

fraction of Early licks (Figure 2.4C; n=19 sessions in 6 Expert mice, Light-off versus 

Light trials, No-Go trials: p=4.27 x 10-4, Go trials: p=1.94 x 10-3; Wilcoxon signed-rank 
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test). Conversely, the inactivation of tjM1 in transgenic mice expressing ChR2 in 

GABAergic inhibitory neurons (VGAT-ChR2) (Guo et al., 2014) significantly reduced 

premature licking (Figure 4C; 32 sessions in 9 mice, Light-off versus Light trials, Go 

trials: Whisker: p=0.018, Delay: p=2 x 10-6; Wilcoxon signed-rank test). The opposite 

effect of these optogenetic manipulations indicates that the behavioral changes are not 

visually-induced by the stimulation light. Altogether, these results suggest that the tjM1 

suppression acquired in Expert mice plays an important role in delaying the lick 

response.  

To further investigate the relationship between the reduction of cortical activity 

and movement suppression, we compared neural activity after the auditory cue 

between Correct-rejection and Miss trials, as they likely reflect distinct origins of a “no-

lick” response (Figure 2.4D). We found that the calcium signal in orofacial sensorimotor 

cortices showed significantly stronger suppression in Correct-rejection trials compared 

to Miss trials (Figure 2.4D; p<0.05; Wilcoxon signed-rank test). Consistently, the 

spiking activity in tjM1 during the response window revealed a stronger inhibition in 

Correct-rejection trials (Figure 2.4D, p=0.005; non-parametric permutation test). 

Moreover, in the same behavioral epoch, a larger proportion of neurons in tjM1 were 

negatively modulated in Correct-rejection trials (Figure 2.4D; p<0.05; non-parametric 

permutation test). These results highlight the correlation and causality between the 

deactivation of the orofacial sensorimotor cortex and the active suppression of licking. 

2.3.5 Routing of whisker information to the frontal cortex  

The brief whisker stimulation allowed us to follow the sequence of evoked 

responses across cortical regions. Frame-by-frame analysis of high-speed calcium 

imaging data and high-resolution quantification of spiking activity showed that the 

whisker stimulus evoked the earliest responses in wS1; activity then spread to wS2, 

wM1, wM2, and finally reached ALM (Figures 2.5A and 2.14A-C). This earliest 

sequence of excitation, as well as the deactivation of tjM1/S1, was significantly 

enhanced across learning by whisker training (Figure 5A, Wilcoxon rank-sum test, 

p<0.05). This sequential activation and deactivation were diminished when mice failed 

to lick (Miss trials) (Figure 2.14D-E; Wilcoxon signed-rank test, p<0.05), supporting its 

involvement in whisker-detection and delayed-licking (see also Figure 2.4).  

To test whether the sequential activation of cortical areas occurs in single trials, 

we examined whether the variability of the response latency in wS1 propagates to 

downstream areas in the imaging data. We divided the data into Slow and Fast trials  
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Figure 2.4. Active suppression of 
orofacial sensorimotor areas. 

(A) Transient suppression of tjM1 in 
Hit trials of Expert mice. Grand average 
wide-field image (170 ms after whisker 
onset) of Novice (n=62 sessions, upper left) 
and Expert (n=82 sessions, lower left) 
sessions from 7 mice, calcium traces 
(middle, mean ± SEM) and firing rates (right, 
mean ± SEM) in tjM1 and ALM after whisker 
stimulus. For the calcium signal, the mean 
during 50-ms period before whisker 
stimulation is subtracted, and for spiking 
data, the mean during 200 ms before 
whisker onset is subtracted. 

(B) tjM1 suppression during 
delayed licking in Expert mice. Top, calcium 
traces averaged (mean ± SEM) across Hit 
and Early lick trials in ALM (left) and tjM1 
(middle), and comparison of signal 
amplitude in the suppression window (right, 
160-210 ms after whisker stimulus; n=82 
sessions from 7 mice; ALM: p=2.93 x 10-4, 
tjM1: p=0.040; Wilcoxon signed-rank test, 
FDR-corrected). Mean signal during 50 ms 
period before whisker onset is subtracted. 
Bottom, average spiking activity (mean ± 
SEM) in Hit vs Early lick trials in ALM (left) 
and tjM1 (middle) and comparison in the 
suppression window (right, 50-100 ms; 
ALM: n= 766 neurons, p=0.466, tjM1: 377 
neurons, p=0.017, non-parametric 
permutation test, FDR-corrected). Mean 
spike rate during 200 ms before whisker 
stimulus is subtracted. Trials with first lick 
latency ranging from 300 ms to 1000 ms 
after whisker stimulus onset were selected 
for Early lick trials. 

(C) Causal contribution of tjM1 
activity to delayed licking. Left, Optogenetic 
activation and inactivation of tjM1 were 
performed in Emx1-ChR2 and VGAT-ChR2 
transgenic mice, respectively. Middle, 
Fraction of early lick trials in Go and No-Go 
conditions upon tjM1 activation and no light 
control trials (n=19 sessions in 6 Expert 
mice; Light-off versus Light trials, No-Go 
trials: p=4.27 x 10-4, Go trials: p=1.94 x 10-3; 
Wilcoxon signed-rank test, FDR-corrected). 
Right, Fraction of early licks in Go and No-
Go trials upon tjM1 inactivation during 
Whisker or Delay epochs (n=32 sessions in 
9 Expert mice; Light-off versus Light trials, 
No-Go trials: Whisker: p=0.239, Delay: 
p=1.2 x 10-4; Go trials: Whisker: p=0.018, 
Delay: p=2 x 10-6; Wilcoxon signed-rank 

test, FDR-corrected). Thick lines show mean ± SEM; lighter lines show individual sessions. For details 
see Methods. 
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(D) Movement suppression in no-lick trials. Top, wide-field images 250 ms after auditory cue in 
Miss (left) and Correct-rejection (middle) trials, and p-value of comparison (right; n=82 Expert sessions 
from 7 mice; p-value of Wilcoxon signed-rank test, FDR-corrected). Mean signal during 50 ms period 
before auditory onset is subtracted. Bottom, baseline-subtracted (200 ms prior to auditory cue) average 
firing rate (mean ± SEM) of tjM1 neurons in Miss vs Correct-rejection trials (left) and the comparison of 
mean tjM1 spike rate during response window (200-1000 ms window after auditory cue; n=377 neurons; 
p=0.005, non-parametric permutation test); percentage of neurons with positive (solid lines) and 
negative (dotted lines) modulation in Miss (red) and Correct-rejections (blue) trials during the response 
period compared to baseline (right) (p<0.05; non-parametric permutation test, FDR-corrected). 

 

based on the latency of the whisker-evoked response in wS1 (Figure 2.5B), and 

analyzed the latencies in other areas where single-trial analysis of whisker-evoked 

response latency was feasible (wS2, wM1, and wM2). The latencies of those areas 

were significantly longer in Slow trials (wS1: p=2.2 x 10-8, wS2: p=1.1 x 10-7, wM1: p=2 

x 10-9, wM2: p=3.3 x 10-4; Wilcoxon signed-rank test), further suggesting a chain of 

activation from wS1 to the other regions. 

We also analyzed the change in response latency in single neuron data between 

Novice and Expert mice. For neurons with significant firing rate modulation in the 200 

ms window following the whisker stimulus compared to the 200 ms before the whisker 

stimulus (p<0.05, non-parametric permutation test), latency was calculated as the half-

maximum (minimum for suppressed neurons) whisker-evoked response (see 

Methods). The latency of the whisker-evoked response in wM2 was shorter following 

whisker training, whereas that of wM1 was longer (Figure 5C, wM1: p=0.008, wM2: 

p=0.041, Wilcoxon rank-sum test). Moreover, among all areas recorded, wM2 showed 

the earliest significant increase in firing upon whisker training (Figure 2.5D, Novice vs 

Expert: p= 0.015, non-parametric permutation test), as well as the earliest significant 

difference comparing Hit and Miss trials (Figure 2.5E, Hit vs Miss: p=0.010, non-

parametric permutation test). 

The neuronal clustering revealed 3 main patterns of activity during the delay 

period (Figures 2.3C and 2.5F): i) a fast and transient increase in neuronal activity 

following the whisker stimulus (Clusters 2-4) that was mostly represented in wS1 and 

wS2 of both Novice and Expert mice; ii) a slow ramping activity (Cluster 6) that was 

mostly represented in ALM but only in Expert mice; and iii) the activity of Cluster 5 rose 

and peaked after Clusters 2-4, but before Cluster 6, and slowly decayed along the 

delay period, thus bridging the activities of Clusters 2-4 and Cluster 6. Interestingly, 

Cluster 5 was most prevalent in wM2 of Expert mice, as well as contributing importantly 

to activity in wS2, wM, and ALM (Figures 2.3C-D and 2.5F).  

Altogether (Figure 2.5C-F), these results highlight the possible role of wM2 as a 

potential node to bridge sensory processing to motor planning perhaps helping to relay 

whisker sensory information from wS1/wS2 to ALM. 
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Figure 2.5. Conversion of a sensory signal into a motor plan. 

(A) Wide-field signal after whisker stimulus in Novice and Expert mice in Hit trials. Each frame 
shows the instantaneous calcium activity (10 ms/frame). Mean signal during the 50 ms period before 
whisker onset is subtracted. From top to bottom, average calcium signal of 62 Novice and 82 Expert 
sessions from 7 mice, and the statistical significance of the difference (p-value of Wilcoxon rank-sum 
test, FDR-corrected).  

(B) Propagation of whisker-evoked response latency to downstream regions in Expert mice (82 
sessions, 7 mice). Left: Calcium traces (mean ± SEM) in different regions were grouped based on single-
trial response latencies in wS1. Right: Latencies of whisker-evoked calcium response (mean ± SEM) in 
Fast and Slow trials (wS1: p=2.2 x 10-8, wS2: p=1.1 x 10-7, wM1: p=2 x 10-9, wM2: p=3.3 x 10-4; Wilcoxon 
signed-rank test, FDR-corrected). 

(C) Latency of the whisker-evoked spiking response. Cumulative distribution of single neuron 
latencies for key cortical areas in Novice (left) and Expert (middle) mice. Distribution of latencies across 
different areas and their change across learning (right). Boxplots indicate median and interquartile 
range. Only neurons with significant modulation in the 200 ms window following whisker stimulus 
compared to a 200 ms window prior to the whisker stimulus are included (p<0.05, non-parametric 
permutation test). Latency was defined at the half maximum (minimum for suppressed neurons) 
response within the 200 ms window.  

(D) Early whisker-evoked spiking activity in Hit trials. Baseline-subtracted (200 ms prior to 
whisker onset) mean ± SEM firing rate across critical cortical areas in Expert and Novice mice are 
overlaid. Gray horizontal bars represent the p-value of Novice/Expert comparison in 50 ms consecutive 
windows (non-parametric permutation test, FDR-corrected). 

(E) Spiking activity in Hit vs Miss trials. Baseline-subtracted (200 ms prior to whisker onset) 
mean ± SEM firing rate across critical cortical areas in Hit and Miss trials of Expert mice are overlaid. 
Gray horizontal bars represent the p-value of Hit/Miss comparison in 50 ms consecutive windows (non-
parametric permutation test, FDR-corrected). 

(F) Whisker and Delay responsive neuronal clusters, related to Figure 3C-D. Left, Average 
normalized firing rate (mean ± SEM ) of Whisker (Clusters 2, 3, and 4) and two distinct Delay clusters 
(Clusters 5 and 6). Right, Proportion of neurons within each cluster belonging to different brain regions 
and groups of mice, related to Figure 3D. 

 

2.3.6 Focalized delay period activity in the frontal cortex 

The most prominent cortical change after whisker training was the emergence of 

widespread delay period activity (Figures 2.2 and 2.3). In the late delay period, Expert 

mice showed uninstructed, anticipatory movements of whisker, jaw, and tongue 

(Figures 2.1E-F and 2.9C-D), which could be broadly correlated with activity across 

the brain (Musall et al., 2019; Steinmetz et al., 2019). To identify neural activities more 

directly related to task execution, we leveraged trial-by-trial variability of the neuronal 

activity and anticipatory movements (Figure 2.6).  

First, we separated neural activities by selecting trials in which mice did not make 

jaw movements during the delay period (Quiet trials) (Figures 2.6A-B, S7A; see  

Methods). When only Quiet trials were considered, the increased calcium activity 

during the delay became more localized to ALM (Figure 2.6A). This focal activation 

emerged across learning (Wilcoxon rank-sum test, p<0.05). Electrophysiology data  
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Figure 2.6. Delay processing beyond preparatory movement. 

(A and B) Focalized delay activity in Quiet Hit trials. Imaging and neuronal data were averaged 
across selected Quiet trials with no preparatory jaw movements during the delay period (see Methods). 
A, Mean wide-field calcium signal in a 50 ms window during the delay period (270 to 320 ms after 
whisker onset) subtracted by the mean during the 50 ms period before whisker onset. From top to 
bottom, mean calcium signal of 62 Novice and 82 Expert sessions from 7 mice, their difference, and the 
statistical significance of the difference (p-value of Wilcoxon rank-sum test, FDR-corrected). B, Mean ± 
SEM firing rate in Expert and Novice mice (left) and p-value map of Expert/Novice comparison in 50 ms 
non-overlapping windows (non-parametric permutation test, FDR-corrected) (right). 

(C-F) Poisson encoding model capturing trial-by-trial neuronal variability. C, Schematic of the 
Poisson encoding model. Concatenated spike trains from Hit and Correct-rejection trials (y(t)) were fitted 
using a Poisson regression model (GLM). The design matrix (X(t)) included different types of task-related 
and movement variables (see Methods). D, Fraction of neurons significantly encoding Whisker (top), 
Delay (middle) and Lick initiation (bottom) (p<0.05, likelihood ratio test, See Methods) in different 
regions. Asterisks represent significant change comparing the fraction of Novice and Expert neurons 
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(proportion test, ***: p<0.001, *: p<0.05). E, Venn diagrams showing the amount of overlap among 
neuronal populations in different regions significantly encoding Whisker, Delay and Lick initiation 
variables. The sizes of the circles are proportional to the fraction of significantly modulated neurons. F, 
Comparison of empirical (Data, dotted lines) and reconstructed (Model, solid lines) PSTHs for Quiet 
(blue) and all (black) trials in Expert mice. 

 

also demonstrated a consistent localization of the neuronal delay period activity (Figure 

2.6B). In Quiet Hit trials, only ALM population firing remained elevated throughout the 

delay period and was clearly enhanced by whisker training. In the other regions, the 

whisker-evoked firing during the delay period returned to baseline, just as in Novice 

mice. Thus, selecting Quiet trials demonstrated that the essential processing in the 

cortex during the delay period is localized in a focal frontal region that includes ALM.  

Assessing the impact of movements considering only Quiet trials highlighted the 

unique activity pattern of ALM during the delay period. However, Quiet Hits 

represented a minority of all Hit trials in Expert mice (42 ± 2 %; mean ± SEM). Trials 

with movements during the delay period may carry richer information about how 

neuronal activity drives behavior. Therefore, to capture neuronal encoding during 

single trials, we used a generalized linear model (GLM) (Nelder and Wedderburn 1972) 

to fit a Poisson encoding model to spiking data of individual neurons including all 

correct trials (Park et al. 2014) (Figures 2.6C-F and 2.15B-F; see Methods). Three 

types of model predictors were included (Figure 2.6C): discrete task events (e.g. 

sequential boxcars time-locked to sensory stimuli and first lick onset); analog 

movement signals (whisker, tongue and jaw speed); and slow variables capturing 

motivational factors (e.g. current trial number) and trial history (e.g. outcome of the 

previous trial). We assessed fit quality using predictor-spike mutual information and 

selected only the neurons with a good quality of fit for the rest of analysis (Cover and 

Thomas 1991a; Gerstner et al. 2014a) (Figure 2.15C; see Methods). The contribution 

of each model variable to the neuron’s spiking activity was tested by re-fitting the data 

after excluding the variable of interest (reduced model) and comparing the fit quality to 

the model including all variables (full model), using a likelihood ratio test (Figures 2.6D 

and 2.15D) (Buse 1982). 

Whisker-related sensorimotor areas (wS1, wS2, wM1 and wM2) had the largest 

proportion of neurons significantly modulated by whisker stimulus in the first 100 ms, 

in both Novice and Expert mice (Figures 2.6D and 2.15E). The fraction of Whisker 

encoding neurons decreased across whisker training in wM1 (p=0.029). In contrast, 

Delay encoding neurons - that were significantly modulated between 100 ms and 1 s 

after the whisker stimulus (Figures 2.6D and 2.15E) - were mainly found in ALM, but 

also in wM2, which was strikingly enhanced by whisker training (p=5 x 10-5). Some 

neurons in wM2, ALM, tjM1 and DLS were found to be significantly modulated during 

the 200 ms prior to the lick onset, before and after whisker training (Figures 2.6D and 
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2.15E), reflecting the licking initiation signal in these areas beyond those captured by 

orofacial movements or sound onset predictors in the model. 

We next asked to what extent the same neurons encode different task variables. 

To address this question, we quantified the degree of overlap across populations of 

Whisker, Delay and Lick initiation encoding neurons in the key areas of interest and 

visualized it using Venn diagrams (Figure 2.6E). We found that enhanced Delay and 

Lick initiation encoding populations were largely non-overlapping. Finally, we asked 

whether our encoding model, fitted using all trials, can reproduce neuronal activity in 

Quiet trials (Figures 2.6F and 2.15F). Model-reconstructed PSTHs after removing 

movement-related regressors confirmed that neurons in ALM kept their firing 

throughout the delay period, while the firing in other areas returned to baseline, in 

agreement with the empirical data. This result supports the model's validity and 

highlights the prominence of ALM for motor planning. 

2.3.7 Temporally-specific causal contributions of different cortical regions 

Imaging and electrophysiology data suggested multiple phases of neural 

processing for whisker detection, motor planning, and delayed licking. To examine the 

causal contribution of cortical regions in each of these phases, we performed 

spatiotemporally-selective optogenetic inactivation in transgenic mice expressing 

ChR2 in GABAergic neurons (n=9 VGAT-ChR2 mice). We applied blue light pulses to 

each brain region through an optical fiber randomly in one-third of the trials, occurring 

in one of the four temporal windows (Figure 2.7A): Baseline (from visual cue onset to 

100 ms before whisker stimulus onset), Whisker (from 100 ms before to 200 ms after 

whisker stimulus onset), Delay (from 200 ms to 1000 ms after whisker stimulus onset), 

or Response (from 0 ms to 1100 ms after auditory cue onset).  

Inactivation in different time windows provided spatiotemporal maps of the 

behavioral impact (Figures 2.7B-C and 2.16). During the Baseline window, a significant 

decrease in Hit rate occurred after the inactivation of Vis, dCA1, and mPFC (Light-off 

versus Light, Vis: p=0.031, dCA1: p=0.016, mPFC: p=0.031; Wilcoxon signed-rank 

test). During the Whisker window, a significant decrease in Hit rate occurred in every 

region tested with the strongest impact in wS2 (Light-off versus Light, p=0.016; 

Wilcoxon signed-rank test). During the Delay period, the inactivation of ALM and mPFC 

produced a strong reduction in Hit rate (Light-off versus Light, ALM: p=0.016, mPFC: 

p=0.016; Wilcoxon signed-rank test). Finally, during the Response window, when the 

licking behavior had to be executed, inactivation of tongue-related tjM1 and ALM, but 

also whisker-related wM2, impaired behavior by decreasing both Hit and False-alarm 

rate (Light-off versus Light, tjM1: p=0.016, ALM: p=0.016, wM2: p=0.016; Wilcoxon  
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Figure 2.7. Spatiotemporal causal map of behavioral impact. 
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(A) Spatiotemporally specific optogenetic inactivation in VGAT-ChR2 transgenic mice. Blue 
shaded areas represent inactivation windows across the trial-timeline.  

(B) Behavioral impact of optogenetic inactivation across time windows for each brain region 
(mean ± SEM). For each area, Hit rate (black) and False-alarm rate (red) are plotted for Light-off (Off), 
Baseline (B), Whisker (W), Delay (D) and Response (R) windows. Asterisks represent significant 
difference comparing Hit (black) or False-alarm (red) in light trials vs light-off trials (n=9 mice; *, p<0.05; 
Wilcoxon signed-rank test, Bonferroni correction for multiple comparison). 

(C) Spatiotemporal map of behavioral impact of focal inactivation in Go (top) and No-Go trials 
(bottom). Circles represent different cortical regions labeled on the schematic in Panel A; color shows 
change in Lick probability and circle size shows the p-value of the significance test comparing light trials 
vs light-off trials (n=9 mice, Wilcoxon signed-rank test, Bonferroni correction for multiple comparison). 

 

signed-rank test), supporting the causal involvement of the lick initiation-encoding of 

wM2 neurons (Figure 2.6D). The differential impact of inactivating nearby cortical 

regions is consistent with the high spatiotemporal specificity of our optogenetic 

manipulations. Inactivation during the Whisker and Delay periods also broadly reduced 

the fraction of premature licking and reduced preparatory movements, with 

spatiotemporal specificities relatively similar to those observed in Hit rate changes 

(Figure 2.16). Thus, spatiotemporal mapping of causal impacts suggests that critical 

whisker processing is initially distributed across diverse cortical regions, and then 

converges in frontal regions for planning lick motor output, in agreement with neural 

activity. 

To directly compare the obtained causal maps with observed neural correlations, 

we quantified the difference in firing rate between Hit versus Correct-rejection and the 

change in Hit rate upon optogenetic inactivation, for each brain area and time window 

(Figure 2.8A). If a brain region is critically involved in task execution, neural activity in 

that area would code behavioral decision (large Hit-Correct rejection difference), and 

its inactivation would cause behavioral impairments (strong decrease in Hit rate). This 

is further quantified by an involvement index as the product of the two terms described 

above (Figure 2.8B). The involvement index during the Whisker period was largest in 

wS2 and wS1 (mean ± SEM, wS2: 0.7 ± 0.11, p<0.01, wS1: 0.58 ± 0.11, p<0.05; non-

parametric permutation test versus other areas) highlighting these areas as the main 

nodes of whisker sensory processing. During the Delay period, ALM had the largest 

involvement index (mean ± SEM, ALM: 0.48 ± 0.09, p<0.001; non-parametric 

permutation test versus other areas). Although, mPFC inactivation during the delay 

provoked the largest reductions in hit rate, there was little change in neuronal activity 

in this area, resulting in small involvement values. The most critical areas in the 

Response window were tjM1 and ALM (mean ± SEM, tjM1: 1.16 ± 0.15, p<3x10-5, 

ALM: 0.76 ± 0.09, p<0.05; non-parametric permutation test versus other areas). This 

reflects the prominent role of tjM1 in licking execution. Interestingly, wM2 had a 

moderate but significant involvement index in all three time-windows, supporting its 

possible role in bridging sensory processing and motor execution. 
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Figure 2.8. Task-epoch specific involvement of cortical regions. 

(A) Trial specific neural firing versus the behavioral impact of inactivation. Firing rate difference 
in Hit vs Correct-rejection trials (n=22, Expert mice) in each time window is plotted against the change 
in hit rate upon optogenetic inactivation (n=9, VGAT-ChR2 mice). Temporal windows are defined 
similarly to Figure 7. Circles represent mean values in different areas; horizontal and vertical error bars 
show SEM.  

(B) A causal involvement index was defined as the region- and epoch-specific absolute value of 
the difference in firing rate comparing Hit and Correct-rejection trials (n=22, Expert mice) multiplied by 
the change in hit rate induced by optogenetic inactivation (n=9, VGAT-ChR2 mice). Error bars are 
obtained from bootstrap (see Methods) and represent standard deviation (bootstrap standard error). 
Asterisks represent significance level (*, p<0.05; ***, p<0.001; non-parametric permutation test, 
Bonferroni correction for multiple comparison). 

(C) Proposed cortical circuits connecting whisker somatosensory cortex to tongue/jaw motor 
cortex upon task learning. 
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2.4 Discussion 

We found converging evidence for the temporally distinct involvement of diverse 

cortical regions in delayed sensorimotor transformation using an array of 

complementary technical approaches. Our analyses of the learning-induced changes 

in causal neural activity revealed three key findings further discussed below: i) 

widespread neuronal delay-period activity was dominated by preparatory movements, 

but essential causal neuronal delay-period activity was predominantly localized to 

ALM; ii) sequential activation of cortical regions wS1, wS2, wM2, and ALM suggests 

the possible contribution of a corticocortical pathway for whisker sensory information 

to reach ALM, with wM2 showing the earliest increase in sensory-evoked response 

across learning; and iii) suppression of orofacial sensorimotor cortex in the early delay 

period, likely contributing to inhibition of premature licking. 

2.4.1 Essential cortical delay period activity in ALM  

Broad regions of the cortex showed elevated activity in Expert mice during the 

delay period in Hit trials (Figures 2.2 and 2.3), correlating with preparatory movements 

(Figures 2.1 and 2.6). These results are thus in good agreement with widespread 

motor-related cortical activity (Musall et al., 2019; Steinmetz et al., 2019; Stringer et 

al., 2019). When we analyzed only trials free from the delay period preparatory 

movements, wide-field imaging, and electrophysiology demonstrated a localized 

excitatory activity in a small region of the secondary motor cortex including ALM (Figure 

2.6A-B). Inactivation of ALM during the delay period was highly effective in reducing 

hit rates in the subsequent Response period (Figure 2.7). Essential causal neuronal 

delay period activity, therefore, appears to be predominantly localized to ALM (Figure 

2.8A-B), in good agreement with previous closely-related tasks (Guo et al. 2014; Li et 

al. 2015). 

By accounting for movement contributions using linear regression analysis of 

trial-by-trial variability, we found that most delay period-responsive neurons were 

indeed localized in ALM, but that the fraction of delay encoding neurons was also 

significantly enhanced by learning in wS2, wM1, wM2, and tjM1 (Figure 2.6C-E). 

Furthermore, during the delay period, the inactivation of several cortical areas including 

not only ALM but also wS1, wS2, mPFC, and tjM1 significantly reduced hit rates (Figure 

2.7). Indeed, causal contributions to the Delay period measured by the Involvement 

Index were also significant in wS1, wS2, PPC, mPFC, wM2, and tjM1, as well as ALM. 

In addition to the strongest causal involvement found for ALM, these causal impacts 

observed in broader cortical areas during the delay period might in part result from 

reduced preparatory movements induced by inactivation (Figure 2.16B-C). The 
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preparatory movements, which were most prominent in Hit trials of Expert mice, may 

thus contribute a form of embodied sensorimotor memory in which ongoing 

movements might help maintain a plan for delayed licking (Mayrhofer et al., 2019). 

During the Delay period, mPFC inactivation had the largest impact on the hit rate 

across the tested areas (Figure 2.7). However, we did not find robust sustained activity 

in mPFC during this window for maintenance of the motor plan. Interestingly, mPFC 

inactivation during all task epochs (including baseline) impaired behavior. One 

possibility is that the observed behavioral effect relates to the representation of task 

rules (Durstewitz et al. 2010), behavioral strategy (Powell and Redish 2016), or 

motivation (Popescu et al. 2016).  

2.4.2 A putative corticocortical signaling pathway linking sensory to the motor 
cortex through learning 

Our measurements at high spatiotemporal resolution revealed a rapid sequential 

activation of cortical areas evoked by whisker-deflection, ultimately reaching ALM in 

Hit trials of Expert mice. The earliest cortical response to whisker stimulus occurred in 

wS1 and wS2, which changed relatively little after whisker training (Figures 2.2, 2.3, 

and 2.5). This initial processing was essential as shown by optogenetic inactivation 

(Figure 2.7), and therefore wS1 and wS2 appear to form the cortical starting points for 

task execution, in agreement with previous studies of whisker detection tasks without 

a delay period (Miyashita and Feldman 2013; Sachidhanandam et al. 2013; Kwon et 

al. 2016; Yang et al. 2016; Kyriakatos et al. 2017; Le Merre et al. 2018). 

Sensory cortical areas project directly and strongly to the frontal cortex through 

parallel pathways, with wS1 innervating wM1, and wS2 innervating wM2 (Ferezou et 

al. 2007; Mao et al. 2011; Oh et al. 2014; Sreenivasan et al. 2017). Whisker-deflection 

evoked rapid sensory responses in these downstream motor regions. Interestingly, the 

sensory response in wM2 showed the earliest significant increase in whisker-evoked 

firing and a decrease in response latency across learning (Figure 2.5C-D), whereas a 

decrease in amplitude and increase in latency was found in wM1. Neuronal activity in 

wM2 also showed the earliest choice-related activity when comparing Hit and Miss 

trials (Figure 2.5E). Thus, wM2 might serve as a key node in the corticocortical network 

to begin the process of converting a whisker sensory stimulus into longer-lasting 

preparatory neuronal activity. Shortly after wM2 activation, ALM, an important premotor 

area for control of licking (Guo et al., 2014; Li et al., 2015; Mayrhofer et al., 2019), 

started to increase firing (Figure 2.5). Through cortico-cortical connectivity (Luo et al. 

2019), activity in wM2 could contribute directly to exciting its neighbor region ALM, 

which manifested the most prominent delay period activity through whisker training 
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(Figures 2.3 and 2.6), consistent with previous studies (Chen et al., 2017; Li et al., 

2015).  

Our results suggest a hypothesis for a minimal cortical network connecting 

whisker sensory coding to preparatory neuronal activity for motor planning: a pathway 

wS1  wS2  wM2  ALM could be the main stream of signal processing (Figure 

2.8C). Some of the most prominent whisker-related changes through whisker training 

occurred in wM2 and ALM, and it is possible that reward-related potentiation of 

synaptic transmission between wS2  wM2 and wM2  ALM could underlie important 

aspects of the present learning paradigm. All of these cortical areas are likely to be 

connected through reciprocal excitatory long-range axonal projections, which could 

give rise to recurrent excitation helping to prolong firing rates of neurons in relevant 

brain regions during the delay period of Hit trials. Interestingly, in a related whisker 

detection task without a delay period, enhanced reciprocal signaling between wS1 and 

wS2 has already been proposed to play an important role (Kwon et al. 2016; Yamashita 

and Petersen 2016). It is also important to note that a large number of subcortical 

structures are also likely to be involved in task learning and performance including the 

thalamus (Guo et al. 2017; El-Boustani et al. 2020), basal ganglia (Sippy et al., 2015) 

and cerebellum (Gao et al. 2018; Chabrol et al. 2019). 

2.4.3 Lick and No-Lick signals in tjM1 

In Expert mice, we found that the whisker stimulus evoked a sharp deactivation 

broadly across the orofacial sensorimotor cortex, including tjM1, an area thought to be 

involved in the initiation and control of licking (Mayrhofer et al., 2019). In contrast, tjM1 

neurons were activated soon after whisker deflection in a previous study of a detection 

task without a delay period before licking (Mayrhofer et al., 2019). One interesting 

possibility is thus that the deactivation in tjM1 develops through the learning of a task 

where suppression of immediate licking is demanded. In support of this hypothesis, 

here, we found that premature early licking during the delay period was accompanied 

by reduced suppression of tjM1 (Figure 2.4B), and that activation of tjM1 increased 

early licks whereas inactivation of tjM1 reduced early licks (Figure 2.4C). We 

furthermore found that tjM1 activity was suppressed after the auditory cue in Correct-

rejection trials where mice are supposed to suppress licking, compared to Miss trials 

where mice failed to lick, suggesting that the reduction of activity in the orofacial cortex 

reflects active response inhibition (Figure 2.4D). Finally, the inactivation of tjM1 in the 

Response window evoked the strongest decrease in hit rates further supporting the 

causal involvement of this area in the control of licking (Figure 2.7).  

Previous studies in human subjects have suggested the importance of inhibitory 

mechanisms for preventing actions from being emitted inappropriately (Chikazoe et al. 
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2009; Duque et al. 2017). Parallel suppression and activation during a delay period 

might be a common principle of response preparation preserved across species 

(Cohen et al. 2010). Here, we reveal causal contributions of inhibitory and excitatory 

cortical delay period activity in a precisely-defined task, and, as a hypothesis, we put 

forward a specific corticocortical circuit that could contribute to task learning and 

execution, requiring future further experimental testing. 
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2.5 Methods 

2.5.1 Experimental model and subject details  

All procedures were approved by Swiss Federal Veterinary Office (License 

number VD-1628) and were conducted in accordance with the Swiss guidelines for the 

use of research animals. For calcium imaging, we produced RCaMP mice by crossing 

Emx1-IRES-Cre mice [B6.129S2-Emx1<tm1(cre)Krj>/J, JAX: 005628] (Gorski et al. 

2002), CaMK2-tTA mice [B6.Cg-Tg(Camk2a-tTA)1Mmay/DboJ, JAX: 007004] 

(Mayford et al. 1996), and TITL-R-CaMP mice [TIGRE1.0-RCaMP, B6.Cg-

Igs7<tm143.1(tetO-RCaMP1.07)Hze>/J, JAX: 030217, kind gift from Fritjof Helmchen 

(University of Zurich)] (Bethge et al. 2017). For control imaging, we produced tdTomato 

mice by crossing VIP-IRES-Cre mice [STOCK Vip<tm1(cre)Zjh>/J, JAX: 010908] 

(Taniguchi, He, Wu, Kim, Paik, Sugino, Kvitsiani, Fu, et al. 2011) and LSL-tdTomato 

mice [B6.Cg-Gt(ROSA)26Sor<tm9(CAG-tdTomato)Hze>/J, JAX: 007909] (Madisen et 

al. 2010). For optogenetic activation, we produced Emx1-ChR2 mice by crossing 

Emx1-IRES-Cre mice, LSL-ChR2(H134R)-EYFP mice [B6;129S-

Gt(ROSA)26Sor<tm32(CAG-COP4*H134R/EYFP)Hze>/J] (Madisen et al. 2012) and 

RCaMP mice. For optogenetic inactivation, we used VGAT-ChR2 mice [B6.Cg-

Tg(Slc32a1-COP4*H134R/EYFP)8Gfng/J, JAX: 014548] (Zhao et al., 2011). For 

electrophysiological recording, we used C57BL/6 wild type mice, and VGAT-ChR2 

mice, as well as A2A-Cre mice [B6.FVB(Cg)-Tg(Adora2a-cre)KG139Gsat/Mmucd, 

MMRRC: 036158] (Gong et al. 2007) crossed with LSL-tdTomato mice. Adult male and 

female mice were at least 6 weeks old at the time of head-post implantation (see 

below). Mice were kept in a reverse light/dark cycle (light 7 p.m. to 7 a.m.), in ventilated 

cages at a temperature of 22 ± 2°C with food available ad libitum. Water was restricted 

to 1 ml a day during behavioral training with at least 2 days of free access to water in 

the cage every 2 weeks. All mice were weighed and inspected daily during behavioral 

training. 

2.5.2 Experimental design 

This study did not involve randomization or blinding. We did not estimate sample-

size before carrying out the study. However, the sample-size in this study is 

comparable with those used in related studies (Harvey et al. 2012; Guo et al. 2014a; 

Allen et al. 2017; Hattori et al. 2019; Pinto et al. 2019; MacDowell and Buschman 

2020).  
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2.5.3 Implantation of metal headpost 

Mice were deeply anesthetized with isoflurane (3% with O2) and then were 

maintained under anesthesia using a mixture of ketamine and xylazine injected 

intraperitoneally (ketamine: 125 mg/kg, xylazine: 10 mg/kg). Carprofen was injected 

intraperitoneally (100 µl at 0.5 mg/ml) for analgesia before the start of surgery. Body 

temperature was kept at 37°C throughout the surgery with a heating pad. An ocular 

ointment (VITA-POS, Pharma Medica AG, Switzerland) was applied over the eyes to 

prevent them from drying. As a local analgesic, a mix of lidocaine and bupivacaine was 

injected below the scalp before any surgical intervention. A povidone-iodine solution 

(Betadine, Mundipharma Medical Company, Bermuda) was used for skin disinfection. 

To expose the skull, a part of the scalp was removed with surgical scissors. The 

periosteal tissue was removed with cotton buds and a scalpel blade. After disinfection 

with Betadine and rinsing with Ringer solution, the skull was dried well with cotton buds. 

A thin layer of super glue (Loctite super glue 401, Henkel, Germany) was then applied 

across the dorsal part of the skull and a custom-made head fixation implant was glued 

to the right hemisphere without a tilt and parallel to the midline. A second thin layer of 

the glue was applied homogeneously on the left hemisphere. After the glue had dried, 

the head implant was further secured with self-curing denture acrylic (Paladur, Kulzer, 

Germany; Ortho-Jet, LANG, USA). For electrophysiological recordings a chamber was 

made by building a wall with denture acrylic along the edge of the bone covering the 

left hemisphere. Particular care was taken to ensure that the left hemisphere of the 

dorsal cortex was free of denture acrylic and only covered by super glue for optical 

access. This intact, transparent skull preparation was used to perform wide-field 

calcium imaging as well as intrinsic optical signal imaging (IOS) experiments. Mice 

were returned to their home cages and ibuprofen (Algifor Dolo Junior, VERFORA SA, 

Switzerland) was added to the drinking water for three days after surgery. 

2.5.4 Skull preparation and craniotomies 

For wide-field calcium imaging and optogenetic activation, an intact transparent 

skull was used as described above. For electrophysiological recordings, up to 10 small 

craniotomies were made over the regions of interest using a dental drill under 

isoflurane anesthesia (2-3% in O2). The craniotomies were protected using a silicon 

elastomer (Kwik-Cast, World Precision Instruments, Sarasota, FL, USA). Regions of 

interest were selected based on the hotspots of activity from wide-field calcium imaging 

experiments, and functionally relevant areas based on previous studies (Esmaeili and 

Diamond, 2019; Guo et al., 2014; Harvey et al., 2012; Le Merre et al., 2018; Mayrhofer 

et al., 2019; Sachidhanandam et al., 2013; Sippy et al., 2015; Sreenivasan et al., 2016) 

and IOS imaging (Lefort et al. 2009). IOS was performed under isoflurane anesthesia 
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(1-1.5% with O2) to map the C2-whisker representation in the primary and secondary 

whisker somatosensory cortex (wS1 and wS2), as well as the auditory area (Aud). A 

piezoelectric actuator was used to vibrate the right C2 whisker, or to generate rattle 

sounds. An increase in absorption of red light (625 nm) upon sensory stimulation 

indicated the functional location of the corresponding sensory cortex. For the other 

regions stereotaxic coordinates relative to bregma were used: primary and secondary 

whisker motor cortices (wM1: AP 1.0 mm; Lat 1.0 mm and wM2: AP 2.0 mm; Lat 1.0 

mm), primary and secondary tongue/jaw motor cortices (tjM1: AP 2.0 mm; Lat 2.0 mm 

and ALM: AP 2.5 mm; Lat 1.5 mm), visual cortex (Vis: AP -3.8 mm; Lat 2.5 mm), 

posterior parietal cortex (PPC: AP -2 mm; Lat 1.75 mm), medial prefrontal cortex 

(mPFC: AP 2 mm; Lat 0.5 mm), dorsal part of the CA1 region of the hippocampus 

(dCA1: AP -2.7 mm; Lat 2.0 mm) and dorsolateral striatum (DLS: AP 0.0 mm; Lat 3.5 

mm). For optogenetic inactivation experiments, the bone over the regions of interest 

was thinned and a thin layer of superglue was applied to protect the skull for stable 

optical access over days. For the inactivation of mPFC and dCA1 a small craniotomy 

was made for the insertion of an optical fiber or an optrode. 

2.5.5 Behavioral paradigm 

A total of 55 mice were examined in the delayed whisker detection task including 

9 RCaMP, 24 wild-type or negative, 6 Emx1-ChR2, 9 VGAT-ChR2 and 7 tdTomato 

mice. During the behavioral experiments, all whiskers were trimmed except for the C2 

whiskers on both sides, and the mice were water restricted to 1 ml of water/day. Mice 

were trained daily with one session/day and their weight and general health status 

were carefully monitored using a score sheet. Both groups of mice (Expert and Novice) 

went through a Pretraining phase which consisted of trials with visual and auditory cues 

(without any whisker stimulus) (Figure 2.1C). Mice were rewarded by licking a spout, 

placed on their right side, in a 1-second response window after the auditory cue onset. 

Trials were separated 6-8 seconds and started after a quiet period of 2-3 seconds in 

which mice did not lick the spout. Each trial consisted of a visual cue (200 ms, green 

LED) and an auditory cue (200 ms, 10 kHz tone of 9 dB added on top of the continuous 

background white noise of 80 dB). The stimuli were separated with a delay period 

which gradually was increased to 2 seconds over Pretraining days. Licking before the 

response period (Early lick) aborted the trial and introduced a 3-5 second timeout. After 

3-6 days of Pretraining, mice learned to lick the spout by detecting the auditory cue 

and to suppress early licking. 

The wide-field imaging and electrophysiological recordings from the Novice group 

of mice was performed when mice finished the Pretraining phase and were introduced 

to the whisker delay task (Figure 2.1C). In this phase, a whisker stimulus (10 ms cosine 
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100 Hz pulse through a glass tube attached to a piezoelectric driver) was delivered to 

the right C2 whisker 1 second after the visual cue onset in half of the trials. Importantly, 

the reward was available only in trials with the whisker stimulus (Go trials), and time-

out punishment (together with an auditory buzz tone) was given when mice licked in 

trials without the whisker stimulus (No-Go trials) (Figure 2.1B). Thus, mice were 

requested to use the whisker stimulus to change their lick/no-lick behavior. Since the 

whisker stimulus was weak, Novice mice continued licking in most of Go and No-Go 

trials irrespective of the whisker stimulus and did not show any sign of whisker learning 

(Figure 2.1D and 2.9B). 

The Expert mice entered a Whisker-training phase of 2-29 days during which a 

stronger whisker stimulus (larger amplitude and/or train of pulses) and shorter delays 

(for some mice) was introduced (Figure 2.9A). As the mice learned to lick correctly, the 

whisker stimulus amplitude was gradually returned to a smaller amplitude and delay 

was extended to 1 second, eventually matching the conditions in Novice mice. Expert 

mice decreased licking in No-Go trials but increased their premature early licks after 

the whisker stimulus, as monitored by the piezoelectric lick sensor (Figure 2.1D, see 

below). Behavioral hardware control and data collection were carried out using data 

acquisition boards (National Instruments, USA) and custom-written Matlab codes 

(MathWorks). 

2.5.6 Quantification of orofacial movements 

Contacts of the tongue with the reward spout were detected by a piezo-electric 

sensor. Continuous movements of the left C2 whisker, tongue and jaw were filmed by 

a high-speed camera (CL 600 X 2/M, Optronis, Germany; 200 or 500 Hz frame rate, 

0.5- or 1 ms exposure, and 512x512-pixel resolution) under blue light or infrared 

illumination. Movements of each body part were tracked using custom-written Matlab 

codes. For the imaging sessions, arc regions-of-interest were defined around the basal 

points for both the whisker and jaw (Mayrhofer et al., 2019). Crossing points on these 

arcs were detected for the whisker (the pixels with the minimum intensity) and the jaw 

(pixels with the maximum slope of intensity). A vector was then defined for each pair 

of basal point and the cross point, and the absolute angle was calculated for each 

vector with respect to the midline. For the electrophysiology sessions, whisker angular 

position was quantified in a similar manner while movements of tongue and jaw were 

quantified as the changes in mean image intensity within rectangular regions-of-

interest (ROI) defined separately on the tracks of tongue and jaw. These signals were 

then normalized to the area covered by tongue and jaw ROIs. Absolute derivatives of 

orofacial time series (whisker/jaw/tongue speed) were calculated to derive angular 

whisker speed and normalized tongue/jaw speed. 
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2.5.7 Wide-field calcium imaging 

Mice were mounted with a 24-degree tilt along the rostro-caudal axis. The red 

fluorescent calcium indicator R-CaMP1.07 or the red fluorescent protein tdTomato 

were excited with 563-nm light (567-nm LED, SP-01-L1, Luxeon, Canada; 563/9-nm 

band pass filter, 563/9 BrightLine HC, Semrock, USA) and red emission light was 

detected through a band pass filter (645/110 ET Bandpass, Semrock). A dichroic mirror 

(Beamsplitter T 588 LPXR, Chroma, USA) was used to separate excitation and 

emission light. Through a face-to-face tandem objective (Nikkor 50 mm f/1.2, Nikon, 

Japan; 50 mm video lens, Navitar, USA) connected to a 16-bit monochromatic sCMOS 

camera (ORCA FLASH4.0v3, Hamamatsu Photonics, Japan), images of the left dorsal 

hemisphere were acquired with a resolution of 256x320-pixels (4x4 binning) aligned in 

rostro-caudal axis at a frame rate of 100 Hz (10 ms exposure). Behavioral task and 

imaging were synchronized by triggering the acquisition of each image frame by digital 

pulses sent by the computer for behavioral task control. For each trial, 600 frames (6 

seconds) of images were acquired from 1 second before the visual cue onset to 3 

seconds after the auditory cue onset. To control for calcium-independent changes in 

cortical fluorescence (Makino et al. 2017), we imaged transgenic mice expressing 

tdTomato in vasoactive intestinal peptide-expressing neurons (tdTomato mice) by 

using the same optical filters as the imaging of RCaMP. tdTomato had excitation and 

emission spectra similar to RCaMP, and the illumination condition was adjusted so that 

tdTomato mice and RCaMP mice had comparable fluorescence intensity. 

2.5.8 Electrophysiological recording 

Extracellular spikes were recorded using single-shank silicon probes (A1x32-

Poly2-10mm-50 s-177, NeuroNexus, MI, USA) with 32 recording sites covering 775 

µm of the cortical depth. In each session two probes were inserted in two different brain 

targets acutely. Probes were coated with DiI (1,1'-Dioctadecyl-3,3,3',3'-

Tetramethylindocarbocyanine Perchlorate, Invitrogen, USA) for post-hoc recovery of 

the recording location (see below). The neural data were filtered between 0.3 Hz and 

7.5 kHz and amplified using a digital headstage (CerePlex™ M32, Blackrock 

Microsystems, UT, USA). The headstage digitized the data with a sampling frequency 

of 30 kHz. The digitized signal was transferred to our data acquisition system 

(CerePlex™ Direct, Blackrock Microsystems, UT, USA) and stored on an internal HDD 

of the host PC for offline analysis. 
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2.5.9 Optogenetic manipulations 

Optogenetic activation of tjM1 was performed in 6 Expert Emx1-ChR2 mice with 

the same transparent skull preparation and 24-deg tilt as the wide-field imaging. 473-

nm laser beam (S1FC473MM, Thorlabs) was steered on the cortex by a pair of Galvo 

mirrors (GVS202, Thorlabs) (Mayrhofer et al., 2019) connected to the wide-field 

imaging system via a short-pass beam splitter (F38-496SG, Semrock). In a random 

half of Go and No-Go trials, a single brief laser pulse (duration, 2 ms; diameter, ~ 400 

μm; power, 1.5, 3, 4.5, 6, or 9 mW, randomly selected) was delivered to the tjM1 (2.6 

mm lateral and 1.8 mm anterior to the bregma in 24-deg tilt) (Mayrhofer et al., 2019) at 

1050 ms after the visual stimulus onset, at which time the neuronal firing in tjM1 

showed the maximal suppression in Hit trials. In the other half of trials, the laser pulse 

with the same parameters was delivered to the edge of the implant as a control 

stimulation so that mice could not discriminate tjM1-stimulated and non-stimulated 

trials by visual cues. Both spontaneous and optogenetically evoked Early licks led to 

trial abortion with time-out, thus preventing any reinforcement of Early licks. 

Optogenetic inactivations were performed in 9 Expert VGAT-ChR2 mice. An 

ambient blue masking light was used in the training sessions as well as testing days. 

Testing sessions started when mice reached Expert levels of performance (d-prime>1). 

All the areas of interest were examined in each mouse by inactivating one area per 

session. The order for the areas was randomized across mice, but inactivations of 

deep areas (mPFC and dCA1) were performed last. Three sessions per superficial 

area were performed in each mouse, followed by one session for each deep area. An 

optic fiber (400 µm; NA = 0.39, Thorlabs) coupled to a 470 nm high power LED 

(M470F3, Thorlabs, USA) was positioned in contact to the thinned bone for superficial 

areas or inserted above the left dCA1 at a depth of 1000 µm below the pia. In a subset 

of mice, dCA1 inactivation was performed using an optrode (silicon probe with an 

attached optical fiber: 100 µm; NA = 0.22, A1x32-Poly3-10mm-50 s-177-OA32, 

NeuroNexus, MI, USA). A similar optrode was used for all mPFC inactivations by 

inserting the tip of the fiber at a depth of 1700 µm, just above the prelimbic area of 

mPFC. The optrodes were connected to a blue Laser (MBL-F-473/200mW, GMP SA, 

Switzerland). 

Light trials were randomly interleaved with light-off control trials and made up 1/3 

of Go and No-Go trials. On light trials, a 100 Hz (40 Hz with laser) train of blue light 

pulses (50-65% duty cycle, mean power 8-10 mW) was applied in one of the 4 possible 

windows: Baseline (from visual cue onset to 800 ms after), Whisker (from 100 ms 

before the whisker onset to 100 ms after), Delay (from 200 ms after the whisker onset 

to 900 ms after) and Response (from auditory cue onset to 1000 ms after). All light 

windows were terminated by an additional 100 ms ramping down to prevent rebound 

excitation. In total, 21,293 light trials were tested in 9 mice, 11 areas and 4 trial epochs. 

On average, for each area and trial epoch, 60.7 ± 6.6 (mean ± SD) light trials were 
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delivered for superficial areas in each mouse across 3 sessions; for deep areas (i.e. 

mPFC and dCA1), 22.4 ± 4 light trials were examined in one session. 

2.5.10 Histology and localization of electrode/optical fiber tracks 

At the end of experiments mice were perfused with phosphate buffered saline 

(PBS) followed by 4% paraformaldehyde (PFA, Electron Microscopy Science, USA) in 

PBS. The brain was post-fixed overnight at room temperature. Expression of RCaMP 

was observed by epifluorescence microscope in serial 100-µm coronal sections cut by 

a conventional vibratome (VT 1000S; Leica, Wetzlar, Germany). The DiI track of silicon 

probes were identified with either two-photon tomography (Mayrhofer et al., 2019) or 

conventional histological analysis. For three-dimensional imaging with two photon 

tomography, we embedded the brains in 3-5 % oxidized agarose (Type-I agarose, 

Merck KGaA, Germany) and covalently cross-linked the brain to the agarose by 

incubating overnight at 4 °C in 0.5 – 1 % sodium borohydride (NaBH4, Merck KGaA, 

Germany) in 0.05 M sodium borate buffer. We imaged the brains in a custom-made 

two-photon serial microscope, which was controlled using Matlab-based software 

(ScanImage 2017b, Vidrio Technologies, USA) and BakingTray 

https://github.com/BaselLaserMouse/BakingTray, version master: 2019/05/20, 

extension for serial sectioning) (Han et al. 2018a). The setup consists of a two-photon 

microscope coupled with a vibratome (VT1000S, Leica, Germany) and a high-precision 

X/Y/Z stage (X/Y: V-580; Z: L-310, Physik Instrumente, Germany). The thickness of a 

physical slice was set to be 50 µm for the entire brain and we acquired optical sections 

at 25 µm using a high-precision piezo objective scanner (PIFOC P-725, Physik 

Instrumente, Germany) in two channels (green channel: 500 – 550 nm, ET525/50, 

Chroma, USA; red channel: 580 – 630 nm, ET605/70, Chroma, USA). Each section 

was imaged by 7 % overlapping 1025x1025-µm tiles. A 16x water immersion objective 

lens (LWD 16x/0.80W; MRP07220, Nikon, Japan), with a resolution of 1 µm in X and 

Y and measured axial point spread function of ~5 µm full width at half maximum. After 

image acquisition, the raw images were stitched using a Matlab-based software 

(StitchIt, https://github.com/BaselLaserMouse/StitchIt). The stitched images were then 

down-sampled by a factor of 25 in X and Y obtaining a voxel size of 25 x 25 x 25 µm, 

using a Matlab-based software (MaSIV, https://github.com/alexanderbrown/masiv) to 

match the Allen Mouse Common Coordinate Framework version 3 (Wang et al., 2020). 

We used a Matlab-based software (ARA tools, 

https://github.com/SainsburyWellcomeCentre/ara_tools) (Han et al. 2018a) to register 

brain volumes and probe locations to the Allen mouse brain atlas. For some brains 

with DiI tracks, 100 µm-thick serial sections were cut on a conventional vibratome. The 

slices were then mounted and imaged under a fluorescence microscope (Leica 

DM5500). Matlab-based software (Allen CCF tools, https://github.com/cortex-
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lab/allenCCF) was used to register brain slices and probe locations to Allen mouse 

brain atlas (Shamash et al. 2018a). 

2.5.11 Wide-field imaging data 

Sessions in which the difference between the Hit rate and False-alarm rate was 

larger than 0.1 (for Novice) and smaller than 0.2 (for Expert) were excluded from further 

analysis. In total, 62 Novice sessions and 82 Expert sessions from 7 RCaMP mice, 

and 57 Expert sessions from 7 tdTomato mice were used for analysis. Acquired images 

were down-sampled to 77x96 pixels (111 μm/pixel). For each trial, we calculated the 

normalized signal intensity of each pixel as ΔF/F0 = (F-F0)/F0, where F is the intensity 

of a pixel in each frame, and F0 is the mean intensity of that pixel during the 1 second 

baseline period before the onset of the visual cue. In each imaging session, mean 

ΔF/F0 images for different trial outcomes (Hit, Miss, False-alarm and Correct-rejection 

trials) were calculated by averaging all trials in each trial type, or by averaging “Quiet” 

trials in which mean jaw speed during the 1-second delay period after the whisker 

stimulus did not exceed 4 times of the mean absolute deviation of the jaw speed (angle) 

during the 1-second baseline period in each trial. Images from different mice were 

aligned according to the functionally-identified C2-barrel (RCaMP mice) (Mayrhofer et 

al., 2019) and the cerebellar tentorium (RCaMP and tdTomato mice), and smoothed 

by spatial gaussian filter (sigma = 1 pixel, 111 μm). Those trial-averaged images in 

each session were used as individual samples for statistical analysis. To test statistical 

differences in the pixel values, Wilcoxon rank-sum test (Expert vs Novice and RCaMP 

vs tdTomato) or Wilcoxon signed-rank test (Hit vs Miss and Miss vs Correct-rejection) 

was performed in each pixel, and p-value was corrected for multiple comparison by 

false-discovery rate, FDR (Benjamini and Hochberg 1995). The corrected p-values 

were log-scaled (-log10P) to create spatial p-value maps. Borders between anatomical 

areas were drawn on the functional images (Vanni et al. 2017) by using Allen Mouse 

Common Coordinate Framework version 3 (CCF) (Lein et al. 2007; Wang et al. 2020a) 

and ARA tools (Han et al., 2018; MacDowell and Buschman, 2020; Musall et al., 2019; 

Pinto et al., 2019). First, we defined the three-dimensional location of bregma in 25-

μm resolution Allen CCF by considering brain structures in the stereotaxic 

atlas(Paxinos and Franklin, 2019), and the thickness of skull (325 μm) (Soleimanzad 

et al. 2017). Second, the atlas was rotated by 24 degrees along the rostro-caudal axis. 

Third, anatomical borders were projected onto the horizontal plane to make a 24-deg 

tilted border map. Then, the border map was linearly scaled and horizontally shifted to 

match the functional images of RCaMP mice according to the C2-barrel, bregma, and 

the anteromedial end of the left hemisphere. 
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2.5.12 Electrophysiology data 

Spiking activity on each probe was detected and sorted into different clusters 

using Klusta, an open source spike sorting software suited for dense multielectrode 

recordings (Rossant et al. 2016). After an automated clustering step, clusters were 

manually inspected and refined. Single units were categorized as regular spiking 

(RSU) or fast-spiking neurons based on the duration of the spike waveform, and, in 

this study, we specifically focus on the putative excitatory RSUs (spike peak-to-

baseline > 0.34 ms, 4415 units in 22 Expert and 1604 units in 8 Novice mice). Activity 

maps in Figure 2.12D and 2.14B were computed by averaging the trial-aligned 

peristimulus time histograms of all excitatory units recorded on the same probe. 

2.5.13 Assessing Expert/Novice and Hit/Miss differences 

Statistical difference between mean firing rates of Expert vs Novice (Figures 2.3E 

and 2.5D) and Hit vs Miss (Figures 2.5E, 2.12E and 2.12F) in each area was identified 

using non-parametric permutation tests in 50-ms bins and p-values were corrected by 

FDR. 

2.5.14 Receiver Operating Characteristic (ROC) analysis 

To quantify the selectivity of ROI calcium traces for Go vs No-Go trials we built 

ROC curves comparing the distribution of calcium activity in bins of 50 ms including 

only correct trials (Hit and Correct-rejection). Selectivity index was defined by scaling 

and shifting the area under the ROC curve (AUC) between -1 and 1: 

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥  2 𝐴𝑈𝐶 0.5 , 

where positive selectivity reflects higher activity in Hits and vice versa (Figure 

2.2D). Similarly, to quantify the selectivity of single units for Go vs No-Go trials we built 

ROC curves comparing distribution of spiking activity in bins of 100 ms including only 

correct trials (Hit and Correct-rejection). The area under the ROC curve was then 

compared to a baseline distribution (5 bins of 100 ms before visual cue onset) to 

examine the significance of selectivity beyond baseline fluctuations. Non-parametric 

permutation tests were performed and p-values were corrected by FDR and 

percentage of neurons with significant positive or negative selectivity in each area were 

identified (p<0.05, FDR-corrected, Figure 2.3F). 
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2.5.15 Clustering neuronal responses 

For clustering the neuronal response patterns, RSUs from both Novice and 

Expert mice (1) with more than 200 spikes throughout the recording, and (2) with more 

than 5 trials for each trial-type (i.e. Hit, Miss, CR and FA) were included in the analysis 

(n=5405 out of 6019 RSUs). For each neuron and each trial type, time varying PSTHs 

(100 ms bin size) were computed over a 4-s window starting from 1 s before the visual 

cue and lasting until 1 second after the auditory cue. PSTHs from different trial types 

were baseline subtracted, normalized to the range of values across all bins (of all 4 

trial types) and then concatenated resulting in an activity matrix 𝑋 ∈ ℝ     whose 

row 𝑖 corresponds to the concatenated normalized firing rate of the neuron 𝑖 across 

different trial types (Figure 2.13A). Other normalization methods such as z-scoring 

resulted in similar clustering outcomes. To reduce the existing redundancy between 

firing rate time bins, we used Principal Component Analysis (PCA) and linearly 

projected firing rate vectors on a low-dimensional space. We applied PCA on the 

centered version of 𝑋 (i.e. 𝑥 𝑥 .) and found 14 significant components (permutation 

test with Bonferroni correction for controlling family-wise error rate by 0.05) (Macosko 

et al. 2015). The weight of different components was equalized by normalizing the data 

resulting in unity variance for different components (𝑋 ∈ ℝ    ).  

Next, we employed spectral embedding on the data to detect non-convex and 

more complex clusters (von Luxburg 2007; Abbe 2018). To do so, we computed the 

similarity matrix 𝑆 ∈ ℝ      whose element at row 𝑖 and column 𝑗 measures the 

similarity between 𝑥 ′ and 𝑥 ′ as 

𝑠 exp
||𝑥 𝑥  ||

2𝜎
∈ 0,1 , 

where 𝜎 is a free parameter determining how local similarity is measured in the feature 

space. We tuned 𝜎 by putting the average of similarity values equal to 0.5 (the tuned 

value for 𝜎 is 0.0987). Then, we computed the normalized Laplacian matrix as  

𝐿 𝐼 𝐷 .  𝑊𝐷 .  , 

where 𝐼 is the identity matrix, and 𝐷 is the diagonal degree matrix defined as  

diag  ∑ 𝑠 
 
 . The transformed features are rather abstract and computed as  

the eigenvectors of 𝐿. It should be noted that the new feature space is non-linearly 

transformed version of the PCA-space which is itself a linearly transformed version of 

the original firing rate space. Such a transformation is believed to naturally separate 

data points which are clustered together (Abbe, 2017; Von Luxburg, 2007). Using the 

elbow method on the eigenvalues of matrix 𝐿 (i.e. finding the sharp transition in the 

derivative of sorted eigenvalues), we considered (after excluding the very 1st 

eigenvector) the first 13 eigenvectors of matrix 𝐿 as representative features which 

yielded matrix 𝑋 ∈ ℝ    .  
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Finally, neurons were clustered based on the resulting matrix 𝑋 using a Gaussian 

Mixture Model (GMM). The algorithm considers that underlying distribution of data is a 

mixture of 𝐾  Gaussians with means 𝜇 , … , 𝜇 ,  diagonal covariance matrices 

Σ , … , Σ }, and weights {𝑝 , … ,𝑝 . For a given 𝐾, we estimated the parameters of this 

mixture model by using expected maximization (EM) algorithm (5000 repetitions and 

1000 iterations). The number of clusters was then selected (𝐾 24) by minimizing the 

Bayesian information criterion (BIC) (Engelhard et al. 2019). (Figure 2.13B). Using the 

fitted parameters, we assigned a cluster index 𝑐 ∈ 1, … ,24  to each neuron 

corresponding to the Gaussian distribution to which it belongs with the highest 

probability. The output of the GMM step was the vector 𝐶 ∈ 1, … ,24   containing 

the cluster indices of neurons. Task-modulated clusters (20/24) were sorted by their 

onset latency and were labeled based on their task epoch-related response (Figure 

2.3C). 

To study to what extent neurons from different brain regions and Novice and 

Expert mice contribute to the composition of clusters we took 3 steps. First, we 

quantified the distribution of neurons of each cluster across different brain regions in 

Novice and Expert mice (Figures 2.3D, 2.5F, and 2.13C). To account for the 

differences in the total number of neurons belonging to each group and brain region, 

weighted proportions were considered. Next, to identify the patterns which are more 

prevalent after whisker training, we quantified the percentage of neurons in each 

cluster that belong to Expert mice (Figure 2.3D). Similarly, in computing this 

percentage, weighted proportions were considered to correct for the difference in 

sample sizes (n=3960 neurons from Expert, n=1445 neurons from Novice). Finally, we 

defined a “distribution index” which quantifies the spread of each cluster among 

different brain regions (Figure 2.3D). For this purpose, we measured the total-variation 

distance between the weighted distribution of neurons of each cluster across 12 brain 

regions and the uniform distribution: 

𝑇𝑉 ∑ 𝑝 , , 

Where 𝑝 ,  is the weighted proportion of neurons in cluster 𝑐 belonging to area 𝑎. 

Note that 𝑝 ,  is normalized with respect to areas, i.e., ∑ 𝑝 , 1. The distance 𝑇𝑉  

takes 0 as its minimum value when the neurons of cluster 𝑐 are uniformly distributed  

in all areas, and takes  as its maximum value when all neurons of cluster 𝑐 

 belong to a single brain area. To scale this value between zero and one, for each 

cluster 𝑐 we defined a distribution index (𝐷  as: 

𝐷 1 𝑇𝑉 ∈ 0 , 1 , 

where 𝐷 1 indicates that cluster 𝑐 is uniformly distributed among areas, and 

𝐷 0 indicates that cluster 𝑐 is concentrated in a single brain region. 
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To characterize changes across learning of the delay task in each area, we 

computed separately in Novice and Expert mice, the activity pattern of the two most 

representative clusters (i.e. clusters with the highest number of neurons among all 

clusters) by averaging the activity among neurons belonging to the pair of area and 

cluster. The two most representative clusters are labeled as 1st and 2nd rank (Figure 

2.13D). 

2.5.16 Single neuron whisker-evoked response latency 

To quantify the latency of whisker-evoked sensory response in spiking activity of 

single neurons (Figure 2.5C), we limited the analysis to the first 200-ms window 

following the whisker stimulus. We first examined whether each neuron was modulated 

(positively or negatively) in the 200-ms window following the whisker stimulus 

compared to a 200-ms window prior to the whisker onset. For responsive neurons 

(p<0.05, non-parametric permutation test), latency - calculated on the temporally 

smoothed PSTHs (1 ms non-overlapping binned PSTH filtered with a Gaussian kernel 

with σ=10 ms) - was defined as the time where the neural activity reached half 

maximum (half minimum for suppressed neurons) within the 200-ms window. Only 

responsive neurons are included in the cumulative distributions and boxplots in Figure 

2.5C.  

2.5.17 GLM encoding model 

We used Poisson regression to fit an encoding model (generalized linear model, 

GLM) to predict the spiking activity of each individual neuron given behavioral data 

(Nelder and Wedderburn 1972; Park et al. 2014). For each session, we concatenated 

all correct trials (Hit and Correct-rejection) and then split the data to perform five-fold 

cross-validation. In Poisson regression, one aims at predicting the spike count y(t) in a 

time bin t according to the formula: 

𝑦 𝑡 ~Poisson 𝑒 ∙ , 

i.e. assuming that the spike counts are sampled from a Poisson distribution with 

rate that depends on the design matrix 𝑋 𝑡  and on the weight vector 𝛽. In our case, 𝑦 

was constructed by binning the spikes in 100-ms bins. The weights  𝛽  were fit by 

maximizing the likelihood with Ridge regularization for each fold, and then averaged 

across the five folds. The parameter that controls the strength of the regularization was 

determined separately for each neuron using evidence optimization (Cunningham et 

al. 2007; Park et al. 2014).  
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The design matrix was constructed by including three types of variables: “event” 

variables, associated to task-related events; “analog” variables, associated to real-

valued behavioral measures from videography; and “slow” variables, which were 

constant during one trial but could vary over the course of one session. Event variables 

included the visual cue onset, the whisker stimulus onset, the auditory cue onset and 

the onset of the first lick. The exact time of lick onset was determined from the high-

speed video using a custom algorithm. To assess the delayed effect of such task-

related variables, each of these event-like variables was associated with a set of ten 

100-ms wide and unit height boxcar basis functions, spanning in total one second after 

each event. The first-lick variable was associated with two additional boxcar functions 

covering 0.2 seconds prior to the lick onset, to capture lick-specific preparatory 

neuronal activity. Analog variables included in the design matrix were the whisker, 

tongue and jaw speed. These quantities were first extracted from the high-speed 

videos using custom code and then averaged in 100-ms bins. Among the slow 

variables, we included the trial index, i.e. a variable that at each trial 𝑘 took a constant 

 value equal to 𝑘 𝑘 , where 𝑘  is the total number of trials in a session. This 

variable could capture shifts in a neuron baseline activity due to slow effects across 

the session such as changes in satiety and motivation. Finally, we included three binary 

variables that took value one only if the previous trial was an early lick, a False-alarm 

or a Hit trial, to capture the effect of the previous trial outcome on the subsequent trial. 

In total, our design matrix had 50 columns, corresponding to the number of free 

parameters of the model. 

To assess the significance of each variable in the design matrix, we fitted a new 

GLM model obtained by removing the variable of interest (reduced model) from the full 

model. If for a certain neuron the reduced model fitted the data significantly worse than 

the full model (p<0.05, according to a likelihood ratio test (Buse 1982)), then that 

neuron was considered significantly modulated by the removed variable. The reduced 

model was fitted independently for each fold, using the same data splitting used for the 

full model. In the likelihood ratio test, the test statistics are given by  

2log 
𝐿

𝐿 , where 𝐿  and 𝐿  are the full and reduced model 

 likelihood respectively. These statistics were computed for each fold and then 

averaged to obtain an average statistic, from which the final p-value was computed 

(Buse, 1982). Note that in the presence of correlations among variables, this approach 

is stringent in that it tends to underestimate the significance of different variables. To 

separately assess the effect of the onset of event-like variables from their delayed 

effects, we quantified their significance independently by separately removing the first 

two basis functions or remaining eight basis functions (Visual, Auditory and Lick). For 

the whisker variable, since it was very brief in time (10 ms), we removed either the first 

or the remaining nine bins (referred to as ‘Whisker’ and ‘Delay’ respectively in Figure 
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2.6D, and 2.6E). To assess the significance of the modulation due to lick-preparatory 

neuronal activity we separately removed the two basis functions that preceded the lick 

onset (referred to as ‘Lick initiation’ in Figure 2.6D, and 2.6E). Spatial weight maps for 

selected model variables (Figure 2.15E) were built by first averaging the weights over 

the time course of the variable, i.e. by averaging over the weights of the boxcar basis 

functions. Next, for each neuron these weights were projected on the reconstructed 

anatomical location in 2D, and were then averaged across all neurons with a certain 

spatial bin (50x50 µm). The resulting spatial weight map was smoothed using a 2D 

Gaussian kernel (sigma=150 µm). All the GLM analysis was performed in Matlab using 

a combination of existing and custom-written code. 

2.5.18 Assessing optogenetic manipulation impact 

We measured the impact of optogenetic activation in tjM1 by counting early licks 

evoked during the delay period. Sessions with a difference between Hit rate and False 

alarm rate smaller than 0.2 were excluded from the analysis. The early lick rates with 

the strongest optogenetic stimulation (9 mW) were calculated in each session to test 

statistical difference between light-off and light trials. 

To quantify the impact of optogenetic inactivation we compared mouse averaged 

performance (n=9; Hit rate, False alarm rate and Early lick rate) for different light 

windows (i.e. Baseline, Whisker, Delay, Response) to light-off control trials. P-values 

were corrected for multiple comparison (i.e. 4 windows) using Bonferroni correction. 

To assess the effect of inactivation on movements, we quantified the change in 

light versus no-light trials by defining a movement modulation index as: 

𝑀𝑜𝑣𝑒𝑚𝑒𝑛𝑡 𝑚𝑜𝑑𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑑𝑒𝑥
𝑀𝑜𝑣𝑒𝑚𝑒𝑛𝑡  𝑀𝑜𝑣𝑒𝑚𝑒𝑛𝑡
𝑀𝑜𝑣𝑒𝑚𝑒𝑛𝑡 𝑀𝑜𝑣𝑒𝑚𝑒𝑛𝑡

,  

for different orofacial movements (whisker, jaw and tongue speed) and lick spout 

reading with the piezo sensor (Figure 2.16).  

2.5.19 Quantifying involvement index 

The involvement index was defined by combining the neuronal correlates and 

behavioral impact of optogenetic inactivation. For each pair of area and temporal 

window of interest, we built two distributions of bootstrap estimation of the mean, 

separately for neuronal correlates and inactivation impact, by bootstrapping 1000 

times. The neuronal correlates were quantified as the mean firing rate difference in Hit 

vs Correct-rejection trials across all neurons recorded from 22 Expert mice. The 

inactivation impact was quantified as the mean change in Hit rate across 9 VGAT-
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ChR2 mice. The distribution of involvement index was calculated as the product 

distribution of the two bootstrap distributions. 

2.5.20 Statistics 

Data are represented as mean ± SEM unless otherwise noted. The Wilcoxon 

signed- rank test was used to assess significance in paired comparisons; and the 

Wilcoxon rank-sum test was used for unpaired comparisons (Matlab implementations). 

Analysis of spiking activity, selectivity of calcium signals and involvement index was 

performed using a non-parametric permutation test. The statistical tests used and n 

numbers are reported explicitly in the main text or figure legends. P-values are 

corrected for multiple comparisons and methods are indicated in figure legends.  
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Figure 2.9. Whisker training changes behavioral patterns, Related to Figure 2.1. 
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Figure 2.10 Wide-field imaging in different trial types, Related to Figure 2.2. 
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Figure 2.11. Control experiment in tdTomato mice, Related to Figure 2.2. 
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Figure 2.12. Silicon probe locations, average activity patterns across probes and firing 
differences in Hit vs Miss trials in different areas, Related to Figure 2.3. 
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Figure 2.13. Unsupervised neuronal clustering, Related to Figures 2.3 and 2.5. 
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Figure 2.14. Critical early delay processing, Related to Figure 2.5. 
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Figure 2.15. Orofacial movements in Quiet trials and Poisson encoding model, Related to Figure 
2.6. 
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Figure 2.16.  Spatiotemporal effect of different regions on premature licking and movements, 
Related to Figure 2.7. 
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Figure 2.9. Whisker training changes behavioral patterns, Related to Figure 2.1. 

(A) Time courses of behavioral performance across whisker training. From top to bottom: Lick 
rate (i.e. the probability of licking in the Response window) in Go and No-Go trials, discriminability of Go 
and No-Go trials (d-prime), percentage of early licks (licks between visual and auditory cues), and 
number of mice in each day are plotted along training days relative to the start of neuronal recording 
(day=0). Only mice used for electrophysiology are shown here (n=18 mice). 

(B) Changes in licking behavior. Reaction time (first lick time relative to auditory cue onset time) 
in completed trials. Reaction times were shorter in Go (Hit, orange) compared to No-Go (False-alarm, 
black) trials in Expert (p<0.01, n=25; Wilcoxon signed-rank test), but not in Novice mice (p=0.14, n=15). 
Mice used for electrophysiology and imaging are included. 

(C) Orofacial movements in different trial types. Average movement across mice (mean ± SEM). 
Novice mice (n=8) showed similar levels of movements across different trial types until auditory cue 
whereas Expert mice (n=18) increased movements of tongue and jaw toward the auditory cue selectively 
in Hit trials. Only mice used for electrophysiology are included. 

(D) Orofacial movements in Hit trials for Novice and Expert RCaMP mice (n=7). Same 
configuration as Figure 1F, left.  

 

Figure 2.10. Wide-field imaging in different trial types, Related to Figure 2.2 

(A) Time-course of global cortical activity in Correct-rejection trials for Novice vs Expert mice. 
Each frame shows instantaneous ΔF/F0 without averaging (10 ms/frame). For each pixel, baseline 
activity in a 50 ms window before visual cue onset was subtracted. Mean calcium activity of 62 Novice 
and 82 Expert sessions from 7 mice, Novice and Expert difference, and the statistical significance of the 
difference (p-value of Wilcoxon rank-sum test, FDR-corrected) are plotted from top to bottom. Green 
traces, anatomical borders based on Allen Mouse Brain Atlas. Black ‘+’ indicates bregma. 

(B-C) Time-course of global cortical activity in Novice (B) and Expert (C) mice comparing Hit vs 
Miss trials. Same configuration as panel A. Mean calcium activity of 62 Novice and 82 Expert sessions 
from 7 mice. Hit, Miss, Hit-Miss difference, and the statistical significance of the difference (p-value of 
Wilcoxon signed-rank test, FDR-corrected) are plotted from top to bottom. 

 

Figure 2.11. Control experiment in tdTomato mice, Related to Figure 2.2 

(A-D) Time-course of cortical fluorescence in control mice expressing a red fluorescence protein 
tdTomato during Hit (A-B) and Correct-rejection (C-D) trials, compared with RCaMP mice.  

A and C, each frame shows instantaneous ΔF/F0 without averaging (10 ms/frame). For each 
pixel, baseline activity in a 50 ms window before visual cue onset was subtracted. RCaMP (mean of 82 
Expert sessions from 7 mice) and tdTomato (mean of 57 sessions from 7 Expert mice), RCaMP-
tdTomato difference, and the statistical significance of the difference (p-value of Wilcoxon rank-sum test, 
FDR-corrected) are plotted from top to bottom. Green traces, anatomical borders based on Allen Mouse 
Brain Atlas. Black ‘+’ indicates bregma. Note slow and spatially diffuse signals related to hemodynamics 
in tdTomato mice. After subtraction of the tdTomato data, RCaMP mice still show similar patterns of 
cortical responses. 

B and D, fluorescence traces (mean ± SEM) in wS1 (top) and tjM1 (bottom). ROI size, 7 x 7 
pixels. Inset in tjM1shows enlarged traces right after the whisker onset.  

(E) Representative raw fluorescence images of a RCaMP mouse and a tdTomato mouse 
obtained during wide-field imaging (left). There was no statistical difference in the raw intensity between 
two mouse lines in the imaging conditions for each line (n=7 RCaMP mice and n=7 tdTomato mice, 
p=0.80, Wilcoxon’s rank-sum test) (right). 

(F) Hemodynamic signal in tdTomato mice evoked by whisker stimulation. The brief whisker 
stimulation (a single 10 ms pulse) used in the task did not evoke detectable changes in wS1, but a 
prolonged whisker stimulation (100 pulses each of 10 ms at 100 Hz lasting 1000 ms) evoked a strong 
reduction of cortical fluorescence (n = 3 tdTomato mice). 
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Figure 2.12. Silicon probe locations, average activity patterns across probes and firing 
differences in Hit vs Miss trials in different areas, Related to Figure 2.3. 

(A-C) Reconstructed location of silicon probes registered to Allen Mouse Brain Atlas in 3D in 
Novice (A), Expert (B) and overlay of Expert and Novice mice (C). 

(D) Time-lapse maps of mean firing rate in Novice and Expert mice in Hit trials. Circles represent 
different probes and colors show mean z-scored firing rate across the probe at each time window. 
Neuronal activity patterns are strikingly different between Novice and Expert mice during the delay 
period (1400 –1900 ms after visual cue onset). Probes from all mice in each group (8 Novice and 22 
Expert) are superimposed. 

(E) Population firing rate in Novice mice comparing correct vs incorrect Go trials. Left, baseline-
subtracted (1 s prior to visual cue onset) mean firing rate across cortical areas in Hit and Miss trials of 
Novice mice are overlaid. Right, p-value of Hit/Miss comparison in 50 ms consecutive windows (non-
parametric permutation test, FDR-corrected) (right). 

(F) Same as E but for Expert mice. Note prominent differences during the delay period after 
whisker stimulus across many regions including wS2, DLS, wM2, ALM and tjM1. 

 

Figure 2.13. Unsupervised neuronal clustering, Related to Figures 2.3 and 2.5. 

(A) Block diagram indicating the different steps for unsupervised neuronal clustering. 
Dimensionality reduction and spectral embedding were applied on concatenated trial-type averaged 
PSTHs of neurons and the results were clustered by fitting a Gaussian mixture model (GMM).  

(B) Determination of the number of clusters. Number of optimal clusters (n=24) was determined 
as the minimum of the Bayesian information criterion (BIC) curve. Inset shows magnified version of BIC 
values around n=24. 

(C) Spatial distribution of clusters across cortex. Weighted proportion of neurons belonging to 
different cortical regions (similar to rows of heatmaps in Figure 3D but for all 24 clusters). Sorted (from 
left to right, and then top to bottom) based on latency of response onset. 

(D) Most prominent firing patterns in different brain regions. For each area the mean firing rate 
in Hit (black) and Correction rejection (blue) trials are superimposed for the neurons belonging to their 
two most representative clusters (1st and 2nd rank). Expert (top) and Novice (bottom) mice. The cluster 
number is indicated within each frame, as well as the percentage of neurons from the corresponding 
area belonging to this cluster in parenthesis. 

 

Figure 2.14. Critical early delay processing, Related to Figure 2.5. 

(A) Time courses of whisker-evoked calcium signal in selected regions of interest from the data 
in Figure 5A. Mean of 62 Novice and 82 Expert sessions from 7 mice (± SEM).  ROI size, 3 x 3 pixels. 
Activity did not change by learning in the input node wS1, but did diverge in other regions. Note sharp 
decrease of signal in tjM1 of Expert mice. 

(B) Time-lapse maps of mean firing rate immediately after whisker onset. Novice and Expert 
mice in Hit trials. Same configuration as Figure 2.12D but with higher temporal resolution (10 ms) for 0-
200 ms after whisker onset. Note the propagation of excitation in wS1  wS2  wM1  wM2  ALM 
and transient inhibition of tjM1 in Expert mice.  

(C) Sequential propagation of whisker-evoked neuronal response in Hit trials (left, Novice; right, 
Expert). Mean z-scored firing rate in the first 100 ms window after whisker stimulus are shown. Brain 
regions are sorted based on their population-average onset latency in Expert mice. 

(D) Wide-field signal immediately after whisker stimulus in Hit and Miss trials. Same as Figure 
5A but for Hit vs Miss trials of Expert mice (n=82 sessions). From top to bottom, average calcium signal 
in Hit, Miss, Hit-Miss difference, and the statistical significance of the comparison (p-value of Wilcoxon 
signed-rank test, FDR-corrected). The schematic (top-right) shows the location of regions of interest 
plotted in E. 
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(E) Time courses of whisker-evoked calcium signal for Hit and Miss trials in selected regions of 
interest from the data in D. ROI size, 3 x 3 pixels. 

 

Figure 2.15. Orofacial movements in Quiet trials and Poisson encoding model, Related to Figure 
2.6. 

(A) Orofacial movements in selected Quiet trials. The same configuration as Figure 2.1F, left. 
Left, grand average movements in all Hit trials without selection (same data as Figure 2.1F). Right, 
grand average movements for selected Quiet trials where mice did not show jaw movements. Note that 
preparatory movements in the delay period after whisker stimulus disappeared. 

(B) Model fit for an example ALM neuron. Top, model weights (𝛽  for event variables along the 
trial timeline are plotted. Inset, shows analog variable weights. Weights are shown in units of firing rate 
(Hz). Middle, the overlay of example single-trial firing rate reconstructed from the model (solid lines) and 
data (dotted lines) are shown for two example Hit (black) and one Correct-rejection (blue) trials. Bottom, 
Average Hit (black) and Correct-rejection (blue) firing rate (PSTHs) reconstructed from the model (plain 
lines) overlaid with observed data (dotted lines). Orange trace shows PSTH for reduced model after 
removing delay regressor. Note the high performance of model in reconstructing single trial firing rates 
and average PSTH. 

(C) Model performance. Top, fraction of discarded neurons. For each neuron, fit quality was 
assessed using mutual information (MI) (Cover and Thomas 1991b; Gerstner et al. 2014b) (see 
Methods), a measure of the difference between the fitted model and constant Poisson model capturing 
only the mean firing rate. Neurons for which the fitted model did not perform better than the constant 
model (i.e. MI<=0) were excluded from the rest of analysis. Note the higher proportion of excluded 
neurons in Novice mice, suggesting that neurons became more task-related after whisker training. 
Bottom, median MI values across different regions for Expert and Novice mice. 

(D) Evaluating significant contribution of individual predictors. For each fitted neuron, 
contribution of a model predictor was evaluated by refitting the model after excluding that predictor 
(reduced model; see panel B, orange PSTH) and comparing it to the full model (p<0.05, likelihood ratio 
test). 

(E) Average weight maps of Whisker, Delay and Lick initiation model variables. For each model 
variable, average model weight map across neurons of superficial (solid border) and deep (dotted 
border) brain regions of Expert and Novice mice are shown. 

(F) Comparison of PSTHs of Quiet trials reconstructed from the GLM model (solid lines) with 
empirical data (dotted lines). Same configuration as Figure 2.6F but for the other brain regions. Note 
that the model fitted to all trials (black) reconstructs well Quiet (blue) trials. 

 

Figure 2.16. Spatiotemporal effect of different regions on premature licking and movements, 
Related to Figure 2.7. 

(A) Behavioral impact of optogenetic inactivation across time windows for each brain region 
(mean ± SEM) on fraction of Early licks. For each area, Early lick rate in Go (black) and No-Go (red) 
trials are plotted for Light-off (Off), Baseline (B), Whisker (W), and Delay (D) windows. Asterisks 
represent significant difference comparing Early licks for light vs light-off trials in Go (black) or No-Go 
(red) trials (n=9 mice; *, p<0.05; Wilcoxon signed-rank test, Bonferroni correction for multiple 
comparisons). 

(B) Changes in preparatory movements in the delay period. Change in orofacial movements 
(whisker, jaw and tongue speed) and licking pattern (lick spout sensor) during the delay period was 
quantified in trials with light (over the Delay) vs light-off trials (n=9 mice, mean ± SEM, see methods for 
movement modulation index definition). For both light and no-light trials only Hit trials are included. 

(C) Changes in movement during response window. Similar to (B), but when light was applied 
and movements were quantified during the response window. Similarly, only Hit trials are included for 
both light and light-off trials.  
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Chapter 3  Learning-Related Congruent and 
Incongruent Changes of Excitation and Inhibition in 

Distinct Cortical Areas  

The text and figures of this chapter are reproduced from the following published 

journal article: 

 

Vahid Esmaeili, Anastasiia Oryshchuk, Reza Asri, Keita Tamura, Georgios 

Foustoukos, Yanqi Liu, Romain Guiet, Sylvain Crochet and Carl C. H. Petersen. 2022. 

 

“Learning-Related Congruent and Incongruent Changes of Excitation and 

Inhibition in Distinct Cortical Areas.” 

 

 PLOS Biology 20 (5): e3001667.  

https://doi.org/10.1371/journal.pbio.3001667 

 

My contribution to this paper: 

I contributed to the validation of the method to classify cortical neurons to RSU 

and FSU based on their spike waveforms. 

I obtained and fully analyzed optotagging dataset from VGAT-ChR2 mice. 

Participated in writing manuscript regarding optotagging experiments and 

methods. 

Actively participated in all discussions and edited all manuscript. 
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3.1 Abstract 

Excitatory and inhibitory neurons in diverse cortical regions are likely to contribute 

differentially to the transformation of sensory information into goal-directed motor 

plans. Here, we investigate the relative changes across the mouse sensorimotor cortex 

in the activity of putative excitatory and inhibitory neurons - categorized as regular or 

fast spiking according to their action potential waveform - comparing before and after 

learning of a whisker detection task with delayed licking as a perceptual report. 

Surprisingly, we found that the whisker-evoked activity of regular versus fast spiking 

neurons changed in opposite directions after learning in primary and secondary 

whisker motor cortices, while it changed similarly in primary and secondary orofacial 

motor cortices. Our results suggest that changes in the balance of excitation and 

inhibition in local circuits concurrent with changes in the long-range synaptic inputs in 

distinct cortical regions might contribute to the performance of delayed sensory-to-

motor transformation. 

3.2 Introduction 

Many brain regions are thought to contribute to the performance of goal-directed 

sensory-to-motor transformations. An increasingly well-defined sensorimotor 

transformation studied in rodents is the learned association between a whisker sensory 

input and licking for reward (Knutsen et al. 2006; Brecht 2007; Mehta et al. 2007; 

Diamond et al. 2008; O’Connor, Peron, et al. 2010; Chen et al. 2013a; Feldmeyer et 

al. 2013; Miyashita and Feldman 2013; Sachidhanandam et al. 2013; Kwon et al. 2016; 

Takahashi et al. 2016; Yang et al. 2016; Hong et al. 2018; Isett et al. 2018; Svoboda 

and Li 2018; Esmaeili and Diamond 2019; Petersen 2019; Esmaeili et al. 2020; Staiger 

and Petersen 2021). From a cortical perspective considering whisker-dependent tasks 

requiring licking for the perceptual report, sensory processing is prominent in the 

somatosensory cortices, whereas neuronal activity linked to motor planning during 

delay periods is primarily found in premotor cortices, and motor commands are more 

prominent in the primary motor cortex (Guo et al. 2014b, 2017b; Gilad et al. 2018b; 

Esmaeili et al. 2021b). We recently showed that in a whisker detection task with 

delayed licking, the correct execution of the task involves a stereotypical 

spatiotemporal sequence of whisker deflection-evoked neuronal firing by which the 

sensory cortex appeared to contribute to exciting frontal cortical regions to initiate 

neuronal delay period activity (Esmaeili et al. 2021b). Comparing novice and expert 

mice, we also found that the learning of the task is accompanied by region- and 

temporal-specific changes in cortical activity (Esmaeili et al. 2021b). (Esmaeili et al. 

2021)These experience-dependent changes in evoked-activity likely result from 
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changes in long-range synaptic inputs and changes within local synaptically-connected 

neocortical microcircuits.  

Neocortex has regional specializations and a columnar organization divided into 

layers each containing many classes of neurons varying across diverse features 

(Harris and Mrsic-Flogel 2013; Huang 2014; Tremblay et al. 2016; Luo et al. 2018; 

Tasic et al. 2018). At the most basic level, neocortical neurons can be classified as 

excitatory (releasing glutamate) or inhibitory (releasing GABA). Many neocortical 

excitatory neurons send long-range axons projecting to diverse brain regions, whereas 

most neocortical inhibitory neurons only have local axonal arborisations, thus 

contributing primarily to the regulation of local microcircuit activity. The balance 

between excitation and inhibition is likely to have a major impact on neocortical 

microcircuit computations and previous work has suggested important changes in this 

balance across development, brain states, sensorimotor processing and models of 

brain diseases (Sun et al. 2010; Mateo et al. 2011; Yizhar et al. 2011; Woloszyn and 

Sheinberg 2012; Haider et al. 2013; Froemke 2015; Antoine et al. 2019; Sohal and 

Rubenstein 2019). Inhibitory GABAergic neurons can be further divided into many 

subclasses, with one of the most prominent being the parvalbumin-expressing (PV) 

neurons. PV cells provide potent inhibition onto excitatory cells by prominently 

innervating either the soma and proximal dendrites or the axonal initial segment, thus 

playing a critical role in controlling the discharge of excitatory neurons. At the 

millisecond timescale, the PV neurons appear specialized for high-speed synaptic 

computations with fast membrane time-constants and large fast synaptic 

conductances, receiving substantial excitatory input from many nearby excitatory 

neurons as well as long-range inputs (Freund and Katona 2007; Isaacson and 

Scanziani 2011; Avermann et al. 2012; Hu et al. 2014; Cardin 2018; Sermet et al. 

2019). Within a neocortical microcircuit, PV neurons are likely to play a critical role in 

controlling the balance between excitation and inhibition. PV cells typically fire at high 

rates and have short action potential (AP) durations that can be identified from 

extracellular recordings. In fact, neurons recorded from extracellular recordings are 

typically classified based of their AP duration, as regular spiking (RS) units, which have 

broad AP waveforms and correspond mostly to excitatory neurons; and fast spiking 

(FS) units, which have narrow AP waveforms and largely correspond to inhibitory PV 

neurons. Previous whisker-related studies have reported experience-dependent 

plasticity of both excitatory and inhibitory synaptic transmission, with prominent 

changes reported in PV GABAergic neurons, for example following whisker deprivation 

(Chittajallu and Isaac 2010; Gainey et al. 2018). However, it remains unknown how 

reward-based learning in whisker-dependent tasks might affect the activity of PV 

neurons, although previous work has revealed prominent changes in PV neuronal 

activity in mouse motor cortex during learning of a lever-press task (Chen, Kim, et al. 
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2015) and in visual cortex during learning of a visual discrimination task (Poort et al. 

2022).  

In the present study, we investigate whether the changes observed during the 

learning of the whisker detection task with delayed licking are associated with a change 

in the balance between excitation and inhibition. We used our recently published 

dataset of high-density silicon probe recordings from six cortical regions previously 

identified to be important during this behavior (Esmaeili et al. 2021b) and compared 

the changes in evoked activity of RS and FS units. Interestingly, we found that upon 

task learning, RS and FS showed opposite changes in some cortical areas, suggesting 

important changes in local computation, whereas in other regions, RS and FS changed 

in parallel suggesting rather an overall shift in the synaptic drive to these areas. 

3.3 Results 

3.3.1 Localisation and classification of cortical neurons 

In this study, we further analyzed a data set of extracellular silicon probe recordings of 

neuronal spiking activity we published recently (Esmaeili et al. 2021b). We focused our 

analyses on six key neocortical regions: whisker primary somatosensory cortex (wS1), 

whisker secondary somatosensory cortex (wS2), whisker primary motor cortex (wM1), 

whisker secondary motor cortex (wM2), anterior lateral motor cortex (ALM) and 

tongue-jaw primary motor cortex (tjM1) (Fig 3.1A). These regions participate in a 

whisker detection task with delayed licking to report perceived stimuli (Esmaeili et al. 

2021b). Mice first went through pretraining to the task structure, which included a brief 

light flash to indicate trial onset followed 2 s later by a brief auditory tone to indicate 

the beginning of the 1-s reporting period, during which the thirsty mice could lick to 

receive a water reward (Fig 3.1B). We recorded from two separate groups of mice 

referred to as “Novice” and “Expert” hereafter, while a brief whisker stimulus was 

introduced 1 s after the visual cue in a randomized half of the trials, and licking in the 

reporting window was only rewarded in whisker stimulus trials (Fig 3.1B and 3.1C). 

Expert mice were given additional whisker training through which they learned to lick 

preferentially in trials with a whisker stimulus (Fig 3.1B and 3.1C). However, Novice 

mice had not learned the stimulus-reward contingency and licked equally in trials with 

and without whisker stimulus (Esmaeili et al. 2021). Through the anatomical 

reconstruction of fluorescently-labeled electrode tracks and registration to a digital 

mouse brain atlas, here we precisely localize units to specific layers and cortical 

regions annotated in the Allen Mouse Brain Common Coordinate Framework (Wang 

et al. 2020) (Fig 3.1D and 3.9). The neuronal location was assigned to the recording 
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site with the largest amplitude spike waveform along the shank of the silicon probe (Fig 

3.1E). Neurons in different cortical regions and layers had diverse firing patterns during 

task performance (Fig 3.1F and 3.9). We further distinguished neurons according to 

the duration of the action potential waveform. In both Novice and Expert mice, we found 

a bimodal distribution of spike duration, which we labeled as FS units (spike duration 

below 0.26 ms) and RS units (spike duration above 0.34 ms), according to standard 

nomenclature (Simons 1978; McCormick et al. 1985) (Fig 3.1G and 3.10). 

Unexpectedly, we found a larger fraction of FS units in sensory areas compared to 

frontal areas (Fig 3.10), which could in part reflect the differential distribution of PV 

neurons (Kim et al. 2017) and in part might indicate the known sampling bias of 

extracellular recordings limited to high-firing neurons, whereas sensory cortex typically 

has rather sparse activity. During task performance, both FS and RS units had a broad 

range of baseline firing rates (Fig 3.1H), which appeared to have a near log-normal 

distribution in both Novice and Expert mice (Fig 3.11). In agreement with previous 

literature, FS units fired at significantly higher rates than RS units in both Expert and 

Novice mice (Fig 3.1I and 3.11). 

To investigate the classification of FS and RS units, we conducted a new set of 

recordings in which we measured the impact of stimulating genetically-defined 

GABAergic neurons in mice expressing channelrhodopsin-2 (ChR2) under the control 

of the vesicular GABA transporter (VGAT) (Zhao et al. 2011a). Blue light modulated 

the firing rate of RS and FS neurons in opposite directions, quantified both at the level 

of the population (Fig 3.1J) and at the level of individual neurons (Fig 3.1K). Overall, 

light stimulation increased the firing rate of FS units (blue light off: 4.3 ± 4.9 Hz; blue 

light on: 33.9 ± 32.7 Hz; 51 units recorded in 4 mice; non-parametric permutation test, 

p < 10-4), whereas it decreased the spike rate of RS units (blue light off: 3.2 ± 3.4 Hz; 

blue light on: 1.3 ± 7.2 Hz; 130 units recorded in 4 mice; non-parametric permutation 

test, p = 0.009) (Fig 3.1L). As a second approach, and to avoid network effects of light 

stimulation (Sanzeni et al. 2020), we focused only on the first 10-ms window after the 

onset of light stimulation and identified the opto-tagged neurons based on their fidelity 

of responses, response onset latency and jitter (Fig 3.1M-O and 3.12). A larger fraction 

of neurons was opto-tagged among FS neurons compared to RS neurons. These data 

are therefore consistent with the hypothesis that the majority of FS units are likely to 

be inhibitory neurons, whereas the majority of RS units are likely to be excitatory 

neurons.  
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Fig 3.1. Multi-area recordings during delayed whisker detection task and assignment of RS and 
FS units to cortical sub-divisions. 
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(A) Schematic of the whisker detection task with the delayed response and the targets of silicon 
probe recordings.  

(B) Training paradigm. Novice and Expert mice were first pretrained in a task, where licking after 
the auditory cue was rewarded. Expert mice were further trained to only lick in whisker trials.  

(C) Final task structure used during recording sessions (for both groups of mice) and behavioral 
outcomes.  

(D) Example coronal section of an Expert mouse brain with the fluorescent track of a probe in 
wS1, registered to the Allen Mouse Brain Atlas, https://mouse.brain-map.org (Wang et al. 2020b).  

(E) Reconstructed laminar location of recording sites of the silicon probe shown in (D) according 
to the Allen Atlas (left); filtered recorded raw data of 7 sites around one detected spike; and average 
extracted spike waveform for this example neuron (right). After spike sorting, the position of each cluster 
(i.e. neuron) was assigned to the location of the recording site with the largest spike amplitude (filled 
circle), and spike width was calculated on the average spike waveform from this site.  

(F) Raster plot and peri-stimulus time histogram for the example neuron shown in (E). Trials are 
grouped based on the outcome.  

(G) Spike width distribution for neurons recorded in Expert mice. Neurons were categorized as 
fast-spiking (FS, spike width < 0.26 ms) or regular-spiking (RS, spike width > 0.34 ms). Neurons with 
intermediate spike width (gray bins) were excluded from further analyses.  

(H) Baseline AP rate in Expert mice. Spike width distribution vs baseline AP rate (left) and 
overlay of spike rate distribution for RS and FS units. Note the log-normal distribution of baseline firing 
rates for both RS and FS units. Normal distributions were fitted to the RS and FS histograms (solid 
lines).  

(I) Comparison of mean spike rate in RS vs FS neurons of Expert mice. Error bars: SEM. ***: 
p<0.001, non-parametric permutation test.  

(J-O) Opto-tagging GABAergic neurons in VGAT-ChR2 mice. (J) Grand average firing rate of 
RS (orange, spike width > 0.34 ms, 130 neurons from 4 mice) and FS (green, spike width < 0.26 ms, 51 
neurons from 4 mice) units upon 100-Hz blue light stimulation (shading shows SEM). Note the 
suppression of activity in RS and the strong increase of activity in FS population. Inset shows the overlay 
of average spike waveforms for all RS and FS neurons.  

(K) Opto modulation index (OMI) vs spike width (left) and percentage of modulated neurons 
(right). Each circle represents one neuron, filled circles indicate neurons with significant OMI (p<0.05, 
non-parametric permutation tests). Pie charts show the percentage of neurons in each group with non-
significant modulation (NS), and significant positive (OMI>0) or negative (OMI<0) modulation upon blue 
light stimulation.  

(L) Blue light stimulation in VGAT-ChR2 mice increased the activity of narrow-spike neurons 
labeled as FS; while it suppressed the activity of broad-spike neurons labeled as RS. 100-500 ms after 
light onset. Error bars: SEM; **: p<0.01; ***: p<0.001. 

(M) Raster plot and peri-stimulus time histogram during the first 10-ms of the 100-Hz trains of 
blue light stimulation for an example opto-tagged neuron.  

(N) Waffle plots showing broad-spike (orange) and narrow-spike (green) neurons, and the opto-
tagged neurons (blue) in each group. Numbers indicate the percentage of opto-tagged neurons in each 
group.  

(O) Weighted proportion of neurons with narrow (FS) or broad (RS) spike among opto-tagged 
neurons in (N). 
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3.3.2 Strong task-modulation of fast-spiking neurons 

Many RS units across all six cortical regions change their action potential firing 

rates in response to the whisker deflection (Esmaeili et al. 2021b). Here, we analyzed 

the responses of FS units during task performance in Novice and Expert mice (Fig 3.2). 

Averaged across cortical areas and quantified over the first 100 ms after whisker 

deflection, FS neurons in Novice mice increased their firing rate by 4.6 ± 7.9 Hz (392 

units recorded in 8 mice) which was significantly higher (Wilcoxon rank-sum test, p = 

1x10-34) than the increase in firing rate of RS neurons of 1.0 ± 2.4 Hz (1089 units 

recorded in 8 mice) (Fig 3.2A). Task-modulated RS and FS neurons were mainly 

excited, with only a small fraction showing significant reduction in firing rate (Fig 3.2B). 

Similarly, for Expert mice, whisker deflection evoked an increase of FS firing rate of 

4.7 ± 9.1 Hz (831 units recorded in 18 mice) which was significantly higher (Wilcoxon 

rank-sum test, p = 4x10-71) than the increase in firing rate of RS neurons of 1.1 ± 3.9 

Hz (2724 units recorded in 18 mice) (Fig 3.2C). In addition, for Expert mice, FS neurons 

were more strongly excited during the delay period compared to RS units (change in 

firing rate of FS neurons: 1.9 ± 4.8 Hz, 831 units recorded in 18 mice; change in firing 

rate of RS neurons: 0.7 ± 3.2 Hz, 2724 units recorded in 18 mice; Wilcoxon rank-sum 

test, p = 1x10-30). In Novice mice there was little delay period activity in either RS or 

FS units. The largest fraction of modulated neurons during the delay period were FS 

units in ALM of Expert mice, which were strongly excited (Fig 3.2D). Analysis of correct 

rejection trials in Novice and Expert mice, revealed that in the absence of the whisker 

stimulation neuronal activity remained at baseline levels during the delay period in both 

RS and FS neurons (Fig 3.13). Thus, the overall task selectivity of FS unit activity 

changed in a similar manner across learning compared to our previous quantification 

of RS units (Esmaeili et al. 2021b), with FS units having overall larger responses. 

3.3.3 Rapid excitation of FS neurons 

Investigating fast sensory processing evoked by the whisker deflection, we found 

an overall similar sequential recruitment of RS and FS units across cortical areas in 

both Novice and Expert mice (Fig 3.3, 3.14 and 3.15). The earliest excitation occurred 

in wS1 and wS2, followed by wM1 and wM2 (Fig 3.3A, 3.3B, 3.14 and 3.15). In wS1 

and wS2, FS neurons responded at significantly shorter latency than RS units in both 

Novice and Expert mice (Fig 3.3C), as described later in more detail. Among the other 

areas, in Novice mice FS neurons responded with shorter latency than RS units in wM2 

(FS: 47.7 ± 38.7 ms, 44/57 units in 8 mice; RS: 61.7 ± 40.7 ms, 126/244 units in 18 

mice; Wilcoxon rank-sum test, p = 0.047, false discovery rate (FDR) corrected for 

multiple comparison), whereas in Expert mice FS neurons responded with shorter 

latency than RS units in wM1 (FS: 33.1 ± 35.1 ms, 101/134 units in 8 mice; RS: 54.2 ±  
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Fig 3.2. FS neurons had similar but larger task-modulation compared to RS neurons in the same 
region. 

(A) Baseline-subtracted (2 s prior to visual onset) population firing rates (mean ± SEM) of RS 
and FS neurons from different regions of Novice mice are superimposed for hit trials. wS1: 73 RS units 
in 7 mice, 103 FS units in 7 mice; wS2: 120 RS units in 8 mice, 68 FS units in 8 mice; wM1: 147 RS 
units in 7 mice, 66 FS units in 7 mice; wM2: 244 RS units in 7 mice, 57 FS units in 7 mice; ALM: 234 RS 
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units in 6 mice, 37 FS units in 5 mice; tjM1: 271 RS units in 8 mice, 61 FS units in 8 mice. Average first 
lick histogram for all Novice mice is shown in the bottom.  

(B) Percentage of RS (left) and FS (right) neurons in different regions of Novice mice which are 
positively (top) or negatively (bottom) modulated compared to baseline (non-parametric permutation 
test, p < 0.025). (C) Similar to (A), but for Expert mice. wS1: 258 RS units in 15 mice, 237 FS units in 
15 mice; wS2: 342 RS units in 12 mice, 161 FS units in 12 mice; wM1: 452 RS units in 11 mice, 134 FS 
units in 11 mice; wM2: 401 RS units in 10 mice, 107 FS units in 10 mice; ALM: 766 RS units in 12 mice, 
109 FS units in 12 mice; tjM1: 505 RS units in 11 mice, 83 FS units in 11 mice. Average first lick 
histogram for all Expert mice is shown in the bottom.  

(D) Similar to (B), but for Expert mice. Note the difference in color scales for fraction of positively 
or negatively modulated neurons in b and d.  

 

48.7 ms, 243/452 units in 18 mice; Wilcoxon rank-sum test, p = 3x10-5, FDR-corrected 

for multiple comparison) (Fig 3.3C). Comparing Novice and Expert mice, the latency of 

RS units increased in wM1, but decreased in wM2, upon whisker learning (Fig 3.3D 

and 3.14B) (Esmaeili et al. 2021b). In contrast FS units did not significantly change 

their latency across learning in any of the six cortical regions (Fig 3.3D and 3.14B). 

These latency differences reveal that task learning is accompanied by fast dynamic 

changes in the relative timing of the recruitment of FS and RS units across wM1 and 

wM2. 

3.3.4 Fast sensory processing in wS1 and wS2 

Having observed the fastest whisker-evoked responses in wS1 and wS2 (Fig 

3.3), we further compared RS and FS units in these areas, by focusing on their 

response in the first 50-ms window (Fig 3.4). The whisker-evoked change in firing rates 

of RS and FS units in wS1 and wS2 remained unchanged across Novice and Expert 

mice (Fig 3.4A-3.4C). However, in both regions and both groups of mice, FS units had 

larger evoked responses compared to RS units (Novice wS1: 6.0 ± 9.6 Hz for 73 RS 

units vs 13.9 ± 16.1 Hz for 103 FS units in 8 mice, p < 10-4; Novice wS2: 4.0 ± 4.6 Hz, 

for 120 RS units vs 12.2 ± 15.8 Hz for 68 FS units in 8 mice, p < 10-4; Expert wS1: 5.3 

± 9.1 Hz for 258 RS units vs 11.9 ± 13.9 Hz for 237 FS units in 18 mice, p < 10-4; 

Expert wS2: 4.3 ± 8.7 Hz for 342 RS units vs 11.5 ± 13.6 Hz for 161 FS units in 18 

mice, p < 10-4; non-parametric permutation tests, FDR-corrected for multiple 

comparison) (Fig 3.4C). Neuronal responses in wS1 and wS2 often showed a biphasic 

response; a fast and sharp evoked response followed by a later secondary wave of 

spiking activity. While, the fast early response remained unchanged (Fig 3.2A and 

3.2C), the late response increased across learning in RS and FS units of both wS1 and 

wS2 areas (Fig 3.17), consistent with previous work in wS1 in a whisker detection task 

without a delay period (Sachidhanandam et al. 2013).  
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Fig 3.3. Fast propagation of sensory responses across cell classes and cortical regions. 
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(A) Change in firing rate (mean ± SEM) of different cortical regions in the first 100-ms window 
after whisker deflection for RS (top) and FS (bottom) neurons in Novice (left) and Expert (right) mice 
(numbers of units and mice are the same as in Fig 2).  

(B) Whisker-evoked response latency maps. For each silicon probe in Novice (left) and Expert 
(right) mice, average latency of whisker-evoked response is shown separately for RS and FS units. 
Circles represent silicon probes and are colored according to the average latency across all responsive 
neurons recorded on the probe.  

(C) Comparison of latency of RS vs FS neurons in Novice (left) and Expert (right) mice.  

(D) Comparison of latency of neurons from Novice vs Expert mice for RS (left) and FS (right) 
neurons. In (C) and (D), only neurons with a significant whisker response in the first 200 ms (compared 
to 200 ms before whisker onset, non-parametric permutation test, p<0.05) were included. Midline 
represents the median, bottom and top edges show the interquartile range, and whiskers extend to 1.5 
times the interquartile range. ***: p<0.001, **: p<0.01, *: p<0.05, ns: p>=0.05.  

  

The latencies of evoked activity in wS1 and wS2 were shorter for FS units 

compared to RS units for both Novice and Expert mice (Wilcoxon rank-sum tests FDR-

corrected for multiple comparison: Novice wS1 p = 1x10-7; Novice wS2 p = 1x10-3; 

Expert wS1 p = 1x10-10; Expert wS2 p = 9x10-6) (Fig 3.4D). Comparing wS1 and wS2 

areas, we found no significant difference in RS units response latencies, whereas FS 

units in wS1 fired at shorter latencies than FS units in wS2 (Wilcoxon rank-sum test 

FDR-corrected for multiple comparison, Novice: p = 1x10-4, Expert: p = 3x10-4). Both 

wS1 and wS2 therefore responded strongly and similarly to whisker stimulation in both 

Novice and Expert mice and no significant change was found in the response of RS or 

FS units across learning (Fig 3.4C and 3.4D). 

Optogenetic inactivation by applying blue light in VGAT-ChR2 mice to either wS1 

and wS2 during the delivery of the whisker stimulus induced a significant decrease in 

hit rate (Esmaeili et al. 2021). Here, we reanalyzed this inactivation data in a direct 

comparison across these two areas, and found a significantly stronger deficit induced 

by inactivation of wS2 compared to wS1 (wS1: ∆hit = -0.30 ± 0.13; wS2: ∆hit = -0.49 ± 

0.12; Wilcoxon signed-rank test, p = 0.0039; 9 mice) (Fig 3.4E). However, potential 

differences in the spatial extent of the whisker deflection-evoked responses and the 

efficacy of optogenetic inactivation in wS1 versus wS2 make it difficult to conclude the 

relative importance of sensory processing in these two areas. Nonetheless, the data 

suggest that neuronal activity in both wS1 and wS2 is involved in execution of this 

whisker detection task. 

3.3.5 Parallel anatomical pathways from wS1 and wS2 to wM1 and wM2 

Neuronal activity in wS1 and wS2 can only contribute to task execution by 

communicating with other brain regions. Along with various subcortical projections 

(Sippy et al. 2015; Takahashi et al. 2020), innervation of frontal cortical areas might be 

of particular importance in connecting sensation and movement (Esmaeili et al. 2020, 
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2021). Neurons in wS1 have previously been shown to innervate wM1 (Ferezou et al. 

2007; Aronoff et al. 2010; Mao et al. 2011; Yamashita et al. 2018), but much less is 

known about the long-range output of wS2. We, therefore, carried out a set of 

experiments in which we expressed fluorescent proteins in neurons of wS1 and wS2 

to examine their relative innervation targets in frontal cortex (Fig 3.5A). In the example 

experiment we injected a virus expressing a red fluorescent protein in wS1 and a green 

fluorescent protein in wS2. The fixed brains were imaged through serial section two 

photon tomography and registered to the Allen Mouse Brain Common Coordinate 

Framework (Wang et al. 2020) (Fig 3.5B). As previously shown, wS1 innervates the 

frontal cortex with a column of axons in a cortical region we label as wM1 (Fig 5C). 

Similarly, wS2 axons project to the frontal cortex in a columnar manner in a region we 

label as wM2 (Fig 3.5D). The location of wM2 appeared to be more anterior compared 

to the location of wM1 (Fig 3.5E and 3.5F), which is further confirmed by overlaying 

the projections (Fig 3.5G). Quantification of the location of the peak on average 

fluorescence across mice (Fig 3.5G and 3.5H, contours) revealed that wM1 was 

located at 1.0 mm anterior and 1.0 mm lateral to bregma, while wM2 was located at 

1.9 mm anterior and 1.2 mm lateral to bregma. We further quantified wM1 and wM2 

locations by averaging among frontal projection centers from individual mice (Fig 3.5H, 

markers) finding similar results (wM1: 1.0 ± 0.1 mm anterior and 1.0 ± 0.1 mm lateral 

to bregma across 4 mice; wM2: 1.7 ± 0.1 mm anterior and 1.0 ± 0.3 mm lateral to 

bregma across 4 mice). The primary and secondary somatosensory cortex, therefore, 

map onto the frontal cortex in a pattern consistent with mirror-symmetric somatotopy 

(Mao et al. 2011) and the frontal projections from the visual cortex (Sreenivasan et al. 

2017). 

3.3.6 Changes in fast sensory processing in wM1 and wM2 

We next investigated the changes in whisker deflection-evoked neuronal activity 

in wM1 and wM2 across task learning. RS and FS neurons in both wM1 and wM2 and 

in both Novice and Expert mice showed obvious fast sensory-evoked modulation, 

dominated by units with increased action potential firing (Fig 3.2, 3.3, and 3.6). 

However, RS and FS neurons changed their activity patterns differentially across 

learning in these two neighboring cortical areas. In wM1, RS units had a smaller 

whisker-evoked response in Expert compared to Novice mice (Novice: 1.8 ± 3.0 Hz, 

147 units recorded in 7 mice, Expert: 0.9 ± 3.9 Hz, 452 units recorded in 11 mice; non-

parametric permutation test, p = 0.002) (Fig 3.6A and S10), whereas FS units had a 

larger response in Expert mice (Novice: 3.1 ± 3.6 Hz, 66 units recorded in 7 mice, 

Expert: 7.3 ± 16.9 Hz, 134 units recorded in 11 mice; non-parametric permutation test, 
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p = 0.0008) (Fig 3.6B and S3.10). The 

ratio of RS to FS firing in wM1 is 

therefore strongly changed in Expert 

mice in favor of FS units. 

 

Fig 3.4. Fast whisker responses in FS 
neurons of sensory areas. 

(A) Baseline-subtracted (50 ms prior to 
whisker onset) population firing rate (mean ± 
SEM) of RS (left) and FS (right) neurons in wS1 
and wS2 of Novice mice. wS1: 73 RS units in 7 
mice, 103 FS units in 7 mice; wS2: 120 RS units 
in 8 mice, 68 FS units in 8 mice.  

(B) Same as (A) but for Expert mice. 
wS1: 258 RS units in 15 mice, 237 FS units in 
15 mice; wS2: 342 RS units in 12 mice, 161 FS 
units in 12 mice.  

(C) Whisker-evoked change in spike 
rate in the first 50 ms (mean ± SEM) in wS1 and 
wS2 for RS and FS units and in Novice and 
Expert mice. ***: p<0.001. Gray lines show non-
significant comparisons. 

(D) Latency of the whisker-evoked 
response in wS1 and wS2. Only neurons with a 
significant whisker response in the first 100 ms 
(compared to 100 ms before whisker onset, 
non-parametric permutation test, p<0.05) were 
included (Novice wS1: 56/73 RS units, 96/103 
FS units, 8 mice; Novice wS2: 97/120 RS units, 
57/68 FS units, 8 mice; Expert wS1: 190/258 RS 
units, 210/237 FS units, 18 mice; Expert wS2: 
262/342 RS units, 148/161 FS units, 18 mice). 
Boxplots represent the distribution of the latency 
defined as the time to reach to half-maximum 
response. Midline represents the median, 
bottom and top edges show the interquartile 
range, and whiskers extend to 1.5 times the 
interquartile range. ***: p<0.001, **: p<0.01. 
Gray lines show non-significant comparisons.  

(E) Inactivation of wS1 and wS2. Left: 
Schematic showing the inactivation of wS1 and 
wS2 areas during whisker stimulus 
presentation, in VGAT-ChR2 mice (Zhao et al. 
2011a; Esmaeili et al. 2021b). Light trials were 
interleaved with no-light control trials and 
comprised 1/3 of total trials. Right: Change in hit 
and false-alarm (FA) rate - comparing light and 
no-light trials - upon optogenetic inactivation of 
wS1 and wS2. Light colors show individual mice 
(9 mice), thick lines represent averages, and 
error bars show SEM. **: p<0.01, ns: p>=0.05.  
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Fig 3.5. Distinct frontal projections of wS1 and wS2. 
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(A) Schematic of anterograde axonal tracing of wS1 and wS2 projections in the frontal cortex. 
Fluorescent proteins of different colors were expressed in wS1 and wS2 regions and frontal projection 
patterns were identified using anatomical reconstructions and registration to Allen Brain Atlas. 

(B, C, D) Coronal sections showing example two-color injections in wS1 (magenta) and wS2 
(green) and their frontal projection centers. Viral expression in wS1 and wS2 (B) and frontal sections 
showing the center of frontal projections in wM1 (C) and wM2 (D). All brains were registered to the Allen 
Mouse Brain Atlas, https://mouse.brain-map.org.  

(E) Grand average cortical fluorescent map of wS1 projections (4 mice).  

(F) Same as (E) but for wS2 projections (4 mice).  

(G) Overlay of grand average fluorescent map of wS1 (magenta) and wS2 (green) projections 
in the frontal cortex.  

(H) Center of projections from wS1 and wS2 in the frontal cortex. Contour plots at 95% and 75% 
maximum of the grand average fluorescent intensity from wS1 (magenta) and wS2 (green) projections, 
showing the location of wM1 and wM2 respectively. Markers show the center of projections for different 
mice. Projections in the same mice are indicated with similar markers.  

 

In contrast, we found that neuronal activity in wM2 changed in a very different 

way across learning compared to wM1. In wM2, whisker deflection evoked an 

increased action potential firing in RS units of Expert mice compared to Novice mice 

(Novice: 1.0 ± 2.2 Hz, 244 units recorded in 7 mice, Expert: 1.5 ± 4.5 Hz, 401 units 

recorded in 10 mice; non-parametric permutation test, p = 0.016) (Fig 3.6C and 3.19), 

but a decreased firing of FS units (Novice: 4.5 ± 6.8 Hz, 57 units recorded in 7 mice, 

Expert: 2.7 ± 3.9 Hz, 107 units recorded in 10 mice; non-parametric permutation test, 

p = 0.021) (Fig 3.6D and 3.19). The balance of RS to FS unit activity in wM2 is therefore 

enhanced in favor of RS units across task learning. 

To test how the coordination between sensory and motor cortices changed 

across learning, we quantified inter-areal interactions between wS1->wM1 and wS2-

>wM2 in the subset of sessions during which we obtained simultaneous paired 

recordings from these areas (Fig 3.6E and 3.6F). Averaged over individual pairs of 

neurons, the trial-by-trial correlation between the evoked activity of wS2-RS units with 

wM2-RS units increased across learning (Novice: 876 neuron pairs recorded in 6 mice, 

Expert: 583 neuron pairs recorded in 3 mice; Wilcoxon rank-sum test, p = 0.039) while 

it decreased between wS2-RS units and wM2-FS units (Novice: 343 neuron pairs 

recorded in 6 mice, Expert: 209 neuron pairs recorded in 3 mice; Wilcoxon rank-sum 

test, p = 2.9x10-4). Learning-related changes in firing rates might contribute to these 

apparent changes in correlations. However, while the activity of wM1-FS units 

increased across learning, the correlation between wS1-RS units and wM1-FS units 

did not change significantly, nor did the correlation between wS1-RS units and wM1-

RS units. As an additional control, we measured inter-areal pairwise correlations using 

the spike time tiling coefficient (STTC) method (Cutts and Eglen 2014), which is 

suggested to be insensitive to firing rate (Fig 3.20B). Quantified using STTC analysis, 

the only significant increase in correlation across learning was observed between wS2-
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RS to wM2-RS units (Novice: 3482 neuron pairs recorded in 6 mice, Expert: 2461 

neuron pairs recorded in 3 mice; Wilcoxon rank-sum test, p = 4.7x10-11).  

Trial-by-trial correlation of the population response showed similar patterns of 

change across learning in both area pairs as those observed in pair-wise correlation 

changes (Fig S12A). To further evaluate functional connectivity changes, we identified 

the number of directional connections (putative direct mono-synaptic connections) 

based on short-latency sharp peaks in the cross-correlograms between pairs of 

neurons from whisker sensory and whisker motor cortices (Fig 3.6F and S3.12C). The 

percentage of connections between wS2-RS units to wM2-RS units increased 

significantly across learning (Novice: 3 out of 1077 pairs in 6 mice, Expert: 17 out of 

1066 pairs in 3 mice; Chi-squared proportion test, p = 0.0032). 

All together, these data suggest that learning might increase the excitation to 

inhibition ratio of the sensory-evoked response in wM2, but decreases the ratio in wM1 

in favor of inhibition. Increased activity of excitatory neurons in wM2 across learning 

could arise from the increase in functional connectivity between wS2 to wM2, and could 

in turn contribute to driving excitation in other frontal areas including ALM, which is 

known to be important for the motor planning of licking (Guo et al. 2014; Esmaeili et al. 

2021). 

3.3.7 Neuronal activity in tongue and jaw-related motor cortices 

Previous studies have identified motor (tjM1) and premotor (ALM) areas of the 

neocortex associated with licking (Guo et al. 2014; Mayrhofer et al. 2019). Whisker 

deflection evoked a rapid decrease in both RS (Fig 3.7A) and FS (Fig 3.7B) neuronal 

activity in tjM1 of Expert mice (RS Novice: 0.0 ± 1.2 Hz, 271 units recorded in 8 mice, 

RS Expert: -0.6 ± 1.7 Hz, 505 units recorded in 11 mice; non-parametric permutation 

test, p < 0.0001; FS Novice: -0.2 ± 2.1 Hz, 61 units recorded in 8 mice, FS Expert: -1.5 

± 2.6 Hz, 83 units recorded in 11 mice; non-parametric permutation test, p = 0.0003). 

The observed suppression of neuronal activity in tjM1 evoked by the whisker stimulus 

in Expert mice was present across superficial and deep layers (Fig 3.13). The 

suppression of neuronal activity in tjM1 in Expert mice may help suppress early licking 

(Esmaeili et al. 2021). An active suppression of licking during the response window 

after the auditory cue is also required in correct rejection trials compared to miss trials, 

and we previously reported stronger suppression of RS units in correct rejection trials 

(Esmaeili et al. 2021). Here, we similarly observed a larger reduction of activity of FS 

neurons during the response window in correct rejection trials compared to miss trials 

(Fig 3.22). Thus, in periods when licking should be suppressed, there appears to be a 

decrease in firing of both RS and FS neurons in tjM1 across learning. 
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Fig 3.6. Learning differently modulated sensory responses of RS and FS neurons in wM1 and 
wM2 areas. 
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(A) Decrease of whisker response in wM1 RS neurons across learning. Top: baseline-
subtracted (50 ms prior to whisker onset) population firing rate (mean ± SEM) overlaid for Novice mice 
(147 neurons in 7 mice) and Expert mice (452 neurons in 11 mice). Bottom: Comparison of whisker-
evoked response in Novice and Expert mice. Bar plots showing average population rate in 10-90 ms 
window (mean ± SEM) after whisker onset and statistical comparison using non-parametric permutation 
test (left) (**: p<0.01; *: p<0.05). The fraction of positively (filled bars) or negatively (empty bars) 
modulated neurons in the same window (right). Modulation of individual neurons compared to a similar 
window size prior to whisker onset, was identified using non-parametric permutation test (p<0.005). The 
fractions of modulated neurons in Novice and Expert were compared using a Chi-squared proportion 
test (*: p<0.05; ns: p>=0.05).  

(B) Increase of whisker response in wM1 FS neurons across learning. Panels are similar to (A) 
but for wM1 FS neurons in Novice (66 neurons in 7 mice) and Expert mice (134 neurons in 11 mice) 
(***: p<0.001).  

(C) Increase of whisker response in wM2 RS neurons across learning. Panels are similar to (A) 
but for wM2 RS neurons in Novice (244 neurons in 7 mice) and Expert mice (401 neurons in 10 mice).  

(D) Decrease of whisker response in wM2 FS neurons across learning. Panels are similar to (A) 
but for wM2 FS neurons in Novice (57 neurons in 7 mice) and Expert mice (107 neurons in 10 mice).  

(E) Pair-wise correlation between sensory and motor cortices in Novice and Expert mice. Left: 
Scatter plot showing the trial-by-trial correlation between the whisker-evoked response of an example 
pair of neurons in wS2 and wM2. Each circle represents the response of the neuronal pair in one trial. 
Circles were jittered slightly for the purpose of visualization. Gray line: least-squares regression. Middle: 
Average pair-wise Pearson correlation of wS1-RS units with wM1-RS (110 neuron pairs in 1 Novice 
mouse, and 68 neuron pairs in 2 Expert mice) and wS1-RS units with wM1-FS units (44 neuron pairs in 
1 Novice mouse, and 89 neuron pairs in 2 Expert mice) separately. Right: Average pair-wise Pearson 
correlation of wS2-RS units with wM2-RS (876 neuron pairs in 6 Novice mouse, and 583 neuron pairs 
in 3 Expert mice) and wS2-RS units with wM2-FS units (343 neuron pairs in 6 Novice mouse, and 209 
neuron pairs in 3 Expert mice). Error bars: SEM. Statistical comparison between Novice and Expert was 
performed using Wilcoxon rank-sum test (ns: p>=0.05; *: p<0.05; ***: p<0.001).  

(F) Inter-areal functional connectivity identified based on cross-correlograms. Left: Example 
cross-correlogram between a pair of simultaneously recorded neurons from wS2 and wM2. Red dotted 
line shows the threshold for detecting sharp peaks. A directional connection from wS2 to wM2 was 
detected as there is a threshold crossing within the time lags between 0-10 ms. Middle: Percentage of 
detected directional connections from wS1-RS units to wM1-RS and wM1-FS units in 1 Novice and 2 
Expert mice. Right: Percentage of detected directional connections from wS2-RS units to wM2-RS and 
wM2-FS units in 6 Novice and 3 Expert mice. The numbers on each bar represent the number of 
identified connections and the total number of recorded pairs. The fractions of connections in Novice 
and Expert were compared using a Chi-squared proportion test (ns: p>=0.05; **: p<0.01).  

 

Delay period activity emerges in RS units of ALM after task learning, and is 

causally involved in motor planning (Esmaeili et al. 2021). Analysis of FS units revealed 

a similar activity pattern, indicating that in ALM of Expert mice both RS and FS units 

increased their firing rate after whisker stimulus and remain elevated throughout the 

delay period (RS Novice: 0.1 ± 0.7 Hz, 234 units recorded in 6 mice, RS Expert: 1.4 ± 

4.1 Hz, 766 units recorded in 12 mice; non-parametric permutation test, p = 0.0001; 

FS Novice: 0.2 ± 1.5 Hz, 37 units recorded in 5 mice, FS Expert: 3.7 ± 6.8 Hz, 109 

units recorded in 12 mice; non-parametric permutation test, p = 0.0001). Furthermore, 

in Expert compared to Novice mice, a larger fraction of RS and FS units were 

significantly modulated during the delay, primarily with an increase in firing rate (Fig 

3.7C and 3.7D). The delay period activity was more prominent in deeper layers of ALM 

for both RS and FS neurons (Fig 3.23).  
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Fig 3.7. FS neuronal responses in tjM1 and ALM changed similarly to RS neurons. 

(A) Suppression of tjM1 RS neurons in Expert mice. Top: baseline-subtracted (50 ms before 
whisker onset) firing rate (mean ± SEM) overlaid for Novice (271 RS units in 8 mice) and Expert mice 
(505 RS units in 11 mice). Bottom: Comparison of whisker-evoked response in Novice and Expert mice. 
Bar plots showing population rate in 40-90 ms window (mean ± SEM) after whisker onset and statistical 
comparison using non-parametric permutation test (left, ***: p<0.001); fraction of positively (filled bars) 
or negatively (empty bars) modulated neurons in the same window (right). Modulation of individual 
neurons compared to a similar window size prior to whisker onset, was identified using non-parametric 
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permutation test (p<0.005). Fraction of modulated neurons in Novice and Expert were compared using 
a Chi-squared proportion test (ns: p>=0.05).  

(B) Suppression of tjM1 FS neurons in Expert mice. Panels are similar to (A) but for tjM1 FS 
neurons in Novice (61 neurons in 8 mice) and Expert mice (83 neurons in 11 mice).  

(C) Delay activity of RS neurons in Expert mice. Top: baseline-subtracted (1 s before whisker 
onset) firing rate (mean ± SEM) overlaid for Novice (234 RS units in 6 mice) and Expert mice (766 RS 
units in 12 mice). Bottom: Comparison of whisker-evoked response in Novice and Expert mice. Bar plots 
showing population rate in 200-1000 ms window (mean ± SEM) after whisker onset and statistical 
comparison using non-parametric permutation test (left, ***: p<0.001); fraction of positively (filled bars) 
or negatively (empty bars) modulated neurons in the same window (right). Modulation of individual 
neurons compared to a similar window size prior to whisker onset, was identified using non-parametric 
permutation test (p<0.005). Chi-squared proportion test: ***: p<0.001, ns: p>=0.05.  

(D) Delay activity of ALM FS neurons in Expert mice. Panels are similar to (C) but for ALM FS 
neurons in Novice (37 FS units in 5 mice) and Expert mice (109 FS units in 12 mice).  

 

Preparatory movements were prominent during delay periods in Expert mice and 

accounted for a large part of the neuronal activity during the delay period (Esmaeili et 

al. 2021b). Nonetheless, investigating the subset of quiet trials without delay period 

movements, we found that significant neuronal delay period activity still remains in both 

RS and FS units (Fig 3.24). Therefore, both RS and FS units in ALM develop persistent 

delay period activity across learning which likely contributes to the storage of a licking 

motor plan. 

3.3.8 Changes in excitation and inhibition across learning 

To the extent that we can equate RS units with excitatory neurons and FS units 

with inhibitory neurons (Fig 3.8A), we can begin to compute changes in the putative 

balance of excitation and inhibition as the changes in RS and FS firing rates across 

learning, providing a simple summary for comparisons (Fig 3.8). To do so, for each 

area (Fig 3.8B) and cell class (RS or FS), we calculated a learning modulation index 

(LMI) defined as the normalized difference between the mean firing rate in Expert and 

Novice mice. Positive LMI values indicate an increase in neuronal activity across 

learning, while negative values represent suppression. The putative excitation and 

inhibition changed in opposite directions in wM1 (RS LMI = -0.33; FS LMI = 0.38) and 

wM2 (RS LMI = 0.22; FS LMI = -0.25) (Fig 3.8C and 3.8D). In contrast, putative 

excitation and inhibition changed in the same direction across learning in ALM (RS LMI 

= 0.88; FS LMI = 0.87) and tjM1 (RS LMI = -0.92; FS LMI = -0.75) (Fig 3.8C and 3.8D). 

Subtraction of the LMI of RS from the LMI of FS units as a measure of the change in 

the putative excitation-inhibition balance across learning, showed a decreased putative 

excitation-inhibition balance in wM1, but an increased putative excitation-inhibition 

balance in wM2 (E-I LMI wM1 = -0.72; E-I LMI wM2 = 0.46) (Fig 3.8E and 3.8F). 

Interestingly, the apparent balance of excitation and inhibition thus appears to change 

differently across learning in distinct cortical areas. 
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Fig 3.8. Diverse changes of putative excitation-inhibition balance in different cortical regions 
across learning. 

(A) FS (putative PV GABAergic inhibitory) neurons and RS (putative glutamatergic excitatory 
pyramidal) neurons are typically considered to be strongly and reciprocally connected in local cortical 
microcircuits providing fast balance of excitation and inhibition.  

(B) Schematic showing the location of different cortical regions.  

(C) Learning modulation index (LMI) in different cortical regions for RS and FS units, 
representing learning-induced change in putative excitation and inhibition, respectively. LMI was 
quantified as the normalized difference between whisker-evoked firing rate in Novice and Expert mice.  
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(D) Map of the putative excitation-inhibition change across learning, shown as LMI across 
cortical regions for RS and FS neurons.  

(E) Change in the putative excitation-inhibition balance across learning, quantified as difference 
between LMI of RS and FS neurons in different cortical regions.  

(F) Cortical map of the putative excitation-inhibition balance change across learning, calculated 
as LMI difference between RS and FS neurons.  

 

3.4 Discussion 

Comparing neuronal activity across task learning revealed distinct changes in RS 

and FS units in various neocortical areas. Strikingly, in tjM1 and ALM, RS and FS 

neurons changed firing rates congruently across learning, but in wM1 and wM2, RS 

and FS changed firing rate incongruently, pointing toward learning-related changes in 

the balance of cortical excitation and inhibition, with an overall change across learning 

towards excitation of wM2 and inhibition of wM1. 

In wS1 and wS2, we found that there was little change in overall neuronal activity 

across learning, consistent with a robust coding of the sensory stimulus in these areas 

of the somatosensory cortex (Fig 3.4). Our results do not rule out a possible 

reorganization of neuronal activity across learning with some neurons increasing and 

others decreasing their response to whisker stimulation. Indeed, in a whisker detection 

task without a delay period, we previously found in wS1 of expert mice that neurons 

projecting to wS2 had stronger task-related depolarizations compared to neurons 

projecting to wM1, whereas we found the converse in naive mice (Yamashita and 

Petersen 2016). Consistent with an important role for wS2 in whisker detection tasks 

(Kwon et al. 2016; Le Merre et al. 2018; Esmaeili et al. 2021), here we found that 

optogenetic inactivation of wS2, as well as wS1 inactivation, induced a strong 

impairment in task performance (Fig 3.4E).  

Neuronal activity in wS1 and wS2 can directly influence the frontal cortex through 

direct monosynaptic connections with wM1 and wM2, which we characterized 

anatomically in this study (Fig 3.5). Interestingly, neuronal activity in wM1 and wM2 

changed profoundly across learning (Fig 3.6). RS units in wM1 decreased their 

sensory-evoked response, whereas RS units in wM2 increased their response across 

learning (Esmaeili et al. 2021). Trial-by-trial correlations (Fig 3.6E) and spike-triggered 

connectivity analyses (Fig 3.6F) both pointed to the enhanced coupling between wS2-

RS units and wM2-RS units, which could, at least in part, result from potentiation of 

monosynaptic inputs from wS2-RS units to wM2-RS units, although other more 

complex mechanisms could equally play a role. In contrast, FS units in wM1 increased 

their response across learning, whereas FS units in wM2 decreased their evoked 

neuronal activity. Our data thus suggest a differential change in the balance between 
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excitation and inhibition with learning in wM1 and wM2, with enhanced sensory-evoked 

inhibition relative to excitation in wM1 but enhanced excitation relative to inhibition in 

wM2 (Fig 3.8). Changes in inhibitory neuronal activity could contribute importantly to 

task learning. Increased recruitment of fast inhibition in wM1 across learning could 

suppress the response of excitatory neurons in wM1. We speculate that suppression 

of activity in wM1 could enhance whisker detection performance by reducing whisker 

movements (Sreenivasan, Esmaeili, et al. 2016), which otherwise could cause 

confounding sensory-reafference signals. On the other hand, the reduced firing of 

inhibitory neurons in wM2 across learning could allow the excitatory neurons to 

respond more strongly. Disinhibition of wM2 might be an important step allowing the 

propagation of whisker sensory information in higher order motor cortex, perhaps 

contributing to exciting ALM through local intracortical connections (Esmaeili et al. 

2021). Interestingly, disinhibition of wS1 has previously been reported to contribute to 

the execution of a whisker detection task without a delay (Sachidhanandam et al. 

2016), suggesting the general importance of considering changes in inhibitory 

neuronal activity for controlling goal-directed sensorimotor transformations (Hofer et 

al. 2011; Pinto and Dan 2015; Allen et al. 2017). Several mechanisms could contribute 

to disinhibition, including the activation of GABAergic neurons preferentially innervating 

other GABAergic neurons, as found in the auditory cortex during fear learning (Letzkus 

et al. 2011). Neuromodulation could also play an important role, for example through 

cholinergic reward signals (Hangya et al. 2015), which could drive the excitation of 

vasoactive intestinal peptide-expressing GABAergic neurons (Fu et al. 2014; Gasselin 

et al. 2021), in turn causing disinhibition through their prominent innervation of PV and 

somatostatin-expressing GABAergic neurons (Lee et al. 2013; Pfeffer et al. 2013; Pi et 

al. 2013).  

In contrast to the divergent changes across learning in RS and FS unit activity in 

wM1 and wM2, RS and FS units changed their activity patterns in the same way in 

ALM and tjM1 (Fig 3.7). Suppression of tjM1 activity in Expert mice has a causal role 

in delayed licking behavior (Esmaeili et al. 2021). The rapid suppression of RS units 

across learning in tjM1 was mirrored by a rapid suppression of FS unit firing (Fig 3.7A 

and 3.7B). Overall there was thus no apparent change in the balance of excitation and 

inhibition in tjM1 across learning (Fig 3.8). The rapid decrease in firing of both RS and 

FS units evoked by the whisker deflection in Expert mice could result from many 

different mechanisms, including a possible reduced thalamic or other long-range input 

to the orofacial sensorimotor cortex. 

Neuronal delay period activity in ALM is of critical importance for motor planning 

of licking (Guo et al. 2014, 2017; Esmaeili et al. 2021). We found that both RS and FS 

units increase firing rate during the delay period in Expert mice, but not Novice mice 

(Fig 3.7). Similar to tjM1, there was therefore no apparent change in the balance of 

excitation and inhibition in ALM across learning (Fig 3.8). Thalamic activity has been 
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shown to be necessary for maintaining ALM activity during delay periods (Guo et al. 

2017b; Gao et al. 2018b; Chabrol et al. 2019b), and increased thalamic input likely 

excites both RS and FS neurons either directly (Gabernet et al. 2005; Cruikshank et 

al. 2007; Bagnall et al. 2011; Delevich et al. 2015; Sermet et al. 2019; Rodriguez-

Moreno et al. 2020; Anastasiades et al. 2021; Shepherd and Yamawaki 2021) or 

indirectly through local cortical microcircuitry. ALM neurons in turn, project to thalamic 

nuclei (Guo et al. 2017b). In agreement with this, we observed larger delay activity in 

layer 6 of ALM where many corticothalamic neurons are located (Harris and Shepherd 

2015) (Fig 3.23).  

 In future studies, it will be of importance to better define the various classes of 

neurons beyond our current classification of RS and FS units. For example, diverse 

classes of GABAergic neurons can be defined through the expression of Cre and Flp 

recombinase under different promoters (Taniguchi, He, Wu, Kim, Paik, Sugino, 

Kvitsiani, Kvitsani, et al. 2011; He et al. 2016), enabling functional identification of these 

neurons through opto-tagging (Kvitsiani et al. 2013). Different classes of excitatory 

neurons might be best classified through their long-range axonal projections, which 

could be functionally identified through optogenetic stimulation of axonal branches in 

target regions (Economo et al. 2018). The current study thus takes a first step towards 

differentiating neuronal activity in various cortical regions across learning, but further 

experiments will be needed in order to gain a more complete understanding of 

neocortical cell type-specific changes, as well as, importantly, investigating subcortical 

regions which are likely to play profound roles in both learning and execution of goal-

directed sensorimotor transformations. 
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3.5 Materials and Methods 

The results in this study are largely based on further analysis of our recently 

published dataset available Open Access via the CERN database Zenodo 

(https://doi.org/10.5281/zenodo.4720013). The methods used to obtain the published 

dataset were fully described in the accompanying journal publication (Esmaeili et al. 

2021b), and are only briefly introduced here. The new analyses are described in detail 

below. We also carried out two new series of experiments: i) optogenetic tagging of 

GABAergic neurons and ii) anatomical analysis of axonal projections from wS1 and 

wS2 to the frontal cortex. All experimental procedures were approved by the Swiss 

Federal Veterinary Office (Licences VD1628.7 and VD1889.4) and were conducted in 

accordance with the Swiss guidelines for the use of research animals. The methods 

for obtaining the new data are described in detail below. The full data set and analysis 

code used to generate the figures and results described in this study are available via 

the Open Access CERN database Zenodo: https://doi.org/10.5281/zenodo.6511622. 

3.5.1 Behavioral paradigm and electrophysiological recordings 

Both Novice and Expert mice were trained in the first stage of the task, where in 

all trials a visual (trial onset) and auditory cues were presented, and licks during a 1-

second response window following the auditory cue were rewarded (Fig 3.1A and 

3.1B). To initiate a trial, mice needed to withhold licking (i.e. not touching the water 

spout) for a quiet period of 2-3 seconds following an inter-trial-interval of 6-8 seconds. 

Visual cue (200 ms, green LED) and auditory cue (200 ms, 10 kHz tone of 9 dB added 

on top of the continuous background white noise of 80 dB) were separated with a delay 

period which gradually was increased to 2 seconds over Pretraining days. Licking 

before the response period (Early lick) aborted the trial and introduced a 3-5 second 

timeout. The Expert mice went through a second training phase (Whisker-training), in 

which only Go trials (i.e. trials with a whisker stimulus) were rewarded. Whisker 

stimulus (10 ms cosine 100 Hz pulse through a glass tube attached to a piezoelectric 

driver) was delivered to the right C2 whisker 1 second after the visual cue onset in half 

of the trials. Electrophysiological data from both groups of mice were acquired during 

the final task conditions (Fig 1C). Novice mice licked in both Go and No-Go trials; while 

Expert mice had learned to lick selectively in Go trials (Esmaeili et al. 2021b).  

Extracellular recordings were performed using single-shank silicon probes 

(A1x32-Poly2-10mm-50 s-177, NeuroNexus, MI, USA) with 32 recording sites covering 

775 µm of the cortical depth. In each session two probes were inserted in two different 

brain targets acutely. Probes were coated with DiI (1,1'-Dioctadecyl-3,3,3',3'-

Tetramethylindocarbocyanine Perchlorate, Invitrogen, USA) for post-hoc recovery of 
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the recording location (see below). The neural data were filtered between 0.3 Hz and 

7.5 kHz and amplified using a digital headstage (CerePlex™ M32, Blackrock 

Microsystems, UT, USA). The headstage digitized the data with a sampling frequency 

of 30 kHz. The digitized signal was transferred to our data acquisition system 

(CerePlex™ Direct, Blackrock Microsystems, UT, USA) and stored on an internal HDD 

of the host PC for offline analysis. 

3.5.2 Optogenetic tagging of GABAergic neurons 

To evaluate to what extent the categorization of units as RS or FS based on spike 

width is useful for assessing the activity of excitatory versus inhibitory neurons, we 

performed simultaneous electrophysiological recordings and blue light stimulations in 

wS1 in 5 sessions from 4 VGAT-ChR2 mice, which express ChR2 in all neocortical 

GABAergic neuron types. A craniotomy was made over the C2 barrel column, identified 

by optical intrinsic imaging. For each mouse, a silicon probe (A1x32-Poly2-10mm-50 

s-177-A32, NeuroNexus, MI, USA) was slowly lowered to a depth of ~1000 µm in the 

C2 barrel column, and an optic fiber (400 µm; NA = 0.39, Thorlabs) coupled to a 470 

nm high power LED (M470F3, Thorlabs, USA) was positioned close to the brain 

surface and the probe. A 100 Hz train of blue light pulses (50% duty cycle, mean power 

1-2 mW) with the duration of 600 ms was applied. Light pulse train was followed by an 

additional 100 ms ramping down to prevent rebound excitation. In total, 51 FS and 130 

RS units were identified in 5 sessions from 4 mice. 

3.5.3 Anatomical analysis of axonal projections from wS1 and wS2 to frontal 
cortex 

An AAV1.hSyn.TurboRFP.WRPE.rBG (titer: 6.5x1013 vg/ml, AV-1-PV2642, 

UPenn Vector Core, USA) was injected at the center of C2 barrel column in wS1 (or in 

the C2 whisker representation in wS2), and an AAV5.Syn.Chronos-GFP.WPRE.bGH 

(titer: 3.82x1013 vg/ml, AV-5-PV3446, UPenn Vector Core, USA) or 

AAV5.hSyn.hChR2(H134R)-eYFP.WRPE.hGH (titer: 7x1012 vg/ml, AV-1-26973P, 

UPenn Vector Core, USA) was injected in the C2 whisker representation in wS2 (or 

C2 barrel column in wS1). In total 100 nl of virus was delivered in each area at 300-

400 µm and 700-800 µm below the dura, through a glass pipette (PCR Micropipets 1 

– 10 ml, Drummond Scientific Company, USA) with a 21 – 27 µm inner tip diameter. 

After 4 weeks of expression, mice were perfused with phosphate buffered saline (PBS) 

followed by 4% paraformaldehyde (Electron Microscopy Science, USA) in PBS. The 

brains were post-fixed overnight at room temperature. Next, we embedded the brains 

in 3-5 % oxidized agarose (Type-I agarose, Merck KGaA, Germany) and covalently 
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cross-linked the brain to the agarose by incubating overnight at 4 °C in 0.5 – 1 % 

sodium borohydride (NaBH4, Merck KGaA, Germany) in 0.05 M sodium borate buffer. 

We imaged the brains in a custom-made two-photon serial sectioning microscope, 

which was controlled using Matlab-based software (ScanImage 2017b, Vidrio 

Technologies, USA) and BakingTray 

https://github.com/BaselLaserMouse/BakingTray, version master: 2019/05/20, 

extension for serial sectioning) (Han et al. 2018b). The setup consists of a two-photon 

microscope coupled with a vibratome (VT1000S, Leica, Germany) and a high-precision 

X/Y/Z stage (X/Y: V-580; Z: L-310, Physik Instrumente, Germany). The thickness of a 

physical slice was set to be 50 µm for the entire brain and we acquired optical sections 

at 10 µm using a high-precision piezo objective scanner (PIFOC P-725, Physik 

Instrumente, Germany) in two channels (green channel: 500 – 550 nm, ET525/50, 

Chroma, USA; red channel: 580 – 630 nm, ET605/70, Chroma, USA). Each section 

was imaged by 7 % overlapping 1025x1025-µm tiles. A 16x water immersion objective 

lens (LWD 16x/0.80W; MRP07220, Nikon, Japan), with a resolution of 1 µm in X and 

Y and measured axial point spread function of ~5 µm full width at half maximum. After 

image acquisition, the raw images were stitched using a Matlab-based software 

(StitchIt, https://github.com/BaselLaserMouse/StitchIt). The stitched images were then 

down-sampled by a factor of 25 in X and Y obtaining a voxel size of 25 x 25 x 25 µm, 

using a Matlab-based software (MaSIV, https://github.com/alexanderbrown/masiv) or 

using the software Fiji (https://imagej.net/Fiji). The brains were then registered to Allen 

Mouse Common Coordinate Framework version 3 (Wang et al. 2020b) using a python-

based tool (Brainreg, https://github.com/brainglobe/brainreg) (Tyson et al. 2022). We 

then acquired 2-D maps of cortical projection patterns, by only considering layer 2/3 of 

cortex and calculating 99% intensity levels across cortical depth using custom-

developed analysis routine 

(https://renkulab.io/projects/guiet.romain/brainreg/files/blob/notebooks/notebooks_na

pari_brainreg.ipynb). Grand average 2-D maps of cortical projections (Fig 5E and F) 

were obtained by first normalizing each mouse’s map to its global maximum (i.e. 

injection site intensity value), and then averaging across mice. The 95% and 75% 

contours (Fig 5H) for wS1 and wS2 frontal projections sites were calculated on these 

grand average maps. The center of frontal projection site for individual mice was 

identified by finding the local maxima in the frontal cortical region (Fig 5H).  

3.5.4 Data analysis and statistics 

Single neuron whisker-evoked response latency 

When measuring the latency of the whisker-evoked response in the firing rate of 

individual neurons in all cortical areas (Fig 3.3C and 3.3D), the analysis was limited to 
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the first 200-ms window following the whisker stimulus. First, we examined whether 

each neuron was modulated (positively or negatively) in the 200-ms window following 

the whisker stimulus compared to a 200-ms window prior to the whisker onset. For 

responsive neurons (p<0.05, non-parametric permutation test), latency - calculated on 

the temporally smoothed peristimulus time histograms (1 ms non-overlapping bins 

filtered with a Gaussian kernel with σ = 10 ms) - was defined as the time where the 

neural activity reached half maximum (half minimum for suppressed neurons) within 

the 200-ms window. Only responsive neurons are included in boxplots in Fig 3.3C and 

3.3D and Fig. 3.14. For wS1 and wS2 regions, where neurons had shorter latencies, 

we recalculated the latencies with higher temporal resolution (Fig 3.4D). We limited the 

analysis to 100-ms window following the whisker onset, and calculated latencies on 

smoothed peristimulus time histograms (1 ms non-overlapping bins filtered with a 

Gaussian kernel with σ = 5 ms). 

Quantifying opto-tagged neurons  

In recordings from VGAT-ChR2 mice (Fig 3.1J-O and 3.12), we quantified the 

effect of blue light stimulation on firing rates, on both slow and fast time scales. To 

quantify the effect of light on each individual neuron we first calculated an opto 

modulation index (OMI, Fig 1K). OMI was defined, in light trials, as the normalized 

difference between the average firing rate during the light window (100-500 ms after 

light onset) vs a baseline of similar duration (-400-0 ms prior to light onset): 

𝑂𝑀𝐼  
𝐴𝑃   𝐴𝑃
𝐴𝑃  𝐴𝑃

  

Subsequently, to measure the effect of light stimulation devoid of potential 

network effects, we focused on the first 10-ms immediately after light onset. We then 

quantified within this window the following parameters: fidelity, defined as the 

percentage of trials with at least one spike during this window; latency, as the average 

delay to first spike in trials with at least one spike during 10-ms window; and jitter as 

the standard deviation of the latency. We then labeled neurons as opto-tagged with 

fidelity > 20%, latency < 4.5 ms, and jitter < 2 ms (Fig 3.1M-O and 3.12). 

3.5.5 Inter-areal functional connectivity measures 

Taking advantage of the subset of sessions with simultaneous paired recordings 

from whisker sensory and motor cortices, we used two separate methods to examine 

the changes across learning in the coordination of inter-areal neural activity (Fig 3.6E 

and 3.6F, and 3.20). First, we measured Pearson correlation between trial-by-trial 

whisker-evoked responses in pairs of individual neurons recorded from wS1/wS2 (5-

55 ms window after whisker onset) and wM1/wM2 (10-90 ms window after whisker 
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onset) (Fig 6E). For the pair-wise correlation analysis, we only considered neurons with 

average firing rate > 2.5 Hz within the corresponding analysis windows. Similarly, the 

Pearson correlation in trial-by-trial average population responses in the same task 

epochs between pairs of simultaneously recorded areas were quantified (Fig S12A). 

As a second measure of pair-wise correlation, which is suggested to be 

insensitive to firing rate, we applied the spike time tiling coefficient (STTC) approach 

(Cutts and Eglen 2014). The STTC was calculated during a 1-s window centered on 

the whisker stimulus (Figure S12B), and was defined for spike trains A and B as: 

𝑆𝑇𝑇𝐶  
1
2

 
𝑃 𝑇  

1  𝑃 𝑇
𝑃 𝑇  

1  𝑃 𝑇
 

where 𝑃  and 𝑃  are the proportion of spikes from A falling within 𝛥𝑡 ( 10 ms) 

of a spike in B and vice versa; and 𝑇  and 𝑇  are the proportion of the total recording 

time which falls within 𝛥𝑡 of a spike from B or A respectively. 

In addition, we identified directional functional connectivity from wS1 to wM1 and 

from wS2 to wM2 by calculating cross-correlograms (CCG) during a 1-second window 

centered on whisker stimulus (Fig 6F and S12C). The CCG was defined as: 

𝐶𝐶𝐺 𝜏  

1
𝑀∑ ∑ 𝜒 𝑡 𝜒 𝑡 𝜏

𝜃 𝜏 𝜆 𝜆
 

where M is the number of trials, N is the number of bins in the trial, 𝜒  and 𝜒  are 

the spike trains of the two units on trial 𝑖, 𝜏 is the time lag relative to reference spikes, 

and 𝜆  and 𝜆  are the mean firing rates of the reference and target units respectively. 

𝜃 𝜏  is the triangular function that corrects for the overlap time bins caused by the 

sliding window (Perkel et al. 1967). Neurons with firing rate > 1 Hz within the analysis 

window were included in this analysis. 

To better capture fast timescale changes related to feedforward connections, 

cross-correlograms were corrected by subtracting a jittered version (Smith and Kohn 

2008; Siegle et al. 2021) (Fig S12C): 

𝐶𝐶𝐺  𝐶𝐶𝐺 𝐶𝐶𝐺  

The jittered CCG was produced as the average of 100-times resampling the 

original dataset where spike times within each 25-ms window were randomly permuted 

across different trials. This method, removes the stimulus-locked and slow timescale 

correlations larger than the jitter window, while preserving the trial-averaged PSTH and 

a number of spikes for each unit (Harrison and Geman 2009). For each pair of recorded 

units, the significant directional connection from reference to target neuron was 

identified if the maximum CCG within time lags between 0 to 10 ms was larger than 6-

fold standard deviation of the jitter-corrected CCG flanks (between ±50-100 ms).  
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For both analytical methods, in wS1/wS2 we focused only on the RS units, as 

they are known to have long-range projections. In wM1/wM2, we quantified 

correlations and directional connections separately for RS and FS units. 

3.5.6 Quantifying learning modulation index 

The learning modulation index (LMI) for each cell class (‘cc’, i.e. RS or FS) and 

cortical area (‘a’, i.e. wS1, wS2, wM1, wM2, ALM, or tjM1) was defined as the 

normalized difference of whisker-evoked response in Novice and Expert mice (Fig 

3.8C and 3.8D):  

𝐿𝑀𝐼 ,

∆𝐴𝑃
,

  ∆𝐴𝑃
,

∆𝐴𝑃
,

∆𝐴𝑃
,

  

where ∆𝐴𝑃 is the grand average change in firing rate (compared to pre-whisker 

baseline) across all neurons from that mouse group, cortical region and cell class.  

3.5.7 Statistics 

Data are represented as mean ± SEM unless otherwise noted. The Wilcoxon 

signed-rank test was used to assess significance in paired comparisons; and the 

Wilcoxon rank-sum test was used for unpaired comparisons (Matlab implementations). 

Analysis of spiking activity was performed using non-parametric permutation test. 

Comparisons of the number of modulated neurons were performed using a Chi-

squared proportion test. The statistical tests used and n numbers are reported explicitly 

in the main text or figure legends. P-values are corrected for multiple comparisons 

when necessary and methods are indicated in the main text or figure legends.  
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Fig 3.9. Anatomical localization of neurons. 

(A) Magnified example fluorescent track of the silicon probe in wS1 shown in Fig 3.1D, and 
location of different probe sites after registration to the Allen Mouse Brain Atlas, https://mouse.brain-
map.org. The small rectangular box and black recording site highlight the location of the example neuron 
shown in (B).  

(B) Silicon probe, example shown in (A), with site locations across cortical layers and example 
neuron recorded on the probe. Spikes from each neuron were observed across several sites (shown 
with circles) of the silicon probe. For calculating the spike width for each neuron, the average spike 
waveform extracted from the recording site with the largest spike peak amplitude (filled circle) was used. 
Spike width was defined as the time between the spike peak (minimum) to the time voltage came back 
to baseline level. Gray horizontal line shows spike baseline, and vertical lines mark where spike width 
was measured.  

(C) Example coronal section of a Novice mouse brain with fluorescent track of a single shank 
silicon probe in tjM1, registered to the Allen Mouse Brain Atlas, https://mouse.brain-map.org. (D) 
Reconstructed location of different recording sites of the example silicon probe shown in (C) according 
to Allen Atlas (left), filtered recorded raw data of 7 probe sites around one detected spike, and average 
extracted spike waveform for this example neuron (right). After spike sorting, the position of each neuron 
was assigned to the location of recording site across the probe with the largest spike amplitude (filled 
circle).  

(E) Raster plot and peri-stimulus time histogram (PSTH) for the example neuron shown in (D). 
Trials are grouped and colored based on trial outcome.  
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Fig.3.10. Distribution of spike width in different cortical areas. 

(A) Spike width distribution for neurons recorded from Novice mice shown separately for 
different cortical regions. Neurons were categorized as fast-spiking (FS, spike width < 0.26 ms) or 
regular-spiking (RS, spike width > 0.34 ms) in all areas. Neurons with intermediate spike width (gray 
bars) were excluded from the rest of analysis. Percentage of neurons in each area tagged as RS or FS 
are shown.  

(B) Same as (A) but for Expert mice. A smaller percentage of FS neurons appears to be found 
in frontal regions in both Novice (A) and Expert mice (B).  
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Fig. 3.11. Baseline firing rates of RS and FS neurons. 



Chapter 3   Learning‐Related Congruent and Incongruent Changes of Excitation and Inhibition in Distinct Cortical Areas 

 

  156

(A) Spike width distribution vs spike rate for all neurons recorded from Novice mice.  

(B) Spike rate distribution for RS and FS units in Novice (left) and Expert (right) mice. Note the 
log-normal distribution of baseline firing rates for both RS and FS units in Novice and Expert mice. 
Normal distributions were fit to the RS and FS histograms (solid lines).  

(C) Comparison of mean spike rate in RS vs FS neurons of Novice and Expert mice. Error bars: 
SEM. ***: p<0.001, **: p<0.01, *: p<0.05, ns: p>=0.05, non-parametric permutation test, FDR-corrected 
for multiple comparison.  

(D-F) Same as (A-C), but showing data separately for different cortical areas.  
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Fig. 3.12. Opto-tagging GABAergic neurons in VGAT-ChR2 mice. 

(A-C) Criteria for labeling neurons as opto-tagged upon blue light stimulation in VGAT-ChR2 
mice. Probability distribution of fidelity scores (A), first spike latency (B), and jitter (C) for RS units 
(orange, spike width > 0.34 ms, 130 neurons from 4 mice) and FS units (green, spike width < 0.26 ms, 
51 neurons from 4 mice) measured in the first 10-ms window of blue light stimulation. The thresholds 
for detection of opto-tagged cells (dotted vertical lines) were defined based on previous literature and 
dips in the observed probability distributions (i.e. fidelity > 20%, latency < 4.5 ms, jitter < 2 ms).  

(D) Scatter plot of spike width versus fidelity (left) and distribution of fidelity scores shown with 
violin plots and bar plots (right).  

(E) Scatter plot of latency versus jitter of light-evoked response for RS and FS units.  

(F) Raster plot and peri-stimulus time histogram during the first 10-ms of 100-Hz blue light 
stimulation for three example opto-tagged neurons.  
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Fig. 3.13. FS neurons remain at baseline level during correct rejection trials. 

(A) Baseline-subtracted (2 s prior to visual onset) population firing rates (mean ± SEM) of RS 
and FS neurons from different regions of Novice mice are superimposed in correct rejection trials. wS1: 
73 RS units in 7 mice, 103 FS units in 7 mice; wS2: 120 RS units in 8 mice, 68 FS units in 8 mice; wM1: 
147 RS units in 7 mice, 66 FS units in 7 mice; wM2: 244 RS units in 7 mice, 57 FS units in 7 mice; ALM: 
234 RS units in 6 mice, 37 FS units in 5 mice; tjM1: 271 RS units in 8 mice, 61 FS units in 8 mice.  

(B) Percentage of RS (left) and FS (right) neurons in different regions of Novice mice which are 
positively (top) or negatively (bottom) modulated compared to baseline (non-parametric permutation 
test, p < 0.05) in correct rejection trials.  

(C) Similar to (A), but for Expert mice. wS1: 258 RS units in 15 mice, 237 FS units in 15 mice; 
wS2: 342 RS units in 12 mice, 161 FS units in 12 mice; wM1: 452 RS units in 11 mice, 134 FS units in 
11 mice; wM2: 401 RS units in 10 mice, 107 FS units in 10 mice; ALM: 766 RS units in 12 mice, 109 FS 
units in 12 mice; tjM1: 505 RS units in 11 mice, 83 FS units in 11 mice.  
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(D) Similar to (B), but for Expert mice. There appears to be stronger suppression of both RS 
and FS neurons of tjM1 during the response window in Expert compared to Novice mice.  

 

 

Fig. 3.14. Sequential activation of cortical regions upon whisker stimulation. 
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(A) Sequential propagation of whisker-evoked spiking responses in hit trials for RS (top) and FS 
(bottom) neurons from Novice (left) and Expert (right) mice. Mean z-scored firing rate in the first 100 ms 
window after whisker stimulus is shown. Brain regions are sorted based on their population-average 
onset latency in RS neurons of Expert mice.  

(B) Cumulative distribution of latency of individual neurons for different cortical areas in RS (top) 
and FS (bottom) neurons from Novice (left) and Expert (right) mice. Only neurons with significant 
modulation in the 200 ms window following whisker stimulus compared to a 200 ms window prior to the 
whisker stimulus are included (p<0.05, non-parametric permutation test). Latency was defined at the 
half maximum (minimum for suppressed neurons) response within the 200 ms window.  
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Fig. 3.15. Early sensory response map across different probes. 

(A) Time-lapse maps of whisker-evoked firing rate in RS (top) and FS (bottom) neurons of 
Novice mice in hit trials. Circles represent different probes and colors show mean baseline-subtracted 
(50 ms before whisker onset) firing rate across each probe at different time windows. Probes from all 
Novice mice (43 probes in 8 mice) are superimposed.  

(B) Same as (A) but for Expert mice (90 probes in 18 mice).  
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Fig. 3.16. Faster and larger sensory response in FS neurons across all layers of wS1 and wS2.  

(A) Mean z-scored firing rate (left) and baseline-subtracted firing rate (right) of RS (top) and FS 
(bottom) neurons across different cortical layers of wS1.  

(B) Boxplots representing the distribution of firing rate change (top) and response latency 
(bottom) of RS and FS units in different layers of wS1. Only neurons with a significant whisker response 
in the first 100 ms (compared to 100 ms before whisker onset, non-parametric permutation test, p<0.05) 
were included. Midline represents the median, bottom and top edges show the interquartile range, and 
whiskers extend to 1.5 times the interquartile range. *: p<0.05. Gray lines show non-significant 
comparisons. Firing rate change was compared using non-parametric permutation test and latencies 
were compared using Wilcoxon rank-sum test.  

(C-D) Same as (A-B), but for wS2 neurons.  
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Fig. 3.17.  Layer-specific quantification of RS and FS neuronal responses during the secondary 
late response in wS1 and wS2 across learning. 

(A) Increase of late whisker response in wS1 RS neurons across learning. Left: baseline-
subtracted (200 ms prior to whisker onset) population firing rate (mean ± SEM) for all neurons and 
different cortical layers (L2/3, L5 and L6a) separately overlaid for Novice and Expert mice. The number 
of neurons is indicated on the figure. Right: change in average spike rate quantified in 150-350 ms 
window after whisker onset relative to similar window size before whisker onset. ***: p<0.001, **: p<0.01, 
*: p<0.05, ns: p>=0.05, non-parametric permutation test, FDR-corrected for multiple comparison.  

(B) Increase of late whisker response in wS1 FS neurons across learning. Panels are similar to 
(A) but for wS1 FS neurons in Novice and Expert mice. (C) Fraction of wS1 RS neurons across different 
layers with significant positive (filled bars) or negative (empty bars) modulation late after whisker 
stimulus (150-350 ms window after whisker onset relative to similar window size before whisker onset). 
Positive or negative modulation of neurons was quantified using non-parametric permutation test 
(p<0.005). ***: p<0.001, **: p<0.01, *: p<0.05, ns: p>=0.05, Chi-squared proportion test. Fractions are 
reported for groups with more than five neurons.  

(D) Similar to (C) but for wS1 FS neurons.  

(E-H) Similar to (A-D) but for wS2.  

 



Chapter 3   Learning‐Related Congruent and Incongruent Changes of Excitation and Inhibition in Distinct Cortical Areas 

 

  165

 

Fig. 3.18. Layer-specific quantification of RS and FS neurons in wM1 across learning. 

(A) Decrease of early whisker response in wM1 RS neurons across learning. Left: baseline-
subtracted (50 ms prior to whisker onset) population firing rate (mean ± SEM) for different cortical layers 
(L2/3, L5 and L6a) overlaid for Novice (147 neurons in 7 mice) and Expert (452 neurons in 11 mice) 
mice. The number of neurons for each layer is indicated on the figure. Right: change in average spike 
rate quantified in 10-90 ms window after whisker onset relative to similar window size before whisker 
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onset. ***: p<0.001, ns: p>=0.05, non-parametric permutation test, FDR-corrected for multiple 
comparison.  

(B) Increase of whisker response in wM1 FS neurons across learning. Panels are similar to (A) 
but for wM1 FS neurons in Novice (66 neurons in 7 mice) and Expert (134 neurons in 11 mice) mice.  

(C) Fraction of wM1 RS neurons across different layers with significant positive (filled bars) or 
negative (empty bars) modulation early after whisker stimulus (10-90 ms window after whisker onset 
relative to similar window size before whisker onset). Positive or negative modulation of neurons was 
quantified using non-parametric permutation test (p<0.005). ***: p<0.001, ns: p>=0.05, Chi-squared 
proportion test. Fractions are reported for groups with more than five neurons.  

(D) Similar to (C) but wM1 FS neurons.  

(E) Mouse-by-mouse variability and distribution of whisker-evoked response in RS units in wM1 
of Novice and Expert mice. (Left) Bar plots showing average firing rate across mice in 10-90 ms window 
(mean ± SEM, 7 Novice and 11 Expert mice) after whisker onset and statistical comparison using non-
parametric permutation test (*: p<0.05). Circles show individual mice. (Right) Violin plots showing the 
distribution of whisker-evoked response in 10-90 ms window for all neurons recorded in Novice (147 
neurons in 7 mice) and Expert mice (452 neurons in 11 mice).  

(F) Same as (E) but for wM1 FS units in Novice (66 neurons in 7 mice) and Expert mice (134 
neurons in 11 mice).  
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Fig. 3.19. Layer-specific quantification of RS and FS neuronal activity in wM2 across learning. 

(A) Increase of early whisker response in wM2 RS neurons across learning. Left: baseline-
subtracted (50 ms prior to whisker onset) population firing rate (mean ± SEM) for different cortical layers 
(L2/3, L5 and L6a) overlaid for Novice mice (244 neurons in 7 mice) and Expert mice (401 neurons in 
11 mice). The number of neurons for each layer is indicated on the figure. Right: change in average 
spike rate quantified in 10-90 ms window after whisker onset relative to similar window size before 



Chapter 3   Learning‐Related Congruent and Incongruent Changes of Excitation and Inhibition in Distinct Cortical Areas 

 

  168

whisker onset. *: p<0.05, ns: p>=0.05, non-parametric permutation test, FDR-corrected for multiple 
comparison.  

(B) Decrease of whisker response in in wM2 FS neurons across learning. Panels are similar to 
(A) but for wM2 FS neurons in Novice mice (57 neurons in 7 mice) and Expert mice (107 neurons in 10 
mice).  

(C) Fraction of wM2 RS neurons across different layers with significant positive (filled bars) or 
negative (empty bars) modulation early after whisker stimulus (10-90 ms window after whisker onset 
relative to similar window size before whisker onset). Positive or negative modulation of neurons was 
quantified using non-parametric permutation test (p<0.005). *: p<0.05, ns: p>=0.05, Chi-squared 
proportion test. Fractions are reported for groups with more than five neurons.  

(D) Similar to (C) but wM2 FS neurons.  

(E) Mouse-by-mouse variability and distribution of whisker-evoked response in RS units in wM2 
of Novice and Expert mice. (Left) Bar plot showing average firing rate across mice in 10-90 ms window 
(mean ± SEM, 7 Novice and 10 Expert mice) after whisker onset and statistical comparison using non-
parametric permutation test (*: p<0.05). Circles show individual mice. (Right) Violin plots showing the 
distribution of whisker-evoked response in 10-90 ms window for all neurons recorded in Novice (244 
neurons in 7 mice) and Expert mice (401 neurons in 10 mice).  

(F) Same as (E) but for wM2 FS units in Novice (57 neurons in 7 mice) and Expert mice (107 
neurons in 10 mice).  
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Fig. 3.20. Inter-areal functional connectivity. 

(A) Inter-areal correlation of population response in Novice and Expert mice. (Left) Scatter plot 
of trial-by-trial average population response between wS1-RS units and wM1-RS units for an example 
Novice session. Circles were jittered slightly for the purpose of visualization. Gray line: least-squares 
regression. (Middle) Pearson correlation of trial-by-trial average population response of wS1-RS units 
vs wM1-RS, and wS1-RS units vs wM1-FS units (1 Novice and 2 Expert mice). (Right) Pearson 
correlation of trial-by-trial population average response of wS2-RS units vs wM2-RS, and wS2-RS units 
vs wM2-FS units (6 Novice and 3 Expert mice). Circles show individual sessions. Error bars: SEM.  

(B) Pair-wise correlation between sensory and motor cortices in Novice and Expert mice using 
the spike time tiling coefficient (STTC) method. Left: Average pair-wise STTC correlation of wS1-RS 
units with wM1-RS (308 neuron pairs in 1 Novice mouse, and 398 neuron pairs in 2 Expert mice) and 
wS1-RS units with wM1-FS units (112 neuron pairs in 1 Novice mouse, and 139 neuron pairs in 2 Expert 
mice) separately. Right: Average pair-wise Pearson correlation of wS2-RS units with wM2-RS (3482 
neuron pairs in 6 Novice mouse, and 2461 neuron pairs in 3 Expert mice) and wS2-RS units with wM2-
FS units (821 neuron pairs in 6 Novice mouse, and 532 neuron pairs in 3 Expert mice). Error bars: SEM. 
Statistical comparison between Novice and Expert was performed using Wilcoxon rank-sum test (ns: 
p>=0.05; *: p<0.05; ***: p<0.001).  
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(C) Example cross-correlogram (CCG) from pair of neurons recorded simultaneously in wS2 
and wM2 of an Expert mouse with a significant connection; same example pair as shown in Figure 6F, 
but with CCG from -100 to 100 ms time lags. Jitter correction method (left), and detection of significant 
functional connections (right). Significant connections were detected if any threshold crossing happened 
within 0 to 10 ms time lags (gray bar) of the jitter-corrected CCG. Threshold (red dotted line) was defined 
as 6-fold standard deviation of the jitter-corrected CCG flanks (red bars).  

 

 

Fig. 3.21. Layer-specific quantification of RS and FS neurons in tjM1 across learning. 
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(A) Suppression of activity in tjM1 RS neurons across learning. Left: baseline-subtracted (50 ms 
prior to whisker onset) population firing rate (mean ± SEM) for different cortical layers (L2/3, L5 and L6a) 
overlaid for Novice mice (271 neurons in 8 mice) and Expert mice (505 neurons in 11 mice). The number 
of neurons for each layer is indicated on the figure. Right: change in average spike rate quantified in 40-
90 ms window after whisker onset relative to similar window size before whisker onset. ***: p<0.001, **: 
p<0.01, *: p<0.05, non-parametric permutation test, FDR-corrected for multiple comparison.  

(B) Suppression of activity in tjM1 FS neurons across learning. Panels are similar to (A) but for 
tjM1 FS neurons in Novice mice (61 neurons in 8 mice) and Expert mice (83 neurons in 11 mice).  

(C) Fraction of tjM1 RS neurons across different layers with significant positive (filled bars) or 
negative (empty bars) modulation early after whisker stimulus (40-90 ms window after whisker onset 
relative to similar window size before whisker onset). Positive or negative modulation of neurons was 
quantified using non-parametric permutation test (p<0.005). ns: p>=0.05, Chi-squared proportion test. 
Fractions are reported for groups with more than five neurons.  

(D) Similar to (C) but tjM1 FS neurons.  

(E) Mouse-by-mouse variability and distribution of whisker-evoked response in RS units in tjM1 
of Novice and Expert mice. (Left) Bar plots showing average firing rate across mice in 40-90 ms window 
(mean ± SEM, 8 Novice and 11 Expert mice) after whisker onset and statistical comparison using non-
parametric permutation test (*: p<0.05). Circles show individual mice. (Right) Violin plots showing the 
distribution of whisker-evoked response in 40-90 ms window for all neurons recorded in Novice (271 
neurons in 8 mice) and Expert mice (505 neurons in 11 mice).  

(F) Same as (E) but for tjM1 FS units in Novice (61 neurons in 7 mice) and Expert mice (83 
neurons in 11 mice).  
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Fig. 3.22. Suppression of activity in tjM1 during response window in no-lick trials of Expert mice. 

(A) Stronger suppression of tjM1 RS neurons in correct rejection vs miss trials. Left: baseline-
subtracted (200 ms prior to auditory onset) population firing rate (mean ± SEM) overlaid for correct 
rejection (blue) and miss trials (red) in Expert mice (505 neurons in 11 mice). Right: change in average 
spike rate quantified in 200-1000 ms window after auditory onset relative to a 200-ms window prior to 
auditory onset. *: p<0.05, ns: p>=0.05, non-parametric permutation test.  

(B) Similar to (A) but for FS neurons (83 neurons in 11 mice).  

(C) Similar to (A) but separately for RS neurons of different cortical layers. The number of 
neurons for each layer is indicated on the figure. *: p<0.05, ns: p>=0.05, non-parametric permutation 
test, FDR-corrected for multiple comparison.  

(D) Similar to (C) but for FS neurons.  
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(E) Fraction of tjM1 RS neurons across different layers with significant positive (filled bars) or 
negative (empty bars) modulation in correct rejection and miss trials, quantified during response window 
(200-1000 ms window after auditory onset relative to 200-ms window before auditory onset). Positive or 
negative modulation of neurons was quantified using non-parametric permutation test (p<0.005). ***: 
p<0.001, *: p<0.05, ns: p>=0.05, Chi-squared proportion test.  

(F) Similar to (E) but tjM1 FS neurons.  

 

 

Fig. 3.23. Layer-specific quantification of RS and FS neuronal activity in ALM. 
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(A) Delay activity in ALM RS neurons upon learning. Left: baseline-subtracted (1 s prior to 
whisker onset) population firing rate (mean ± SEM) for different cortical layers (L2/3, L5 and L6a) overlaid 
for Novice mice (234 neurons in 6 mice) and Expert mice (766 neurons in 12 mice). The number of 
neurons for each layer is indicated on the figure. Right: change in average spike rate quantified in 200-
1000 ms window after whisker onset relative to similar window size before whisker onset. ***: p<0.001, 
**: p<0.01, ns: p>=0.05, non-parametric permutation test, FDR-corrected for multiple comparison.  

(B) Delay activity in ALM FS neurons upon learning. Panels are similar to (A) but for ALM FS 
neurons in Novice mice (37 neurons in 5 mice) and Expert mice (109 neurons in 12 mice).  

(C) Fraction of ALM RS neurons across different layers with significant positive (filled bars) or 
negative (empty bars) modulation during delay period (200-1000 ms window after whisker onset relative 
to similar window size before whisker onset). Positive or negative modulation of neurons was quantified 
using non-parametric permutation test (p<0.005). ***: p<0.001, *: p<0.05, ns: p>=0.05, Chi-squared 
proportion test. Fractions are reported for groups with more than five neurons.  

(D) Similar to (C) but for ALM FS neurons.  

(E) Mouse-by-mouse variability and distribution of delay activity of RS units in ALM of Novice 
and Expert mice. (Left) Bar plots showing average firing rate across mice in 200-1000 ms window (mean 
± SEM, 6 Novice and 12 Expert mice) after whisker onset and statistical comparison using non-
parametric permutation test (*: p<0.05). Circles show individual mice. (Right) Violin plots showing the 
distribution of delay activity in 200-1000 ms window for all neurons recorded in Novice (234 neurons in 
6 mice) and Expert mice (766 neurons in 12 mice).  

(F) Same as (E) but for ALM FS units in Novice (37 neurons in 5 mice) and Expert mice (109 
neurons in 12 mice).   
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Fig. 3.24. Preparatory neuronal activity in ALM is decreased, but remains significant in quiet 
trials devoid of movements. 

(A) Larger delay period activity of ALM RS neurons in Active vs Quiet hit trials. Left: baseline-
subtracted (1 s prior to whisker onset) population firing rate (mean ± SEM) overlaid for Quiet (blue) and 
Active (red) hit trials in Expert mice (766 RS units in 12 mice). Right: change in average spike rate 
quantified in 200-1000 ms window after whisker onset relative to a 1-s window prior to whisker onset. 
***: p<0.001, non-parametric permutation test. Asterisks below the bars represent the p value for 
comparing delay activity in each trial type compared to baseline, while asterisks above the bars 
represent the p value of the comparison between delay activity in Quiet and Active hit trials.  

(B) Similar to (A) but for FS neurons (109 FS units in 12 mice).  

(C) Similar to (A) but separately for RS neurons of different cortical layers. The number of 
neurons for each layer is indicated on the figure. ***: p<0.001, ns: p>=0.05, non-parametric permutation 
test, FDR-corrected for multiple comparison.  

(D) Similar to (C) but for FS neurons.  

 

 



 

 

  176

 



Chapter 4   Representation of sensory, motor and decision information in sensory, motor and medial prefrontal cortices of mice 

 

  177

Chapter 4  Representation of sensory, motor and 
decision information in sensory, motor and medial 

prefrontal cortices of mice 

Paper in preparation  

 

“Representation of sensory, motor and decision information in sensory, motor and 

medial prefrontal cortices of mice.” 

 

Anastasiia Oryshchuk, Christos Sourmpis, Reza Asri, Vahid Esmaeili, Alireza 

Modirshanechi, Wulfram Gerstner, Carl C.H. Petersen1 and Sylvain Crochet1 

 

1: These authors contributed equally 

 

My contribution to this paper: 

For this Chapter together with C.H. Petersen1 and Sylvain Crochet1I 

conceptualized and design the study.  

I developed neural and behavioral experiment setups I acquired all the 

behavioral, electrophysiological and optoinhibition experimental data. I obtained a big 

part of histological data, and imaged all the samples. 

I analyzed all movements, electrophysiological and behavioral data.  

I wrote the manuscript and made a vast majority of the figures. 



Chapter 4   Representation of sensory, motor and decision information in sensory, motor and medial prefrontal cortices of mice 

 

  178

4.1 Summary 

Goal-directed behavior requires the processing of incoming sensory information, 

making appropriate decisions, and generating relevant motor outputs. Yet, how 

sensorimotor transformation arises within the brain remains to be precisely 

determined. Here we investigated the contribution of the whisker primary 

somatosensory cortex (wS1), the medial prefrontal cortex (mPFC), and the tongue-jaw 

primary motor cortex (tjM1) in the transformation of a whisker sensory stimulus into 

licking motor output. We trained mice to perform a psychophysical whisker detection 

task, in which they learned to lick for reward in response to a brief single-whisker 

stimulus of variable amplitude. Combining high-density extracellular recordings with 

careful movement monitoring using high-speed video filming allowed to dissociate 

sensory, motor, and decision-related activity. We observed strong sensory responses 

in wS1 encoding the presence and the amplitude of the stimuli, whether the mouse 

responded or not by licking, whereas graded responses were only observed in mPFC 

and tjM1 when the mouse licked. Strong lick-related activity was observed in all three 

cortical areas, but tjM1 best  encoded jaw kinematics. Decision neurons – defined as 

neurons with significant selectivity between Hit and Miss trials just after the whisker 

stimulus, and between Hit and Spontaneous licks just before the lick onset time – were 

found in all three areas but with the highest proportion in wS1. Finally, examining 

sessions with simultaneous recordings from wS1 and mPFC, we found that failure in 

the sensorimotor transformation (Miss) could occur at different levels, but regardless 

of the evoked activity in wS1, the response of mPFC was always higher in Hit trials 

compared to Miss trials. Altogether, our study suggests a representation of sensory, 

motor, and decision information more distributed across cortical areas than anticipated. 

4.2 Introduction 

Learning to generate the appropriate action in response to a given external 

stimulus is a key function for the survival of any animal, also referred to as sensorimotor 

transformation. It requires the succession of several processes starting with sensory 

perception, then decision-making, and finally motor execution. In mammals, even 

simple sensorimotor transformations involve a large and distributed network of cortical 

and subcortical areas, including sensory, motor, associative, and high-order cortical 

areas, as well as striatum, superior-colliculus, cerebellum or midbrain (Romo and de 

Lafuente 2013; Svoboda and Li 2018; Crochet et al. 2019; Gallero-Salas et al. 2021; 

Sych et al. 2022; Cruz et al. 2023). Early work in non-human primates has suggested 

a progressive transformation of sensory signal into a decision and then motor 

command, as the information flows from sensory to frontal and motor cortical areas, 



Chapter 4   Representation of sensory, motor and decision information in sensory, motor and medial prefrontal cortices of mice 

 

  179

with sensory areas mostly encoding the physical qualities of the sensory stimulus and 

frontal regions encoding the decision (to initiate the motor response) (de Lafuente and 

Romo 2005; Romo and de Lafuente 2013; Alvarez et al. 2015). However, recent 

studies have reported the presence of decision information and motor-related activity 

at the early stage of the sensorimotor transformation, in sensory areas (Steinmetz et 

al. 2019b; Lee et al. 2020; Buetfering et al. 2022; Francis et al. 2022), thus challenging 

the idea of a segregated representation of different task dimensions across brain 

areas. In addition, motor activity has been shown to have a broad impact on neuronal 

activity brain wide, and could constitute a confounding factor with decision-related 

activity (Musall et al. 2019; Steinmetz et al. 2019; Stringer et al. 2019; Esmaeili et al. 

2021; Avitan and Stringer 2022). Therefore, it remains unclear which neuronal 

computations happen at each stage of the sensorimotor transformation and how 

sensory, motor, and decision-related information are represented by the neuronal 

activity of different brain areas. 

Sensorimotor transformations can be studied in head-fixed mice allowing for 

precise measurements of neuronal activity with cellular resolution and monitoring of 

fine movements with high-temporal resolution (Mathis et al. 2018; Steinmetz et al. 

2019; Esmaeili et al. 2021). A simple sensorimotor transformation commonly studied 

in mice is the learned association between a sensory stimulus delivered to a whisker 

and the action of licking a water spout to obtain a reward (whisker-detection task) 

(O’Connor et al. 2010; Chen et al. 2013; Sachidhanandam et al. 2013; Takahashi et 

al. 2016; Yang et al. 2016; Hong et al. 2018, 2018; Esmaeili et al. 2020). Over the last 

decade, correlational and causal studies have started to define the neuronal circuits 

involved in the transformation of the whisker stimulus into the action of licking for 

reward (Esmaeili et al. 2020). The primary whisker somatosensory cortex (wS1) has 

been identified as a starting point in the network of cortical areas involved in 

sensorimotor transformation. The neurons in wS1 receive whisker-related sensory 

information from the ventral posterior medial thalamus (VPM) with a one-to-one 

correspondence between the whiskers at the periphery and the barrel columns in the 

cortex (Feldmeyer et al. 2013; Adibi 2019; Petersen 2019; Staiger and Petersen 2021). 

Neurons in wS1 have been shown to encode different properties of the sensory stimuli 

applied to the whiskers, such as velocity, timing, texture, and egocentric angular 

position (Crochet et al. 2011; Chen et al. 2013b; Yu et al. 2019; Staiger and Petersen 

2021). The activity of wS1 is necessary for the execution of whisker-detection or 

discrimination tasks (Sachidhanandam et al. 2013; Guo et al. 2014; Kwon et al. 2016a; 

Le Merre et al. 2018; Takahashi et al. 2020). The response of wS1 neurons to a whisker 

stimulus changes with the learning of a whisker-detection or discrimination task in a 

projection-specific manner (Chen, Margolis, et al. 2015; Yamashita and Petersen 

2016; Vavladeli et al. 2020). In a simple whisker-detection task, when the mouse licks 

in response to the whisker stimulus, wS1 neurons respond typically with a short-
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latency, fast and high-amplitude depolarization followed by a secondary and broader 

depolarization. The first rapid depolarization likely corresponds to a rapid sensory-

evoked response driven by thalamic inputs, independently of the mouse behavioral 

report. The secondary depolarization, more pronounced when the mouse licks in 

response to the whisker stimulus than when it fails to respond, possibly represents 

perception-related cortico-cortical processing (Sachidhanandam et al. 2013; 

Yamashita and Petersen 2016). The perception of the whisker stimulus leading to 

behavioral response appears to rely both on cortico-cortical interactions between wS1 

and wS2 (Kwon et al. 2016; Yamashita and Petersen 2016; Yang et al. 2016) and local 

amplification of the sensory signal through active dendritic processing (Takahashi et 

al. 2016, 2020). 

At the other end of the sensorimotor transformation, a region of the motor cortex 

controlling tongue and jaw movements has been recently identified, which we refer to 

as the tongue/jaw primary motor cortex (tjM1). Similarly to wM1, tjM1 receives direct 

synaptic inputs from its corresponding somatosensory area, the tongue/jaw primary 

somatosensory cortex. Neurons in tjM1 have high selectivity for the direction and 

amplitude of tongue protrusion during licking, and optogenetic stimulation of tjM1 

neurons reliably evokes jaw opening (Mayrhofer et al. 2019; Xu et al. 2022). 

Conversely, inhibition of tjM1 strongly suppresses licking in different tasks requiring 

licking in response to a sensory stimulus, with or without a delay (Mayrhofer et al. 2019; 

Esmaeili et al. 2021), or sequential directional licking (Xu et al. 2022). Thus tjM1 is a 

likely endpoint for the sensorimotor transformation in which a brief whisker deflection 

is converted into goal-directed licking in order to obtain the reward. The neurons in 

wS1 and wS2 do not project directly to tjM1 and the exact circuits linking the whisker 

sensory areas to the tongue/jaw motor areas remain to be determined. 

Regarding the decisional component of the sensorimotor transformation, several 

studies have pointed to an important role played by the medial prefrontal cortex 

(mPFC) in goal-directed behaviors and decision-making (Le Merre et al. 2021; Klein-

Flügge et al. 2022). Although the medial prefrontal cortex (mPFC) is believed to guide 

behavior by integrating different rules in complex tasks, it also appears to be necessary 

for the execution of simple sensory detection (Le Merre et al. 2018; Esmaeili et al. 

2021) or discrimination tasks in mice (Pinto and Dan 2015; Otis et al. 2017; Lak et al. 

2020). Similar to what has been found in non-human primates, mPFC neurons in 

rodents display a large variety of task-related activity: they respond to behaviorally 

relevant sensory cues (Pinto and Dan 2015; Otis et al. 2017; Le Merre et al. 2018), the 

subject’s motor output (Pinto and Dan 2015; Lak et al. 2020; Kim et al. 2021; Lui et al. 

2021), and may guide the subject’s choices by encoding reward expectations, action-

outcome and context (Moorman and Aston-Jones 2015; Lak et al. 2020; Lui et al. 2021; 

Spellman et al. 2021). 
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In this study, we aimed at investigating how sensory, decision, and motor 

information are encoded at different stages of the sensorimotor transformation. We, 

therefore, recorded the neuronal activity in mice performing a whisker sensory 

detection task from the first cortical area receiving the sensory input (wS1), from the 

motor area controlling the motor output (tjM1), and from the mPFC, an area expected 

to be involved in the decision process. In order to disentangle sensory, motor, and 

decision information, and following the idea of the pioneering work in non-human 

primates (Romo and de Lafuente 2013b) and previous studies in rodents (Stuttgen and 

Schwarz 2008; Takahashi et al. 2016; Lee et al. 2020), we developed a psychophysical 

version of the whisker detection task in which head-restrained mice are trained to 

respond to a whisker stimulus of variable amplitude by licking for reward. High-speed 

video filming of orofacial movements during the recording allowed to carefully take into 

account the impact of task-related movements on neuronal activity. 

We found that purely sensory information was mostly found in the activity of wS1 

neurons whereas licking-related activity was broadly distributed across the three areas. 

When mice licked in response to the whisker stimulus, the neuronal response 

increased with the stimulus amplitude in all three cortical areas, but aligning the 

neuronal activity to the jaw opening onset time, revealed graded responses preceding 

the jaw onset in wS1 and to a lesser extent mPFC, but not in tjM1. We defined decision 

neurons as neurons with significant selectivity between Hit and Miss trials just after the 

whisker stimulus, and between Hit and Spontaneous lick just before movement onset. 

Surprisingly, decision neurons were found in all three areas but were more abundant 

in wS1. Finally, using simultaneous recordings in wS1 and mPFC, we could compare 

the population activity for the same Hit and Miss trials in the two areas. When selecting 

Hit and Miss trials with similar sensory-evoked population activity, or Miss trials with 

higher sensory-evoked activity than Hit trials in wS1, the population activity in mPFC 

was always significantly higher for Hit trials. We conclude that while sensory 

information is primarily encoded in the sensory area, motor and decision information 

are broadly distributed and a decision may result from the concerted activity of neurons 

distributed across many brain regions rather than from the activity of a pool of decision 

neurons in a dedicated area. 
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4.3 Results 

4.3.1 wS1, mPFC and tjM1 are necessary for the execution of a 
psychophysical whisker detection task in mice  

We recorded the extracellular neuronal activity from three cortical regions: the 

primary whisker somatosensory cortex (wS1), medial prefrontal cortex (mPFC), and 

tongue and jaw motor cortex (tjM1) while mice performed a whisker-based 

psychophysical detection task (Figure 4.1A). In this task, thirsty mice learned to 

respond to a brief whisker stimulation of various amplitudes by licking the water spout 

in order to receive the reward. A light metal particle was attached to the right C2 

whisker and a magnetic coil was placed underneath the head of the mouse allowing 

the delivery of brief (1 ms) and well-controlled whisker deflections (Figure 4.9). Licking 

was monitored online using a piezo-film attached to the water spout. During the 

recording sessions, we monitored mouse orofacial movements through high-speed 

video filming at 200 fps. A camera positioned above the mouse captured the horizontal 

movements of the right C2 whisker. A mirror was positioned on the side to capture 

tongue and jaw movements with the same camera. We used DeepLabCut (Mathis et 

al. 2018) to extract the whisker angle, and displacement of the jaw and the tongue from 

the high-speed videos, aligned to the neuronal activity (Figure 4.1B). Based on the jaw 

trace, we identified the onset time of the jaw opening following the whisker stimulus, 

as the reaction time of the animal for each trial. In Hit trials, the whisker stimulus was 

typically followed by a small-amplitude and brief retraction of the right C2 whisker, 

immediately followed by a high-amplitude protraction and then the opening of the jaw 

and tongue (Figure 4.1B and D). 

The temporal structure of the psychophysical detection task was very similar to 

that of the simple whisker detection task used in our previous studies 

(Sachidhanandam et al. 2013; Sippy et al. 2015; Yamashita and Petersen 2016; 

Kyriakatos et al. 2017; Le Merre et al. 2018). Trials were not cued to the mouse and 

started after a random 6-12 s of intertrial-interval that included a 2.5-3.5 s no-lick 

window during which mice were required not to lick in order to initiate a trial (Figure 

4.1C). Stimulus “Go” trials and no-stimulus “No-Go” trials were presented with equal 

probabilities. In stimulus trials, four different stimulus amplitudes – 1º, 1.8º, 2.5º, and 

3.3º, measured as the amplitude of the first downward whisker deflection (Figure 4.10) 

– were presented with equal probabilities. All trial types were interleaved in a pseudo-

randomized manner in blocks of 20 trials. Like any other Go/No-Go task, four trial 

outcomes could occur: Hit trial when the mouse licked within the 1 s response window 

after the whisker stimulation; Miss trial when the mouse did not lick after the whisker 

stimulus; False alarm when the mouse licked in a no-stimulus trial; Correct rejection 
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when the mouse did not respond in a no-stimulus trial. Only Hit trials were rewarded; 

Miss, False alarm, and Correct rejection trials were neither punished nor rewarded. 

In this study, the stimulus strengths used were calibrated across the physiological 

range of whisker deflection and the mouse's ability to detect them. We determined 

psychometric curves for each mouse performing the whisker-based detection task by 

fitting the performance for the different amplitudes with a sigmoid function using a 

maximum likelihood method (See 4.6 Methods). Figure 1D shows the individual 

psychometric curves fitted to each of the 29 electrophysiological recording sessions 

(19 mice) used in this study. Overall the psychometric curves were comparable across 

mice and sessions, although the near-threshold stimulus amplitude could vary and was 

therefore computed for each session. 

To test the necessity of wS1, mPFC, and tjM1 for the execution of the 

psychophysical detection task, we performed focal and temporally-precise optogenetic 

inactivations in VGAT-ChR2 mice (Zhao et al. 2011; Guo et al. 2014) (Figure 4.1E). 

Blue (470 nm) light pulses (100 Hz train; 50% duty-cycle; 5 mW mean power; 100 ms 

before to 1 s after whisker stimulus) were delivered through a 200 µm optic fiber in 

30% of all trials and were randomly interleaved across each session. We performed 

unilateral photoinhibition of all areas on the left hemisphere. Notably, in our task, the 

reward spout was positioned to the right side of the mouse, and the mouse had to 

execute a rightward lick in order to reach it. 

On average we observed a significant decrease in lick probability for all stimulus 

amplitudes when inactivating wS1, tjM1 and mPFC, but not when inactivation was 

applied to the forepaw primary somatosensory cortex (fpS1) located about 1 mm 

anterior to wS1 (Table 4.1). We computed the detection threshold for light-on and light-

off conditions and observed a reliable and significant shift of the detection threshold 

towards higher stimulus intensities during wS1 inactivation (wS1: detection threshold 

light = 2.97 ± 0.36 deg vs no-light = 2.00 ± 0.28 deg, mean ± SD. P = 4.88x10-4 

Wilcoxon signed-rank test), but not for the other areas (mPFC: detection threshold light 

= 2.45 ± 0.61 deg vs no-light = 2.16 ± 0.49 deg, mean ± SD. P = 0.17 Wilcoxon signed-

rank test. wM1: detection threshold light = 2.32 ± 0.69 deg vs no-light = 2.11 ± 0.50 

deg, mean ± SD. P = 0.21 Wilcoxon signed-rank test. fpS1: detection threshold light = 

1.90 ± 0.37 deg vs no-light = 1.94 ± 0.28 deg, mean ± SD. P = 0.47 Wilcoxon signed-

rank test). We concluded that all three cortical areas are involved in the execution of 

the psychophysical detection task. Inactivation of wS1 seems to shift the detection 

probability to a higher amplitude whereas inactivation of mPFC and tjM1 resulted in a 

general decrease of the response probability but did not affect the detection threshold 

(Figure 4.1E). 
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Figure 4.1. A psychometric whisker-based tactile detection task involving wS1, mPFC, and tjM1. 

(A) Schematic representation of the experimental set-up. Head-restrained, water-restricted mice 
were trained to respond to a brief stimulus delivered to the right C2 whisker by licking a water spout 
positioned to their right to obtain a water reward. Once trained, the neuronal activity of wS1, tjM1, or 
mPFC was recorded using a high-density extracellular recording silicon probe. Facial movements were 
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filmed using a high-speed video camera and whisker angular position, jaw opening, and tongue 
protrusion were tracked offline with DeepLabCut. 

(B) Example recording of a single whisker-stimulus trial showing (from top to bottom) the raster 
plot of the neuronal activity recorded in mPFC (neurons were sorted according to recording depth), the 
whisker angular position (green), the jaw and tongue displacement (black). Upward deflections indicate 
respectively whisker protraction, jaw opening, and tongue protrusion. The red line on the jaw movement 
trace indicates the jaw opening onset time. 

(C) Task structure: following a 6-12 s intertrial interval, each trial was preceded by a 2.5-3.5 s 
No-lick window during which mice were required not to lick. Licking during the No-lick window resulted 
in postponing the trial onset. In 50% of the trials, a whisker stimulus of variable amplitude was presented 
(Go trials), and licking within the 1 s response window immediately after was rewarded by a drop of 
sweet water (Hit). In the other 50% of the trials, no whisker stimulus was presented (NoGo trials), and 
licking during the response window (False alarm) was neither punished nor rewarded.  

(D) Left, Lick probability as a function of the whisker stimulus amplitude for the 29 recording 
sessions (19 mice). Thin grey lines show the psychometric function fitted for each individual session; 
the thick black line shows the psychometric function fitted to the averaged performance (circles and 
error bars indicate mean ± SD). Right, Average movements evoked by the whisker stimulus (all stimulus 
trials) for the 29 sessions. 

(E) Left, Focal optogenetic inactivation during the entire response window was performed in 
VGAT-ChR2 mice for wS1, tjM1, mPFC, and fpS1 in 30% of the trials. Right top, Averaged performance 
(lick probability) as a function of the whisker stimulus amplitude for control (no-light, black) and test (light, 
blue) trials for the 4 cortical areas (Table 4.1). Statistical significance between no-light and light trials 
was assessed using Wilcoxon signed-rank test with Bonferroni correction for each area (5 tests): ns, p 
> 0.05; *, p < 0.05; **, p < 0.01; *** (Table 1). Right bottom, the Detection threshold, as a middle point 
of the fitted sigmoid was computed for each inactivation session for control and test trials for the 4 
cortical areas. X and y-axis correspond to a whisker stimulus amplitude range. Statistical significance 
for the change in the detection threshold during no-light and light trials was assessed using Wilcoxon 
signed-rank test (ns, p < 0.01; ***); wS1 p=4.88 x 10-4; mPFC p = 0.17; tjM1 p=0.21; fpS1 p=0.47). 

 

Table 4.1. Optoinhibition : average lick probability (PLick) and statistical differences (Wilcoxon signed-rank 
test with Bonferroni correction) (Related to Figure 4.1E). 

Area 

N
 m

ic
e 

N
 s

es
si

on
s  Stimulus amplitude 

 0º 1º 1.8º 2.5º 3.3º 

 

Light Off / On 

Off On Off On Off On Off On Off On 

wS1 12 12 

mean 0.11 0.07 0.15 0.06 0.36 0.12 0.68 0.23 0.81 0.52 

± SD ± 0.06 ± 0.06 ± 0.07 ± 0.07 ± 0.16 ± 0.09 ± 0.10 ± 0.11 ± 0.09 ± 0.17 

P 0.03 0.01 2.44 x 10-3 2.44 x 10-3 2.44 x 10-3 

mPFC 11 11 

mean 0.08 0.08 0.17 0.06 0.35 0.11 0.58 0.22 0.74 0.33 

± SD ± 0.06 ± 0.09 ± 0.08 ± 0.08 ± 0.17 ± 0.10 ± 0.20 ± 0.18 ± 0.10 ± 0.21 

P 1 4.88 x 10-3 0.02 4.88 x 10-3 4.88 x 10-3 

tjM1 11 11 

mean 0.11 0.04 0.11 0.05 0.40 0.13 0.62 0.26 0.82 0.35 

± SD ± 0.08 ± 0.05 ± 0.07 ± 0.08 ± 0.17 ± 0.10 ± 0.20 ± 0.20 ± 0.10 ± 0.27 

P 0.16 0.03 0.01 0.01 4.88 x 10-3 

fpS1 12 12 

mean 0.14 0.14 0.14 0.19 0.45 0.45 0.67 0.71 0.81 0.82 

± SD ± 0.06 ± 0.10 ± 0.10 ± 0.16 ± 0.14 ± 0.16 ± 0.13 ± 0.17 ± 0.08 ± 0.13 

P 1 1 1 0.65 1 
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4.3.2 Patterns of cortical activity across cortical areas 

To investigate cortical dynamics with a high temporal resolution, we carried out 

high-density extracellular recordings with silicon probes from the three cortical areas 

wS1, mPFC, and tjM1. We recorded simultaneously from 2 cortical areas across 29 

sessions in 19 mice. The probes were coated with DiI (1,1'-Dioctadecyl-3,3,3',3'-

Tetramethylindocarbocyanine Perchlorate, Invitrogen, USA) for precise anatomical 

localization and registration to the Allen brain atlas (Shamash et al. 2018) (Figure 4.11). 

In total, we recorded 2,001 single units (651 in wS1, 795 in mPFC, and 555 in tjM1) 

that satisfied quality criteria (Hill et al. 2011) (see 4.6 Methods). 

Based on spike waveform each neuron was classified as a regular spiking unit 

(RSU, presumably excitatory neurons) or a fast spiking unit (FSU, presumably 

inhibitory interneurons) (Esmaeili et al. 2022). Single neurons across cortical areas 

exhibited different patterns of activity when aligned to the stimulus onset or the jaw 

opening onset (Figure 4.2A). On average, we observed an increase in activity in all 

three areas. wS1 exhibited a first short-latency and pronounced increase in firing rate 

immediately after the whisker stimulus, followed by a second and smaller phase, 

similar to what has been observed in the membrane potential of wS1 excitatory 

neurons (Sachidhanandam et al. 2013; Yamashita and Petersen 2016). mPFC 

exhibited a transient increase in firing rate, whereas tjM1 showed a more prolonged 

and sustained activity. When aligned to the jaw onset, all three areas showed an 

increase in firing rate that started before the onset of the jaw opening (Figure 4.2B). 

To test for the task-specific aspect of the neuronal activity evoked by the whisker 

stimulus, we also recorded from the same areas in other mice passively exposed to 

the same whisker stimuli that were not predictive of the reward (R- mice). R- mice did 

not learn to lick in response to the whisker stimulus (Figure 4.13A-B) and the overall 

pattern of neuronal activity was in sharp contrast with the activity recorded in mice 

trained in the detection task (R+). In R- mice, the whisker stimulus evoked a sharp and 

fast increase in firing rate in wS1, but without the secondary increase in firing rate. Little 

or no response was observed in mPFC and tjM1 following the whisker stimulus (Figure 

4.13C-D). When aligned to the jaw onset, all three areas showed an increase in firing 

rate that started before the onset of the jaw opening, similar to what was observed in 

R+ mice (Figure 4.13C-D).  

Neurons exhibiting similar firing patterns across trial types are expected to 

encode similar information about the task, hence it is important to understand if a single 

pattern is uniquely represented in one brain region or distributed across brain regions 

(Esmaeili et al. 2021). To answer this question we performed unsupervised clustering 

based on the temporal firing patterns in different trial types of all neurons recorded in 

R+ mice pooled together (see 4.6 Methods). We considered five trial types: Miss and 

Hit trials aligned to the whisker stimulation onset, Hit and Spontaneous Licks (including 
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False alarms) trials aligned to the jaw onset, and periods of free whisking (without jaw 

movements) aligned to the onset of whisking. The Gaussian mixture model revealed 

16 distinct clusters based on minimum Bayesian information criteria (BIC) (Figure 

4.12). Figure 2C shows a heat-map of the normalized neuronal activity of each 

recorded neuron grouped by clusters that are sorted according to their mean response 

latency in Hit trials, aligned to the whisker stimulus. We also computed the relative 

proportion of each cluster in each cortical area. Clusters with strong and short latency 

responses to the whisker stimulus in both Hit and Miss trials (like clusters 1 and 2) 

were predominantly found in wS1. However, some clusters with sensory evoked 

response in the absence of movement (Miss trials) (like clusters 10 and 16) were also 

found in mPFC and tjM1 (Figure 4.14). Clusters with prominent responses during Hit 

and Spontaneous licks were more broadly distributed, although the two clusters with 

the strongest response during spontaneous lick and no response in Miss trials (pure 

motor clusters, 5 and 6) were more abundant in tjM1 (Figure 4.14). Some clusters 

appeared to have very selective activity for one trial type: clusters 8 and 9 were only 

active in Hit trials, but not in Miss or Spontaneous lick trials; clusters 11 and 13 were 

selectively active in Spontaneous lick trials, but not in Hit trials. These clusters were 

mostly found in mPFC and tjM1 (Figure 4.14). 

4.3.3 Graded responses to the whisker stimulus during Hit trials in all three 
areas  

The main goal of this study was to test how sensory, decision, and motor 

information are represented in sensory, higher-order, and motor areas. We 

hypothesized that purely sensory neurons would show sensory-evoked activity that 

would correlate with the strength of the whisker stimulus, regardless of the behavioral 

response (Hit or Miss), and no motor-related activity (Spontaneous lick); purely motor 

neurons should show similar activity whenever the mouse licked, whether it was 

preceded by the whisker stimulus or not (Hit or Spontaneous lick), and no response to 

the sensory stimulus alone (Miss). In this study, we will define sensory-guided decision 

as the decision to lick in response to the whisker stimulus. Thus, sensory-guided 

decision neurons should show similar activity in Hit trials, regardless of the stimulus 

strength, and no response to the sensory stimulus alone (Miss) or to the motor activity 

alone (Spontaneous lick) (Figure 4.3A). Then, only the ‘sensory’ neurons should exhibit 

a graded response to the whisker stimulus as a function of the stimulus amplitude. 

We computed the mean PSTHs for Hit trials, aligned to the whisker stimulus for 

each area. Because our clustering analysis revealed both positive and negative 

responses to the whisker stimulus, we first computed the Selectivity Index (SI) of each 

neuron using receiver operating characteristic (ROC) analysis and comparing Hit vs 

Correct rejection trials. We then computed the mean PSTHs and SI separately for the 
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Figure 4.2. Cortical activity patterns during task execution. 

(A) Examples of recorded neurons from the three areas in R+ mice. The activity of all lick trials 
(Hit and Spontaneous lick) for each neuron was aligned to the whisker stimulus onsets (orange, left 
column), or to the jaw onsets (red, right column). Top row wS1 (RSU) neuron #1671, middle row mPFC 
(RSU) neuron #1228, bottom row tjM1 (RSU) neuron #859. For each panel, the top part displays a raster 
plot of the neuronal activity with all trials sorted by stimulus amplitude (Spontaneous Licks (SL) blue; 
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Stimulus amplitude 1.0º yellow; 1.8º orange; 2.5º red; 3.3º dark red). The bottom part displays the 
peristimulus time histograms (PSTHs, 0.02 s bin) averaged across trials with the same stimulus 
amplitudes (same color code as raster plot). 

(B) Top, Average PSTHs (0.02 s bin) for Hit trials of the strongest whisker stimulus (amp. 3.3º), 
for wS1, mPFC, tjM1 (shown in red as mean ± SEM) aligned to the whisker stimulus onset (orange, left 
column), or to the jaw onset (red, right column). RSUs and FSUs are pooled together. Bottom, average 
whisker angle (green) and jaw displacement (black) (29 sessions) aligned to whisker stimulus (left) or 
jaw onset time (right). 

(C) Left panel, Heatmap showing the averaged and normalized activity (0.1 s bin size)  of each 
of the 2001 neurons recorded in R+ mice for different trial types and alignment, after clustering using a 
Gaussian Mixture Model (GMM) (Esmaeili et al. 2021). From left to right: Miss trials aligned to the 
stimulus onset, Hit trials aligned to the stimulus onset, Hit trials aligned to the jaw onsets, Spontaneous 
Licks aligned to the jaw onset, and Free Whisking aligned to the whisking onset. The clusters are sorted 
according to their response latency in Hit trials, stimulus aligned. Right panel, Repartition of the neurons 
of each cluster across the three cortical areas (wS1 red, mPFC black, tjM1 blue) and neuron types 
(FSUs shown in lighter colors compared to RSUs). The proportions are computed and normalized 
according to the total number of neurons in each area. 

 

neurons with positive and negative SI. The mean SI and proportion of cells with 

significant SI increased strongly from the first 50 ms bin in wS1 and increased also 

markedly in mPFC and tjM1 in the next 50 ms bin (Figure 4.3B-C). To test whether the 

presence of the whisker stimulus in Hit trials was encoded at the level of the neuronal 

population dynamic in each area, we used a logistic regression approach to classify 

Hit vs Spontaneous lick on a single-trial base. In agreement with the SI, we found that 

it was possible to decode with high accuracy Hit trials from False alarm trials in the first 

200 ms following the whisker stimulus from all three areas (decoding accuracy wS1: 

0.83 ± 0.07; mPFC:0.76 ± 0.07; tjM1: 0.75 ± 0.09; mean ± SD. Data vs Shuffled: wS1 

P = 3.10 x 10-4; mPFC P = 5.49 x 10-4; tjM1 P = 1.83 x 10-4; Wilcoxon signed rank test) 

(Figure 4.3D). 

Unexpectedly, we observed a graded response to the whisker stimulus in Hit trials 

in all three areas, especially for the neurons with positive SI (Figure 4.3B and E, Tables 

4.2 and 4.3). However, when looking at individual neurons, we found that the mean 

Pearson correlation (r) between the evoked activity and the stimulus amplitude was 

higher in wS1 than in mPFC or tjM1 (Mean Pearson coefficient r: wS1 = 0.21 ± 0.01; 

mPFC = 0.05 ± 0.01; tjM1= 0.01 ± 0.01. wS1 vs mPFC, P =3.70 x 10-34; wS1 vs tjM1, 

P = 1.68 x  10-42; mPFC vs tjM1, P = 5.23 x 10-6. Wilcoxon-Mann-Whitney rank sum 

test with Bonferroni correction) (Figure 4.3F). Interestingly, the whisker protraction that 

followed the whisker stimulus in Hit trials also increased in amplitude with the 

stimulation strength (Figure 4.15). Thus, when mice responded to the whisker stimulus, 

the evoked activity correlated with the stimulus amplitude in all three areas. 
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Figure 4.3. Graded evoked responses in Hit trials in all three regions. 

(A) Hypothetical outcomes of neuronal responses in psychophysical sensory detection task. 
Purely Sensory neurons should show increased evoked activity with stimulus amplitude when aligned 
to the stimulus onset, irrespective of the behavioral outcome (Hit or Miss), and no response during 
Spontaneous lick. Sensory-guided decision neurons, should show selective activity for Hit trials, 
irrespective of the stimulus amplitude, and no activity for Miss or Spontaneous lick trials. Purely motor 
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neurons should show a similar response for Hit and spontaneous lick trials, irrespective of the stimulus 
amplitude, and no response for Miss trials. 

(B) Whisker stimulus evoked neuronal activity and selectivity index (SI) in Hit trials for the three 
cortical areas (Top row, wS1; Middle row, mPFC and Bottom row, tjM1). Each neuron was classified as 
positively (SI > 0) or negatively (SI < 0) modulated neurons based on ROC analysis comparing Hit vs 
Correct Rejection (CR) trials. For positively and negatively modulated neurons, we computed the grand-
average PSTHs (0.02 s bin) for lick trials (Hit and Spontaneous lick) for each stimulus amplitude, aligned 
to the stimulus (or trial) onset time (Left column). We also computed the mean SI (0.05 s bin) (Right 
column). Both FSUs and RSUs were included. The number of neurons is indicated for each category 
and area.  

(C) Proportion of cells with significant SI (Hit vs CR) based on the non-parametric permutation 
test for each 50 ms time bin after False discovery rate correction (FDR). 

(D) A logistic regression approach was used to classify Hit vs Spontaneous lick on a single-trial 
base from the population activity in each area. The decoding was performed on 0.1 s bins aligned to the 
trial onset time. The highest accuracy obtained from the real data (Data, red filled circle) and after label 
shuffling (Shuff., grey filled circle) are plotted for each area. Individual sessions are plotted as thin red 
lines. The grey dotted line indicates the theoretical chance level. Statistical significance between data 
and label-shuffled decoding accuracy was assessed using Wilcoxon signed-rank test with FDR 
correction across 9 time bins (***, P < 0.001): wS1, P = 3.1 x 10-4; mPFC, P = 5.5 x 10-4; tjM1, P = 1.8 x 
10-4.  

(E) Quantification of the evoked responses (0-0.2s for each area and for positively (SI>0, Top) 
and negatively modulated neurons (SI<0, Bottom). The delta firing rate was computed by subtracting 
the mean baseline response (0.5 s window before the stimulus) from the mean evoked response (0-0.2 
s after the stimulus) individually for each neuron and amplitude. Data represented as a mean ± SEM 
and values can be found in Table 4.2. The difference in evoked responses across stimulus amplitudes 
was assessed using a Kruskal-Wallis test to test for independent samples (neurons with SI > 0: wS1, P 
= 6.2 x 10-78; mPFC, P = 1.7 x 10-19; tjM1, P = 1.9 x 10-4; neurons with SI < 0: wS1, P = 0.67; mPFC, P 
= 9.6 x 10-3; tjM1, P = 5.8 x 10-15). Then followed by multiple comparison tests (P-values for all 
comparisons are displayed in Table 4.3). 

(F) Mean Pearson coefficient of correlation between delta firing rate and stimulus amplitude 
computed for positively (SI>0) and negatively (SI<0) modulated RSU and FSU neurons in each area. 
The difference between mean Pearson coefficient was assessed using a Kruskal-Wallis test, followed 
by multiple comparison tests (P-values for all comparisons are displayed in Table 4.4). 

Table 4.2. Mean and SEM of the delta firing rate of early (0-0.2 s) sensory-evoked responses 
during Hit and Spontaneous lick trials for the different stimulus amplitudes (related to Fig. 4.3E). 

neurons with SI > 0 
Area  

measures 
Stimulus amplitudes (degrees) 

  0 1 1.8 2.5 3.3 
wS1 mean 1.27 3.40 8.10 9.12 9.59 

 ± SEM ± 0.12 ± 0.37 ± 0.55 ± 0.59 ± 0.61 
mPFC mean 0.58 1.55 2.27 2.95 3.42 

 ± SEM ± 0.08 ± 0.27 ± 0.20 ± 0.24 ± 0.28 
tjM1 mean 2.44 3.10 4.13 5.15 5.70 

 ± SEM ± 0.31 ± 0.54 ± 0.56 ± 0.64 ± 0.67 

neurons with SI < 0 

 Area 
measures 

Stimulus amplitudes (degrees) 

  0 1 1.8 2.5 3.3 
wS1 mean -0.18 -0.46 -0.72 -0.79 -0.98 

 ± SEM ± 0.08 ± 0.23 ± 0.22 ± 0.19 ± 0.21 
mPFC mean -0.22 -0.29 -0.45 -0.48 -0.39 

 ± SEM ± 0.04 ± 0.10 ± 0.07 ± 0.07 ± 0.07 
tjM1 mean -0.11 -0.42 -1.09 -1.19 -1.05 

 ± SEM ± 0.09 ± 0.22 ± 0.12 ± 0.13 ± 0.14 
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Table 4.3. P-values obtained from multiple comparison tests of the delta firing rate for different 
stimulus amplitudes (Fig. 4.3 E). 

neurons with SI>0 

Area 
label 

1 
label 

2 p-
value 

Area 
label 

1 
label 

2 p-
value 

Area 
label 

1 
label 

2 p-value 
Ampº Ampº Ampº Ampº Ampº Ampº 

wS1  0   1   0.01 mPFC 0   1   0.65 tjM1 0   1   0.90 

wS1  0   1.8 0.00 mPFC 0   1.8 
2.03  
x 10-7 tjM1 0   1.8 0.74 

wS1  0   2.5 0.00 mPFC 0   2.5 
1.14  

x 10-11 tjM1 0   2.5 0.03 

wS1  0   3.3 0.00 mPFC 0   3.3 
3.37  

x 10-13 tjM1 0   3.3 0.02 

wS1  1   1.8 
2.55  

x 10-21 mPFC 1   1.8 
2.21 

 x 10-4 tjM1 1   1.8 0.22 

wS1  1   2.5 0.00 mPFC 1   2.5 
1.06  
x 10-7 tjM1 1   2.5 1.43 x 10-3 

wS1  1   3.3 0.00 mPFC 1   3.3 
6.63  
x 10-9 tjM1 1   3.3 9.48 x 10-4 

wS1  1.8 2.5 0.54 mPFC 1.8 2.5 0.57 tjM1 1.8 2.5 0.45 
wS1  1.8 3.3 0.50 mPFC 1.8 3.3 0.30 tjM1 1.8 3.3 0.38 

wS1  2.5 3.3 1.00 mPFC 2.5 3.3 0.99 tjM1 2.5 3.3 1.00 

            
neurons with SI<0 

Area 
label 

1 
label 

2 p-
value 

Area 
label 

1 
label 

2 p-
value 

Area 
label 

1 
label 

2 p-value 
Ampº Ampº Ampº Ampº Ampº Ampº 

wS1  0   1   0.97 mPFC 0   1   0.79 tjM1 0   1   0.75 
wS1  0   1.8 0.86 mPFC 0   1.8 0.02 tjM1 0   1.8 1.89 x 10-9 

wS1  0   2.5 0.83 mPFC 0   2.5 0.03 tjM1 0   2.5 1.65 x 10-9 
wS1  0   3.3 0.60 mPFC 0   3.3 0.21 tjM1 0   3.3 1.84 x 10-6 

wS1  1   1.8 1.00 mPFC 1   1.8 0.31 tjM1 1   1.8 2.50 x 10-6 
wS1  1   2.5 0.99 mPFC 1   2.5 0.36 tjM1 1   2.5 2.24 x 10-6 

wS1  1   3.3 0.92 mPFC 1   3.3 0.86 tjM1 1   3.3 5.91 x 10-4 
4wS1  1.8 2.5 1.00 mPFC 1.8 2.5 1.00 tjM1 1.8 2.5 1.00 

wS1  1.8 3.3 0.99 mPFC 1.8 3.3 0.89 tjM1 1.8 3.3 0.78 

wS1  2.5 3.3 1.00 mPFC 2.5 3.3 0.92 tjM1 2.5 3.3 0.77 
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Table 4.4. P-values obtained from multiple comparison tests of the mean Pearson correlation 
coefficient different stimulus amplitudes (Fig. 4.3 F). 

      FSU RSU 

     SI<0 SI>0 SI<0 SI>0 

     tjM1 mPFC wS1 tjM1 mPFC wS1 tjM1 mPFC wS1 tjM1 mPFC 

R
S

U
 

S
I>

0 

wS1 0 
1.74  
x 10-7 0.03 0.43 1.00 

3.62  
x 10-5 0 0 0 

1.10  
x 10-14 

5.20  
x 10-17 

mPFC 
3.29  
x 10-9 0.24 0.96 0.95 

5.92 
x 10-5 0 

1.31 
x 10-14 

2.48  
x 10-8 

1.11  
x 10-3 1.00  

tjM1 
2.84  
x 10-8 0.34 0.98 0.91 

5.25  
x 10-5 0 

5.93  
x 10-11 

8.05  
x 10-6 

9.23  
x 10-3   

S
I<

0 

wS1 0.01 1.00 1.00 
9.70  
x 10-3 

9.24 
x 10-12 0 0.50 1.00    

mPFC 0.01 1.00 1.00 
1.18 

 x 10-3 
1.03 
x 10-16 0 0.39     

tjM1 0.39 1.00 1.00 
5.40 

 x 10-6 0 0      

F
S

U
 S
I>

0 

wS1 0 
2.52 

x 10-14 
9.89  
x 10-5 

4.90  
x 10-5 0.02       

mPFC 
1.65  

x 10-17 
1.40  
x 10-5 0.07 0.75        

tjM1 
1.62  
x 10-7 0.08 0.71         

S
I<

0 wS1 0.86 1.00          

mPFC 0.51 

4.3.4 Purely sensory responses in the absence of licking are mostly restricted 
to neurons in wS1 

We next considered purely sensory-evoked responses in the absence of licking 

by analyzing Miss trials. We first computed the SI of each neuron comparing Miss and 

Correct rejection trials. On average, wS1 neurons had much higher SI than mPFC and 

tjM1 (max positive SI wS1 = 0.26 ± 0.011; mPFC = 0.08 ± 0.005; tjM1 = 0.068 ± 0.0053. 

wS1 vs mPFC, P = 6.43 x 10-33; wS1 vs tjM1, P = 5.98 x 10-34; mPFC vs tjM1, P = 

0.20 Wilcoxon-Mann-Whitney rank sum test with Bonferroni correction) and the 

proportion of cells with significant SI was also much higher in wS1 (proportion of cells 

with significant SI, wS1 = 0.34; mPFC = 0.047; tjM1 = 0.07. wS1 vs mPFC, P = 2.74 x 

10-44; wS1 vs tjM1, P =3.36 x 10-28; mPFC vs tjM1, P = 0.09. Chi-square test with 

Bonferroni correction) (Figure 4.4A-B). The evoked activity in Miss trials in the three 

cortical areas was very similar to that evoked in R- mice (Figure 4.16A-B and 4.17A-

B). Accordingly, we were able to decode the presence of the stimulus with the highest 

accuracy from the population activity in wS1 (decoding accuracy Hit vs Correct 

rejection wS1: 0.74 ± 0.08; mean ± SD) (Figure 4.4C). Nonetheless, in mice trained in 

the whisker detection task (R+), neurons in mPFC and tjM1 still contained some 
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information about the sensory stimulus and it was possible to decode the presence of 

the stimulus above chance level from mPFC and tjM1 population activity (decoding 

accuracy mPFC: 0.59 ± 0.10; tjM1: 0.58 ± 0.05; mean ± SD; wS1, P = 2.68 x 10-4; 

mPFC, P = 0.023; tjM1, P = 0.0021. Wilcoxon signed-rank test, with FDR correction 

across bins). That was not the case in R- mice (decoding accuracy wS1 = 0.74 ± 0.09; 

mPFC = 0.52 ± 0.02; tjM1 = 0.54 ± 0.01; mean ± SD; wS1, P = 0.035; mPFC, P = 0.12; 

tjM1, P = 0.087. Wilcoxon signed-rank test, with FDR correction across bins) (Figure 

4.16C and 4.17A). 

We also computed the Pearson coefficient of correlation between the evoked 

change in firing rate and the stimulus amplitude for each neuron (Figure 4.4D). We 

found a much stronger mean correlation for the neurons in wS1 compared to mPFC 

and tjM1 (Mean Pearson coefficient r: wS1 = 0.15 ± 0.008; mPFC = 0.0022 ± 0.0048; 

tjM1= 0.0063 ± 0.0046. wS1 vs mPFC, P = 8.54 x 10-51; wS1 vs tjM1, P = 5.41 x 10-50; 

mPFC vs tjM1, P = 1. Wilcoxon-Mann-Whitney rank sum test with Bonferroni 

correction) (Figure 4.4E). In fact, it was possible to decode the stimulus amplitude from 

the population activity in wS1 above the chance level, but not from mPFC or tjM1 

(Figure 4.4F). This was similarly observed in R- mice (Figure 4.16D-F). Thus, despite 

the fact that some sensory information seems to reach mPFC and tjM1 in mice trained 

in the whisker detection task, wS1 is the only area to encode both the presence of the 

stimulus and the strength of the stimulus when the mouse did not lick. 

4.3.5 Purely motor response in the absence of sensory stimulus is broadly 
distributed 

Similarly to purely sensory responses, we investigated purely motor responses 

by focusing on Spontaneous lick trials that were not triggered by a whisker stimulus. 

We computed the SI for each neuron by comparing their activity 100 ms before and 

100 ms after jaw onset time to the no-lick window preceding the trial. We found high 

SI immediately before and after jaw onset time in all three areas (Figure 4.5A), in both 

groups of mice (R+ and R-) (Figure 4.18A-B). Just around jaw onset time, tjM1 had the 

highest SI and highest proportion of neurons with significant SI, followed by wS1 and 

then mPFC (max positive SI just around jaw onset wS1 = 0.21 ± 0.012; mPFC = 0.14 

± 0.01; tjM1 = 0.27 ± 0.019. wS1 vs mPFC, P = 5.20 x 10-4; wS1 vs tjM1, P = 0.22; 

mPFC vs tjM1, P = 2.13 x 10-6 Wilcoxon-Mann-Whitney rank sum test with Bonferroni 

correction; proportion of cells with significant SI, wS1 = 0.14; mPFC = 0.05; tjM1 = 

0.17. wS1 vs mPFC, P = 1.19 x 10-3; wS1 vs tjM1, P = 0.42; mPFC vs tjM1, P = 6.91 

x 10-5. Chi-square test) (Figure 4.5B). It was possible to decode with high accuracy jaw 

opening from the population activity before and after jaw onset time from all three 

areas, with similar accuracy from wS1 and tjM1 and lower accuracy from mPFC 

(decoding accuracy wS1: before 0.77 ± 0.09 and after 0.85 ± 0.05; mPFC before 
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Figure 4.4. Purely sensory-evoked response in the absence of licking in R+ mice. 

(A) Whisker stimulus-evoked neuronal activity and selectivity index (SI) in Miss trials (whisker 
stimulus amplitude 1.8º, 2.5º and 3.3º) for the three cortical areas (Top row, wS1; Middle row, mPFC 
and Bottom row, tjM1). Each neuron was classified as positively (SI > 0) or negatively (SI < 0) modulated 
neurons based on ROC analysis comparing Miss vs Correct Rejection (CR) trials. For positively and 
negatively modulated neurons, we computed the grand-average PSTHs (0.02 s bin), aligned to the 
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stimulus onset time (Left column). We also computed the mean SI (0.05 s bin) (Right column). Both 
FSUs and RSUs were included. The number of neurons is indicated for each category and area.  

(B) Proportion of cells with significant SI (Miss vs CR) based on the non-parametric permutation 
test for each 50 ms time bin after False discovery rate correction (FDR). 

(C) A logistic regression approach was used to classify Miss vs CR on a single-trial base from the 
population activity in each area. The decoding was performed on 0.1 s bins aligned to the trial onset 
time. The highest accuracy obtained from the real data (Data, black filled circle) and after label shuffling 
(Shuff., grey filled circle), are plotted for each area. Individual sessions are plotted as thin grey lines. 
The grey dotted line indicates the theoretical chance level. Statistical significance between data and 
label-shuffled decoding accuracy was assessed using Wilcoxon signed-rank test with FDR correction 
across 9 time bins (*, 0.05 > P > 0.01; **, 0.01 > P > 0.001; ***, P < 0.001): wS1, P = 2.7 x 10-4; mPFC, 
P = 0.02; tjM1, P = 2.1 x 10-3.  

(D) Example wS1 neuron (neuron #1861). Top, raster plot for all Miss trials aligned to the whisker 
stimulus and sorted according to the stimulus amplitudes and corresponding PSTHs. (0.01 s bin). 
Bottom, distribution of evoked response (firing rate computed 0-200 ms after the whisker stimulus) for 
single trials as a function of stimulus amplitude. Linear correlation was assessed using Pearson 
correlation (correlation coefficient r = 0.61, p = 8.3 x 10-31, non-parametric permutation test). The blue 
line is a linear fit to the data. 

(E) Mean Pearson coefficient of correlation averaged across neurons for positively (SI > 0, Top) 
and negatively (SI < 0, Bottom) modulated RSU (filled grey bars) and FSU (open bars) neurons from 
each area. The difference between mean Pearson coefficient was assessed using a Kruskal-Wallis test, 
followed by multiple comparison tests (P-values for all comparisons are displayed in Table 4.5). 

(F) Multinomial logistic regression approach was used to decode the stimulus amplitude from the 
population activity 100 ms after stimulus onset in Miss trials on a single trial basis. The Confusion 
matrices display the probability of correctly predicting the stimulus amplitude (Predicted) depending on 
the actual stimulus amplitude (Real) for each area. Chance level = 0.2. 
 

Table 4.5. P-values obtained from multiple comparison tests of the mean Pearson correlation 
coefficient different stimulus amplitudes (Fig.4.4 E). 

      FSU RSU 

     SI<0 SI>0 SI<0 SI>0 

     tjM1 mPFC wS1 tjM1 mPFC wS1 tjM1 mPFC wS1 tjM1 mPFC 

R
S

U
 

S
I>

0 

wS1 
2.50 

x 10-14 
5.15 

x 10-15 0.02 
1.75 
x 10-6 

1.39 
x 10-3 

2.66 
x 10-3 0 0 0 0 0 

mPFC 0.04 0.02 1.00 0.99 0.99 0 
1.75  
x 10-6 

2.90  
x 10-4 0.68 1.00  

tjM1 0.16 0.09 1.00 1.00 0.86 0 
7.01  
x 10-4 0.05 0.99   

S
I<

0 

wS1 0.67 0.51 1.00 1.00 0.42 0 0.23 0.92    
mPFC 0.99 0.94 0.96 1.00 0.01 0 0.93     

tjM1 1.00 1.00 0.69 0.93 
5.55 
x 10-4 0      

F
S

U
 S
I>

0 wS1 0 0 
1.96 
x 10-5 

5.02 
x 10-12 

5.38 
x 10-9       

mPFC 0.02 
9.65  
x 10-3 1.00 0.83        

tjM1 0.93 0.86 1.00         

S
I<

0 wS1 0.71 0.61          

mPFC 1.00           

0.63 ± 0.10 and after 0.77 ± 0.07; tjM1: before 0.77 ± 0.01 and after 0.91 ± 0.06; Mean 

± SD. Data vs Shuffled: wS1 PBefore =8.94 x 10-5, PAfter = 8.94 x 10-5; mPFC 

PBefore = 1.53 x 10-3, PAfter = 3.66 x 10-4; tjM1 PBefore = 3.30 x 10-4, PAfter = 1.37 
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x 10-4; Wilcoxon signed rank test, FDR corrected across bins) (Figure 4.5C). It was 

also possible to decode licking from the population activity in all three areas in R-, 

before and after lick onset time (Figure 4.18C). Thus the initiation of licking seems to 

be broadly represented across cortical areas, irrespective of the task performed, in 

good agreement with recent studies (Steinmetz et al. 2019; Stringer et al. 2019). 

We postulated that cortical areas involved in motor control should not only encode 

the movement initiation but also the fine kinematics of the movement. Therefore, we 

measured the correlation between neuronal activity and the phase of the jaw 

movement during long lick bouts when the mice collected the reward in Hit trials 

(Berens 2009). To avoid contamination for the whisker stimulus we excluded the first 

500 ms following the stimulus in Hit trials (Figure 4.5D-E). We found the highest 

proportion of neurons with significant jaw-phase correlation in tjM1, but also a high 

proportion in wS1 which may be due to the close correlation of orofacial movements, 

including whisker movement, during licking (Total proportion of neurons in wS1 = 0.46, 

mPFC = 0.16 and tjM1 = 0.66; tjM1 vs wS1 P = 3.8 x 10-13, tjM1 vs mPFC P = 6.3 x 

10-81 and wS1 vs mPFC P = 1.54 x 10-35, Chi-square test) (Figure 4.5E and 4.19). In 

good agreement, we could decode jaw displacement with the highest accuracy from 

tjM1, followed by wS1 and then mPFC (correlation between predicted and real jaw 

movement: wS1 0.28 ± 0.06; mPFC 0.21 ± 0.02; and tjM1 0.47 ± 0.16; mean ± SD. 

tjM1 vs wS1 P = 0.0032, tjM1 vs mPFC P = 3.02 x 10-4 and wS1 vs mPFC P = 0.0021, 

Wilcoxon-Mann-Whitney rank sum test with Bonferroni correction) (Figure 4.5F). By 

analyzing reward collection in R- mice, we found similar proportions of cells with phase 

correlation with jaw movement and similar accuracy when decoding jaw position 

compared to mice performing the whisker detection task (Figure 4.18D-E and 4.19). 

4.3.6 Motor and sensory information in Hit trials 

Our previous analyses showed a broad impact of motor activity on neuronal 

activity across cortical areas. We thus tested to what extent motor-related activity could 

explain the graded response observed in mPFC and tjM1. We hypothesized that the 

stimulus strength could impact the distribution, and therefore the mean, of the response 

latency. We computed the mean response latency across all sessions and found that 

indeed stronger stimulus resulted in significantly shorter response latency on average 

(Figure 4.6A and Table 4.5). However, looking at the response latency distribution, it 

appeared that the increase in stimulus amplitude mostly resulted in a narrower 

distribution around the mode rather than a shift of the mode (Figure 4.6B). 
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Figure 4.5. Purely motor-related activity in the absence of sensory stimulus. 

(A) lick evoked neuronal activity and selectivity index (SI) in Spontaneous lick trials for the three 
cortical areas (Top row, wS1; Middle row, mPFC and Bottom row, tjM1). Each neuron was classified as 
a positively (SI > 0) or negatively (SI < 0) modulated neuron according to their maximum Selectivity 
Index (SI) within a 0.2 s window around the jaw onset (from - 0.1 s to 0.1 s) based on ROC analysis 
comparing Spontaneous lick vs No lick time window (baseline). For positively and negatively modulated 
neurons, we computed the grand-average PSTHs (0.02 s bin), aligned to the jaw movement onset time 
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(Left column). We also computed the mean SI (0.05 s bin) (Right column). Both FSUs and RSUs were 
included. The number of neurons is indicated for each category and area.  

(B) Proportion of cells with significant SI (Spontaneous lick vs baseline) based on the non-
parametric permutation test for each 50 ms time bin after False discovery rate correction (FDR). 

(C) A logistic regression approach was used to classify Spontaneous Licks vs Correct Rejection 
(CR) on a single-trial basis from the population activity in each area. The decoding was performed on 
0.1 s bins aligned to the jaw movement onset time. The accuracy obtained from the real data (Data, 
black filled circle) and after label shuffling (Shuff., grey filled circle) are ploted for each area for the 0.1 
s bins immediately before and after jaw onset. Individual sessions are plotted as thin blue lines (wS1, 
21 sessions; mPFC, 15 sessions; tjM1, 17 sessions). The grey dotted line indicates the theoretical 
chance level. Statistical significance between data and label-shuffled decoding accuracy was assessed 
using Wilcoxon signed-rank test with FDR correction across 9 time bins (**, 0.01 > P > 0.001; ***, P < 
0.001): wS1Before, P = 8.9 x 10-5; wS1After, P = 8.9 x 10-5;  mPFC Before, P = 1.5 x 10-3; mPFC After, P = 
3.7 x 10-4; tjM1 Before, P = 3.3 x 10-4; tjM1 Before, P = 1.4 x 10-4. 

(D) Example tjM1 neuron (neuron #1775). Top, raster plot for all Hit (red) and Spontaneous lick 
(blue) trials aligned to the jaw movement onset and corresponding PSTHs. (0.02 s bin). Bottom, Average 
jaw, and whisker movements for the same trials. 

(E) Modulation of neuronal activity by the phase of jaw movement. Left, Jaw phase-modulation 
for the same example cell as in panel (D) was quantified based on licking bouts during reward collection. 
The mean jaw phase (black line, two full cycles are displayed) is overlayed with the distribution of mean 
firing rates across jaw phases. Middle, Polar plot displaying spike probability across different phases of 
the jaw movement (grey bars) for the example neuron. The red line indicates the mean resultant vector 
�̅� and its length R (�̅� = 139º, R = 0.036, P = 4.2 x 10-1103, Rayleigh test). Right, Proportion of cells with 
significant jaw-phase correlation was assessed by testing the uniformity of the spike probability 
distribution around the circle with Rayleigh test. 

(F) Continuous decoding of jaw movement from neuronal population activity was performed using 
linear regression for the continuous signal regression approach. Left, example real (Data, black) and 
predicted (red) jaw traces from three recording sessions from wS1, mPFC, and tjM1. Right, the 
correlation coefficient between real and predicted jaw traces for each area. Empty circles indicate 
individual sessions, filled red circles with error bars indicate mean ± SD for each area. Comparison 
between areas:  Kruskal-Wallis test, P = 6.6 x 10-6; multiple comparison tests (*, 0.05 > P > 0.01; **, 
0.01 > P > 0.001; ***, P < 0.001):  wS1 vs mPFC,  P = 0.02; wS1 vs tjM1 P = 0.02; mPFC vs tjM1 P = 
3.1 x 10-6. 

 

Considering the evoked neuronal activity, we would expect sensory-driven 

activity to be stable in time relative to the whisker stimulus and licking-related activity 

to follow the response latency (Figure 4.6C). To assess whether response latency 

could affect the neuronal response, we computed PSTHs for the stimulus amplitude 

2.5° for 3 ranges of response latency: below 150 ms (0.12 ± 0.018 ms, mean ± SD); 

between 150 and 300 ms (0.20 ± 0.024 ms, mean ± SD); and above 300 ms (0.42 ± 

0.077 ms, mean ± SD). We found that the peak of the evoked response in wS1 and 

mPFC was largely unchanged by the response latency, whereas in tjM1, we observed 

a clear drift of the peak of the response as the latency increased. This suggested that 

the difference in the mean response latency might account for the graded response in 

Hit trials in tjM1, when aligned to the stimulus onset (Figure 4.6D). 

A way to correct for the difference in response latency is to realign the neuronal 

activity to the movement onset time. In the hypothetical case of pure motor encoding, 

the evoked response should be similar for all stimulus amplitudes when aligned to the 
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motor onset. Indeed, when aligned to the jaw onset time, we did not observe any 

graded response with stimulus amplitude in tjM1. In wS1 a clear graded response was 

observed before jaw onset, in agreement with the presence of a sensory-evoked 

response. Interestingly, we also observed a graded response before jaw onset in 

mPFC, suggesting that the neuronal activity in this area still contained information 

about the sensory stimulus (Figure 4.6E). We quantified how much the activity was 

different compared to spontaneous lick 200 ms before the onset of the jaw opening for 

the three areas. We found that the difference in firing rate increased significantly with 

stimulus amplitude for neurons with positive SI in both wS1 and mPFC. That was much 

less true in tjM1 (Figure 4.6F and Tables 4.6 and 4.7). We also computed the Pearson 

coefficient of correlation between the difference in firing rate and the stimulus amplitude 

for each neuron and found the highest mean correlation in wS1, then in mPFC, and 

the lowest correlation in tjM1 (Mean Pearson coefficient r: wS1 = 0.13 ± 0.0077; mPFC 

= 0.05 ± 0.0053; tjM1= 0.016 ± 0.007. wS1 vs mPFC, P = 5.24 x 10-14; wS1 vs tjM1, P 

= 1.34 x 10-21; mPFC vs tjM1, P = 0.0016. Wilcoxon-Mann-Whitney rank sum test with 

Bonferroni correction) (Figure 4.6G). Altogether, these analyses confirm that tjM1 

predominantly encodes Licking-related information during the task, whereas wS1 and 

mPFC encode a mixture of sensory and motor information. 

4.3.7 Decision encoding 

In this study, we were interested in understanding the neuronal circuits that make 

the link between the whisker sensory stimulus and the action of licking (sensory-guided 

decision). Therefore, we defined decision-related activity as a neuronal activity that 

would show selectivity for Hit vs Miss trials just after the whisker stimulus and for Hit 

vs Spontaneous lick just before lick onset. We computed the SI for each neuron for Hit 

vs Miss trials aligned to the stimulus onset for the near-threshold stimulus amplitude, 

and for Hit vs spontaneous lick trials aligned to jaw opening onset for stimulus 

amplitudes 1.8°, 2.5°, and 3.3°. 

All three areas showed high Hit vs Miss SI, with wS1 showing the earliest increase 

with high SI (positive SI in the first 50 ms wS1 = 0.21 ± 0.01; mPFC = 0.1 ± 0.01; tjM1 

= 0.072 ± 0.01. wS1 vs mPFC, P = 1.35 x 10-15; wS1 vs tjM1, P = 4.05 x 10-20; mPFC 

vs tjM1, P = 0.025. Wilcoxon-Mann-Whitney rank sum test with Bonferroni correction) 

and the highest proportion of neurons with significant SI in the first 50 ms following 

stimulus onset (proportion of cells with significant SI in the first 50 ms, wS1 = 0.17; 

mPFC = 0.028; tjM1 = 0.038. wS1 vs mPFC, P = 0.33; wS1 vs tjM1, P =0.76; mPFC 

vs tjM1, P = 0.54. Chi-square test with Bonferroni correction)  (Figure 4.7A-B).  
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Figure 4.6. Motor and sensory-evoked activity in Hit trials. 

(A) Mean reaction time (calculated as the jaw opening time) for different amplitudes across 
sessions (n=29 sessions, 19 mice). On each box of the plot, the central mark indicates the median 
reaction time and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. 
Kruskal-Wallis test P = 1.15x10-12. See Table 4.6 for multiple comparison test between amplitudes. 
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(B) Distribution of reaction times averaged across sessions for the spontaneous lick (False 
alarm) and Hit trials for different stimulus amplitudes. The histograms were normalized by the total 
number of lick trials in each condition. 

(C) Examples of raster plots of for Hit trials (amplitude 2.5º), aligned to the whisker stimulus 
(orange vertical line) and sorted by their reaction time (red circles indicate jaw opening time for each 
trial): top panel wS1 (neuron #1012), middle panel mPFC (neuron #698), bottom panel tjM1 (neuron 
#853). 

(D) Mean PSTHs (0.02 s bin), for stimulus amplitude 2.5º, averaged across trials with different 
reaction times and aligned to the stimulus onset: early reaction times (RT < 0.15 s, dark red); 
intermediate reaction times (0.15 < RT < 0.3 s, light red); late reaction times (RT > 0.3 s, pink). All units 
are divided into neurons with SI > 0 (upper row), and neurons with SI < 0 (lower row) according to their 
max Hit vs correct rejection SI within the first 0.2 s (same as for figure 4.3B). Left column wS1, middle 
mPFC, right tjM1. 

(E) Neuronal responses for Hit trials for three cortical areas aligned to the jaw onset: left wS1, 
middle mPFC, right tjM1. Mean PSTHs (0.02 s bin) for Hit trials sorted for different stimulus amplitudes 
and Spontaneous Licks, averaged across neurons with SI > 0 (Top) and neurons with SI < 0 (Bottom), 
according to the classification in figure 4.3B.  

(F) Quantification of the firing rate during 0.2 s before the jaw onset (highlighted by the grey 
area in E). Mean delta firing rate (Hit – Spontaneous lick) across neurons (mean ± SEM values can be 
found in Table 4.7). Kruskal-Wallis test : wS1 SI>0, P = 9.91x10-75; wS1 SI<0, P = 0.31 ; mPFC SI>0, P 
= 1.20x10-31; mPFC SI<0, P = 3.75x10-6; tjM1 SI>0, P = 1.86x10-4; tjM1 SI<0, P = 0.13. See Table 4.8 
for multiple comparison tests between amplitudes. 

(G) Mean Pearson coefficient of correlation between delta firing rate and stimulus amplitude 
computed for positively (SI>0) and negatively (SI<0) modulated RSU and FSU neurons in each area. 
The difference between the mean Pearson coefficient was assessed using a Kruskal-Wallis test, 
followed by multiple comparison tests (P-values for all comparisons are displayed in Table 4.9). 

 

 

Table 4.6. P values for Multiple Comparison Test between reaction times for different amplitudes 
(related to Figure 4.6A). 

 

label 1 label 2   
p-value Amp º Amp º 

0 1 0.09 
0 1.8 2.16 x 10-6 
0 2.5 1.37 x 10-8 
0 3.3 2.80 x 10-10 
1 1.8 0.05 
1 2.5 3.06 x 10-3 
1 3.3 2.82 x 10-4 

1.8 2.5 0.91 
1.8 3.3 0.59 

2.5 3.3 0.98 
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Table 4.7. Quantification of delta firing rate (related to Figure 4.6F). 

 

 

 
 
Table 4.8. Multiple comparison Kruskal-Wallis test to identify significant differences between mean 
delta firing rates for different stimulus amplitudes (related to Figure 4.6F). 
 

cells with SI>0 

Area 
label 1 label 2 

p-value Area 
label 1 label 2 

p-value Area 
label 1 label 2 

p-value 
Ampº Ampº Ampº Ampº Ampº Ampº 

wS1  0   1   4.52 x 10-5 mPFC 0   1   0.03 tjM1 0   1   0.20 
wS1  0   1.8 0 mPFC 0   1.8 2.58 x 10-8 tjM1 0   1.8 1.00 
wS1  0   2.5 0 mPFC 0   2.5 9.01 x 10-19 tjM1 0   2.5 0.89 
wS1  0   3.3 0 mPFC 0   3.3 0 tjM1 0   3.3 0.11 
wS1  1   1.8 9.36 x 10-10 mPFC 1   1.8 0.02 tjM1 1   1.8 0.13 
wS1  1   2.5 2.59 x 10-23 mPFC 1   2.5 1.86 x 10-8 tjM1 1   2.5 0.02 
wS1  1   3.3 0 mPFC 1   3.3 5.92 x 10-14 tjM1 1   3.3 0.00 
wS1  1.8 2.5 6.06 x 10-3 mPFC 1.8 2.5 0.02 tjM1 1.8 2.5 0.95 
wS1  1.8 3.3 1.24 x 10-4 mPFC 1.8 3.3 2.23 x 10-5 tjM1 1.8 3.3 0.16 

wS1  2.5 3.3 0.87 mPFC 2.5 3.3 0.41 tjM1 2.5 3.3 0.55 
cells with SI<0 

Area 
label 1 label 2 

p-value Area 
label 1 label 2 

p-value Area 
label 1 label 2 

p-value 
Ampº Ampº Ampº Ampº Ampº Ampº 

wS1  0   1   0.82 mPFC 0   1   0.98 tjM1 0   1   0.36 
wS1  0   1.8 1.00 mPFC 0   1.8 0.16 tjM1 0   1.8 0.79 
wS1  0   2.5 0.88 mPFC 0   2.5 0.04 tjM1 0   2.5 0.90 
wS1  0   3.3 0.98 mPFC 0   3.3 0.00 tjM1 0   3.3 0.98 
wS1  1   1.8 0.59 mPFC 1   1.8 0.04 tjM1 1   1.8 0.96 
wS1  1   2.5 0.26 mPFC 1   2.5 0.01 tjM1 1   2.5 0.88 
wS1  1   3.3 0.46 mPFC 1   3.3 0.00 tjM1 1   3.3 0.12 
wS1  1.8 2.5 0.98 mPFC 1.8 2.5 0.98 tjM1 1.8 2.5 1.00 
wS1  1.8 3.3 1.00 mPFC 1.8 3.3 0.35 tjM1 1.8 3.3 0.44 

wS1  2.5 3.3 1.00 mPFC 2.5 3.3 0.72 tjM1 2.5 3.3 0.59 

 

neurons with SI>0 

(Hz) Area 
Stimulus amplitudes (degrees) 

0 (SL) 1 1.8 2.5 3.3 
wS1 mean 0.01 0.78 2.55 3.33 3.77 

 ± SEM ± 0.03 ± 0.23 ± 0.27 ± 0.26 ± 0.29 
mPFC mean -0.01 0.41 0.77 1.40 1.69 

 ± SEM ± 0.02 ± 0.18 ± 0.12 ± 0.15 ± 0.17 
tjM1 mean -0.01 -0.17 0.09 0.34 0.60 

 ± SEM ± 0.04 ± 0.24 ± 0.20 ± 0.25 ± 0.27 

neurons with SI<0 

(Hz) Area 
Stimulus amplitudes (degrees) 

0 (SL) 1 1.8 2.5 3.3 

wS1 mean -0.02 0.07 0.03 -0.24 -0.19 

 ± SEM ± 0.02 ± 0.20 ± 0.17 ± 0.14 ± 0.14 
mPFC mean -0.01 0.08 0.06 0.10 0.21 

 ± SEM ± 0.01 ± 0.10 ± 0.06 ± 0.07 ± 0.06 
tjM1 mean -0.01 -0.22 -0.41 -0.29 -0.12 

 ± SEM ± 0.02 ± 0.17 ± 0.12 ± 0.12 ± 0.12 
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Table 4.9. P-values obtained from multiple comparison tests of the mean Pearson correlation 
coefficient different stimulus amplitudes (Fig.4.6 G). 

      FSU RSU 

     SI<0 SI>0 SI<0 SI>0 

     tjM1 
mPF
C wS1 tjM1 

mPF
C wS1 tjM1 mPFC wS1 tjM1 

mPF
C 

RS
U 

SI>0 
wS1 

6,34 
x 10-5 0,11 0,99 0,99 0,97 

5,91 
x 10-5 

3,34 
x 10-

12 

3,90 
x 10-

12 
6,71 
x 10-6 

1,70 
x 10-8 0,02 

mPF
C 0,05 0,89 1,00 1,00 0,03 

2,51 
x 10-12 

9,16 
x 10-4 

5,15 
x 10-3 0,22 0,08  

tjM1 0,88 1,00 1,00 0,71 
8,48 
x 10-6 

2,94 
x 10-21 0,99 1,00 1,00   

SI<0 

wS1 0,94 1,00 1,00 0,72 
5,11 
x 10-5 

3,50 
x 10-16 1,00 1,00    

mPF
C 0,95 1,00 1,00 0,52 

5,24 
x 10-7 0 1,00     

tjM1 1,00 1,00 1,00 0,28 
8,82 
x 10-8 0      

FSU 

SI>0 
wS1 

1,51 
x 10-

11 
1,46 
x 10-5 0,28 0,01 0,57       

mPF
C 

2,91 
x 10-5 0,03 0,90 0,80        

tjM1 0,18 0,90 1,00         

SI<0 
wS1 0,99 1,00          
mPF
C 1,00 

 

 

wS1 also showed the highest Hit vs Spontaneous Lick SI (positive SI before lick onset  

wS1 = 0.14 ± 0.01; mPFC = 0.075 ± 0.01; tjM1 = 0.065 ± 0.01. wS1 vs mPFC, P = 

6.1.73 x10-6; wS1 vs tjM1, P = 5.26 x 10-7; mPFC vs tjM1, P = 0.71 Wilcoxon-Mann-

Whitney rank sum test with Bonferroni correction) and the highest proportion of 

neurons with significant SI before jaw onset, whereas the mean SI and proportion of 

neurons with significant SI was rather low in both mPFC and tjM1 (proportion of cells 

with significant SI before lick onset, wS1 = 0.18; mPFC = 0.053; tjM1 = 0.058. wS1 vs 

mPFC, P = 5.09 x 10-14; wS1 vs tjM1, P = 3.06 x 10-10; mPFC vs tjM1, P = 0.70. Chi-

square test) (Figure 4.7C-D). Plotting the SI for Hit vs Spontaneous lick trials (SIHit/SL) 

against the SI for Hit vs Miss trials (SIHit/Miss), we found that the majority of the neurons 

tended to have a positive SI for both, i.e. a higher response in Hit trials. We then 

selected the neurons with significant SI for both that we considered as sensory-guided 

decision neurons (Figure 4.7E). Decision neurons were more abundant in wS1 and in 

similar proportions in mPFC and tjM1 (Total proportion of decision neurons in wS1 = 

0.18, mPFC = 0.058 and tjM1 = 0.073; tjM1 vs wS1 P = 1.02 x 10-7, tjM1 vs mPFC P 

= 0.26 and wS1 vs mPFC P = 1.10 x 10-12, Chi-square test). Interestingly, FSUs 

(presumably inhibitory interneurons) had a higher proportion of decision neurons in all 
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three areas (wS1 RSU vs FSU, P =6.46 x 10-11; mPFC RSU vs FSU, P =5.12 x 10-4; 

tjM1 RSU vs FSU, P =4.83 x 10-5, Chi-square test) (Figure 4.7F). Finally, we computed 

the PSTHs aligned to the whisker stimulus and to the jaw onset for the sensory-guided 

decision neurons with positive SI in the three areas. Interestingly, decision neurons in 

wS1 had still a marked sensory-evoked response in Miss trials. Decision neurons in 

tjM1 had a pronounced motor response during spontaneous lick trials. But decision 

neurons in mPFC had only little sensory-evoked response in Miss trials and motor-

related activity in Spontaneous lick trials, and thus appeared to have the highest 

contrast in their activity between Hit vs Miss trials and between Hit vs spontaneous lick 

trials (Figure 4.7G). We then verified which proportion of cells among sensory-guided 

decision neurons were still significantly encoding sensory information (neurons with 

significant SI for Miss vs Correct rejection trials during 200 ms after the stimulus onset), 

motor information (neurons with significant SI for Spontaneous licks vs Correct 

rejection trials during 200 ms before the jaw onset), sensory plus motor, or were 

selectively responding only in Hit trials (but not in Miss trials and not during 

Spontaneous licks), which we called “gated” neurons (Figure 4.8). As anticipated from 

the average responses of decision neurons, we observed that the majority of wS1 

decision neurons still encoded sensory- and motor-related signals, the majority of tjM1 

decision neurons still encoded motor-related signals, however, the majority of mPFC 

decision neurons were gated neurons. By comparing proportions of gated neurons 

between areas we observed a significantly higher proportion in mPFC (proportion of 

“gated” neurons among decision neurons, by considering RSU and FSU together: wS1 

0.12; mPFC 0.37; tjM1 0.18; p = 9.22 x 10-4; Chi-squared test) (Figure 4.8A) After 

looking separately at RSU and FSU units we still observed a significantly higher 

proportion of gated neurons in mPFC among FSU but not RSU (RSU p = 0.11; FSU p 

= 0.0011; Chi-squared test) (Figure 4.8B-C). Overall, decision neurons were recorded 

from deeper layers 5 and 6 in all three regions (Figure 4.8D). In conclusion, decision-

related information was found in all three areas but predominantly in wS1. But the 

activity of mPFC decision neurons appeared to be more selectively gated in Hit trials. 
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Figure 4.7. Decision-related information is encoded in all three regions. 

(A) Comparison of Hit (red) and Miss (black) neuronal responses for the near-threshold stimulus 
amplitude aligned to the whisker stimulus (orange vertical line). All neurons were subdivided into 
neurons with SI > 0 (stronger response for Hit) and neurons with SI < 0 (stronger response for Miss) 
according to their maximum Selectivity Index (SI) right after the whisker stimulus (0-0.2 s) onset. SI was 
defined based on ROC analysis of Hit vs Miss trials for near-threshold amplitude. Sessions were 
truncated after the mouse missed 4 stimuli in a row for the strongest stimulus amplitude. Left column, 
grand-average PSTHs (0.02 s bin) for Hit (red) and Miss (black) trials. Right column, Mean SI Hit vs 
Miss (50 ms time bin). 

(B) Proportion of neurons with significant selectivity for Hit versus Miss (for the near-threshold 
amplitude) based on the non-parametric permutation test from ROC computed for 50 ms time bins. P-
values were FDR corrected for a total of 30 bins for each area. 

(C) Same as (A) but for the comparison between of Hit trials for the strongest amplitude (3.3º) vs 
Spontaneous Licks, aligned to the jaw onset. SI was defined based on 0.2 s time window before the jaw 
onset. Neurons with SI>0 respond stronger in Hit before the jaw onset, compared to Spontaneous lick. 
Neurons with SI < 0 respond stronger in Spontaneous licks compared to Hit. 

(D) Same as (B) but for Hit (strong amplitude 3.3º) versus Spontaneous Lick. 

(E) Distribution of Hit vs Miss SI against Hit vs SL SI for each recorded neuron. Neurons with both 
significant SIs are highlighted in red. 

(F) Proportion of neurons with both significant SIs (sensory-guided decision neurons) recorded in 
each area normalized by the number of recorded neurons from each area and each cell type. 

(G) Responses of neurons with both significant and positive SIs. Left, Grand-average PSTHs 
(0.02 s bin) for Hit and Miss trials (for the threshold stimulus amplitude) aligned to the stimulus. Right, 
Grand-average average PSTHs (0.02 s bin) for Hit (strong stimulus amplitude 3.3º) and spontaneous 
lick trials aligned to the jaw onset.  

 

 

Table 4.10. Distribution of decision neurons across areas and layers (Fig.4.8 D). 

wS1  neurons  mPFC  neurons  tjM1  neurons 

layers   number  proportion   layers   number  proportion   layers   number  proportion  

SSp‐bfd2/3   4   0.093  ACAv5   3  0.065  MOp2/3   4  0.089 

SSp‐bfd4   28  0.15  ILA1   1  0.071  MOp5   10  0.055 

SSp‐bfd5   55  0.2  ILA2/3   1  0.017  MOp6a   4  0.29 

SSp‐bfd6a  30  0.25  ILA5   6  0.051  MOs5   5  0.028 

    ILA6a   1  0.031  MOs6a   17  0.22 

    ORBm5   1  0.016      

   PL2/3   2  0.022      

   PL5   27  0.078      

   PL6a  3  0.16      
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Figure 4.8. Decision “gated” neurons are mostly found in mPFC. 
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(A) Different types of decision neurons across areas (both RSU and FSU are included). Decision 
neurons (significant SI for both Hit vs Miss trials and Hit vs Spontaneous Licks) were further categorized 
as sensory (significant SI for Miss trials vs Correct rejection trials from 0 to 200 ms after the stimulus 
onset), motor (significant SI for Spontaneous lick vs Correct rejection trials from -200 to 0 ms aligned to 
the jaw onset, blue bars), sensory + motor (both sensory and motor) or gated (neurons selectively 
responsive in Hit trials, i.e. neither sensory nor motor; red bars). Left panel, proportion of decision 
neurons for each category across cortical areas: grey bars, sensory neurons (wS1 0,19; mPFC 0.15; 
tjM1 0.1); blue bars, motor neurons (wS1 0,17; mPFC 0.3; tjM1 0.57); bars with blue and grey strips, 
sensory + motor (wS1 0.52; mPFC 0.17; tjM1 0.15); red bars, gated (wS1 0.12; mPFC 0.37; tjM1 0.18). 
Right panel, comparison of proportions of gated neurons for three cortical regions (wS1 0.12; mPFC 
0.37; tjM1 0.18; p = 9.22 x 10-4; Chi-squared test). 

(B) Same as in A but only including RSU. Proportion of sensory neurons: wS1 0.18; mPFC 0.16; 
tjM1 0,12. Proportion of motor neurons: wS1 0.18; mPFC 0.39; tjM1 0.64. Proportion of sensory + motor: 
wS1 0.47; mPFC 0.13; tjM1 0.12. Proportion of gated neurons: wS1 0.17; mPFC 0.32; tjM1 0.12. 
Comparison of proportions of gated neurons across areas p = 0.11, Chi-squared test. 

(C) Same as in A but only including FSU. Proportion of sensory neurons: wS1 0.21; mPFC 0.08; 
tjM1 0,07. Proportion of motor neurons: wS1 0.11; mPFC 0.15; tjM1 0.5. Proportion of sensory + motor: 
wS1 0.62; mPFC 0.31; tjM1 0.21. Proportion of gated neurons: wS1 0.058; mPFC 0.46; tjM1 0.21. 
Comparison of proportions of gated neurons across areas p = 0.0011, Chi-squared test. 

(D) Distribution of decision neurons across recorded areas and layers. Upper row, number of 
decision neurons; lower row, proportion of decision neurons (number of decision neurons divided by the 
number of recorded neurons in each layer). Numbers and proportions are displayed in Table 4.10.  

 

4.3.8 Multiple decision points in the sensorimotor transformation 

Failure in the sensorimotor transformation (Miss) could probably come from 

different origins. The mouse may fail to perceive the sensory stimulus and therefore 

not respond, but the mice may also feel the stimulus but decide not to lick. Thus, the 

failure could occur at different stages of the process. Taking advantage of the session 

with simultaneous recordings of wS1 and mPFC, we selected trials based on the 

evoked population activity in wS1 in the first 50 ms, assuming that it would represent 

the sensory information reaching wS1 and broadcasted to downstream areas. 

Due to the nature of our task, the sensory-evoked activity in wS1 was much higher 

for Hit than for Miss trials when considering all stimulus amplitudes, but the distributions 

of the evoked activity for Hit and Miss trials were broad and largely overlapping (Figure 

4.9A). Thus, we could select Hit and Miss trials with similar evoked activity in wS1 

(Figure 9A) and then compare the evoked activity for the same trials in mPFC (Figure 

9B). Even when selecting trials with similar evoked population activity in wS1, mPFC 

population activity was still much higher for Hit trials, compared to Miss trials (Figure 

9B-C). We then selected Miss trials with high evoked activity in wS1 and compared 

them with Hit trials with low evoked activity. Interestingly, even in this situation, mPFC 

activity was still higher for Hit trials compared to Miss trials. Suggesting that regardless 

of the sensory processing in wS1, mPFC keeps track of the final decision to lick or not 

to lick. 



Chapter 4   Representation of sensory, motor and decision information in sensory, motor and medial prefrontal cortices of mice 

 

  210

 

Figure 4.9. Multiple decision points in the sensorimotor transformation. 

(A) Example wS1 recording from one session (Mouse AO051). Left, Population PSTHs (0.2 s 
time bin) for Hit and Miss trials (all stimulus amplitudes) aligned to the whisker stimulus. Middle, 
Distribution of neuronal population firing rates during early sensory evoked responses (0-50 ms, blue 
shaded area) across Hit (red filled bars) and Miss (black open bars) trials (Distribution binned with 0.25 
Hz), note the overlap between the two distributions. Right, Mean PSTHs for selected trials with matched 
firing rates during the early 0-50 ms sensory-evoked response in wS1 (Matched-FR trials). Matched 
trials were selected based the wS1 population firing rate with overlap between Hit and Miss distributions. 

(B) Grand-average PSTHs for selected Hit and Miss Matched-FR trials (averaged across 9 
sessions with simultaneous recordings from wS1 and mPFC). Left, wS1 activity. Right, mPFC activity. 

(C) Quantification of the mean delta firing rate across Matched-FR trials during the early time 
window (0-50 ms) for wS1 (left panel) (Hit vs Miss: wS1, P = 0.82; Wilcoxon signed-rank test) and the 
later time window (50-200 ms) for wS1 (middle panel) and for mPFC (right panel) (Hit vs Miss: wS1, P 
= 0.074; mPFC, P = 3.90 x 10-3; Wilcoxon signed-rank test). Circles and lines represent mean values 
for each session. 

(D) Grand-average PSTHs for selected Miss trials with high firing rate, and Hit trials with low firing 
rate (averaged across 9 sessions with simultaneous recordings from wS1 and mPFC). Left, wS1 activity. 
Right, mPFC activity. 

(E) Quantification of the mean delta firing rate during the early time window (0-50 ms) for wS1 
(left panel) (Hit vs Miss: wS1, P = 0.0039; Wilcoxon signed-rank test) and the later time window (50-200 
ms) for wS1 (middle panel) and mPFC (right panel) (Hit vs Miss: wS1, P = 0.43; mPFC, P = 0.0078; 
Wilcoxon signed-rank test) after selecting Miss trials with high firing rate and Hit trials with low firing rate. 
Circles and lines represent mean values for each session. 
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4.4 Discussion 

Detecting sensory stimuli in the presence of temporal uncertainty is a challenging 

task for the brain. The brain must constantly process incoming sensory information 

and, based on that information, make decisions to execute an action, even when the 

sensory stimuli are ambiguous. Our study provides new insights into the intricate 

process of sensorimotor transformation during a sensory detection task in which mice 

are required to report by licking when a whisker sensory stimulus is delivered. We have 

employed a classical psychophysical approach – delivering sensory stimuli of variable 

amplitudes – and carefully monitored the mice's orofacial movements, to disentangle 

sensory, motor, and decision information. By systematically comparing the neuronal 

activity and computation of the cortical sensory input area (wS1), a presumably 

decision area (mPFC), and the motor output area (tjM1), we revealed four key findings 

that we will further discuss below: (1) we observed the most prominent sensory 

representation in wS1, which encoded the amplitude of the sensory stimuli even in the 

absence of licking in trained mice, and in the absence of goal-directed behavior in R- 

mice. However, we also observed marked Hit-Miss response difference in wS1, even 

at short latency (first 50 ms), that correlated on a trial-to-trial basis with the perceptual 

reports of the mouse; (2) licking evoked strong neuronal responses in all three cortical 

regions, however tjM1 neurons best encoded fine kinematics of the jaw phase; (3) we 

found decision-related activity in all three cortical areas, but with the highest proportion 

of neurons, and the shortest latency (within the first 50 ms), in wS1; (4) even though 

wS1 revealed strong choice encoding, it was not a final decision area: trials with the 

same sensory-evoked activity in wS1 could lead to opposite perceptual decisions (Hit 

or Miss), nonetheless, the activity in mPFC for those trials was still differential with the 

highest activity for Hit trials. 

4.4.1 Early Hit Miss difference in wS1 contributes to the perception 

In the detection tasks, the comparison between Hit and Miss trials is a valuable 

tool for studying sensory perception. It provides a way to quantify the subject’s 

performance and analyze the underlying neural mechanisms. However, in simple Go-

NoGo tasks, miss trials are often ambiguous as they can result from a failure in the 

sensorimotor transformation or from a disengagement due to loss of motivation. It is 

particularly the case when the sensory stimulus is strong, far above the perceptual 

threshold, in which case Miss trials tend to be mostly observed towards the end of the 

session, as the animal reaches satiation (Allen et al. 2019; Lee et al. 2020; Matteucci 

et al. 2022). 
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Previous studies using above-threshold whisker stimuli have reported Hit-Miss 

differences in the late (50-200 ms) sensory-evoked response in wS1, but little or no 

change in the early (0-50 ms) sensory-evoked response (Sachidhanandam et al. 2013; 

Yamashita and Petersen 2016; Kyriakatos et al. 2017; Le Merre et al. 2018; Vavladeli 

et al. 2020; Esmaeili et al. 2021). This result was interpreted as a high reliability of the 

fast bottom-up sensory input transmitted to the cortex via the thalamus. In good 

agreement, only little and transitory decision information was found in thalamocortical 

neurons (Yang et al. 2016). Presumably, a strong whisker stimulus would reliably 

evoke a high number of spikes in wS1 neurons, therefore a failure to lick probably 

reflects a deficiency in the downstream sensorimotor process, likely resulting from 

attentional or motivational influences. 

In our psychophysical task, the use of different stimulus intensities allowed us to 

investigate the correlates of sensory perception for near-threshold stimuli that led to 

Miss or Hit trials in similar proportion and throughout the sessions. Importantly, we also 

analyzed Hit-Miss differences for trials occurring before mice disengaged by excluding 

trials occurring after four consecutive misses for the strongest amplitude. By doing this, 

we found that even the early (< 50 ms) sensory-evoked response in wS1 correlated 

with the mice's behavioral response. About seventeen percent (17.05%) of neurons in 

wS1 had significant Hit-Miss selectivity in the first 50 ms bin (Figure 4.7B). This 

suggests that for weak sensory stimuli, an absence of behavioral response can already 

occur due to a failure in the early sensory processing in primary sensory areas. 

Interactions between the bottom-up sensory input and ongoing spontaneous cortical 

activity may result in variable sensory-evoked responses, and therefore behavioral 

responses, for near-threshold stimuli. 

4.4.2 Widespread movement-related activity  

Over the last decade, many studies have established that motor activity has a 

global impact on nearly all brain areas and that task-driven computations are 

embedded within a broader context of movement-related information (Poulet and 

Crochet 2018; Ayaz et al. 2019; Musall et al. 2019; Steinmetz et al. 2019; Stringer et 

al. 2019). Recent studies have demonstrated that both instructed and uninstructed 

movements were the best predictors of neural activity in many brain areas (Musall et 

al. 2019; Steinmetz et al. 2019; Esmaeili et al. 2021). In good agreement, we found 

that neuronal activity in wS1, mPFC, and tjM1 was strongly modulated by spontaneous 

licking, independently of the task (R+ and R- mice). Interestingly, the activity changed 

in all three areas before movement onset and it was possible to decode movement 

significantly from all three areas both before and after movement onset (Figure 4.5 and 

4.18). 
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Clustering also revealed different patterns of neuronal modulation by movements, 

with some neuronal populations being strongly excited and others strongly inhibited 

during licking (Figure 4.2, and 4.14). The temporal dynamics were also different with 

some clusters modulated briefly around the onset of the movement (clusters 2, 3, or 

4), others throughout (clusters 6, 7, or 15), and yet others late after the lick onset 

(clusters 13). We also identified clusters – 12 and 14 – that increased and decreased 

firing rates respectively, during whisking in the absence of licking. These clusters were 

also composed of neurons from all three cortical areas. Interestingly those two clusters 

did not respond much during licking. Similarly, many lick-related clusters did not 

respond much during whisking in the absence of licking, indicating that different 

movements are encoded by some specific pools of neurons, but not specific areas. 

When investigating the encoding of fine movement kinematics, such as the jaw 

phase during licking or the whisker phase during whisking, we found more specific 

representations in dedicated areas (Figure 4.5D-F, and 4.19). Many neurons with jaw-

phase modulation were found in both tjM1 and wS1, probably due to the fact that 

whisker movement and jaw movement are phase-correlated during licking. However, 

the proportion of neurons with significant jaw-phase modulation but no whisker-phase 

modulation was the highest in tjM1 (Figure 4.19) and the population activity of tjM1 

was best at decoding jaw movements (Figure 4.5E and 4.18E). This finding is in 

agreement with other recent studies showing that tjM1 neurons encode both the 

direction and amplitude of tongue movements during licking (Mayrhofer et al. 2019; Xu 

et al. 2022). 

Finally, when mice licked in response to the whisker stimulus, the activity of tjM1 

was mostly modulated by the reaction time of the mouse. When aligning the neuronal 

activity to the jaw opening onset time, little difference was observed in the neuronal 

activity when comparing the different stimulus amplitudes or even spontaneous licking. 

Thus our results confirm that tjM1 seems to be involved mostly in the execution of 

licking. 

4.4.3 Multiple decision points along the sensorimotor transformation 

Hit-Miss differences are commonly used to characterize a subject's perceptual 

decision in detection tasks. However, in standard Go-NoGo tasks in which the subject 

is required to act in response to the Go stimulus and not to act in response to the No-

Go stimulus, decision and motor responses are highly correlated, and thus difficult to 

disentangle. Therefore, to accurately assess decision coding, one must consider both 

the perceptual report of the mouse and carefully control for motor-related activity. 

Imposing a delay between the presentation of the stimulus and the behavioral 

response can help to distinguish decision- and motor-related information to some 
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extent but anticipatory movements during the delay period need to be taken into 

consideration (Esmaeili et al. 2021). To address this issue in our study, we proposed 

a more stringent definition of decision information coding, where a neuron region is 

considered as encoding decision if it can distinguish between Hit and Miss trials just 

after the stimulus presentation, as well as between Hit trials and spontaneous licking 

just before the movement initiation (sensory-guided decision). By doing so, we have 

identified a small proportion of decision neurons in all three areas, but with the highest 

proportion in wS1. Neurons encoding behavioral decision have been found in previous 

studies in wS1 (Sachidhanandam et al. 2013; Takahashi et al. 2016; Yang et al. 2016), 

as well as in the primary auditory cortex as mice performed an auditory discrimination 

task (Francis et al. 2022). In line with these findings, a recent study has identified 

decision neurons in wS1 as mice performed a two-alternative forced-choice texture 

discrimination task, and provided causal evidence of the role of these neurons in 

driving behavior and enhancing performance (Buetfering et al. 2022). Thus primary 

sensory areas in rodents seem to contain more decision-related information than 

previously reported in non-human primates (Romo and de Lafuente 2013). 

However, one may also argue that perception and decision are intimately 

intricated in our task and that the decision information contained in wS1 neuronal 

activity may reflect the perception of the sensory stimulus rather than the decision to 

lick in response to this sensory stimulus. Importantly, in our analysis on the decision 

process, we have excluded the end of the sessions, when mice disengage due to 

satiation. In this situation, mice most likely licked every time they perceived the 

stimulus. Hence the sensory-guided decision information found in wS1 may reflect 

more the success or failure of the sensory perception (detection) rather than a decision 

to lick or not. In good agreement, the optogenetic inactivation of wS1 did increase 

significantly the threshold for detection, which was not the case for mPFC or tjM1 

(Figure 4.1E). 

When comparing the evoked activity for the same trials in wS1 and mPFC, we 

found that regardless of the sensory-evoked activity in wS1, the activity in mPFC was 

always higher for Hit trials compared to Miss trials. In particular, even when selecting 

Miss trials with higher sensory-evoked activity in wS1 compared to Hit trials, the activity 

in mPFC was still higher for Hit trials (Figure 4.9). This suggests that beyond the first 

decision based on the sensory detection in wS1, a latter decision point may still exist 

in mPFC, partly based on the sensory detection in wS1, but not only. In agreement, 

another study also reported two types of Miss trials in a texture discrimination task, 

based on whether or not the evoked activity in wS1 could categorize the two stimuli, 

suggesting that some Miss trials resulted from a lack of sensory discrimination whereas 

in other trials the activity in wS1 could identify correctly the stimulus, but nonetheless, 

the mice decided no to lick (Buetfering et al. 2022). 
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Finally, we also observed neurons reflecting choice information in the tjM1. 

However, the difference between stimulus-driven licks (Hits) and spontaneous licks 

before the movement initiation (jaw onset) was very small (Figure 4.7G) which arguably 

might reflect small differences in lick kinematic reflecting mice's confidence in licking 

after a whisker stimulus versus licking spontaneously. 

Altogether, our study suggests that decision does not come from the activity of a 

single pool of neurons in a given area but rather results from the concerted activity of 

several pools of neurons distributed across brain areas. Interestingly, in our study we 

found that FSUs – presumably GABAergic inhibitory interneurons – had a much higher 

proportion of decision neurons, suggesting an important role played by local 

GABAergic interneurons in the local computation of decision. This is in line with several 

studies also pointing to an important role of GABAergic interneurons in the processes 

of a decision in sensorimotor transformation (Pinto and Dan 2015; Sachidhanandam 

et al. 2016; Esmaeili et al. 2022). 

4.4.4 Role of mPFC in sensorimotor transformation 

Previous investigations have reported evoked responses for behaviorally relevant 

sensory stimuli that developed during learning in mPFC (Pinto and Dan 2015; Otis et 

al. 2017; Le Merre et al. 2018; Peters et al. 2022). In good agreement, we found that 

neurons in mPFC had prominent evoked responses when mice responded to the 

whisker stimulus, but not in mice that were passively exposed to unrewarded whisker 

stimuli (R- mice) (Figure 4.16). We also found that mPFC is strongly driven by motor-

related activity both before and after jaw movement onset time, in both whisker-

rewarded and non-rewarded mice (Figure 4.5 and 4.18). Thus, the question remains 

whether the mPFC actually contains any sensory-related activity or mostly motor-

related activity.  

By analyzing no-lick trials (Miss) in R+ mice, we found that the response of mPFC 

neurons to the whisker stimulus was strongly reduced compared to Hit trials. 

Nonetheless, a sensory-evoked response persisted, which was not correlated with the 

amplitude of the sensory stimulus, but allowed to significantly decode the presence of 

the stimulus (Figure 4.4C). In addition, by aligning the neuronal activity to the jaw 

movement onset, a graded response that correlated with stimulus amplitude persisted 

before the movement onset in mPFC (Figure 4.6E-G). This graded response could 

represent an encoding of the stimulus amplitude or an increase in reward expectation 

for stronger stimuli (Lak et al. 2020). 

In contrast to the expected role of mPFC in decision-making, the proportion of 

decision neurons was not higher in mPFC than in wS1 or tjM1 (Figure 4.7). However, 

mPFC decision neurons appeared to have the highest contrast between Hit and Miss 
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responses, and Hit and Spontaneous lick activity (Figure 4.7G). Furthermore, when 

comparing the evoked activity in wS1 and mPFC for the same Hit and Miss trials, we 

found that mPFC activity always tracked correctly the behavioral response, with higher 

activity for Hit trials, regardless of the activity in wS1 (Figure 4.9). 

Thus, altogether our results show that mPFC activity encodes a mixture of task-

related sensory, motor, and decision information, in good agreement with previous 

studies (Pinto and Dan 2015; Otis et al. 2017; Le Merre et al. 2018; Lak et al. 2020; 

Kim et al. 2021; Peters et al. 2022). However, the exact role of mPFC in sensorimotor 

transformation remains unclear. Inactivation of mPFC strongly impairs mice 

performance in sensory detection or discrimination tasks (Figure 4.1E) (Pinto and Dan 

2015; Le Merre et al. 2018; Esmaeili et al. 2021), but whether mPFC activity is really 

involved in decision-making on a trial-by-trial basis is not certain considering mPFC 

response latency. Alternatively, the role of mPFC could be to keep track of trial history, 

outcome, and context (Moorman and Aston-Jones 2015; Lak et al. 2020; Lui et al. 

2021; Spellman et al. 2021) to instruct other brain areas about the appropriate 

behavioral response (Brockett et al. 2022). In our study, we focused our analysis on 

the neuronal activity immediately after the sensory stimulus or before movement, but 

we also observed some clusters with a high proportion in mPFC, that exhibit late and 

selective activity on Hit trials or Spontaneous lick trials. Such neurons could play an 

important role in encoding trial feedback that may be used for learning or updating 

behavior on a trial-by-trial basis. 

4.5 Conclusion 

By systematically comparing the neuronal activity and computation of the cortical 

sensory input area (wS1), a potential decision area (mPFC), and the motor output area 

(tjM1), we have uncovered that the representation of sensory information, decision-

making, and motor action is not a discrete function of each individual brain region, but 

rather distributed and encoded across all three regions. We propose that the decision 

to lick after the whisker stimulus is a gradual process involving the flow of information 

from the primary somatosensory (wS1) to the primary motor (tjM1) cortex, and that 

failure in signal processing can occur at any level. 
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4.6 Methods  

4.6.1 Experimental model and subject details 

All procedures were approved by Swiss Federal Veterinary Office (License 

number VD-1628) and were conducted in accordance with the Swiss guidelines for the 

use of research animals. For optogenetic inactivation, we used VGAT-ChR2 mice 

[B6.Cg-Tg(Slc32a1-COP4*H134R/EYFP)8Gfng/J, JAX: 014548] (Zhao et al. 2011b; 

Guo et al. 2014a). For electrophysiological recording, we used C57BL/6 wild-type 

mice, and VGAT-ChR2 mice. Adult male and female mice were at least 6 weeks old at 

the time of head-post implantation (see below). Mice were kept in a reverse light/dark 

cycle (light 7 p.m. to 7 a.m.), in ventilated cages at a temperature of 22 ± 2°C with food 

available ad libitum. Water was restricted to 1 ml a day during behavioral training with 

at least 2 days of free access to water in the cage every 2 weeks. All mice were 

weighed and inspected daily during behavioral training. 

Experimental design 

This study did not involve randomization or blinding. We did not estimate sample-

size before carrying out the study. 

4.6.2 Implantation of metal headpost 

Mice were first implanted with a metal head-post under anesthesia using a 

mixture of ketamine and xylazine (ketamine: 125 mg/kg, xylazine: 10 mg/kg, i.p.). 

Carprofen was injected (100 µl at 0.5 mg/ml, i.p.) for analgesia before the start of 

surgery. Body temperature was kept at 37°C throughout the surgery with a heating 

pad. An ocular ointment (VITA-POS, Pharma Medica AG, Switzerland) was applied 

over the eyes to prevent them from drying. A mix of lidocaine and bupivacaine was 

injected below the scalp as a local analgesic before skin incision. A povidone-iodine 

solution (Betadine, Mundipharma Medical Company, Bermuda) was used for skin 

disinfection. To expose the skull, a part of the scalp was removed with surgical 

scissors. The periosteal tissue was removed with cotton buds and a scalpel blade. 

After disinfection with Betadine and rinsing with Ringer solution, the skull was dried 

well with cotton buds. A thin layer of super glue (Loctite super glue 401, Henkel, 

Germany) was then applied across the dorsal part of the skull and a custom-made 

head fixation implant was glued to the right hemisphere without a tilt and parallel to the 

midline. A second thin layer of the glue was applied homogeneously on the left 

hemisphere. After the glue had dried, the head implant was further secured with self-

curing denture acrylic (Paladur, Kulzer, Germany; Ortho-Jet, LANG, USA). A chamber 
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was made by building a wall with denture acrylic along the edge of the bone covering 

the left hemisphere. Particular care was taken to ensure that the left hemisphere of the 

dorsal cortex was free of denture acrylic and only covered by super glue for optical 

access. This intact, transparent skull preparation was used to perform intrinsic optical 

signal imaging (IOS) experiments. Mice were returned to their home cages and 

ibuprofen (Algifor Dolo Junior, VERFORA SA, Switzerland) was added to the drinking 

water for three days after surgery. 

4.6.3 Skull preparation and craniotomies 

For electrophysiological recordings, up to 3 small craniotomies were made over 

the regions of interest using a dental drill under isoflurane anesthesia (2-3% in O2). 

The craniotomies were protected using a silicon elastomer (Kwik-Cast, World Precision 

Instruments, Sarasota, FL, USA). Regions of interest were the whisker primary 

somatosensory cortex (wS1), the medial prefrontal cortex (mPFC), and the tongue-jaw 

primary motor cortex (tjM1), selected based on previous studies (Le Merre et al. 2018a; 

Mayrhofer et al. 2019b; Esmaeili et al. 2021a) and IOS imaging. IOS was performed 

under isoflurane anesthesia (1-1.5% with O2) to map the C2-whisker representation in 

wS1. A piezoelectric actuator was used to vibrate the right C2 whisker. An increase in 

absorption of red light (625 nm) upon sensory stimulation indicated the functional 

location of the corresponding sensory cortex. For the other regions, stereotaxic 

coordinates relative to bregma were used: tjM1: AP 2.0 mm; Lat 2.0 mm; mPFC: AP 2 

mm; Lat 0.5 mm. For optogenetic inactivation experiments, the bone over the regions 

of interest was thinned and a thin layer of superglue was applied to protect the skull for 

stable optical access over days. For the inactivation of mPFC, a small craniotomy was 

made for the insertion of an optical fiber. 

4.6.4 Behavioral paradigm 

Head-restrained, water-restricted mice were trained in either of two different 

behavioral tasks. Whisker-rewarded (R+) mice were trained in a psychometric version 

of a whisker-detection task to lick for water reward in response to a brief single-whisker 

deflection of variable amplitude. Whisker-non-rewarded mice (R-) were trained to lick 

for the reward at random times while being exposed to the same range of whisker 

stimuli that were not predictive of the reward delivery. 

The task structure closely resembles the previously used simple whisker 

detection task (Sachidhanandam et al. 2013; Yamashita and Petersen 2016; Le Merre 

et al. 2018) but with varying strengths of the whisker stimulation. The new trial started 
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without any preceding cues following a variable 6-12 s inter-trial interval that included 

a variable 2.5-3.5 s no-lick period, during which mice were required not to lick to initiate 

a trial. Stimulus trials and No Stimulus trials (catch trials) were presented with equal 

probabilities. Stimulus trials included four whisker stimulus amplitudes 1, 1.8, 2.5, and 

3.3 degrees of the C2 whisker deflection also with equal probabilities. All trial types 

were presented in a pseudo-randomized manner. Mice were required to lick the water 

spout within a 1-s response window following the whisker stimulus in order to receive 

a drop of sweet water (sucrose concentration 0.02 gr/ml) as a reward. Contacts of the 

tongue with the water spout were detected online by a piezo-electric sensor. Trials 

when the mouse licked the water spout within the 1 s response window after a whisker 

stimulus, were considered as Hit trials, and were rewarded with a drop (4 µl) of sweet 

water; if the mouse did not lick within the response window after a whisker stimulus, 

no reward was delivered, and the trial was classified as Miss trial; if mice licked within 

the response window when no whisker stimulation was delivered (catch trials), the trial 

was classified as False alarm; if no licking occurred during catch trials, they were 

considered as Correct rejection. 

Mice were trained daily with one training session a day and a break of 2 days with 

free access to water every 2 weeks. Training of naive animals started with two days of 

free-licking and handling, within which mice were gradually accustomed to the 

experimenter, head-fixation, and the association of licking the reward spout with 

occasional water delivery. Following the training, on the second day, all whiskers apart 

from C2 were trimmed. On the third day, mice began training in the whisker detection 

task: at the beginning of the session, animals were presented with a few associative 

trials during which mice received automatic water rewards paired with the whisker 

stimulation of a strong whisker stimulation amplitude (3.3 deg) to build an association 

between the whisker deflection and the reward; after a few associative trials, mice 

rapidly learned the task and licked in response to the whisker stimulus. The next 

training sessions aimed to improve the performance of the mice by increasing the ratio 

between hit and false-alarm rate. The proportion of Stimulus trials and Catch trials was 

progressively increased with training days from 70% Stimulus / 30% Catch trials at the 

beginning of training to 50% / 50% at the end. The inter-trial interval was progressively 

increased with training days from 5-6 seconds to 6-12 seconds for final experiments, 

making the mouse calmer (decrease of spontaneous licking). During the first few 

training days (3-5), the strength of the magnetic pulse was kept close to the maximum 

(3.3 deg of whisker deflection) that could be easily detected by the mouse. When the 

mouse displayed a good level of performance (hit rate > 70%; false-alarm rate < 30%) 

the strength of the stimulation was gradually decreased to 2.5 deg, making the whisker 

stimulus more difficult to detect. During these sessions, to facilitate the mice's 

performance, a short block of 10-40 trials with the highest whisker stimulus amplitude 

was always presented at the beginning. When the performance became stable with a 
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false alarm rate below 30 % and hit rate above 70 % with the 2.5 deg stimulus 

amplitude, the mouse was considered as well trained, and psychophysical experiments 

were introduced. 

In this study, the stimulus strengths used were carefully calibrated to span a large 

range of detection probability. After learning of the detection task, mice were tested 

with the psychophysical paradigm deflecting their C2 whiskers at 4 different amplitudes 

(1, 1.8, 2.5, 3.3 deg) and no stimulus during catch trials. For recording sessions, four 

whisker stimulation trials with different amplitudes were presented with equal 

probability. Each recording session started with a few (5-10) strong whisker 

stimulations (3.3 deg) followed by all trial types. These few starting trials were not 

included in the analysis and were used to reduce the effect of over-motivation at the 

beginning of the session when animals are water deprived.  

All stimuli for the psychophysical detection task were specifically designed to be 

very precise in duration, shape, and magnitude. In our detection task, the stimulus is a 

brief magnetic pulse that is generated by a custom-made magnetic coil that is 

controlled by the behavioral algorithm through a high-power amplifier. Magnetic pulses 

of around 1 ms duration and varying in amplitude were achieved by applying biphasic 

voltage pulses (0.5 ms positive and 0.5 ms negative step) with different amplitudes to 

the coil. To measure whisker deflection elicited by the stimulations of different 

amplitudes a naive mouse was deeply anesthetized with pentobarbital and implanted 

with the head post. All whiskers apart from the C2 whisker were trimmed. The mouse 

was placed on the behavioral setup. The metal particle was positioned 1 mm from the 

base of the mouse whisker and a small (2 mm in diameter) round piece of paper was 

placed on top. Then high-precision infrared displacement sensor was positioned just 1 

mm above the white piece of paper that was used as a reflector. All whisker stimulation 

amplitudes were applied in an interleaved manner and the whisker displacements were 

recorded. 

Whisker-non-rewarded mice (R-) were trained to lick for a reward at random times 

while being exposed to the same range of whisker stimuli that were not predictive of 

the reward delivery. Whisker-non-rewarded group of mice was exposed to the whisker 

stimulation for a similar number of days as the whisker-rewarded group of mice. 

Similarly, during the first week of training, R- mice were only presented with the strong 

whisker stimulation and after for a few days with an amplitude of 2.5 deg, and after 

were introduced to the four different amplitudes of the whisker stimulation. The trial 

structure was kept with the maximum similarity to R+ mice. The new trial started after 

8-12 seconds of intertrial interval plus 2.5-3.5 seconds of the no-lick window, followed 

by 2 s of response window. If by chance the mouse licked within the response window 

it received a reward with a 70% probability. Whisker stimulation was completely 

independent of the trial structure and could occur at any time and the probability was 

calculated to match the probability of stimuli appearing in R+ mice. For later analysis 
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of Miss trials only whisker stimulation with 2.5 s no-lick quiet window baseline and no 

lick 1 s after the stimulation were considered. As spontaneous licks only non-rewarded 

licks with 2.5 s no lick and no stimulus baseline, and no stimulus 1 s after the lick were 

considered. 

4.6.5 Electrophysiological recordings 

Acute recordings were performed on both groups of mice once they passed the 

training criteria (more than 70% Hit rate for the strong whisker stimulus amplitude and 

less than 30 % False alarm; for three consecutive days of the psychophysical version 

of the detection task). One or two recording sessions were done for each mouse over 

two consecutive days. Extracellular spikes were recorded using single-shank silicon 

probes (A1x32-Poly2-10mm-50 s-177, NeuroNexus, MI, USA) with 32 recording sites 

covering 775 µm of the cortical depth. In each session, two probes were inserted in 

two different brain targets acutely. Before insertion probes were coated with DiI (1,1'-

Dioctadecyl-3,3,3',3'-Tetramethylindocarbocyanine Perchlorate, Invitrogen, USA) for 

post-hoc recovery of the recording location (see below). The neural data were filtered 

between 0.3 Hz and 7.5 kHz and amplified using a digital headstage (CerePlex™ M32, 

Blackrock Microsystems, UT, USA). The headstage digitized the data with a sampling 

frequency of 30 kHz. The digitized signal was transferred to our data acquisition system 

(CerePlex™ Direct, Blackrock Microsystems, UT, USA) and stored on an internal HDD 

of the host PC for offline analysis. One or two silicon probes were connected to an 

external reference silver wire that was placed to the recording chamber filled with the 

Ringer. During recording, the CerePlexDirect (from BlackRockMicrosystems) software 

was used to monitor probe insertion and the quality of the recordings. After probes 

were inserted, mice were left for 30 min for the probes and brain to stabilize after which 

the behavioral session and recording were started. 

4.6.6 Optogenetic manipulations 

To achieve an inhibition of a given brain region we activated GABA-ergic 

interneurons expressing ChR2 that in turn inhibited pyramidal cells (Guo et al. 2014). 

Optogenetic stimulation of three superficial cortical areas wS1, tjM1, and fpS1 was 

achieved through transparent skull preparation, plus skull thinning above the area of 

interest to facilitate the penetration of the light into the cortex. Blue light pulses were 

delivered through a 200 µm optic fiber (0.22NA, M84L01, Thorlabs, USA) positioned 

right above the area of interest. During the experiments, the rest of the exposed skull 

was covered with Kwik-cast to avoid inhibition of other cortical areas. For mPFC 

inhibition, a cannula (CFMXA05, Thorlabs USA) of 200 µm was implanted with the tip 
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inserted to around 1500 µm depth below the pia (n= 9 mice), or acutely lowered to a 

similar depth above mPFC (n= 3 mice). The optic fiber was coupled to a 470 nm high-

power LED (M470F3, Thorlabs, USA). C2 barrel column of wS1 and fpS1 were 

localized using the IOS stimulating C2 whisker or the paw of the mouse respectively. 

tjM1 and mPFC were targeted using stereotactic coordinates: tjM1, AP X mm, Lateral 

X mm; mPFC, AP X mm, Lateral X mm, depth X µm from pia with Xdeg lateral angle 

from the vertical.  

Optogenetic inactivations were performed in 13 Expert VGAT-ChR2 mice 

inhibiting one area of interest per session. The order for the areas was randomized 

across mice. Testing sessions started when mice reached Expert levels of 

performance (d-prime > 1 for the strongest whisker stimulus amplitude). An ambient 

blue masking light was used in the training sessions as well as on testing days. Light 

trials were randomly interleaved with light-off control trials and made up 30 % of the 

Go and No-Go trials. On light trials, a 100 Hz train of blue light pulses (50% duty cycle, 

mean power 5 mW) was applied 100 ms before and 900 ms after trial onset, terminated 

by an additional 100 ms ramping down to prevent rebound excitation.  

4.6.7 Histology and localization of electrode/optical fiber tracks 

At the end of the experiments, mice were perfused with phosphate-buffered 

saline (PBS) followed by 4% paraformaldehyde (PFA, Electron Microscopy Science, 

USA) in PBS. Brains were post-fixed overnight at room temperature. Fluorescent Dil 

tracks were imaged with a fluorescence microscope (Leica DM5500) in serial 100-µm 

coronal sections cut with a vibratome (VT 1000S; Leica, Wetzlar, Germany). Matlab-

based software (Allen CCF tools, https://github.com/cortex-lab/allenCCF) was used to 

register brain slices and probe locations to Allen mouse brain atlas (Shamash et al. 

2018). 

4.6.8 Behavioral data analysis 

All analysis was performed using custom-written codes in Matlab. To quantify the 

performance of the animals during the psychophysical detection task we computed the 

Hit rate (number of Hit trials/number of Stimulus trials) for each stimulus amplitude and 

the False-Alarm (FA) rate (number of FA/number of Catch trials). To construct 

psychometric curves we fitted detection performance across stimulus intensities with 

a sigmoidal function by using the “fit” function in Matlab.  

Fitting model: f(x) = ((-)/(1+(x/)))+ 
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Where x is stimulus intensity, f(x) is the detection probability,  and  define the 

lapse rate of the curve,  defines the middle point and  the slope of the curve. , , , 
 are free parameters that were fitted using a maximum likelihood method. The 

detection threshold was defined as the middle point of the psychometric curve and the 

sensitivity was defined as the slope () of the curve. For the construction of individual 

session psychometric functions, the analysis of optogenetic inactivation, the analysis 

of Hit trials, and the comparison of Hit vs Miss trials we only selected the trials before 

mice disengaged from the task by cutting the end of each behavioral session if the 

mouse missed 4 strongest whisker stimuli in a row. For analysis of the purely sensory-

evoked activity in no-lick trials (Miss), all trials were considered to increase the number 

of trials for all stimulus amplitude. We also defined Spontaneous licks as all non-

rewarded licks with at least 2.5 s of no-lick baseline. Spontaneous licks that occurred 

within the response window of catch trials were considered as False alarms. For the 

analysis of motor activity, all spontaneous licks (including False alarms) were included. 

4.6.9 Quantification of orofacial movements 

We monitored the orofacial movements of mice during each behavioral session 

using a high-speed camera (CL 600 X 2/M, Optronics, Germany; 200 or 500 Hz frame 

rate, 0.5- or 1 ms exposure, and 512x512-pixel resolution). Continuous movements of 

the left C2 whisker, tongue, and jaw were filmed under blue and infrared light 

illumination. A high-speed camera was positioned above the mouse and focused on 

the C2 whisker. We also used the side mirror to capture the motion of the tongue and 

the jaw. To extract the position of each body part in time we used the Python-based 

toolbox DeepLabCut 2.2b7 (DLC), a software that uses deep learning networks for 

markerless pose estimation (Mathis et al. 2018). To train the network and to improve 

its ability to generalize, we first created a joint video that consisted of a sample of 

random frames of Hit trials from all recorded sessions. We trained the network on 

around 200 labeled frames using the k-means automatic extraction algorithm for the 

maximum number of iterations (1030000 iterations). Afterward, we used the trained 

network to extract the position of several body parts (the C2 whisker base and middle 

points, the tongue, the jaw, and the nose tips) for all the video filming data, for all the 

sessions and mice. For most sessions, we observed high-quality performance of the 

network, but for a small subset of sessions, we further improved it by refining the labels 

of 20 outlier frames and retraining the network. We filtered out all body part position 

estimations below the 60% likelihood. Using the X and Y extracted coordinates for 

each body part we then performed the following calculations: 

We calculated the whisker angle as: 
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 θ 𝑡 arctan
m t m

1 m t m
 

where m 𝑡 _ _

_ _
 and  m _ _

_ _
 

With 𝑥 _ ,𝑦 _  as the coordinates of the whisker base and 𝑥 ,𝑦 _ ) as the 

coordinates of the whisker midpoint that were estimated by DLC for each point in time; 

𝑥 ,𝑦  and (𝑥 _ ,𝑦 _  are coordinates of the mouse face midline.  

We calculated jaw and tongue displacement as: 

d t 𝑥 𝑡 𝑥  𝑦 𝑡 𝑦  

For the jaw with 𝑥 , 𝑦  as coordinates of the jaw tip for each point in time and 

𝑥 , 𝑦  coordinates of the resting (closed) position of the jaw. 

For the tongue with 𝑥 ,𝑦  as coordinates of the tongue tip for each point in time 

and 𝑥 ,𝑦  coordinates of the resting (closed) position of the jaw. The jaw and tongue 

traces were then mean-filtered (10 ms) and multiplied by pixel size to get a real 

displacement in mm. 

From whisker traces, we identified epochs of Free whisking defined as periods 

with whisker angular velocity  θ   higher than 200 deg.s for at least 300 ms. For our 

analyses, we then selected Free whisking epochs that were preceded by at least 500 

ms of no-whisking baseline and no jaw movements. 

From the jaw displacement traces we defined the onset of licking for each licking 

episode by (1) finding the peaks higher than the threshold (mean + SD of the 

concatenated over trials jaw vector for each session) and prominence higher than 1/3 

of the threshold; (2) identifying a first peak of the licking episode; (3) moving backward 

till reaching 1/7 of the threshold. 

4.6.10 Electrophysiology data 

Acquired electrophysiological data were first preprocessed, after clustered with 

Kilosort2, an open-source spike sorting software suited for dense multielectrode 

recordings (Stringer et al. 2019; Pachitariu et al. 2023) 

(https://github.com/MouseLand/Kilosort/releases/tag/v2.0), following the automatic 

clustering we manually refined all clusters. We first removed the artifact caused by the 

magnetic coil (used for the whisker stimulation) by substituting 3 ms of the signal after 

the coil onsets with the line from each channel separately. Common average 
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referencing, temporal filtering, channel whitening, and drift correction steps were 

automatically performed by Kilosort2,  afterwards spiking activity on each probe was 

detected and sorted into different clusters. (Pachitariu et al. 2023). After an automated 

clustering step, clusters were manually inspected and refined using Phy Template GUI 

(https://phy.readthedocs.io/) following the guidelines 

(https://phy.readthedocs.io/en/latest/sorting_user_guide/) (by S. Lenzi and N. 

Steinmetz). Only clusters classified as “good units” were selected. For the final 

analyses, to assess the quality of spike sorting results and to reduce the bias of an 

experimenter, we selected only "well-isolated" units based on the sorting quality matrix 

(Schmitzer-Torbert et al. 2005; Hill, Mehta, and Kleinfeld 2011, 

https://github.com/cortex-lab/sortingQuality). For each unit we quantified “ISI Violation 

rate”, as an estimated false positive rate of the spikes that could come from another 

neuron, based on the rate of refractory period violations (Hill et al. 2011); “Isolation 

Distance” estimates how distant are the spikes of the cluster x from the other spikes 

recorded on the same electrode (Harris et al. 2001; Schmitzer-Torbert et al. 2005). 

We then categorized all single units as regular spiking (RSU) or fast-spiking 

neurons based on the duration of the spike waveform as described in Chapter 3.5 

(Esmaeili et al. 2022). 

4.6.11 Receiver Operating Characteristic (ROC) analysis 

First to account for the shift in the distributions of the whisker stimulus amplitudes 

we subselected equal numbers of Hit and Miss trials for each stimulus amplitude 

individually by downsampling to the minimal number of conditions. For example, if for 

the strong whisker stimulus we have 80 Hit trials and 20 Miss trials, we would consider 

all Misses and randomly subselect 20 Hits. We excluded the smallest whisker stimulus 

from this analysis as we observed minimum or no sensory-evoked response.    

To quantify the selectivity of neuronal firing rate for stimulus we built ROC curves 

comparing the distribution of firing rate in bins of 50 ms for Miss and Correct-rejection 

trials. We subtracted the baseline from every single trial, computed as the mean firing 

rate during 500 ms before the trial onset when the mouse was quiet. The selectivity 

index (SI) was defined by scaling and shifting the area under the ROC curve (AUC) 

between -1 and 1: 

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥  2 x 𝐴𝑈𝐶 0.5 , 

Where positive selectivity reflects higher activity in Miss than Correct-rejection 

trials and vice versa. We then split all recorded neurons into positively or negatively 

modulated according to their maximum absolute SI in the first 4 bins (from 0 to 200 ms 

after the Stimulus/NoStimulas onset). To examine the significance of selectivity, the 
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area under the ROC curve (AUC) was then compared to a shuffled distribution (AUC 

shuffled), obtained by shuffling the tags of the trial types 100 times and performing 

non-parametric permutation tests. P-values were corrected by False discovery rate 

(FDR) correction to account for all bins tested. We then calculated the proportion of 

neurons with significant SI for each bin. 

By performing similar calculations, we also quantified Hit versus Correct-rejection 

selectivity aligned to the trial onset (Fig 4.3). 

For Hit versus Spontaneous Licks aligned to the jaw onset we selected only Hits 

for the strong whisker stimulus; and to assess selectivity between Hit versus Miss trials 

we selected only the near-threshold amplitude to eliminate possible confounds of 

stimulus amplitude. The near-threshold amplitude was then defined for each session 

based on mouse performance as the magnitude of the whisker stimulation that was 

the closest to the detection threshold of the psychometric function obtained by fitting 

lick probability as described before.  

Similarly, to quantify the selectivity of single units during spontaneous licks we 

built ROC curves comparing the distribution of spiking activity in bins of 50 ms around 

lick onsets to a baseline distribution (10 bins of 50 ms before trial onset). The area 

under the ROC curve was then compared to examine the lick selectivity beyond 

baseline fluctuations.  

4.6.12 Clustering neuronal responses 

For clustering the neuronal response patterns recorded in the mice performing 

the whisker detection task (R+ mice), all 2001 neurons were included in the analysis. 

We considered five trial types: Miss trials aligned to the stimulus onset, Hit trials aligned 

to the stimulus onset, Hit trials aligned to jaw movement onset, Spontaneous Licks 

aligned to jaw movement onset, free whisking aligned to the onset of whisker 

movement (without jaw movement). To account for the shift in the Hit and Miss 

distributions of the whisker stimulus amplitudes we subselected equal numbers of Hit 

and Miss trials for each stimulus amplitude individually by downsampling to the minimal 

number of conditions. We excluded the smallest whisker stimulus from this analysis as 

we observed minimum or no sensory-evoked response.    

 We then for each neuron computed mean time-varying PSTHs with the 100 ms 

bin size for each of the trial types. We considered 2.5 s duration of each trial type with 

1 s baseline and 1.5 s response for both stimulus and lick alignment. For each of the 

trial types we subtracted its baseline (mean response from -0.5 s to 0 s for stimulus-

aligned trials, and from -1 s to -0.5 s for jaw and whisker onset alignments). We then 

concatenated PSTHs for all five trial types for each neuron resulting in a vector of 125 
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firing rate values and normalized to the range of values across these 125 bins. We 

then concatenated the PSTH vectors for all neurons resulting in an activity matrix 𝑋 ∈
ℝ     where each row 𝑖 corresponds to the concatenated normalized firing rate of 

the neuron 𝑖  across different trial types. Principal Component Analysis (PCA) and 

spectral embedding were used to reduce redundancy and detect non-convex clusters, 

respectively as described in Chapter 2.5 (Esmaeili et al. 2021). Neurons were then 

clustered using a Gaussian Mixture Model (GMM). The number of clusters was 

selected based the on minimum Bayesian information criterion (BIC) (Engelhard et al. 

2019) (Figure S3). Clusters were then manually sorted for visualization purposes.  

4.6.13 Decoding of behavioral variables 

For decoding behavioral signals and the subject’s performance from the neuronal 

spiking activity we pulled together RSUs and FSUs. Decoding was always performed 

on the single session-level. Depending on the nature of the signal that we decoded we 

used: (1) logistic regression for binary signal classification, e.g. Miss vs Correct 

rejection(CR), CR vs False Alarm (FA) trials, Hit vs FA, Hit vs CR to predict whisker 

stimulus onset, and jaw onset; (2). linear Regression for continuous signal regression, 

e.g. jaw displacement trace; (3). multinomial logistic regression for the stimulus 

amplitude classification, e.g.during Miss trials. Our decoders can be differentiated into 

trial-based, and continuous-based decoders. In trial-based decoders, we split the 

spiking activity in non-overlapping windows of 0.1 s and we use as input the firing rate 

of each neuron for this time period for signal prediction. Input data was always 

normalized to have an equal number of testing conditions (stimulus equalized or lick 

equalized). For example, for the prediction of the whisker stimulus, we selected the 

same number of Miss vs CR trials. For the prediction of whisker stimulus onset and 

jaw onset from Hit and Miss trials stimulus amplitudes 1.8, 2.5, and 3.3 were pulled 

together. For trial-based prediction of the stimulus amplitudes, an equal number of 

trials for each amplitude was selected. Trials equalization was always achieved by 

downsampling. For continuous-based decoding, we use either causal 5ms kernels that 

extend for 50 ms for every neuron. Based on the activity of these 50ms we predict the 

behavioral signal at each timestep. For the continuous prediction of the jaw trace, we 

used as an input licking episodes when the mouse was collecting the reward. 

We estimated the accuracy or the explained variance using 5-fold stratified cross-

validation in order to ensure that our labels/conditions have the same data distribution 

in the training and test set. In order to avoid overfitting we used L2-regularization where 

the strength of the regularization was determined with a small grid search with nested 

cross-validation. To estimate the significance of the decoding results, we compared 

our results with the average measure of 20 label-shuffled splits with the Wilcoxon 
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signed-rank test. Finally, to correct for the multiple tests we used False Discover Rate 

(FDR) correction. Every session-area pair that had less than 8 neurons or had less 

than 10 trials per label/condition was not used in our algorithm. 

4.6.14 Pearson correlations 

To assess the linear correlation between neuronal responses and amplitudes of 

the whisker stimulations, we computed the trial-by-trial Pearson coefficient of 

correlation for each neuron. For Miss trials, we considered mean responses over the 

first 0.1s after the whisker stimulus. For Hit trials, we considered a 0.2 s time window 

after the whisker stimulus and a 0.2 s time window before the jaw onset. The number 

of trials for each amplitude (0, 1, 1.8, 2.5, 3.3) was adjusted as a mean number of trials 

among amplitudes 1, 1.8, 2.5, 3.3. To identify significantly modulated units we 

performed a t-test (p < 0.05). To obtain mean correlation plots we separately averaged 

the coefficients of correlation for positive (SI > 0) and negative (SI < 0) RSUs and 

FSUs. 

4.6.15 Phase-modulation analysis 

For phase-modulation analyses of the jaw trace, we selected licking episodes 

when mice were collecting the reward. We excluded the first 200 ms from each lick 

sequence and ensured that there were no stimuli before for 500 ms to avoid extra 

sensory or decision information. The lick sequences were then smoothed using a 

Gaussian filter with a 20 ms size and downsampled to 200 Hz for R+ mice to match R- 

video filming frequency. All sequences from one session were concatenated into one 

vector and the mean was subtracted from each data point. This jaw vector was 

transformed to a complex-value analytic signal using the Hilbert transform The 

neuronal firing rate and spike count of corresponding time were calculated for 5 ms 

bins to match the jaw phase vector. We binned the full phase (0-360º) to 100 bins 

which accounted for the 3.6º range. A phase of 0° corresponds to the trough of the 

oscillation and a phase of 180° to the peak of the oscillation. For each neuron, we 

quantified the mean resultant vector of the phase preference �̅� as 

�̅�
𝑐𝑜𝑠 𝑎
𝑠𝑖𝑛 𝑎   where N is the sample size and α is a phase 

And then its resultant vector length as  𝑅 ‖�̅�‖ 

We tested whether a data sample (neuronal spike count) was distributed 

uniformly around the circle (jaw phase) or had a common mean direction using 
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Rayleigh test, which tested for non-uniformity of circular data against the von Mises 

distribution. P value was calculated as the following 

𝑝 𝑒𝑥𝑝 1 4𝑁 4 𝑁 𝑅 ∙ 𝑁 1 2𝑁  

where N is the sample size and R is the resultant vector length.  

Circular statistics were performed using the CircStat toolbox for Matlab (Berens 

2009). Values in the text and figures are reported as circular mean ± circular SD. 

Whisker phase-modulation analysis was performed in the same way as for the 

jaw. We selected all episodes of the free whisking and put a very strict threshold on 

the jaw movements. The idea was to select only whisking moments when the mouse 

is not licking. was but by taking into account concatenated  

In the end, we quantified the proportion of units with significant phase correlation 

for the jaw and the whisker movements for each area.  

4.6.16 Analysis of paired recordings 

We analyzed 9 sessions (9 mice) with simultaneous recording in wS1 and mPFC. 

We first for each trial substracted its baseline, computed by averaging firing rates 

during 0.5 s before the stimulus onset of this trial. For this analysis, all stimulus 

amplitudes were pulled together. To select wS1-FR matching trials we (1) computed 

mean response during the first 50 ms period after the stimulus onset in wS1 for Hit and 

Miss trials, (2) plotted the distribution of Hit and Miss trials with a size of the bin 0.2 Hz, 

and (3) subselected randomly an equal number of Hits and Misses (by downsampling) 

that had firing rate within the distributions overlap. A subselection of trials resulted in 

having a very similar sensory-evoked response for Hit and Miss trials in wS1 for each 

session. We after plotted PSTHs from mPFC for each session for corresponding wS1-

FR matching trials. We after restricted our analysis: (1) we divided an overlapping 

distribution of Hit and Miss trials from wS1 equally into two nonoverlapping parts; (2) 

subselected the left side of the distribution (with the smallest firing rates) and kept only 

Hit trials, and subselected the right part of the overlapping distribution and kept Miss 

trials. The second subselection is an extreme version of the previous selection resulting 

in a much stronger sensory-evoked response in Miss trials. The significance was 

assessed by comparing mean responses across sessions for Hit and Miss with the 

Wilcoxon signed-rank test. 

 



Chapter 4   Representation of sensory, motor and decision information in sensory, motor and medial prefrontal cortices of mice 

 

  231

4.6.17 Statistics 

Data are represented as mean ± SEM (when the mean is computed across 

neurons) or mean ± SD (when the mean is computed across sessions) unless 

otherwise noted. The Wilcoxon signed-rank test was used to assess significance in 

paired comparisons; and the Wilcoxon rank-sum test was used for unpaired 

comparisons (Matlab implementations). Analysis of spiking activity, selectivity of 

calcium signals, and involvement index were performed using a non-parametric 

permutation test. The statistical tests used and n numbers are reported explicitly in the 

main text or figure legends. P-values are corrected for multiple comparisons and 

methods are indicated in figure legends.  
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Figure 4.10 Calibration of the magnetic whisker stimulus 

Brief (1 ms) magnetic pulses of various amplitudes (Top) were used to evoke fast downward 
deflections of the right C2 whisker (Bottom) with peak amplitude ranging from 1.0° to 3.3°. 
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Figure 4.11. Anatomical localization and registration of the recording probes. 

(A) Top, Three examples photomicrograph of the track of the recording probes labeled with the 
fluorescent DiI (red). Bottom, Superposition of the tracks of the probes on top of the coronal section 
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from the Allan Reference Atlas, for mice trained in the whisker detection task (R+) and mice exposed 
to the non-rewarded whisker stimuli (R-). 

(B) Top-view of the position of the recording probes in R+ (red) and R- (blue) mice. 

(C) Distribution of the recorded neurons in the different brain areas for R+ (red) and R- (blue) 
mice. 

 

 

 

 

 

Figure 4.12. Bayesian information criteria curve for the number of clusters 

Bayesian information criteria (BIC) were computed for models with a different number of 
clusters. The optimal number of clusters (16) was defined by the minimum in the BIC curve. 
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Figure 4.13. High-density extracellular recordings in mice exposed to the non-rewarded whisker 
stimuli. 

(A) Task structure of the whisker non-rewarded mice (R-). Head-restrained water-restricted mice 
were trained in a free-licking task with a similar structure as the whisker-detection task (R+ mice). Mice 
were rewarded with a 70% of probability if they licked within 2 s response windows that were separated 
by a 6-12 s intertrial interval and a 2.5-3.5 s No-lick window during which mice were required not to lick. 
Unlike R+ mice, no cue indicated to the R- mice the onset of the response window. In addition, whisker 
stimuli of variable amplitude were presented at random times (10-30 s inter-stimulus interval) and were 
uncorrelated to the task structure, therefore mice did not associate the whisker stimulus to the reward 
availability. 

(B) Lick probability as a function of the whisker stimulus amplitude for the 17 recording sessions 
(6 mice). Thin grey lines show the lick probability for each individual session; the thick black line shows 
the averaged performance (circles and error bars indicate mean ± SD). 
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(C) Examples of recorded neurons from the three areas in R- mice. Left column, The activity of 
all stimulus trials for each neuron was aligned to the whisker stimulus onsets (orange). Right column, 
The activity of all Lick trials (rewarded, red and non-rewarded, blue) for each neuron was aligned to the 
jaw onsets (red). Top row wS1 (RSU) neuron #2824, middle row mPFC (RSU) neuron #2570, bottom 
row tjM1 (RSU) neuron #3089. For the stimulus aligned plots, the top part displays a raster plot of the 
neuronal activity with all trials sorted by stimulus amplitude (Stimulus amplitude 1.0º yellow; 1.8º orange; 
2.5º red; 3.3º dark red). The bottom part displays the peristimulus time histograms (PSTHs, 0.02 s bin) 
averaged across trials with the same stimulus amplitudes (same color code as raster plot). For the jaw 
onset aligned plots, the top part displays a raster plot of the neuronal activity with all rewarded (red) and 
non-rewarded (blue) lick trials. The bottom part displays the peristimulus time histograms (PSTHs, 0.02 
s bin) averaged across similar trials (same color code as raster plot). 

(D) Top left, Average PSTHs (0.02 s bin) for Stimulus trials of the strongest whisker stimulus 
(amp. 3.3º), for wS1, mPFC, tjM1 (shown in black as mean ± SEM) aligned to the whisker stimulus onset 
(orange). Top right, Average PSTHs (0.02 s bin) for Lick trials for wS1, mPFC, tjM1 (shown in red as 
mean ± SEM) aligned to the jaw onset (red). Bottom, average whisker angle (green) and jaw 
displacement (black) (17 sessions) aligned to whisker stimulus (left) or jaw onset time (right). 
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Figure 4.14. Neuronal clusters of interest. 

Mean normalized PSTHs (0.1 s bin size) for different clusters (rows). Average PSTH for each 
cluster computed for Miss trials stimulus aligned (black), Hit trials stimulus and lick aligned (red), 
Spontaneous licks aligned to lick onset (blue), and spontaneous whisking aligned to the whisking onset 
(green). Bar on the right display the proportion of cells from a given cluster in each area. The clusters 
were selected by visual inspection as Sensory (Top) if they displayed an evoked activity in Miss trials, 
Lick if they exhibit activity in Spontaneous lick trials (Middle), and Selective if they were only active in 
one of the lick trial types (either Hit or Spontaneous lick, but not both). 

 

 

 

Figure 4.15. Evoked whisker and jaw movements. 

(A) Left panels, stimulus-aligned whisker angle (top), and jaw displacement (bottom) for Hit trials 
of different whisker stimulus amplitudes and Spontaneous lick (SL) trials. Right panels same as the left 
but movements are aligned to the jaw onset.  

(B) Stimulus-aligned whisker angle (top), and jaw displacement (bottom) for Hit (red) and Miss 
(black) trials for the near-threshold stimulus amplitude. 

 



Chapter 4   Representation of sensory, motor and decision information in sensory, motor and medial prefrontal cortices of mice 

 

  239

 

Figure 4.16. Purely sensory-evoked responses in R- mice.  

(A) Whisker stimulus-evoked neuronal activity and selectivity index (SI) in stimulus trials (whisker 
stimulus amplitude 1.8º, 2.5º and 3.3º) for the three cortical areas (Top row, wS1; Middle row, mPFC, 
and Bottom row, tjM1). Each neuron was classified as positively (SI > 0) or negatively (SI < 0) modulated 
neurons based on ROC analysis comparing Stimulus vs No Stimulus trials. For positively and negatively 
modulated neurons, we computed the grand-average PSTHs (0.02 s bin), aligned to the stimulus onset 
time (Left column). We also computed the mean SI (0.05 s bin) (Right column). Both FSUs and RSUs 
were included. The number of neurons is indicated for each category and area.  

(B) Proportion of cells with significant SI (Stim vs No Stim) based on the non-parametric 
permutation test for each 50 ms time bin after False discovery rate correction (FDR). 
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(C) A logistic regression approach was used to classify Stim vs No Stim on a single-trial basis 
from the population activity in each area. The decoding was performed on 0.1 s bins aligned to the trial 
onset time. The highest accuracy obtained from the real data (Data, black filled circle) and after label 
shuffling (Shuff., grey filled circle) are ploted for each area. Individual sessions are plotted as thin grey 
lines. The grey dotted line indicates the theoretical chance level. Statistical significance between data 
and label-shuffled decoding accuracy was assessed using Wilcoxon signed-rank test with FDR 
correction across 9 time bins (*, 0.05 > P > 0.01): wS1, P = 0.035; mPFC, P = 0.12; tjM1, P = 0.087.  

(D) Multinomial logistic regression approach was used to decode the stimulus amplitude from the 
population activity 100 ms after stimulus onset in Stim trials on a single-trial basis. The Confusion 
matrices display the probability of correctly predicting the stimulus amplitude (Predicted) depending on 
the actual stimulus amplitude (Real) for each area. Chance level = 0.2. 

(E) Example wS1 neuron (neuron #2241). Top, raster plot for all Stim trials aligned to the whisker 
stimulus and sorted according to the stimulus amplitudes and corresponding PSTHs. (0.01 s bin). 
Bottom, distribution of evoked response (firing rate computed 0-200 ms after the whisker stimulus) for 
single trials as a function of stimulus amplitude. Linear correlation was assessed using Pearson 
correlation (correlation coefficient r = 0.41, p = 1.2 x 10-27, non-parametric permutation test). The blue 
line is a linear fit to the data. 

(F) Mean Pearson coefficient of correlation averaged across neurons for positively (SI > 0, Top) 
and negatively (SI < 0, Bottom) modulated RSU (filled grey bars) and FSU (open bars) neurons from 
each area. The difference between the mean Pearson coefficient was assessed using a Kruskal-Wallis 
test, followed by multiple comparison tests (P-values for all comparisons are displayed in Table 4.11). 

 

Table 4.11. P-values obtained from multiple comparison tests of the mean Pearson correlation 
coefficient different stimulus amplitudes (Fig. 4.16F). 

      FSU RSU 

    SI<0 SI>0 SI<0 SI>0 

     tjM1 mPFC wS1 tjM1 mPFC wS1 tjM1 mPFC wS1 tjM1 mPFC 

RSU 

SI>0 
wS1 0 

1.89 
x 10-17 0.21 

1.54  
x 10-12 

5.91 
x 10-11 0.97 0 0 

5.69 
 x 10-7 0 0 

mPFC 0.16 1.00 0.49 1.00 0.99 0 0.10 1.00 0.93 1.00  
tjM1 0.15 1.00 0.52 1.00 0.99 0 0.10 1.00 0.95   

SI<0 
wS1 0.05 0.97 1.00 0.85 1.00 

3.73 
x 10-8 0.09 0.98    

mPFC 0.08 1.00 0.60 1.00 1.00 0 0.03     
tjM1 1.00 0.79 0.04 1.00 0.12 0      

FSU 
SI>0 

wS1 0 
1.88 

x 10-17 0.04 
1.26 

x 10-13 
8.18  

x 10-12       
mPFC 0.07 1.00 0.96 0.95        
tjM1 0.98 1.00 0.39         

SI<0 
wS1 0.02 0.60          

mPFC 0.50           
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Figure 4.17. Decoding of sensory stimulus and licking in R+ and R- mice. 

(A) Whisker angle and jaw displacement aligned to the stimulus onset for whisker rewarded (R+, 
red) and whisker non-rewarded (R-, blue) group of mice. 

(B) Decoding accuracy of Stimulus-NoLick trials vs NoStimulus-NoLick trials for R+ mice (red) 
and R- mice (blue) based on neuronal population activity using logistic regression. Decoding was 
performed on 0.1 s bins for wS1 (left), mPFC (middle), and tjM1(right). Black lines correspond to 
prediction accuracy from the shuffled data. Color-coded on the bottom of each graff: P-value Data vs 
Shuffled (Wilcoxon signed-rank test, FDR corrected across 9 bins).  

(C) same as (A) but aligned to the jaw onset. 

(D) same as (B) but for Spontaneous Licks vs NoStimulus-NoLick trials aligned to the jaw onset.  
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Figure 4.18. Purely motor activity in R- mice. 

(A) lick evoked neuronal activity and selectivity index (SI) in Spontaneous lick trials for the three 
cortical areas (Top row, wS1; Middle row, mPFC and Bottom row, tjM1). Each neuron was classified as 
positively (SI > 0) or negatively (SI < 0) modulated neuron according to their maximum Selectivity Index 
(SI) within a 0.2 s window around the jaw onset (from - 0.1 s to 0.1 s) based on ROC analysis comparing 
Spontaneous lick vs No lick time window (baseline). For positively and negatively modulated neurons, 
we computed the grand-average PSTHs (0.02 s bin), aligned to the jaw movement onset time (Left 
column). We also computed the mean SI (0.05 s bin) (Right column). Both FSUs and RSUs were 
included. The number of neurons is indicated for each category and area.  

(B) Proportion of cells with significant SI (Spontaneous lick vs baseline) based on the non-
parametric permutation test for each 50 ms time bin after False discovery rate correction (FDR). 

(C) A logistic regression approach was used to classify Spontaneous Licks vs Correct Rejection 
(CR) on a single-trial basis from the population activity in each area. The decoding was performed on 
0.1 s bins aligned to the jaw movement onset time. The accuracy obtained from the real data (Data, 
black filled circle) and after label shuffling (Shuff., grey filled circle) are plotted for each area for the 0.1 
s bins immediately before and after jaw onset. Individual sessions are plotted as thin blue lines (wS1, 8 
sessions; mPFC, 12 sessions; tjM1, 10 sessions). The grey dotted line indicates the theoretical chance 
level. Statistical significance between data and label-shuffled decoding accuracy was assessed using 
Wilcoxon signed-rank test with FDR correction across 9 time bins (**, 0.01 > P > 0.001; ***, P < 0.001): 
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wS1Before, P = 0.02; wS1After, P = 0.01; mPFC Before, P = 6.28 x 10-4; mPFC After, P = .28 x 10-4; tjM1 Before, 
P = 2.93 x 10-3; tjM1 Before, P = 2.93 x 10-3. Mean ± SD can be found in Table 4.12 

(D) Proportion of cells with significant jaw-phase correlation assessed by testing the uniformity of 
the spike probability distribution around the circle with Rayleigh test. 

(F) Continuous decoding of jaw movement from neuronal population activity was performed using 
linear regression for the continuous signal regression approach. The correlation coefficient between real 
and predicted jaw traces for each area. Empty circles indicate individual sessions, filled red circles with 
error bars indicate mean ± SD for each area. Comparison between areas: Kruskal-Wallis test, P = 1.3 x 
10-5; multiple comparison tests (*, 0.05 > P > 0.01; **, 0.01 > P > 0.001; ***, P < 0.001):  wS1 vs mPFC, 
0.18; wS1 vs tjM1 P = 0.027; mPFC vs tjM1 P = 6.7 x 10-6. 

 

 

Table 4.12. Mean and SD accuracy for real and shuffle data when decoding Spontaneous licks 
versus Correct rejection trials (related to Figure 4.18C). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Area mean SD mean_Shuf SD_Shuf bin 
wS1 0.70 ± 0.11 0.50 ± 0.04 50 ms time 

window before 
the jaw onset 

mPFC 0.70 ± 0.12 0.48 ± 0.07 
tjM1 0.84 ± 0.08 0.50 ± 0.04 
wS1 0.87 ± 0.11 0.51 ± 0.04 50 ms time 

window after the 
jaw onset 

mPFC 0.81 ± 0.10 0.47 ± 0.09 
tjM1 0.94 ± 0.03 0.49 ± 0.08 
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Figure 4.19. Jaw-phase correlation and encoding in R+ and R- mice. 

(A) Distribution of preferred jaw-phase (mean resultant vector �̅� ) for all neurons obtained from 
the phase correlation analysis. Left column for whisker-rewarded mice (R+), right column for whisker 
non-rewarded mice (R-). 

(B) Normalised cumulative distribution of the length (R) of the mean resultant vector �̅� for all 
neurons. Top, whisker-rewarded mice (R+); bottom, whisker non-rewarded mice (R-). 

(C) Left, whisker angle (green) as a function of the jaw-phase (red) during licking for whisker-
rewarded mice (R+, Top), and whisker non-rewarded mice (R-, Bottom). Right, jaw movement (red ) as 
a function of the whisker phase during whisking without licking. 

(D) Left, Proportion of cells with significant jaw-phase coding, as assessed by testing the 
uniformity of the spike probability distribution around the circle (jaw phase) with Rayleigh test. Middle, 
Same as a left panel but for the proportion of cells with significant whisker-phase coding. Right, 
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Proportion of significant cells with jaw-phase coding, excluding the cells that have significant whisker-
phase coding. Upper panels for whisker-rewarded mice (R+), bottom panels for whisker non-rewarded 
mice (R-). Proportions of cells can be found in Table 4.12. 

 

Table 4.13. Proportion of cells with significant jaw-phase correlation, whisker-phase correlation, 
and jaw-phase correlation but no whisker-phase correlation (related to Figure 4.19D). 

    Jaw phase Whisker phase 
Jaw (excluding 

whisker) 

    R+ R- R+ R- R+ R- 

wS1 
RSU 0.39 0.29 0.46 0.15 0.13 0.23 

FSU 0.65 0.63 0.72 0.50 0.13 0.30 

mPFC 
RSU  0.14 0.16 0.30 0.11  0.07  0.12 

FSU 0.23  0.36  0.48 0.22 0.10 0.25 

tjM1 
RSU 0.63  0.51 0.41 0.12  0.33  0.41 

FSU 0.80  0.70 0.53 0.26 0.35  0.51 
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Chapter 5  Conclusions and Future Perspectives 

At the end of my thesis, I would like to discuss all our findings and compare them 

to existing knowledge about sensorimotor transformation in different goal-directed 

tasks and different sensory modalities. I will discuss possible roles and functions of 

primary sensory and primary motor cortical regions, beyond their traditional roles in 

sensory processing or motor execution. I will share my vision of how the frontal cortex 

can orchestrate the behavior and cover the possible roles of the mPFC during the 

whisker detection task. Finally and importantly, I will describe how wS1 and tjM1 can 

be linked during the execution of goal-directed behavior. Finally, I will provide a detailed 

account of the neural circuits in the mouse brain that mediate the transformation of 

whisker sensory input into licking motor output via reward-based learning.  

In Chapter 2 (Esmaeili et al. 2021), using multiple technical approaches, we 

demonstrated the temporally distinct recruitment of various cortical regions involved in 

the sensorimotor transformation in a delayed-licking task. Three key findings were 

identified through the analysis of learning-induced changes in neural activity. Firstly, 

widespread neuronal activity in the delay period could largely be explained by 

preparatory movements, but acritical and non-movement related activity was 

predominantly localized to a small region of the secondary motor cortex including the 

ALM. Inactivation of ALM during the delay period significantly reduced the probability 

of correct stimulus detection, indicating its importance in delayed sensorimotor 

transformation. Additionally, we observed a fraction of delay-encoding neurons which 

was also significantly enhanced by learning in other cortical areas, including wS2, 

wM1, wM2, and tjM1. Secondly, our study proposed a putative corticocortical signaling 

pathway that links the sensory to the motor cortex through learning. Rapid sequential 

activation of cortical areas evoked by whisker-deflection was observed, with the 

earliest cortical response occurring in wS1 and wS2. The sensory response in wM2 

showed the earliest significant increase in whisker-evoked firing and a decrease in 

response latency across learning, suggesting it may serve as a key node in the 

corticocortical network which converts a whisker sensory stimulus into longer-lasting 

preparatory neuronal activity. Thirdly, we found a transient suppression of neuronal 

activity in the tongue and jaw primary motor cortex (tjM1) immediately after the whisker 

stimulus, likely contributing to the withholding of licking during the delay period. 

Accordingly, optoinhibition of tjM1 during the delay period decreased early licks, 

whereas optoactivation of tjM1 during the delay period increased early licks. 
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Importantly optogenetic inactivation of tjM1 during the response window demonstrated 

its causal role in the execution of directional lick. 

In Chapter 3 (Esmaeili et al. 2022) we focused in more detail on the putative 

corticocortical signaling pathway linking the sensory to the motor cortex through 

learning, by performing further analyses of the data presented in Chapter 2. In 

particular, while we only presented the activity of presumably excitatory neurons 

(RSUs) in Chapter 2, we present a detailed comparison of presumably excitatory and 

inhibitory (FSUs) neurons in Chapter 3. We first validated our classification of RSUs 

and FSUs based on spike waveforms using optotagging. Then we showed that the 

patterns of changes during the learning of the whisker detection task with delay in RSU 

and FSU activity differed across different cortical areas. Specifically, in tjM1 and ALM, 

RSU and FSU neurons changed firing rates congruently across learning, suggesting 

changes in the external inputs driving these regions. In contrast, in wM1 and wM2, 

RSU and FSU neurons changed firing rate incongruently, suggesting a differential 

change in the balance between excitation and inhibition with learning, with enhanced 

sensory-evoked inhibition relative to excitation in wM1, and enhanced excitation 

relative to inhibition in wM2. Lastly, we presented direct anatomical evidence for a 

direct monosynaptic connection between wS2 and wM2, and showed a selective 

increase in functional connectivity between wS2 and wM2 after learning of the task. 

Overall, in Chapters 2 and 3, we provided insight into the neural mechanisms 

underlying learning and execution of a delayed sensorimotor transformation, with a 

special emphasis on the wS2 -> wM2 neuronal pathway. 

In Chapter 4, we investigated the neuronal activity and computation of the cortical 

sensory input area (wS1), a presumably decision area (mPFC), and the motor output 

area (tjM1). We revealed that the representation of sensory information, decision-

making, and motor action are not discrete functions of each individual brain region, but 

are rather distributed and encoded across all three regions. However, we found that 

purely sensory information (encoding of the amplitude of the whisker stimuli during 

Miss trials) was mostly encoded in the activity of wS1 neurons. We observed broadly 

distributed unspecific licking-related activity across the three areas, however, tjM1 

activity encoded the kinematic of the licking movements. We defined sensory-guided 

decision neurons as neurons with significant selectivity between Hit and Miss trials just 

after the whisker stimulus, and between Hit and Spontaneous lick just before 

movement onset. Surprisingly, decision neurons were found in all three areas but were 

more abundant in wS1. By examining sessions with simultaneous recordings from wS1 

and mPFC, we found that failure in the sensorimotor transformation (Miss) could occur 

at different levels, but regardless of the evoked activity in wS1, the response of mPFC 

was always higher in Hit trials compared to Miss trials. We finally proposed that the 

decision to lick after the whisker stimulus is a gradual process involving the flow of 
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information from the primary somatosensory (wS1) to the primary motor (tjM1) cortex, 

and that failure in signal processing can occur at any level. 

5.1 Role of primary sensory cortex in goal-directed sensorimotor 
transformation  

The role of primary sensory cortical areas in sensorimotor transformation during 

perceptual decision tasks is still largely debated: first, although there seems to be a 

general agreement that primary sensory areas play a critical role in complex sensory 

discrimination tasks, their involvement in simple sensory detection tasks remains 

controversial (Stüttgen and Schwarz 2018), second, even though primary sensory 

areas might be critical for perceptual task execution, it remains unclear whether their 

role is limited to encoding the nature and properties of the stimuli or also contribute to 

decision making or other functions. 

In order to determine the specific function of the brain region one needs to 

combine correlative and manipulative strategies. Correlative evidence is often provided 

by recording neuronal activity with different methods and correlating it to the subject’s 

behavior or external world variables. Manipulative evidence can be provided by 

lesioning, inactivating, or stimulating a brain area or a specific neuronal population. 

However, each of these strategies has its own limitations, and therefore, a combination 

of methods is necessary to obtain conclusive results (Panzeri et al. 2017). 

 

The necessity of primary sensory areas in goal-directed sensorimotor tasks 

I will start with correlation studies in the whisker primary somatosensory cortex. 

Sensory-evoked responses in wS1 caused by single-whisker stimulation were 

investigated over a decade using a lot of different technics and approaches.  

Electrophysiological data due to its high temporal resolution, either obtained by a 

whole-cell recording of single neurons (Sachidhanandam et al. 2013; Yamashita and 

Petersen 2016), or local field potential recording (Le Merre et al. 2018), or extracellular 

recordings of a larger population of single neurons (Stüttgen and Schwarz 2008; 

Stüttgen et al. 2011) (as used in this thesis work), always revealed biphasic sensory 

evoked responses driven by the whisker stimulus in the goal-directed detection tasks. 

The early sensory-evoked response (0-50 ms), is believed to represent information 

about the sensory stimulus (Sachidhanandam et al. 2013). Recordings from our 

psychophysical task (Chapter 4) further demonstrated that this early sensory-evoked 

response linearly increases in amplitude as a function of the strength of the whisker 

stimulus, which is in line with other studies in the field (Romo and de Lafuente 2013). 

This graded sensory evoked response was observed in both Hit and Miss trials, and 
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even after realignment of the trials to the licking onset in Hit trials. Moreover, we also 

observed early graded responses in mice that passively received the whisker stimulus 

which was not predictive of the reward, pointing out that the primary function of wS1 is 

to encode information about the physical features of the sensory stimulus. Barrel cortex 

neurons were shown to be activated by the single whisker stimulus close to a 

perceptual threshold also in previous study in rat performing a whisker-detection task 

(Stuttgen and Schwarz 2008). In this study, the activation of wS1 neurons was highly 

correlated with behavioral reports, as psychometric data could be brought into close 

alignment with neurometric data. Similar results were observed using the 2-photon 

functional Ca2+ imaging of the apical dendrite of L5 neurons in the barrel cortex. The 

dendritic evoked activity increased as a function of the single whisker deflection 

strength (Takahashi et al. 2016, 2020). 

Primary somatosensory neurons also encode the amplitude of the vibration 

stimulation applied to the all whisker pad in rodents (Fassihi et al. 2017; Lee et al. 

2020; Zareian et al. 2021), and similarly, in monkeys, the amplitude of the vibrotactile 

stimulation applied to the fingertip is encoded by primary somatosensory region (de 

Lafuente and Romo 2005, 2006). Barrel neurons can also well discriminate between 

vibrotactile signals consisting of pulse sequences (Lak et al. 2008; Gerdjikov et al. 

2010; Musall et al. 2014), or consisting of white noise sequences applied with different 

kinematic properties and frequency composition (Maravall et al. 2007). A list of studies 

also shows that barrel neurons correlate with the coarseness of textures (Chen et al. 

2013; Garion et al. 2014; Chen, Margolis, et al. 2015), and the whisker deflection 

direction (Andermann et al. 2004; Kerr et al. 2007). There is thus general agreement 

that the neuronal activity in wS1 encodes the physical features of the sensory stimulus. 

But to what extent does the neuronal activity in wS1 correlate with perception and 

behavioral reports? 

Recent studies have demonstrated that the magnitude of stimulus-evoked activity 

in barrel neurons is positively correlated with the likelihood of a behavioral response, 

as assessed using repeated presentations of the same stimulus (Sachidhanandam et 

al. 2013; Yang et al. 2016). Previously observed in our laboratory, the early sharp 

response (0-50 ms) evoked by the single whisker stimulation had similar amplitudes 

for Hit and Miss trials (successful and unsuccessful stimulus detection), whereas the 

secondary sensory-evoked response (50-400 ms after the stimulus) was prominent 

only in Hit trials (Sachidhanandam et al. 2013; Yamashita and Petersen 2016; 

Kyriakatos et al. 2017; Le Merre et al. 2018). Further supported by optogenetic 

inactivation experiments (Sachidhanandam et al. 2013), the current belief was that 

early sensory evoked response encodes sensory information about the stimulus, 

whereas late response contributes to sensory perception and trial-by-trial correlates 

with the mouse perceptual reports (Sachidhanandam et al. 2013; Yamashita and 

Petersen 2016; Kyriakatos et al. 2017; Le Merre et al. 2018). The absence of difference 



Chapter 5   Conclusions and Future Perspectives 

 

  251

between Hit and Miss trials for the early sensory evoked response in wS1 was also 

observed in our study in the delay task (Chapter 2), however, in the psychophysical 

version of the detection task (Chapter 4), we observed a Hit/Miss difference already 

within the first 50 ms after the stimulus onset, which also correlated on a trial-by-trial 

basis with mice perceptual reports for the near-threshold whisker stimulation. 

Furthermore, we revealed that around 20% of wS1 neurons were highly selective for 

Hit/Miss within the first 50 ms after the stimulus presentation. The observed difference 

most probably resulted from the saliency of the whisker stimulation that was used in 

different experiments. Presumably, near-threshold detection stimuli used in the 

psychophysical task could lead to the Miss trial due to the failure in detecting or 

perceiving the stimulus per se, rather than due to the failure in a decision to lick. 

In addition to studying the correlation between different stimuli and neuronal 

activity in wS1 comes manipulative studies. Rodents can be trained to detect weak 

electrical stimulation (Romo et al. 1998; Butovas and Schwarz 2007) or optogenetic 

activation (Huber et al. 2008; Sachidhanandam et al. 2013c; Musall et al. 2014) of the 

barrel cortex, both of which were capable of eliciting behavioral responses. This 

suggests that direct stimulation of the primary somatosensory cortex (wS1) can serve 

as a substitute for whisker stimulation, indicating that neural activity in the wS1 plays 

a causal role in sensory perception and drives downstream circuits involved in the 

transformation of sensory input into motor output. 

Another manipulative strategy is transient or permanent inactivation using 

pharmacology, optogenetics, or lesion. Transient pharmacological inactivation of wS1 

impaired the detection of multi-whisker (Miyashita and Feldman 2013a) or single-

whisker (Sachidhanandam et al. 2013c; Le Merre et al. 2018c) stimulation, and the 

same is true for transient optogenetic inhibition during single whisker detection task 

(Sachidhanandam et al. 2013; Kwon et al. 2016; Takahashi et al. 2016, 2020; Yang et 

al. 2016; Hong et al. 2018; Le Merre et al. 2018; Mayrhofer et al. 2019). Results from 

experiments described in my thesis also show that optogenetic blocking of the sensory-

evoked responses in wS1 led to a strong reduction of the detection probability in both 

delay and psychophysical detection tasks. In the delay task (Chapter 2 (Esmaeili et al. 

2021)). Similar temporal involvement of wS1 along the trial was demonstrated in the 

whisker discrimination task where the mouse had to detect the position of the poll, 

where wS1 inactivation decreased the performance during sample and delay epochs 

(Guo et al. 2014). In our psychophysical task (Chapter 4), wS1 inactivation altered 

mouse perception by increasing the mouse detection threshold consistent with another 

study in a very similar whisker detection task where wS1 inactivation shifted the 

detection threshold towards higher whisker stimulation but did not alter the slope of the 

psychometric curve (Takahashi et al. 2016). Hence, we believe that neuronal 

responses in wS1 are crucial for processing whisker sensory information and routing it 

to higher cortical regions. 
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Similar transient inactivation effects were observed in other primary sensory 

cortices. Optogenetic inactivation of the primary somatosensory cortex also revealed 

its role in forelimb motor adaptation. S1 photoinhibition impaired mice's ability to update 

motor commands to the change in the environment but not the execution of already-

adapted motor commands. This finding indicates that cortical processing of 

somatosensory feedback via S1 plays an important role and direct projections from the 

spinal cord to the cerebellum are not sufficient to support motor adaptations in the 

forelimb motor adaptation task (Mathis et al. 2017).  

In the visual discrimination task, where depending on the position of the visual 

stimulus (right or left) the mouse has to turn the wheel left or right respectively, 

optogenetic inactivation of the primary visual cortex (V1) biases mice choices by 

reducing the choice of contralateral side (contralateral to the hemisphere of 

inactivation). The authors observed a lot of sensory information codding in V1 and 

other visual and frontal regions. Interestingly inactivation of all regions that encoded 

sensory stimulus biased the mice's performance in the same way. However they didn’t 

observe choice-related coding in V1, but a lot of movement-related activity. (Zatka-

Haas et al. 2021).  

The available evidence from both correlative and manipulative studies suggests 

that wS1 is involved in whisker-mediated detection. However, there are two important 

caveats to consider. First, experiments that demonstrate impairments in a specific 

behavioral function after transient inactivation of a brain region do not necessarily imply 

a causal role for that region, as downstream targets may be affected, altering their 

excitation-inhibition balance (Otchy et al. 2015). Therefore, it is crucial to investigate 

whether permanent lesions of wS1 impair stimulus detection. A classic study by Hutson 

and Masterton postulates that stimulus detection won’t be impaired after a permanent 

lesion of the barrel cortex (Hutson and Masterton 1986). One could argue that over the 

recovery time after the lesion, circuit reorganization could occur and compensate for 

the loss of the lesioned area, however, a recent study from Hong et al. demonstrated 

that mice were still able to perform a whisker detection task above chance level one 

day after a complete lesion of wS1 and fully recovered performance the day after, 

arguing that plasticity would not have time to occur in a such short time (Hong et al. 

2018). Importantly they also demonstrated that brief optogenetic inhibition decreased 

the mice's performance. This constellation of findings – impairment through transient 

but not permanent inactivation can possibly be explained by the involvement of wS1 in 

the execution of the whisker detection task during the normally functional intact brain, 

which might not be a case after the permanent injury. Blocking or altering the function 

of neuronal structures has been promoted as a means of uncovering the "causal roles" 

of these structures in specific functions. However, as with correlative neuroscience, 

the manipulative approach is plagued by uncertainties. 
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It is commonly accepted for other primary cortical regions that the temporary 

inactivation of a particular brain region can impair task performance on sensory simple 

detection or discrimination tasks, while the effects of permanently lesioning the same 

area may be minor. The involvement of the auditory cortex (AC) is controversial even 

for the discrimination of two distinct sounds. Indeed, lesions or reversible silencing of 

the auditory cortex led to small deficits or had little effect, depending on task conditions, 

silencing methods, and animal models (Talwar et al. 2001; Rybalko et al. 2006; 

Jaramillo and Zador 2010; Pai et al. 2011; Gimenez et al. 2015; Ceballo et al. 2019). 

Thus, the auditory cortex does not seem to be always necessary for simple sound 

discrimination. It seems that the complexity of the task often determines the necessity 

of the primary sensory region, however, the level of this complexity is not the same in 

all sensory systems. For example, the auditory cortex is not required for the 

discrimination of the pure tones task but it is necessary when the mouse has to 

discriminate between two frequency-modulated sounds (Ceballo et al. 2019). In the 

visual detection task when the mouse had to detect orientation changes of the visual 

stimuli, silencing of V1 activity abolished detection in conditions of high task complexity 

(low-saliency stimuli) but not low task complexity (Lohuis et al. 2021). Another evident 

example comes from human studies when subjects with primary visual cortex lesions 

display residual visual abilities, a phenomenon termed ‘‘blindsight’’ (Sanders et al. 

1974; Schmid et al. 2010). A similar effect was observed in the motor cortex in rats 

performing the lever-pressing task (Kawai et al. 2015). Well-trained rats could execute 

motor sequences without a motor cortex. Altogether, these studies suggest that the 

cortex might be dispensable for the execution of simple sensorimotor tasks. 

Even though the necessity of primary sensory regions for detection is still 

questionable, their role in more complex discrimination tasks is more strongly 

supported. In object discrimination task using freely moving whiskers, pharmacological 

and optogenetic inactivation of the primary somatosensory cortex abolishes mice 

performance (O’Connor, Clack, et al. 2010; Guo et al. 2014). Lesion of wS1 does 

permanently impairs performance in a shape discrimination task (Rodgers et al. 2021). 

Lesion of the primary auditory cortex also impairs the discrimination of frequency-

modulated sounds (Ceballo et al. 2019). 

In conclusion, the necessity of primary sensory cortical areas in the execution of 

simple sensorimotor transformations remains highly controversial, largely due to the 

different possible interpretations of lesion vs temporary inactivation approaches. We 

would like to argue that a possible explanation could be the likely existence of several 

parallel and partially redundant pathways that could be recruited by the sensorimotor 

transformation. If the temporal inactivation of a given area impairs performance, it 

probably indicates the necessity of this area for the execution of the task, but more a 

permanent inactivation could rapidly recruit alternative pathways to compensate for the 
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loss of the lesioned area. Further experiments combining large-scale longitudinal 

neuronal recording and manipulation would be necessary to address this question. 

 

Role of primary sensory areas in perceptual-decision making 

The involvement of primary sensory cortical regions in perceptual decision-

making is intricate. Although these regions are conventionally considered as crucial 

intermediaries between peripheral sensory inputs and the decision-making centers, 

several observations contradict this simplified notion, indicating a more complex role 

of primary sensory areas in perceptual decisions. Oppose to multiple results 

demonstrating that primary sensory regions provide information on sensory inputs but 

not decisions (de Lafuente and Romo 2006; Romo and de Lafuente 2013; Guo et al. 

2014; Rossi-Pool et al. 2016; Fassihi et al. 2017; Zatka-Haas et al. 2021), one of our 

interesting findings was that wS1 also strongly encodes sensory-guided decision, i.e. 

the decision to lick in response to the whisker stimulus (Chapter 4). This is not a 

completely novel finding, in fact, it was already reported in several papers (Kwon et al. 

2016; Takahashi et al. 2016; Yang et al. 2016; Buetfering et al. 2022). However, in 

many previous studies, the decision (or choice) was generally considered simply as 

Hit/Miss difference, or task-related movements were not carefully taken into account. 

However, we observed that simply licking, which is also present in Hit trials, caused 

strong responses in the wS1. This is in line with other studies showing widespread 

motor-related cortical activity (Musall et al. 2014; Steinmetz et al. 2019; Stringer et al. 

2019). Hence in our project, we proposed a stronger definition of sensory-guided 

decision, where the neuron – or a brain region – has to distinguish between Hit and 

Miss trials early after the stimulus, while also differentiating between Hit and 

Spontaneous licking events before the movement onset. Thus, we refer here to 

sensory-guided decision as a decision signal that links the sensory cue to the 

appropriate motor action, i.e., not just a motor command that triggers the action, but 

rather a signal that is used to make the choice to lick in response to the whisker 

stimulus. Surprisingly among the three areas we studied, we observed the highest 

proportion of these neurons in wS1. This finding probably makes sense if we think of 

wS1 as the first stage of the sensorimotor transformation, which is likely more efficient 

to extract categorical and task-relevant interpretations of the sensory signals instead 

of just extracting physical features of the sensory stimulus. The categorical 

interpretation of the sensory stimuli already at the level of wS1 might be an even more 

efficient strategy if we consider that the actual task of the mouse is stimulus detection 

and not a discrimination of the stimulus amplitude for example. Hence, these very early 

choice signals in wS1 might reflect the success or failure in sensory perception or 

detection of the stimuli. In line with our results is a very recent work that identified 

decision neurons in wS1 that carry categorical information about the trial type and 
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demonstrated that selective photostimulation of these decision neurons was driving 

behavior and enhancing mice performance (Buetfering et al. 2022).  

In rodents, primary sensory areas have been shown to represent more complex 

functions than initially believed. Studies have reported important reward-related signals 

in primary sensory areas. In wS1 of mice performing a whisker based object-detection 

task, the activity of L2/3 and L5 apical dendrites, as well as of the somata of L2/3 

excitatory neurons tracks reward delivery, independently of sensory or motor signals 

(Lacefield et al. 2019). Another study in mice described the role of S1 in reward 

processing. The orbitofrontal cortex (OFC) propagated reward information to S1 during 

tactile reversal learning (Banerjee et al. 2020). Researchers found that the lateral OFC 

responded to the mismatch between expected outcomes and actual outcomes caused 

by rule reversals during tactile reversal learning. This mismatch triggered a reward-

dependent value-prediction error signal that was encoded and propagated by a subset 

of OFC neurons. The signal was then sent via feedback projections to S1, which was 

responsible for updating sensory representations and adjusting the animals' behavior. 

The study suggested that reward feedback to S1 played a crucial role in shaping 

representations and updating predictions in mice (Banerjee et al. 2020). Similar 

findings have also been observed in the rat primary visual cortex (V1). Specifically, 

when visual stimuli were associated with subsequent reward, a significant number of 

neurons in V1 could accurately predict reward timing and value (Shuler and Bear 2006; 

Ramesh et al. 2018; Banerjee et al. 2023). Another study investigated the effects of 

reward on the representation of sensory stimuli in V1 of monkeys and found that the 

relative value of a stimulus influences V1 activity (Stanisor et al. 2013). 

Several other studies implicated top-down control of sensory processing. The 

work of Gilbert & Li indicated task-dependent modulation of V1 responses in monkeys 

during vernier/bisection tasks (Gilbert and Li 2013). Roelfsema et al revealed context-

dependent processing in V1 of monkeys performing line tracing task showing that task 

demands modulate the V1 activity (Roelfsema et al. 1998). Context-dependent 

processing in primary sensory cortices could thus be important. In addition, locomotion 

was shown to alter responses in the primary sensory cortex. Researchers investigated 

how the primary visual cortex (V1) in mice integrates signals related to visual speed 

and run speed during navigation in a virtual environment by recording V1 activity. The 

study found that almost half of the V1 neurons were driven by combinations of visual 

speed and run speed, performing a weighted sum of the two speeds. As a population, 

the V1 neurons predicted a linear combination of visual and run speeds better than 

either speed alone, indicating that V1 play an important role in integrating visual motion 

and locomotion during navigation in mice (Saleem et al. 2013). 

Hence, neurons of primary sensory cortices in addition to encoding sensory input, 

also integrate them with contextual information such as reward (Shuler and Bear 2006; 

Stanisor et al. 2013; Ramesh et al. 2018; Banerjee et al. 2023), expectation(Jaramillo 
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and Zador 2010; Keller et al. 2012), attention (Reynolds and Heeger 2009; Gilbert and 

Li 2013) and motor action (Poulet and Petersen 2008; Saleem et al. 2013; Ayaz et al. 

2019). The early integration of sensory-, contextual-, reward- related signals at early 

stage of the sensorimotor transformation is certainly an optimal solution to rapidly 

shape animal’s behavior in an ever changing environment. 

 

5.3 Cortical control of planning and executing licking as a motor 
output 

As previously stated, animals often communicate their choices in various 

behavioral tasks by licking as a means to receive a reward. This is commonly referred 

to as the “motor output” of the sensorimotor transformation process. The brain must 

effectively plan, coordinate and regulate the movements of the tongue and jaw to 

enable successful licking. 

In contrast to sensory areas, neuronal activity in motor areas correlates best with 

motor action. The neuronal activity in the whisker motor cortex (wM1) is correlated to 

whisker movements (Hill et al. 2011; Sreenivasan, Kyriakatos, et al. 2016). 

Optogenetic activation of the whisker motor cortex elicits whisker protraction whereas 

opto-inhibition strongly reduces whisker movements (Sreenivasan, Kyriakatos, et al. 

2016; Auffret et al. 2018) suggesting an important role for wM1 in the control of 

whisking initiation (Sreenivasan, Esmaeili, et al. 2016; Ebbesen et al. 2017). Although 

wM1 receives direct inputs from wS1 (Yamashita et al. 2018; Liu et al. 2022), wM1 

does not control licking and, in fact, is not necessary for the execution of the whisker-

based detection task (Le Merre et al. 2018). Recently, another region of the motor 

cortex, referred to as the tongue/jaw primary motor cortex (tjM1), was identified as 

controlling jaw movements. The activity of the neurons in tjM1 encodes licking 

movements with high selectivity for the direction of the licking, and unilateral activation 

of tjM1 drives licking in the contralateral direction while unilateral inhibition impairs 

contralateral licking (Mayrhofer et al. 2019). In our delay licking whisker detection task 

(Chapter 2 (Esmaeili et al. 2021)), where the mouse had to actively suppress lick 

initiation until the go cue, active lick suppression was reflected in tjM1 activity. We 

observed a transient inhibition after the whisker stimulus in the trials where the mouse 

successfully withheld the licking during the delay, and inversely excitation during the 

trials with premature licking. Importantly optogenetic manipulation experiments 

confirmed the hypothesis that inhibition of tjM1 on the population level might 

correspond to active lick suppression. Our experiments revealed that the inactivation 

of tjM1 during the delay period significantly decreased the number of these premature 

licks and inversely activation of tjM1 increased the probability of early licks during the 
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delay period. And as expected inhibition of tjM1 during the response window 

significantly decreased the licking probability of mice. Therefore, tjM1 exhibited a 

crucial role in suppressing premature licking during the delay period. Research 

conducted on human subjects has indicated that inhibitory mechanisms play a crucial 

role in preventing inappropriate actions from being executed (Chikazoe et al. 2009; 

Duque et al. 2017). Furthermore, Cohen et al. (Cohen et al. 2010) suggested that 

parallel suppression and activation during a delay period may be a universal principle 

of response preparation that is preserved across different species. 

These are important pieces of evidence to support the motor function of the tjM1, 

however, to investigate whether tjM1 controls the execution of the lick, we 

hypothesized that it should encode information about the fine kinematics of the jaw and 

the tongue. Our analysis (Chapter 4) revealed that tjM1 indeed encodes the phase of 

a jaw motion, which is congruent with previous research in the field showing that tjM1 

encodes the length and angle of the tongue and the jaw (Xu et al., 2022). Recordings 

from our psychophysical task revealed a high proportion of neurons exhibiting 

significant phase coding of the jaw. We were also able to predict the actual jaw 

displacement in time with high accuracy based on the activity of tjM1 neurons. Our 

results indicate that encoding licking and jaw displacement is an intrinsic function of 

tjM1 and independent of the goal-directed task training, as was supported by our 

recordings from the whisker non-rewarded group of mice. Thus, tjM1 is a likely 

endpoint for the sensorimotor transformation in which a brief whisker deflection is 

converted into goal-directed licking in order to obtain a reward. Other primary motor 

regions demonstrated precise motor control in mice. For example, forelimb M1 activity 

encodes oromanual kinematics during food handling and feeding behavior (Barrett et 

al. 2022).  

During perceptual decision tasks, motor output is often planned before the 

execution and only released after specific sensory events, like a go cue (Inagaki et al. 

2022). Therefore, planning and execution of the movement may be associated with 

different patterns of neuronal activity and involve different brain regions and different 

neuronal populations. It has been suggested that persistent or ramping up neuronal 

activity during the delay period may contribute to motor planning (Guo et al. 2014), the 

process that connects past experiences with future movements. In our delayed-

response licking task (Chapter 2 (Esmaeili et al. 2021)) the activity of broad regions of 

the cortex was modulated during the delay period in Hit (correct) trials, however, only 

a small region of the secondary motor cortex including ALM remained activated after 

selecting trials without any uninstructed movements. ALM inactivation during the delay 

period strongly affected mice performance by reducing the hit rate. Hence, essential 

neuronal delay epochs activity appeared to be predominantly localized to ALM, which 

is in good agreement with other studies in closely-related tasks (Guo et al. 2014; Li et 

al. 2015). Several studies described a large proportion of neurons in the ALM exhibiting 
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preparatory activity that can predict the direction of the licking (Guo et al. 2014a; Chen 

et al. 2017). Moreover, optogenetic manipulations have provided evidence that 

preparatory activity in the ALM underlies motor planning (Guo et al. 2014; Li et al. 2015, 

2016; Svoboda and Li 2018).  

Overall, various brain regions, including the frontal and parietal cortex, have been 

implicated in motor planning (Fuster and Alexander 1971; Erlich et al. 2011; Ames et 

al. 2014; Guo et al. 2014; Liu et al. 2014). Neural activity during motor planning is also 

referred to as "preparatory activity". In nonhuman primates, preparatory activity has 

been detected in the primary motor cortex and premotor cortex (Tanji and Evarts 1976; 

Riehle and Requin 1989; Churchland et al. 2010), the parietal cortex (Maimon and 

Assad 2006), and subcortical regions such as the striatum, the superior colliculus, and 

the motor-related thalamus (Alexander and Crutcher 1990; Tanaka 2007; Ding and 

Gold 2010). 

But ALM has been also identified as an important region for movement release 

and initiation. Researchers investigated the transition from motor planning to execution 

of directional licking evoked by the “Go cue” (Inagaki et al. 2022) in the delayed-

response task (Guo et al. 2014). They proposed a multi-regional neuronal circuit that 

is critical for reorganizing ALM activity in response to the “Go-cue” and initiating 

planned directional licking. It has been shown that “Go-cue” activity first was encoded 

in ALM-projecting thalamic neurons, and shortly after in ALM (Dacre et al. 2021; 

Inagaki et al. 2022). Similarly, short-latency “Go-cue” evoked responses were 

observed in pedunculopontine nucleus (PPN) and midbrain reticular nucleus (MRN), 

among other areas. Which presumably signals the Go cue information to ALM via the 

thalamus. Consistent with a role in motor release, optogenetic stimulation of thalamus-

projecting PPN/MRN neurons triggered directional licking and modulated ALM activity 

similar to the Go cue (Inagaki et al. 2022). 

Several studies have described the role of ALM for motor planning but also the 

execution of directional licking in mice (Komiyama et al. 2010; Guo et al. 2014; Li et al. 

2015; Economo et al. 2018) Stimulation of ALM triggers rhythmic licking (Komiyama et 

al. 2010; Li et al. 2015). ALM also forms reciprocal connections with parts of the 

thalamus which in turn receives input from the basal ganglia, cerebellum, and midbrain. 

Therefore, ALM projecting thalamus forms a processing hub essential for orofacial 

movement initiation by linking subcortical structures and ALM (Guo et al. 2017, 2018). 

Another piece of evidence supporting the role of ALM in licking execution is the fact 

that ALM pyramidal tract (PT) neurons project to a brainstem center controlling 

directional licking (Economo et al. 2018) and related areas in the superior colliculus 

(Rossi et al. 2016). Projection-specific recordings showed that activity consistent with 

a motor command rose around the movement initiation in PT neurons, but not 

intratelencephalic (IT) neurons. 
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To conclude, both tjM1 and ALM seem to be involved in the execution of 

directional licking, however, the distinction between the licking-related coding 

represented in ALM and/or tjM1 is yet to be discovered. According to a recent study 

(Xu et al. 2022), there may be a difference in how the brain encodes information related 

to different tongue movements. Specifically, it has been suggested that ALM (a 

presumably premotor region involved in tongue movements), is primarily responsible 

for processing abstract task-related variables, such as the intended direction of a lick 

and the distance to a reward. In contrast, the areas known as tjM1 and tjS1 appear to 

be more involved in coordinating the specific movements of the tongue during each 

individual lick, such as the angle, velocity, and length of the tongue's movement (Xu et 

al. 2022). Further research may shed additional light on the specific anatomical and 

functional properties of these brain regions, leading to a better understanding of how 

the brain processes sensorimotor information during goal-directed licking. In order to 

understand the coding differences between these two brain regions one can design a 

more demanding behavioral task. It's possible to envision a scenario where an animal 

must adjust its motor output to a constantly changing environment. Sensorimotor tasks 

of this nature could provide a valuable means of studying the patterns of neural activity 

in brain regions responsible for controlling orofacial movements. 

5.3 Role of the frontal cortex (PFC) in goal-directed behavior 

Where is the whisker sensory information transformed into motor output then? 

We believe that wS1 is the first cortical area that processes whisker sensory 

information by extracting physical features of the stimulus (de Lafuente and Romo 

2006; Feldmeyer et al. 2013; Romo and de Lafuente 2013; Takahashi et al. 2016; 

Stüttgen and Schwarz 2018), and in addition, it extracts categorical decision 

information that would lead to a decision to lick or not (Kwon et al. 2016a; Yang et al. 

2016a; Buetfering et al. 2022). However, the extraction of features from the stimulus 

along the sensory pathway is likely influenced by top-town modulation from higher 

cortical areas very early in the pathway (Churchland 1995; Roelfsema et al. 1998; 

Shuler and Bear 2006; Jaramillo and Zador 2010; Saleem et al. 2013; Stanisor et al. 

2013; Banerjee et al. 2020). These intervening decision variables could then influence 

downstream feature extraction as well as modulate the behavior of the mouse to 

optimize the performance of the task. At the same time, the performance of sensory 

decision-making tasks depends on the ability to learn and comprehend the actual rules 

of the task. These high-level aspects of goal-directed behavior, are thought to involve 

brain regions such as the prefrontal cortex (PFC) (Pennartz et al. 2011; Euston et al. 

2012). 
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As described before in the introduction (Chapter 1.4) PFC is subdivided into three 

prefrontal subregions. (1) The dorsomedial PFC (dmPFC), includes the secondary 

motor cortex, part of which is wM2 and ALM. The functions of ALM in motor planning 

and execution were covered in a paragraph before, and the functions of wM2 will be 

covered in the next paragraph. (2) The ventromedial PFC (vmPFC), includes prelimbic 

(PL) and infralimbic (IL) areas, which I will jointly refer to as the mPFC region. (3) The 

ventrolateral PFC (vlPFC), includes the medial, ventro-lateral, and lateral divisions of 

orbitofrontal cortex (OFC). 

The mPFC is believed to guide behavior by integrating task-relevant information.  

Inactivation experiments have shown its necessity for the execution of sensory 

discrimination tasks in mice (Pinto and Dan 2015; Otis et al. 2017; Lak et al. 2020). A 

recent study from our laboratory has indicated that the mPFC may play an important 

role in the learning and maintenance of even simple sensorimotor transformations like 

whisker detection task (Le Merre et al. 2018). In agreement, here (Chapter 4), I found 

that optogenetic inactivation of mPFC in the psychophysical detection task also 

decreased stimulus detection probability, indicating its involvement in the task. 

However, the precise computations that occur in this region during sensory detection 

or discrimination tasks remained largely unknown.  

To begin with, we have not observed any sensory responses to the whisker 

stimulus in mPFC in mice that passively received the stimulations that were not 

predictive of reward (Chapter 4), similar to what was observed in previous studies 

(Pinto and Dan 2015; Le Merre et al. 2018). However, we observed small responses 

in Miss trials in trained mice where a whisker stimulus was predicting reward 

availability. These results again support the hypothesis that mPFC encodes only 

behaviorally relevant stimuli (Le Merre et al. 2018) and reward predictive cues (Pinto 

and Dan 2015). 

Although mice trained for the psychophysical detection task showed little 

response to sensory stimuli in the mPFC during Miss trials, this information was 

enough to predict the presence of the stimulation in comparison with no stimulus trials. 

In contrast, mPFC neurons revealed strong sensory-driven responses in Hit trials 

which increased linearly as a stimulus strength increased. Importantly this graded 

sensory-driven response in mPFC was preserved and appeared before the jaw onset 

when realigning trials to the lick onset. To sum up we observed little responses in Miss 

trials and strong and graded responses in Hit trials, which could be entirely explained 

by movements. There could be several possible explanations for this graded response 

in Hit trials, mPFC could reflect sensory information about the relevant reward 

predictive cues (Pinto and Dan 2015; Otis et al. 2017); it can reflect the sensory 

confidence of the mouse in getting rewards (Lak et al. 2020), or anticipatory coding of 

upcoming rewards (Lak et al. 2020; Kim et al. 2021; Lui et al. 2021). However, the 

design of the task did not allow for a deeper understanding of the nature of the graded 
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response in the mPFC. In order to reveal the correlation between reward and observed 

graded response in Hit trials in mPFC, one could manipulate the size of the reward 

(Lak et al. 2020) or omit the reward in some trials. 

Our study (Chapter 4) also supports prior research demonstrating that the mPFC 

plays an important role in choice-related activity during goal-directed behavior (Euston 

et al. 2012; Pinto and Dan 2015; Esmaeili and Diamond 2019; Kim et al. 2021; Lui et 

al. 2021). Through careful Hit vs Miss comparison for the near-threshold stimuli in 

combination with Hit vs Spontaneous Lick analysis, we identified sensory-guided 

decision neurons. Even though we observed the highest proportion of decision 

neurons in wS1, mPFC decision neurons revealed marked differential responses with 

almost no response for Miss trials and Spontaneous licks, and high responses for Hit 

trials. Our simultaneous recordings of wS1 and mPFC revealed that in some trials the 

same sensory-evoked responses in wS1 at the population level could still lead to 

differential behavioral outcomes (evoking Hit or Miss). These trials with similar evoked 

activity in wS1 still led to stronger evoked activity in Hit trials and smaller evoked activity 

in Miss trials at the level of mPFC. Suggesting that mPFC likely keeps track of trial 

outcomes (Huo et al. 2020). In good agreement, the study from Lui et al., revealed that 

some mPFC neurons encoded the sensory cue (a specific odor), but even more of 

them encoded sensory stimulus-driven choice of the mouse during a two-alternative 

choice task. (Lui et al. 2021a). Anticipatory coding of upcoming rewards by individual 

mPFC neurons was also reported in the membrane potential dynamics in mice 

performing behaviors in which the sensory stimulus predicted rewards with different 

delays and with different probabilities. However, it should be noted that the anticipatory 

activity of mPFC neurons was correlated with anticipatory licking, thus motor-related 

activity could have contributed to the activity of mPFC (Kim et al. 2021). 

Another region of the prefrontal cortex is supposed to play an important role for 

reward expectation. Indeed, the representation of expected value coding in the 

orbitofrontal cortex (OFC) is long-standing in the literature and was observed in 

different species (Sugrue et al. 2005; Lee et al. 2012; Daw 2013). Neurons in OFC are 

not sensitive to spatial locations of targets linked to specific rewards but rather encode 

action values related to specific goals or objects (Tremblay and Schultz 1999; Wallis 

and Miller 2003). One good example is a monkey choosing between two different 

flavors of juice, in this case, neurons in the OFC signaled the action value functions 

associated with specific juice flavors and not the directions of eye movements (Padoa-

Schioppa and Assad 2006). 

However, there is an ongoing debate regarding the OFC's specific function, with 

some studies emphasizing its role in making current choices (Padoa-Schioppa and 

Conen 2017), while others highlight its role in learning (Schoenbaum et al. 2009; Song 

et al. 2017; Miller et al. 2022), or even both (Liu et al. 2020). Researchers have 

demonstrated that in mice performing a Go/No-Go visual task, the OFC projection to 
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the visual primary cortex (V1) mediated the outcome-expectancy modulation of V1 

responses to the non-rewarded (No-Go) stimulus (Liu et al. 2020). Furthermore, in this 

study, chronic optogenetic inactivation of OFC projection to V1 impaired, whereas 

chronic activation of SST interneurons in V1 improved, the learning of the Go/No-Go 

task, without affecting the immediate choice of the mouse. Thus, OFC top-down 

projection to V1 seemed to be crucial for driving associative learning. It has been 

shown also that the OFC propagates reward information to the primary somatosensory 

cortex (S1) during tactile reversal learning in mice (Banerjee et al. 2020). Hence it will 

be interesting to record the neuronal activity of OFC in our psychophysical detection 

task, possibly during learning, and compare its activity with that of mPFC. 

Another important function attributed to mPFC in the literature is its involvement 

in working memory. Persistent activity in mPFC is often reported when the animal 

needs to hold information for a short amount of time (Liu et al. 2014; Rikhye et al. 2018; 

Esmaeili and Diamond 2019; Nakajima et al. 2019). In our delayed-licking task 

(Chapter 2 (Esmaeili et al. 2021)), we did not observe any persistent activity during the 

delay period in mPFC that could support the maintenance of the motor plan, 

nonetheless, mPFC optogenetic inactivation had the largest impact on the hit rate 

across all the tested brain regions. Importantly, mPFC inactivation during all task 

epochs (including the baseline) impaired mice performance. Lesions of mPFC also 

produced pronounced deficits in different delayed response tasks in rodents (Brito and 

Brito 1990; Delatour and Gisquet-Verrier 1996, 1999, 2000; Floresco et al. 1997). This 

observation suggests that mPFC might not be solely important for some specific step 

of sensorimotor transformation but rather be related to the representation of the task 

rules (Durstewitz et al. 2010), behavioral strategy (Powell and Redish 2016) or 

motivation (Popescu et al. 2016).  

Another important conclusion from both the psychophysical (Chapter 4) and the 

delayed licking (Chapter 2 (Esmaeili et al. 2021)) tasks, was that mPFC activity is 

strongly modulated by movements. In all groups of mice, trained for the delayed-

response task, the psychophysical detection task, and the task with non-rewarded 

whisker stimuli, licking per se evoked large excitation and inhibition. Hence, in the 

future, it would be important to carefully take into consideration this strong motor 

component and account for it when interpreting other functions of mPFC.  

During my thesis work, I revealed codding properties of mPFC that contribute to 

our understanding of its functions however it is still unclear whether mPFC provides 

top-down modulation to the sensory processing pathway that transforms whisker 

stimulus into motor output, sort of orchestrating the whole behavior; or mPFC is one of 

the stops on the way of the linear, hierarchical transformation path from wS1 to tjM1. 

Or maybe both at the same time. Another important question to investigate is how 

whisker stimulus-driven signals reach the mPFC, as it does not receive important direct 

axonal projections from wS1; although, some detailed tracing methods have revealed 
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long-range projections from S1 to L5 neurons in the medial prefrontal cortex (mPFC) 

(DeNardo et al. 2015). Further tracing and functional connectivity studies will be 

necessary to fully understand how sensory signals flows and are integrated in mPFC. 

5.4 Neuronal circuits for the transformation of whisker stimulus 
into a goal-directed licking 

In the previous sections, I presented our new insights on the processing of 

whisker sensory information in wS1 and cortical control of licking by tjM1, and how this 

transformation might be influenced by higher-order frontal regions such as mPFC. 

However, a critical question remains: how are these two processes linked in goal-

directed sensorimotor transformation? In other words, how does sensory information 

from the whiskers drive the motor response of licking? Although tjM1 receives direct 

sensory inputs from the tongue/jaw primary sensory cortex, it does not receive input 

from wS1. Therefore, the transformation of the whisker sensory information into a 

motor command must transit through other cortical or subcortical areas. How and 

where in the brain this sensorimotor transformation occurs is a difficult question that 

doesn’t have a clear answer yet, but I will describe the current hypothesis based on 

previous experiments from the laboratory and our new findings.  

A study from our laboratory demonstrated that even during the execution of a 

simple whisker-based detection task in mice, sensory-related neuronal activity rapidly 

spreads across multiple cortical areas, reaching the medial prefrontal cortex and dorsal 

hippocampus with short latencies (< 50 ms) (Le Merre et al. 2018). In our delayed-

licking task, we observed as well a sequential activation of many areas: starting with 

wS1, then wS2, wM1, wM2, DLS, PPC, tjM1, dCA1, ALM, and mPFC based on their 

mean population latency. Hence, sensorimotor transformation recruits a large network 

of cortical and subcortical areas that is necessary for converting sensory information 

into motor commands. Several other studies have demonstrated a broadly distributed 

representation of task variables across brain regions during goal-directed behavior 

using high-density electrophysiology, imaging, or both technics (Allen et al. 2017, 

2019; Steinmetz et al. 2019; Stringer et al. 2019) 

Transformation of whisker sensory stimulus into goal-directed licking in the cortex 

starts in wS1/wS2 areas. As I already mentioned wS1 has direct projections to wM1 

and to wS2, which forms parallel pathways sending whisker sensory information to 

these two regions (Kwon et al. 2016; Yamashita and Petersen 2016; Yamashita et al. 

2018; Liu et al. 2022). We also know that wS1 and wS2 form feedback loops that might 

be important for stimulus perception (Kwon et al. 2016; Esmaeili et al. 2020). But much 

less is known about the long-range output of wS2. We, therefore, identified its relative 

innervation targets in the frontal cortex (Chapter 3 (Esmaeili et al. 2022)). The results 
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showed that wS1 innervates largely the frontal cortex in a region labeled wM1, while 

wS2 axons project to a more anterior region labeled wM2. Thus, we hypothesized that 

the stimulus-evoked signals from wS1 and wS2 were transmitted to wM1 and wM2 

respectively, by parallel anatomical pathways. Then wM2 might project in turn to 

tjM2/ALM and tjM1 in order to drive licking (Esmaeili et al. 2020). In support of this 

hypothesis, we demonstrated that wM2 is a key node in converting whisker sensory 

input to a licking motor output during a delayed-response whisker detection task 

(Chapter 2 (Esmaeili et al. 2021)): (1) wM2 showed the earliest augmentation of 

sensory evoked response across the learning of delay detection task compare to other 

recorded regions, (2) and in addition, decreased across learning response latency. 

Moreover, (3) after comparing Hit and Miss trials wM2 was the first to exhibit choice-

related activity, followed by ALM activation that ramped up during the delay period. 

ALM activity also became prominent after learning. Even though delay activity was 

observed in several brain regions it persisted only in the secondary motor cortex 

including ALM after selecting quiet trials without any movements, presumably encoding 

motor planning. Hence our results from delay detection task revealed that wM2 and 

ALM are likely the most important regions for motor planning. 

Top-down projections from M2 to sensory areas have been shown to play a 

crucial role in sensory discrimination across multiple modalities such as vision and 

forelimb somatosensation (Manita et al. 2015; Zhang et al. 2016). Additionally, M2 has 

been implicated in an adaptive sensorimotor task that requires mice to shift between 

multiple auditory-motor mappings in a flexible manner (Siniscalchi et al. 2016). 

Therefore, M2 may provide top-down feedback to S1/S2 to emphasize or attenuate 

incoming sensory input.  

As mentioned in our recent review (Esmaeili et al. 2020), in order to achieve this 

routing of the signal from wS1/wS2 to wM2, ALM, and tjM1 the synaptic connections 

between the neuronal circuits need to be altered through reward-based learning, with 

numerous cortical and subcortical regions likely involved, utilizing various 

neurotransmitters. One such neurotransmitter is acetylcholine, which has been 

demonstrated to increase in the cortex in response to reward-related signals (Hangya 

et al. 2015). 

Another crucial neurotransmitter to consider is dopamine, as its activity in 

midbrain dopaminergic neurons has been linked to reward signals in the brain. In 

response to unexpected rewards, there is a transient increase in the activity of midbrain 

dopaminergic neurons, which have prominent projections to the striatum. 

Dopaminergic signaling can affect synaptic plasticity in the striatum by acting on 

dopamine type 1 receptors (D1Rs), promoting long-term potentiation of glutamatergic 

synaptic input onto direct pathway striatonigral projection neurons (dSPNs), which 

helps reinforce rewarded behaviors. In the context of the whisker detection task, 

enhanced sensory signals were found in D1R-expressing dSPNs compared to the 
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D2R-expressing indirect pathway striatopallidal neurons (Sippy et al. 2015, 2021). 

Finally, but never the less very important, the aforementioned flow of activity is likely 

being under the direct control of higher-order brain areas such as the mPFC and the 

hippocampus (Le Merre et al. 2018).  

 

 

Figure 5.1. Pathways underlying transformation of whisker stimulus into a goal-directed licking  

Several cortical and subcortical circuits are involved in the sensorimotor transformation of a 
whisker sensory input to licking motor output. Whisker module that includes reciprocally connected 
parallel pathways wS1, wS2, and wM1, wM2 which process sensory whisker information that is 
streamed from the Thalamus. The licking module includes tjM2/ALM and tjM1 areas that plan and 
execute the licking motor output, which is routed to the brainstem motor nuclei, which in turn control 
motor neurons. The flow of the signal is under the direct control of higher-order brain areas like the 
mPFC and the hippocampus which might set the context and rules of the detection task. These complex 
interactions are modulated by acetylcholine reward signals in the cortex, and by dopamine reward 
signals in the striatum, which could be important for learning and plasticity. 

 

Above I provided insights into the current understanding of cortical neural circuits 

and their mechanisms that underlie simple sensorimotor transformations in goal-

directed behaviors. Although the neocortex and striatum play a critical role in this 

process, it is probable that several other subcortical regions, such as the midbrain, 

brainstem, colliculus, and cerebellum, also contribute significantly to sensorimotor 

transformations. However, further research is needed to gain a comprehensive 
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understanding of these regions' involvement. Moreover, the investigation of complex 

tasks that incorporate delays and directional licking can be beneficial in disentangling 

sensory processing, decision-making, and motor commands, thereby aiding in a better 

understanding of the underlying neural processes.  

To sum up, simple sensorimotor transformations of a whisker stimulus to licking 

during reward-based learning are recruiting different excitatory, inhibitory, and 

neuromodulatory cortical and subcortical neuronal circuits which are still to be 

discovered and fully characterized  

5.5 Closing remarks 

The transformation of sensory input into goal-directed motor output is a 

fundamental process in the brain, yet its underlying neocortical circuits remain highly 

unknown. Understanding these highly interconnected neural networks is a major 

objective of modern neuroscience. As demonstrated in this thesis, solving this 

multifaceted problem requires careful examination of the activity of many brain areas, 

careful analysis of movements of the subject, and designing more and more elaborated 

behaviors that would include delayed licking or psychophysics. However, the 

continuous development of technology provides additional tools for future research, 

and the years to come may revolutionize our current knowledge of the mammalian 

brain. Advancements in electrophysiological and imaging techniques, optogenetics, 

and other cutting-edge tools will undoubtedly aid in these efforts.  

This work sheds light on the fundamental and sophisticated neural computations 

performed by the mouse neocortex and the findings presented in this thesis provide a 

crucial piece of the puzzle and move us closer to a more comprehensive understanding 

of neocortical functions.  

Future studies should focus on describing with high spatial and temporal 

resolution how sensory information flows between brain areas and is gradually 

transformed into motor command. Understanding functional connectivity between 

areas during a specific behavioral task is still a challenge in modern neuroscience. It 

has been addressed using wide-field imaging of the dorsal neocortex, allowing 

observation of progressive propagation of signals in time (Allen et al. 2017; Musall et 

al. 2019; Engel et al. 2021; Gallero-Salas et al. 2021), however, the deeper cortical 

structure like mPFC cannot be observed in such a way. One possibility to answer this 

question would be to map functional connectivity with high-density extracellular 

recording probes simultaneously from a big number of brain regions (Steinmetz et al. 

2019; Huo et al. 2020). The advantage of silicon probes with multi-recording channels 

is the possibility to collect neural activity from a big population of neurons (Jun et al. 

2017). A combination of recordings of hundreds of neurons simultaneously with 
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optogenetic perturbations would allow us to better dissect the functional circuit involved 

in the sensorimotor transformation. An important approach would be to use an 

optotagging technique to understand the projection targets of neurons, and to 

understand which exact information is transmitted from one region to another. The final 

ultimate goal would be to address more precisely the response of mPFC neurons 

depending upon their cell type, location, and projection targets in order to solve the 

puzzle of mPFC heterogeneous coding of task relevant variables.  

Another must-have for all future experiments is the careful monitoring of orofacial 

movements. More and more studies show that uninstructed movements can explain 

neuronal activity better than task-related variables, and that task-relevant information 

is embedded on top of movement information coding (Musall et al. 2014; Steinmetz et 

al. 2019). This makes a lot of sense because it is crucial for the brain to have 

information about the position of the body in space. Careful movement monitoring 

becoming an important routine and advances in machine learning algorithms for 

tracking the position of different body parts on the video (Mathis et al. 2018) provide a 

precise reconstruction of the body in time and space.  
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List of abbreviations  

AAV adeno-associated virus  Hg hyoglossus  

ACB nucleus accumbens   IAM Interanteromedial thalamic nucleus  

AD anterodorsal thalamic nucleus   IL infralimbic  

AI artificial intelligence  IOS  intrinsic optical imaging 

ALM  anterior lateral motor cortex   L1 layer 1 

AON anterior olfactory nucleus   L2  layer 2 

AUC area under the curve  L2/3 layer 2/3 

AUD primary auditory cortex   L4 layer 4 

BG basal ganglia  L5 layer 5 

BIC bayesian information criterion   L6 layer 6 

BLA basolateral amygdalar nucleus   LHb lateral habenula 

c central lateral thalamic nucleus   LIP lateral intraparietal area 

dCA1  CA1 region of the hippocampus   M1‐p  wS1→M1 projecting neurons 

CCF common coordinate framework  MD mediodorsal thalamic nucleus 

ChR2 channelrhodopsin-2  Mo5 trigeminal motor nucleus  

CLA claustrum   Mos secondary motor cortex  

CM central medial thalamic nucleus   mPFC medial prefrontal cortex  

CP caudoputamen   MRN median raphe nucleus  

CPGs central pattern generators   NA nucleus accumbens  

CR correct rejection  P Lick Probability of Lick 

D1 day one  PAG periaqueductal gray  

DAPI 4′,6-diamidino-2-phenylindole  PCA principal component analysis  

Dig digastric   PERI perirhinal cortex  

DLS  dorsolateral striatum  PFC prefrontal cortex  

dmPFC dorsomedial prefrontal cortex   PIR piriform cortex  

DRN dorsal raphe nucleus   PL prelimbic 

dSPNs 
direct pathway striatonigral projection 
neurons  

PL2/3 prelimbic layer 2/3 

ECT ectorhinal cortex   PL5 prelimbic layer 5 

EM expected maximization  POm thalamic medial posterior nucleus 

ENTI entorhinal cortex   POm‐FO 
first-order thalamic medial posterior 
nucleus 

FA false alarm  POm‐HO higher-order subdivision of POm  

FDR  false-discovery rate  Pons pons 

fMRI 
functional magnetic resonance 
imaging 

 PPC posterior parietal cortex 

FO first-order  PPN pedunculopontine nucleus  

FSU fast spiking units  Pr5 principal trigeminal brainstem nucleus 

GABA gamma-aminobutyric acid  PSTH peristimulus time histogram 

GLM generalized linear model   PT pyramidal tract 

GMM Gaussian mixture model  PtA the parietal association area  

GPT generative pre-trained transformer  PV parvalbumin 

GU gustatory cortex   PVT paraventricular thalamic nucleus  

Hg hypoglossal motor nucleus   RE reticular nucleus of the thalamus  
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RH rhomboid nucleus of the thalamus  

ROC receiver operating characteristic  

ROI regions-of-interest  

RSP retrosplenial area  

RSU regular spiking neurons 

S2-p wS1→wS2 projecting neurons 

SC superior colliculus 

SDT signal detection theory  

SEP sensory-evoked potential  

Sg styloglossus  

SI selectivity index 

SMT Submedial thalamic nucleus  

Sp5 spinal trigeminal nucleus  

SSp  primary somatosensory areas 

SSs supplemental somatosensory areas  

SST somatostatin  

TeA temporal association cortex  

Tem temporalis  

Tg trigeminal ganglion  

Th thalamus 

tjM1 tongue-jaw primary motor cortex  

tjM2 tongue-jaw secondary motor cortex  

tjS1 tongue-jaw primary somatosensory cortex  

tjS2 tongue-jaw secondary somatosensory cortex  

V1 primary visual cortex  

VGAT vesicular GABA transporter 

VIP vasoactive intestinal peptide  

VIS visual areas  

VISC visceral cortex  

vlPFC ventrolateral prefrontal cortex  

Vm membrane potential  

vmPFC ventromedial prefrontal cortex  

VPM thalamic ventral posterior medial nucleus  

VPM-FO first-order ventral posteromedial nucleus 

vS1 primary visual cortex  

VSD voltage-sensitive dye imaging. 

VTA midbrain ventral tegmental area  

wM2  whisker secondary motor cortex 

wS1 whisker primary somatosensory cortex  

wS2 whisker secondary somatosensory cortex  

wS2  secondary somatosensory cortex  

ZI zona incerta  
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