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1+1=3.

Cela signifie que l’union des talents dépasse leur simple addition. Cela signifie que la fusion des

principes masculin et féminin, de petit et de grand, de haut et de bas, qui régissent l’univers,

donne naissance à quelque chose de différent de l’un et de l’autre et qui les dépasse.

99.9% des gens qui parlent de physique quantique ne savent pas de quoi parle la physique

quantique.

— Bernard Werber

To my parents and my sister. . .
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Preface
The magnetic phase diagram of topological magnets can be extraordinarily rich, showing

intricated spatial textures of spins that can be stable, metastable, or fluctuating. This behavior

emerges from the interplay between thermodynamic and topological fluctuations. In these

systems the magnetic free-energy landscape is full of local minima, each corresponding to

a particular spatial spin distribution and emergent magnetic properties. Jumping between

these minima can occur upon tipping the balance between topology and thermodynamics

via external stimuli. The most common ones are magnetic field, temperature, electric field,

mechanical strain, and, recently, optical excitation. The latter has the peculiarity of being able

to induce ultrafast modifications of the material’s electronic structure, temperature, and/or

mechanical strain. Therefore, light is a unique tool to drive the system out-of-equilibrium

and force it to evolve along exotic paths in the free-energy landscape that cannot be crossed

in adiabatic conditions. As a result, new magnetic phases can be discovered, some of which

are even metastable or stable, and new ways of controlling the arrangement of spins can

be achieved. This thesis focuses on using light to manipulate magnetic materials out-of-

equilibrium. Its main results are:

• to show that tailored sequences of laser pulses can manipulate a handful of spins

deterministically, i.e., genuinely engineering their amplitude and direction of motion at

an extremely fast (fs) and small (nm) scales.

• to show that different electronic excitations triggered by laser pulses of different colors

can make magnetite, the oldest known magnetic material, evolve through very different

out-of-equilibrium paths encompassing different metastable structural phases.

Overall, this work demonstrates the possibility of using light to manipulate strongly correlated

materials out-of-equilibrium to obtain different phases with different emergent properties.

Lausanne, 7 April 2023 Fabrizio Carbone.
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Abstract
In the quest for controlling materials’ properties, light as an external stimulus has a special

place as it can create new states of matter and enable their ultrafast manipulation. In particular,

spintronics, an exciting emergent field relying on the electron spin property, has tremendous

potential as it breaks ground for high-density, high-speed, and low-power-consuming memory

devices. Skyrmion, a specific magnetic texture of whirling spins, has attracted broad interest

due to its unique topological properties. Skyrmion-based devices stand out as they combine

ultra-efficient control and robustness on nanometer scales. More fundamentally, skyrmions

offer an exclusive tabletop playground to study emergent fields, topological phase transitions,

cosmology, and black holes, to mention a few. Optical manipulation of skyrmions is hence

crucial as it paves the way for efficient ultrafast control and provides a direct approach to

studying low-energy collective modes and topological fluctuations in real space.

In this thesis, I show the manipulation of quantum materials through three groundbreaking

experiments. First, I used in-situ Lorentz transmission electron microscopy, a magnetic

imaging technique, and showed the laser-induced skyrmion formation in the multiferroic

Cu2OSeO3 compound. I, therefore, provide the first demonstration of the magnetic free

energy landscape manipulation leading to a topological phase transition. Notably, a new

recipe is revealed that allows the control of the magnetic phase diagram on a picosecond

timescale by transiently modifying the material’s inherent magnetic interactions. This study

has profound consequences on out-of-equilibrium topological phase transition investigation

and technological applications as it marks an important milestone for efficient ultrafast

spintronic devices.

Furthermore, I established a new protocol using femtosecond light to coherently control a

skyrmion crystal eight orders of magnitude faster than previously achieved by exploiting the

collective nature of the skyrmion lattice. Remarkably, as the process relies on a collective

periodic mode, it can be coherently manipulated by adjusting the time delay between laser

pulse sequences. Consequently, the skyrmion orientation can be deterministically chosen. In

other words, I present the manipulation in real space of a few spins orientation in an ultrafast

and energy-efficient way, vital for next-generation devices. In addition, our observations

demonstrate emergent properties of the skyrmion interactions at the mesoscale, opening

exciting perspectives for investigating the collective skyrmion dynamics at a large scale which

might be relevant for unconventional superconductors where magnetic vortices similar to

skyrmions exist at similar length scales.

Last but not least, I show the importance of the different electronic excitations in Magnetite
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Abstract

(Fe3O4), the prototypical metal-insulator system, and the oldest known magnetic material.

The structural response along the specific crystallographic [110] axis is investigated using

ultrafast electron diffraction, providing sub pm/ps spatio-temporal resolution. By tuning the

photon energy, thus triggering different electronic transitions, two distinct lattice responses

are unveiled, unattainable thermodynamically. This work paves the way to establishing novel

hidden phases in quantum materials via specific electronic excitations in a strongly correlated

environment.
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Résumé
Dans la quête du contrôle des propriétés des matériaux, la lumière en tant que stimulus

externe occupe une place particulière car elle peut créer de nouveaux états de la matière et per-

mettre leur manipulation ultrarapide. En particulier, la spintronique, un domaine émergent

passionnant qui repose sur la propriété de spin des électrons, a un potentiel énorme car elle

ouvre la voie à des dispositifs de mémoire à haute densité, à grande vitesse et à faible consom-

mation d’énergie. Le skyrmion, une texture magnétique spécifique de spins tourbillonnants, a

suscité un large intérêt en raison de ses propriétés topologiques uniques. Les dispositifs basés

sur le skyrmion se distinguent car ils combinent contrôle ultra-efficace et robustesse à l’échelle

nanométrique. Plus fondamentalement, les skyrmions offrent un terrain de jeu exclusif pour

étudier les champs émergents, les transitions de phase topologiques, la cosmologie et les

trous noirs, pour n’en citer que quelques-uns. La manipulation optique des skyrmions est

donc cruciale car elle ouvre la voie à un contrôle ultrarapide efficace et fournit une approche

directe dans l’étude des modes collectifs de basse énergie et des fluctuations topologiques

dans l’espace réel.

Dans cette thèse, je montre la manipulation des matériaux quantiques à travers trois expé-

riences novatrices. Premièrement, j’ai utilisé la microscopie électronique à transmission de

Lorentz in-situ, une technique d’imagerie magnétique, et j’ai montré la formation de skyr-

mions induite par laser dans le composé multiferroïque Cu2OSeO3. Je fournis donc la première

démonstration de la manipulation du paysage de l’énergie libre magnétique conduisant à une

transition de phase topologique. En particulier, une nouvelle recette est révélée qui permet de

contrôler le diagramme de phase magnétique à l’échelle de la picoseconde en modifiant de

manière transitoire les interactions magnétiques inhérentes au matériau. Cette étude a des

conséquences profondes sur l’étude des transitions de phase topologiques hors équilibre et

sur les applications technologiques, car elle marque une étape importante pour les dispositifs

spintroniques ultrarapides efficaces.

De plus, j’ai établi un nouveau protocole utilisant la lumière femtoseconde pour contrôler de

manière cohérente un cristal de skyrmion huit ordres de grandeur plus rapidement que ce

qui avait été réalisé auparavant en exploitant la nature collective du réseau de skyrmion. De

façon remarquable, comme le processus repose sur un mode périodique collectif, il peut être

manipulé de façon cohérente en ajustant le délai entre les séquences d’impulsions laser. Par

conséquent, l’orientation du skyrmion peut être choisie de manière déterministe. En d’autres

termes, je présente la manipulation dans l’espace réel de l’orientation de quelques spins d’une

manière ultrarapide et économe en énergie, vitale pour les dispositifs de prochaine généra-
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Résumé

tion. En outre, nos observations démontrent des propriétés émergentes des interactions des

skyrmions à l’échelle mésoscopique, ouvrant des perspectives passionnantes pour l’étude de

la dynamique collective des skyrmions à plus grande échelle, ce qui pourrait être pertinent

pour les supraconducteurs non conventionnels où des tourbillons magnétiques similaires aux

skyrmions existent à des échelles de longueur similaires.

Enfin, je montre l’importance des différentes excitations électroniques dans la magnétite

(Fe3O4), le système métal-isolant prototypique, et le plus ancien matériau magnétique connu.

La réponse structurelle le long de l’axe cristallographique spécifique [110] est étudiée à l’aide

de la diffraction ultrarapide des électrons, qui offre une résolution spatio-temporelle infé-

rieure à pm/ps. En ajustant l’énergie des photons, déclenchant ainsi différentes transitions

électroniques, deux réponses distinctes du réseau sont dévoilées, inatteignables thermodyna-

miquement. Ce travail ouvre la voie à l’établissement de nouvelles phases cachées dans les

matériaux quantiques via des excitations électroniques spécifiques dans un environnement

fortement corrélé.

x



Prefazione
La luce come stimolo esterno gioca un ruolo speciale nel cercare di controllare le proprietà

dei materiali, in quanto può creare nuovi stati della materia e consentirne la manipolazione

ultraveloce. In particolare, la spintronica, un campo emergente ed entusiasmante che si basa

sulla proprietà dello spin dell’elettrone, ha un enorme potenziale in quanto apre la strada a

dispositivi di memoria ad alta densità, alta velocità e basso consumo energetico. Lo skyrmion,

una particolare struttura magnetica di spin disposti a vortice, ha suscitato un ampio interesse

grazie alle sue proprietà topologiche uniche. I dispositivi basati sullo skyrmion si distinguono

perché combinano controllo ultra-efficiente e robustezza su scala nanometrica. Fondamen-

talmente, gli skyrmioni offrono un terreno fertile per studiare in laboratorio campi emergenti,

transizioni di fase topologiche, cosmologia e buchi neri, per citarne alcuni. La manipolazione

ottica degli skyrmioni è quindi cruciale in quanto permette un efficiente controllo ultraveloce

e fornisce un approccio diretto allo studio dei modi collettivi a bassa energia e delle fluttua-

zioni topologiche nello spazio reale.

In questa tesi, ho mostrato la manipolazione dei materiali quantistici attraverso tre esperi-

menti innovativi. In primo luogo, ho utilizzato la microscopia elettronica a trasmissione in-situ

di tipo Lorentz, una tecnica di imaging magnetico, e ho mostrato la formazione di skyrmioni

indotta dal laser nel composto multiferroico Cu2OSeO3. Ho fornito quindi la prima dimostra-

zione del controllo del profilo dell’energia magnetica libera che porta a una transizione di fase

topologica. In particolare, ho proposto una nuova procedura che permette di controllare il

diagramma di fase magnetico su una scala temporale di picosecondi, modificando in modo

transiente le interazioni magnetiche intrinseche del materiale. Questo studio ha profonde

conseguenze sull’indagine delle transizioni di fase topologiche fuori dall’equilibrio e sulle

applicazioni tecnologiche, poiché segna un’importante pietra miliare per la realizzazione di

efficienti dispositivi spintronici ultraveloci.

In secondo luogo, ho stabilito un nuovo protocollo che utilizza la luce a femtosecondi per

controllare coerentemente un cristallo di skyrmioni otto ordini di grandezza più velocemente

di quanto ottenuto in precedenza, sfruttando la natura collettiva del loro reticolo. In partico-

lare, poiché il processo si basa su un’oscillazione periodica collettiva, è possibile manipolarla

coerentemente regolando il ritardo temporale tra le sequenze di impulsi laser. In tal modo,

è possibile scegliere l’orientamento degli skyrmioni in modo deterministico. In altre parole,

ho dimostrato la manipolazione dell’orientamento di alcuni spin nello spazio reale in modo

ultrarapido ed efficiente dal punto di vista energetico, che è fondamentale per i dispositivi di

prossima generazione. Inoltre, le osservazioni sperimentali dimostrano le proprietà emergenti
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delle interazioni tra gli skyrmioni a livello di meso-scala, aprendo prospettive interessanti per

lo studio delle dinamiche collettive degli skyrmioni su larga scala. Queste potrebbero essere

rilevanti per i superconduttori non convenzionali in cui esistono vortici magnetici simili agli

skyrmioni su scale di lunghezza simili.

Infine, ho mostrato l’importanza delle diverse eccitazioni elettroniche nella magnetite (Fe3O4),

prototipo di un sistema metallo-isolante e più antico materiale magnetico conosciuto. Ho

studiato la risposta strutturale lungo lo specifico asse cristallografico [110] utilizzando la

diffrazione elettronica ultraveloce, che fornisce una risoluzione spazio-temporale inferiore

al pm/ps. Regolando l’energia dei fotoni e attivando così diverse transizioni elettroniche, ho

investigato due distinte risposte reticolari, irraggiungibili dal punto di vista termodinamico.

Questo lavoro apre la strada alla creazione di nuove fasi nascoste nei materiali quantistici

attraverso specifiche eccitazioni elettroniche in un sistema fortemente correlato.
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Kurzzusammenfassung
Auf der Suche nach der Kontrolle von Materialeigenschaften nimmt Licht als externer Sti-

mulus einen besonderen Platz ein, da es neue Zustände der Materie erzeugen und deren

ultraschnelle Manipulation ermöglichen kann. Insbesondere die Spintronik, ein aufregen-

der neuer Bereich, der sich auf die Spin-Eigenschaft von Elektronen stützt, hat ein enormes

Potenzial, da sie den Weg für Speichergeräte mit hoher Dichte, hoher Geschwindigkeit und

geringem Stromverbrauch ebnet. Ein Skyrmion, eine spezielle magnetische Textur aus wirbeln-

den Spins, hat aufgrund seiner einzigartigen topologischen Eigenschaften großes Interesse

geweckt. Auf Skyrmionen basierende Bauelemente zeichnen sich dadurch aus, dass sie extrem

effiziente Kontrolle und Robustheit im Nanometerbereich kombinieren. Im Wesentlichen

bieten Skyrmionen einen exklusiven Spielplatz für die Untersuchung von aufstrebenden Wis-

senschaftsgebieten, topologischen Phasenübergängen, Kosmologie und schwarzen Löchern,

um nur einige Beispiele zu nennen. Die optische Manipulation von Skyrmionen ist daher von

entscheidender Bedeutung, da sie den Weg für eine effiziente ultraschnelle Kontrolle ebnet

und einen direkten Angriffspunkt zur Untersuchung von kollektiven Moden mit niedriger

Energie und topologischen Fluktuationen im realen Raum bietet.

In dieser Arbeit zeige ich die Manipulation von Quantenmaterialien durch drei bahnbrechen-

de Experimente. Zunächst habe ich die In-situ-Lorentz-Transmissionselektronenmikroskopie,

eine magnetische Bildgebungstechnik, verwendet und die laserinduzierte Skyrmionenbildung

in der multiferroischen Cu2OSeO3-Verbindung gezeigt. Damit konnte ich erstmalig zeigen,

wie eine Manipulation der magnetischen freien Energielandschaft zu einem topologischen

Phasenübergang führt. Insbesondere wird eine neue Vorgehensweise etabliert, welche die

Kontrolle des magnetischen Phasendiagramms auf einer Pikosekunden-Zeitskala ermöglicht,

indem die dem Material eigenen magnetischen Wechselwirkungen vorübergehend verändert

werden. Diese Studie hat tiefgreifende Auswirkungen auf die Untersuchung topologischer

Phasenübergänge außerhalb des Gleichgewichts, sowie auf technologische Anwendungen,

da sie einen wichtigen Meilenstein für effiziente ultraschnelle spintronische Bauelemente

darstellt.

Darüber hinaus habe ich ein neues Protokoll entwickelt, welches Lichtpulse im Femtose-

kundenbereich nutzt, um ein Skyrmionen-Gitter kohärent zu kontrollieren. Dies geschieht

acht Größenordnungen schneller als bisher gezeigt und macht von der kollektiven Natur des

Skyrmion-Gitters gebrauch. Da der Prozess auf einem kollektiven periodischen Mode beruht,

kann er kohärent beeinflusst werden, indem die Zeitverzögerung zwischen den Laserpuls-

sequenzen angepasst wird. Folglich kann die Ausrichtung des Skyrmions deterministisch
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gewählt werden. Mit anderen Worten: Ich präsentiere die ultraschnelle und energieeffiziente

Manipulation der Ausrichtung einiger weniger Spins im realen Raum, die für die nächste

Generation von Geräten unerlässlich ist. Darüber hinaus zeigen unsere Beobachtungen neue

Eigenschaften der Skyrmion-Wechselwirkungen auf der Mesoskala. Dies eröffnet eine span-

nende Perspektive für Untersuchungen der kollektiven Skyrmion-Dynamik, welche unter

anderem auch relevant für unkonventionelle Supraleiter sind, da diese den Skyrmionen ähnli-

che magnetische Wirbel auf vergleichbaren Längenskalen beherbergen.

Zu guter Letzt zeige ich die Bedeutung der verschiedenen elektronischen Anregungen in

Magnetit (Fe3O4), dem prototypischen Metall-Isolator-System und dem ältesten bekannten

magnetischen Material. Die strukturelle Reaktion entlang der kristallographischen [110]-Achse

wird mit Hilfe der ultraschnellen Elektronenbeugung untersucht, die eine räumliche und zeitli-

che Auflösung im sub- pm/ps Bereich ermöglicht. Durch die Anpassung der Photonenenergie

an unterschiedliche elektronische Übergänge auslöst, werden zwei unterschiedliche Gitterre-

aktionen enthüllt, die thermodynamisch nicht erreichbar sind. Diese Arbeit ebnet hier den

Weg zur Entdeckung neuer verborgener Phasen in Quantenmaterialien durch spezifische

elektronische Anregungen in einer stark korrelierten Umgebung.
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1 Introduction

1.1 Emergence and quantum matter

Controlling properties of materials on demand has always been an important challenge for

both fundamental and applied studies [1]. Such control requires a deep understanding of the

underlying microscopic interactions to harness and tailor their functionalities and an external

stimuli that enable state manipulation on request.

Materials showing intertwined degrees of freedom are particularly fascinating as exotic phe-

nomena can arise from the strong interaction environment. At the microscopic level, the

system is described by the law of quantum mechanics. In independent and non-interacting

systems composed of N particle, the wave function Ψ describing the system is simply the

product of each independent single-particle wave function, expressed as:

Ψ(x1, x2, . . . , xN , t ) =ψ1(x1, t )ψ2(x2, t ) . . .ψN (xN , t )

where x is the position particle and t the time.

This simple description breaks down when introducing interactions between the different

degrees of freedom proper to the microscopic system. In a solid-state system, four degrees

of freedom are usually considered, and all are emerging from the fundamental Coulomb

force. Three originate from the electron properties bound to a nucleus, forming the crystal

lattice: the charge, spin, and orbital. The fourth degree of freedom is the lattice vibration

(phonon) that encodes the structural properties of the crystal. When coupled, the marriage of

the electronic and structural properties intrinsic to each material can give birth to a new form

of degree of freedom, named quasi-particle. This notion of greater entity is called emergence

and goes much beyond condensed matter systems. For example, intelligence emerges from

the interaction of neurons, created by a specific arrangement of atoms, ultimately composed

of elementary particles. Although the laws of quantum mechanics govern the evolution of

a quantum system at the microscopic level, the transition to describing a larger emergent

system is highly non-trivial. Nonetheless, in condensed matter systems, emergence can be
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Chapter 1. Introduction

exploited to create new functionalities, such as superconductivity and complex magnetic

order, crucial for next-generation device technologies (see Fig. 1.1).

Figure 1.1 – Route to control quantum materials. Illustration of different excitations accord-
ing to their natural energy in quantum materials and possible control techniques. Image
reproduced from [1].

Quantum Materials are the generic term that encompasses such interactions. Their essential

properties cannot be explained without invoking quantum effects or non-generic quantum

effects like topology [2]. Furthermore, strong electronic correlations are usually present,

giving rise to new phases of matter, and intense efforts to comprehend their nature are

currently undertaken [1, 3]. For example, electronic order ensues charge density wave [4–7]

and superconductivity [8–12], while magnetic order leads to magnetic skyrmions [13, 14] to

name a few.
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1.2. A route to control quantum materials

1.2 A route to control quantum materials

Inside most materials, the different degrees of freedom do not interact and are at thermody-

namic equilibrium. However, some materials exhibit spontaneous phase transitions when

the system is cooled or heated. To understand such a change, the minimization of the energy

is invoked. In this representation, the system evolves in an energy landscape shaped by its

inherent interactions and, depending on the thermal energy, sits in one minimum potential

energy. Other external parameters, such as the magnetic field, can drive the system to un-

dergo a phase transition. Interestingly a phase transition can occur even in the absence of

thermal energy, where instead quantum fluctuation takes place [15–19]. A second strategy to

control phases of matter is to directly modify the energy landscape, which is typically achieved

by chemical doping or applying high-pressure inducing lattice distortion and consequently

changing the microscopic interactions. Lastly, in 2D materials, Moiré engineering, named

twistronics have become possible. In that field, a twist angle is used as a knob to tune the

electronic coupling and induces exotic phases such as unconventional superconductivity

[20, 21]. In cold atoms system, the natural atomic lattice is replaced by an optical lattice

that controls the effective interaction parameters mimicking condensed matter systems in

a more straightforward approach as strong-correlations are suppressed [22] . Cavitronics

and Floquet engineering harness light-matter interaction to induce emergent phenomena

[23]. In those systems an external driving laser field optically dresses the electronic responses.

Even without any driving field, coupling with the vacuum field has been realized in a cavity-

enhanced interaction [24, 25]. It appears that triggering excitation using light radiation is a

promising approach to activate quantum phenomena [3, 26–28] and generate new states of

matter [9, 29, 30]. With recent developments of ultrafast lasers, light as external stimuli is par-

ticularly appealing as it unlocks femtosecond (10−15 s) control and out-of-equilibrium states.

Indeed, all the abovementioned methods rely on adiabatic and thermodynamic equilibrium

conditions. Driving the system out-of-equilibrium unleashes a plethora of new phenomena

that can not be reached by other means.

1.3 Ultrafast and nonthermal pathways

In the femtosecond regime, heat that is incoherent lattice vibration does not have the time to

form. By exploiting the instantaneous high-peak-power (∼ 1019 W/m2) of an ultrafast laser

beam, the system can be driven out-of-equilibrium without damaging the sample. Differ-

ent mechanisms can be triggered depending on the materials, the fluence, and the photon

energy (wavelength) used. For example, transient demagnetization [31], structural phase

transitions [32], superconductivity [9, 10, 29] and magnetic order manipulation [33, 34] have

been demonstrated. Generally, when electronic excitations are triggered, hot electrons are

generated and relaxed through electron-electron scattering and electron-phonon coupling.

During the process, the electronic temperature can reach a few thousand kelvins and act as a

transient thermal-like response. In such cases, the system explores its complex free energy

landscape and, while relaxing, can be trapped in one of the local minima, giving rise to a

metastable state, also named hidden phases (see Fig. 1.2) [35–37].
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Chapter 1. Introduction

Figure 1.2 – Light-induced control of quantum matter. a-d: Illustration of different pathways
upon photoexcitation. The color ball represents the evolution of the system state within the
energy landscape that depends on the intrinsic degrees of freedom proper to the system. From
left to right, the fluence is increased, inducing different types of mechanisms. Representation
of light-induced ordering and cooperative effects, (e) in superconductivity and ferroic orders
such as (f) ferroelectricity and (g) ferromagnetism. Images a-d adapted from [30]. Images e-g
adapted from [3].

Most ultrafast experiments are done in visible light and the near-infrared as it corresponds

to the laser fundamental frequency. The energy range corresponding is sufficiently high to

drive those phases through electron-phonon coupling or in a thermal-like way [38]. However,

this mechanism is poorly selective and causes heating [39]. Indeed, many modes are excited

at the same time and prevent coherent control. Nonetheless, selectivity becomes possible

by reducing the excitation energy in the mid-infrared and THz domains. Hence, low-energy

collective modes can be coherently triggered [40–42]. For example, by exciting desired phonon

modes, nonlinear phononics mechanisms can be reached. In this case, The coupling goes

through lattice anharmonicities and generates a net displacement in the crystal, reshaping the

free energy landscape and leading to a new equilibrium [43–47]. Going into the mid-infrared

and THz regimes is technically challenging as it requires advanced ultrafast nonlinear optics

and a humidity-free environment. For these reasons, low-energy photo-excitation is currently

restricted to optical probes, although considerable effort has been undertaken to extend such

attractive control to other probes [48, 49].
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1.3. Ultrafast and nonthermal pathways

In this work, we demonstrate three approaches that do not require low-energy photons to drive

the system in a Nonthermal way. In particular, we harness the strongly correlated environment

naturally present in quantum matter. The first system investigated is the multiferroic skyrmion

host materials Cu2OSeO3. We show two distinct out-of-equilibrium magnetic responses,

depending on the initial magnetic state, using near-infrared radiation (NIR) with 1.03 eV

(1200 nm) photon energy. One induces a topological phase transition by transiently modifying

the magnetic energy landscape through a phonon-mediated process. In the second study, a

skyrmion crystal is coherently controlled at ultrafast timescales through the inverse Faraday

effect. As the photon energy used in both cases is far below the optical bandgap of the materials,

heat effects are drastically reduced, supporting the Nonthermal pathway. The second system

under investigation is the prototypical metal-to-insulator system, Magnetite (Fe3O4). In

that compound, strong electronic and structural correlations exist, hindering the precise

mechanism involved in the phase transition for almost a century. We photo-excite the system

with energies far above the optical bandgap (few hundreds of meV) with 1.55 eV (800 nm)

and 3.10 eV (400 nm) photon energies that trigger specific electronic transitions. In the hot-

electron picture discussed previously, both photo-excitation should lead to the same structural

response. However, we observe two opposite behaviors demonstrating the importance of the

triggered electronic excitation. Thus, paving the way for selective control with visible light.

Some of these effects can be observed macroscopically, but their fundamental interactions

occur at the atomic scale. To access the high resolution needed, the most powerful technique

is probably the electron microscopy (EM). Recently, progress has led to the conception of

4D Ultrafast Electron Microscopy, where nanoscale and femtosecond resolutions have been

attained for reversible magnetic processes [50]. This new generation of microscopes combines

the capability to track the dynamics of these excitations in real and reciprocal space with

an unprecedented resolution [51, 52]. An attractive variant of EM is Reflective High-Energy

Electron Diffraction (RHEED). Indeed, its experimental configuration allows investigating

structural dynamics with sub pm/ps spatio-temporal resolution without the need for ultrathin

lamella. Both techniques are used in this thesis and are presented in the next Chapter.
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Chapter 1. Introduction

This thesis is organized into three parts:

1. Controlling and visualizing the microscopic world: Two chapters compose this part.

The introduction (this current Chapter) and an overview of electron microscopy tech-

niques discussed in Chapter 2. In particular, I cover the unique capabilities and the

operational principle of electron microscopy techniques that I exploit to comprehend

the microscopic interaction of the two quantum materials.

2. Manipulation of a topological magnetic texture: In Chapter 3, I first introduce the

notion of topology and emergence in magnetism. This brings us to Chapter 4, where an

overview of the current knowledge of the multiferroic skyrmion host material Cu2OSeO3

is presented, and novel light-induced topological transition phenomenon is reported. In

the spirit of controlling exotic magnetic phases, I reveal a new protocol to achieve such

manipulation. The recipe is discussed in Chapter 5. During the investigation, many

intriguing magnetic anomalies have been detected and their exact origin remains to be

clarified. Nevertheless, they merit being presented; hence, Chapter 6 is dedicated to

present futures perspectives in Cu2OSeO3.

3. Ultrafast generation of hidden phases: In this last part, I show how to generate struc-

tural phases impossible to reach thermodynamically by tuning the photon energy such

as it triggers specific electronic excitation. Magnetite (Fe3O4) is the ideal strongly corre-

lated system as it exhibits electronic and structural intertwined degrees of freedom. The

results are discussed in Chapter 7.
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2 Free electrons enable atomic, meV
and attosecond resolution

The typical size of an atom is about 10−10 m, also written 1 Å. In solid state of matter, the

atoms arrange themselves to form a crystalline structure. The specific structure consists of a

repeating motif possessing the overall symmetry of the crystal. The smallest group of atoms

forming the motif is called the unit cell and has a typical size of a few Å. To understand and

investigate the microscopic world, we need tools to resolve such spatial dimensions. Optical

microscopes use light with a wavelength of around 500 nm. Consequently, they can not resolve

smaller objects that λ/(2n sinθ) ∼λ/2 = 250nm due to Abbe diffraction limit, where λ is the

optical wavelength, n the refractive index of the media and θ the half-angle of the focusing

beam. Nevertheless, this limit is valid only in the far-field, neglecting near-field effects and

evanescent fields. For example, super-resolution microscopy [53–56] and scanning near-field

optical microscopy [57–59] exploit such near-fields to circumvent the Abbe diffraction limit

and have a resolution around ∼ 10 nm. Still too low to achieve atomic resolution, another

approach consists of reducing the photon wavelength going into the hard x-ray range. In

this regime, the photon has a wavelength ∼ 1Å and an energy of few keV. In a diffractometer,

an x-ray tube is used to generate the x-ray beam. Inside electrons from a hot cathode are

accelerated to collide with a Copper or Cobalt target producing the x-ray beam. However, the

wavelength of the x-ray emitted by the tube corresponds to a specific electronic transition

proper to the materials and can not be tuned. For example, in copper Kα1 and Kα2 edges

produced an x-ray beam with a wavelength λ = 1.54Å (8.04 keV). Synchrotron radiation is

needed to obtain a broad spectrum allowing spectroscopy and resonant x-ray scattering

technique, where x-rays are generated through the bremsstrahlung effect. Such large facilities

exist worldwide (around 70 in various stages of development) and provide high brightness

and highly polarized x-ray photons. Depending on the measurement desired (spectroscopy,

diffraction, imaging), a specific beamline with the corresponding geometry and detection

instruments is used. To reach femtosecond (fs) temporal resolution, a free electron laser (FEL)

is needed. Around twenty FELs are currently operational worldwide.
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Chapter 2. Free electrons enable atomic, meV and attosecond resolution

2.1 The rise of electron microscopy

Instead of using high-energy photons, another strategy to go into the sub-Å is to use the free

electrons. Indeed, electrons are easy to manipulate and accelerate, thus reaching hundreds

of keV easily to MeV [60, 61], thus a wavelength of the picometre (10−12 m or pm). In the

1920s-1930s, German scientists developed electromagnetic lens technology and started to

build the first electron microscope at the Berlin Technische Hochschule. In 1933, the electron

microscope’s performance exceeded the optical microscope and established the beginning

of a new era in the microscopic world. Today, sub-ångström is possible, enabling atomic

resolution [62]. In particular, electron ptychography demonstrates spatial resolution only

limited by lattice vibrations (see Fig. 2.1a) [63, 64].

Figure 2.1 – Real space atomic resolution achieved with electron microscopy. a: Electron
ptychography resolution-limited by lattice vibration in PrScO3 demonstrating the best spatial
resolution ever achieved [64]. b: Annular dark-field scanning transmission electron micro-
scope (STEM) micrograph showing the atomic arrangement of SrTiO3 and (c) the projected
electric field vector map retrieved constructed from segmented detector micrographs, see ref.
[65].

An transmission electron microscope (TEM) operates on a similar principle as optical micro-

scopes. Indeed, the photon beam translates into an electron beam, the optical lens system

into an electromagnetic lens system and ray optics relate to electron optics. Three sets of

electromagnetic lenses are used in a conventional TEM. A condenser lens system shapes the

energetic electron beam produced by the cathode and gun assembly. The objective lenses

form the image of the sample with the transmitted electrons. Finally, the projector lenses

magnify and focus the image onto the detector (see Fig. 2.2).

To fully comprehend the properties of complex matter microscopically, three complementary

types of probes are usually used; neutron, photon, and electron. Neutrons and high-energy

photons require a large facility to be produced, and although they are extremely precise probes,

long exposure time and sizeable samples are usually needed due to the weak cross-section.

On the other hand, electrons, as charged particles, interact substantially with matter. The
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2.1. The rise of electron microscopy

Figure 2.2 – Image formation in an optical and electron microscope. Left: Sketch of an
optical microscope. Middle: Sketch of a TEM and its analogy with its older brother, the optical
microscope. Right: Sketch of an scanning electron microscope (SEM), in that configuration,
the electron beam scanned the sample surface, and a detector collected the back-reflected
electrons. An image is then reconstructed. Image from MicrobiologyInfo.com

scattering cross-section is about six to seven orders larger than its x-ray analog, leading to

faster acquisitions and access to advanced characterization methods. The strong electron-

matter interaction leads to dynamical effects complexifying the analysis, and nanometres

samples are required for the electrons to be transmitted and detected. Nevertheless, we

can take advantage of the different electron-matter interactions to retrieve precious sample

information such as its internal structural state, electronic properties, oxidation states, and

compute real space quantitative elemental mapping [66–69]. Electrons are scattered by the

positive potential inside the electronic cloud via the Coulomb interaction. Consequently, in

addition, to being highly sensitive to the atomic structure, free electrons are an excellent probe

to detect charged modulation in charged-ordered systems (see Fig. 2.3d-f) [6, 70–73] and can

even resolve the atomic electric field [65, 74, 75].

Another type of deflection emerges in magnetic systems. In those materials, the electrons are

deviated due to the Lorentz electromagnetic force applied by the sample in-plane magnetiza-

tion instead of the electrostatic Coulomb potential. Classically, the electron trajectory is bent

according to the spatial dependent magnetization, and the presence of non-homogeneous

magnetic texture leads to different paths, forming a magnetic contrast. Hence, it allows us

to visualize magnetic domains in real space with nanometre spatial resolution [76–80]. The

technique is named Lorentz-TEM, and its quantum description is presented in the next part.
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Chapter 2. Free electrons enable atomic, meV and attosecond resolution

Figure 2.3 – TaS2 energy-filtered transmission electron microscopy (EFTEM) micrograph
and electron diffraction. a-c: Series of EFTEM micrograph showing anomalies in the elec-
tronic contrast taken at -5 eV, 0 eV and 10 eV, respectively. The slit had a energy width of 10 eV
and the energy resolution is sub-eV. d: Diffraction pattern at room temperature. Intense spots
are the Bragg spot from the structural lattice. The smaller spots show the nearly commen-
surate charge-density wave (CDW) at room temperature. e: Zoom in close to a Bragg spot
adjusting the dynamical range. A second CDW phase similar as the H-state is observed at
room temperature. f: Diffraction pattern taken at 5 K showing the commensurate CDW.
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Figure 2.4 – 4D Ultrafast Transmission Electron Microscope at LUMES. a: (I) Column of the
electron microscope; the electromagnetic lens system (purple) is used to prepare the electron
beam (condenser lenses), create the image (objective lenses), and finally magnify and focus
the image (intermediate and projective lenses). The electron beam is represented in green. (II)
Electron GIF spectrometer; a magnetic prism disperses the electrons in function of their energy
enabling electron energy loss spectroscopy (EELS) and EFTEM. (III) Optical setup providing
the ultrafast temporal resolution; A femtosecond laser beam is splitted in two optical path.
One is frequency tripled and photo-induces the electron pulses. The second brings the sample
out-of-equilibrium. Sketch reproduced from [81]. b: Picture of the 4D ultrafast TEM at LUMES
- EPFL.

13



Chapter 2. Free electrons enable atomic, meV and attosecond resolution

Figure 2.5 – TEM enables energy and momentum resolution.. a: Map of the different energy
excitation in condensed matter system and their corresponding momentum dispersion. b:
Phonons dispersion of graphite resolved by scanning-TEM. c and d: Typical EELS spectrum.
The zero loss peak correspond to the elastic beam. At low-energy surface and bulk plasmon
are usually dominant. At higher energy sharp peaks appear and corresponds to core-valence
electronic transitions. Image a of courtesy by F. Carbone. Image b reproduced from [82],
images c and d are from Wikimedia Commons.
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2.2. Lorentz transmission electron microscopy & magnetic imaging

2.2 Lorentz transmission electron microscopy & magnetic imaging

Several methods are available to understand the complex magnetic order in magnetic ma-

terials. Neutron scattering techniques are a powerful method to investigate the low-energy

magnetic excitation spectrum and the underlying magnetic interactions. However, it requires

large single crystals sample as the neutron cross section is pretty low. Furthermore, neutron

scattering techniques do not provide real space information, which is essential to comprehend

the emergent magnetic order interplay. Among the real space magnetic imaging techniques

such as Kerr microscopy and spin-polarized scanning tunneling microscopy, Lorentz trans-

mission electron microscopy (LTEM) is probably one of the most powerful approaches as it

combines nanometre spatial resolution, short exposure time (infeasible for scanning probe),

table-top instrument and can be performed in time-resolved mode with femtosecond tempo-

ral resolution. Lorentz transmission electron microscopy [83] takes advantage of the magnetic

interaction (Lorentz force) between the electron beam and the specimen. Hence, depending

on the in-plane component of the local magnetization, the electron beam is deflected, and

magnetic contrast arises in the image plane. Two different modes exist. In the Foucault mode,

the image stays in focus, and the objective aperture is shifted to block certain spots in the

diffraction plane. Therefore, only electrons deflected by a specific angle given by the in-plane

magnetization are selected and create the magnetic contrast. This technique has a high spatial

resolution since the sample remains in focus. However, due to its technical challenges, the

second mode is usually preferred as it gives a good comprise between spatial resolution (few

nm) and implementation and allows magnetic phase retrieval.

Fresnel mode is based on acquiring a defocused (overfocus or underfocus) image of the

specimen. The electron beam converges or diverges at the regions of the sample where the

spin direction changes and therefore creates bright or dark contrast as depicted in Fig.2.6c,d.

Since the image is defocused, the spatial resolution is reduced to a few nanometres, yet, higher

magnetic contrast is achieved. In addition, Fresnel mode allows to retrieve the map of the

magnetic phase by acquiring a series of images at different focus and using the transport-of-

intensity equation (TIE), described below.

Phase retrieval and Transport of Intensity Equation

Let us consider an initial energetic and coherent electron beam that can be described by

a plane wave in the weak phase object approximation, which assumes elastically scattered

electrons and no absorption by the sample. The wave function that describes the electron

evolved accordingly to the relativistic time-dependent Schrödinger equation, also named the

Dirac equation. In particular, for high-energy electron beam and crystalline structure, its

solution is given by [85]:

φob j (r) = a(r)e iφ(r), (2.1)
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Figure 2.6 – Principles of Lorentz transmission electron microscopy. a: Sketch of different
steps of the image wave function transformation. The left panel shows different electron-
matter interactions present in electron microscopy. b: Classical and quantum description of
the Lorenz force acting on the electron beam, leading to a magnetic contrast. c: Sketch of the
intensity variation depending on the mode used. d: In Fresnel mode, the image is acquired
out-of-focus giving bright and dark contrast or vice-versa. e: Energy-filtered LTEM image of
the helical phase in Cu2OSeO3. The red arrows show defects in the helical order, only visible
in real space. No signature can be observed in the corresponding Fourier transform shown in
the inset. f: Intensity profile of the blue rectangle in image e, a clear contrast is observed. The
continuous background is due to sample thickness inhomogeneity. Image a and b reproduced
from [84], images c and d from [81].

whereφob j is the object electron wave that described the exit wave function after the interaction

with the specimen and has an amplitude a(r) and a phase shift φ(r), where r is the spatial

coordinate vector r = (x, y, z). After having traversed the lamella, the objective lens projects

the electron into first its back-focal plane and then creates the image in its image plane as

depicted in Fig. 2.6a. Mathematically, these two transformations are described by the Fourier

transform F . In the back-focal plane, a reciprocal representation of the sample is created,

more commonly named a diffraction pattern. The corresponding transformation is expressed

as:

Ψob j (k) = F
{
Ψob j (r)

}
, (2.2)
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2.2. Lorentz transmission electron microscopy & magnetic imaging

where k is the wave vector and the Fourier transform F is defined as:

Ψob j (k) =
∫
Ψob j (r)e(2πi k·r)dr3. (2.3)

During the electron propagation and the image formation, spherical and chromatic aberra-

tions emerged due to the lens’s imperfection and the polychromatic e-beam. Such artefacts

are microscope dependent and are expressed in a transfer function T (k), that is generally

expressed as follow

T (k) = A(k)e iχ(k)e−g (k). (2.4)

The first term encompasses the cut-off aperture, and magnification effects, g (k) accounts

for the microscope instabilities, and χ(k) is the phase contrast function representing phase

shifts induced by the lens aberration such as astigmatism, defocus, spherical aberrations.

Considering the first order, the phase contrast function writes

χ(k) = 2π

λ

(
Cs

4
λ4k4 + ∆z

2
λ2k2 − Ca

2
λ2(k2

y −k2
x )

)
(2.5)

where Cs and Ca are the spherical aberrations and axial astigmatism coefficient, respectively,

λ the electron wavelength, and ∆z the defocus. Hence, the final image wave function is given

by the two consecutive transformations and writes

Ψi mg (r) = F
{
Ψdi f (k)

}= F
{
Ψob j (k)T (k)

}
. (2.6)

For an ideal microscope free of aberrations with zero defocus, i.e., T (k) = 1, the relation

simplifies, and the measured intensity given by the modulus of the image wave function is

I (r) = |Ψi mg (r)|2
= |a(r)|2.

(2.7)

In that case, the phase contrast information is lost as the intensity is not phase dependent

(see eq. (2.7)). If we consider now the case where the defocus is nonzero, the intensity will be

modulated by the phase shift induced. In particular, considering no aperture, neglecting mag-

nification effect, i.e., A(k) = 1 and no phase shift due to spherical aberration and astigmatism,

i.e., C s = 0 and Ca = 0, the image wave function writes

Ψi mg (r) = F−1
{

F
[
Ψob j (r)

] ·e(iπ∆zλk2)
}

. (2.8)
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For small defocus value, we apply a Taylor expansion, and after some algebra, we derive the

following relation:

− 2π

λ

∂I (x, y,∆z )

∂∆z

∣∣∣∣
∆z→0

=∇· [I (x, y,0)∇φ(x, y)
]

(2.9)

known as the transport-of-intensity equation, where φ(x, y) is the phase distribution of the

transmitted electron wave that encoded the electromagnetic interaction of the electron wave

and the specimen. From the Maxwell-Ampere equation, the phase φ(x, y) and the magnetiza-

tion M are related through

∇φ(x, y) =− e

~
(M(x, y)×nz )t (2.10)

where ~ is the reduced Planck constant, e is the elementary charge, t the thickness, and nz the

vector normal to the sample surface-

Hence, by acquiring a series at different defocus lengths, the phase encoding the magnetization

can be retrieved. Finally, using eq. (2.10), the specimen magnetization can be extracted. Note

that the typical deflection angle from Lorentz interaction βL is small, around three orders of

magnitude weaker than the Bragg angle (βBr ag g ). The deflection angles are given by [86]

βL = eλB t

h
∼ 10−5 rad, βBragg ∼ 10−2 rad,

where B the magnetic field, and h the Planck constant. Further information about the full

mathematical derivation can be found in refs. [79, 80, 84, 86]. An example of the magnetic

phase retrieval of Bloch-type skyrmion is presented in Fig. 2.7.

2.2.1 Energy-filtered transmission electron microscopy

We distinguish two kinds of transmitted electrons. Elastic electrons, which have conserved

their initial energy, and inelastic electrons that have exchanged some energy and momentum

with the sample, through multiple scattering effects or plasmonic interaction, for instance.

By adding to the microscope, a magnetic prism (spectrometer, see Fig. 2.4) that dispersed

the electrons depending on their energy EELS become possible, and additional information

can be retrieved, such as low energy excitations, plasmonic excitations, and core-valence

excitations (see Fig, 2.5a) [87–89]. Such a microscope in named 4D electron microscope

as it explores three spatial dimension and the energy dimension. In electron microscopy,

spatial resolution is not limited by the electrons’ wavelength (few pm) but from spherical

aberrations that cumulate along the electron path caused by the electromagnetic lenses and

the initial polychromatic electron beam. The energy resolution depends essentially on the

initial energy spread given by the electron gun. The recent development of field emission

gun technology has made possible meV energy resolution compared to the sub-eV resolution

obtained with thermionic gun [90]. Notably, the energy-momentum dispersion of low-energy

phonon modes has been recently demonstrated [82]. In imaging mode, the micrograph quality

depend substantially of the sample thickness as dynamical and inelastic effects arise. Four-
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Figure 2.7 – Skyrmion magnetization retrieval using TIE in FeGe. TEM micrograph taken
(a) underfocus (∆z = −0.8mm), (b) at focus, and (c) overfocus (∆z = +0.8mm) of a FeGe
thin lamella, showing a magnetic contrast due to the present skyrmion in-plane magneti-
zation. d: magnetic phase retrieval using TIE. e: Zoom in showing Bloch-type skyrmion. f:
Corresponding Fourier transform of image a.

dimensional electron microscopy can suppress such undesirable effects as it is possible to

form an image with electrons having a specific energy. This technique is called EFTEM. In

addition to enhance considerably the image quality by keeping only elastic electrons, EFTEM

can uncover in real space elusive states, such as Moiré excitons [91], or evanescent fields

[92, 93]. In this thesis, we use energy-filtered cryo-LTEM to get insight into the magnetic

properties of the skyrmion host multiferroic Cu2OSeO3 out-of-equilibrium. Specifically, a

femtosecond laser pulse with different wavelength is used to pump the specimen. Although

we operate the microscope in in-situ conditions i.e. single optical pump pulse and continuous

electron probe, our microscope at LUMES can achieve time-resolved measurement and allows

ultrafast pump-probe techniques, overviewed in the next section.

2.3 4D ultrafast transmission electron microscope

Since the last decade, a growing interest of ultrafast TEM has appeared. Such table-top setup

exploits the unique versatility and resolution of 4D transmission electron microscope coupled

with an ultrafast laser providing femtosecond temporal resolution, competing synchrotron
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techniques [94]. Today, state-of-the-art electron microscopy allows fs/nm spatio-temporal

magnetic imaging [95] and recent developments have opened attosecond perspectives [96–

99]. The stroboscopic approach also called pump-probe technique is used to achieve such a

temporal resolution. Practically, the initial laser beam, typically produced by a femtosecond

Ti:sapphire amplifier having a wavelength of 780nm (1.59 eV), is split into two parts. The

first part is used to excite the sample out-of-equilibrium and is called the pump. Different

photon energies can be used depending on the optical setup that requires non-linear optics

such as an optical parametric amplifier (OPA). The second part is converted into ultraviolet

(UV) (260nm / 4.77 eV) to illuminate a LaB6 cathode of the microscope and photocreate a

bunch of electrons used as the probe (see Fig. 2.8c). To avoid space-charge effect, the UV

beam fluence is attenuated enough to photoexcite on average a single electron per pulse.

The time delay between the pump and the probe pulses is realized with a delay stage. The

concept is illustrated in Fig.2.4a. Note that, only reversible phenomena can be investigated by

stroboscopic techniques since the sample must return to its equilibrium state before arrival

of the next pump pulse. Nevertheless, recently single shot imaging has been demonstrated

as well [61, 100–103], which opens a new way for exploring irreversible events. Regrettably,

single-shot magnetic imaging is far beyond state-of-the-art, and thus indirect method must

be used to get insight of ultrafast irreversible magnetic process. We recently achieve such

demonstration [104], exploiting three key ingredients: threshold behaviour, irreversible and

coherent process.

In summary, these properties enable performing ultrafast imaging, diffraction and spec-

troscopy with Å/meV/as resolution. Combined in one tabletop instrument, they offer an

unique powerful tool to investigate and track dynamical processes in real and reciprocal

space.

Figure 2.8 – LTEM image of magnetic domain walls in Fe3O4. Micrograph taken, at room
temperature, with no external magnetic field, with thermionic electrons (a) over focus (b)
under focus (c) with photoelectrons at 300kHz repetition rate. The size of the sample is
5x5µm2.
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2.4 Ultrafast reflective high-energy electron diffraction

Probably one of the major drawbacks of transmission electron microscopy is the need for ultra-

thin lamella, which is challenging to produce. The reflective High-Energy Electron Diffraction

technique circumvents this constraint using reflected electrons (RHEED). A second advantage

of such a configuration is to exploit the electron penetration depth that is extremely small, with

few Å. Hence, the electron beam only probes a few atomic layered depending on the grazing

angle, allowing surface investigation where intriguing effect emerges [105–109]. An example of

the RHEED pattern associated with the surface state of the corresponding sample is presented

in Fig. 2.10. In addition, the RHEED setup is cost-effective and modular compared to its TEM

older brother. In particular, for ultrafast time-resolved measurement, the one electron per

bunch limitation can be overcome by using a GHz compression stage, allowing a temporal

resolution of ∼ 100fs with up to 106 electrons per bunch [110–113]. Similarly, as a 4D ultrafast

TEM, Ultrafast Reflective High-Energy Electron Diffraction (URHEED) relies on a femtosecond

laser. The laser beam is split into two beams. One beam photo-creates the electron bunches

that are accelerated with a nominal 30 kV high-voltage. The second beam is front-tilted to

match the electron group velocity allowing sub pm/ps spatio-temporal resolution [111] and

thus ideal for investigating structural dynamics. Indeed, by tracking the Bragg spot evolution,

the structural distortion can be retrieved. Indeed, the strain ε along a certain direction [hkl ]

at a time delayed t is defined by

εhkl = d(t0)−d(t )

d(t0)
, (2.11)

where d is the atomic lattice spacing for the plane (hkl ), and the h,k, l are the Miller indices.

Using the Bragg law that relates the lattice atomic distance and the Bragg angle θ for a given

wavelength λ expressed as:

2d sinθ = nλ (2.12)

with n is diffraction order. For clarity, we drop the explicit time dependence and consider the

first-order diffraction, using eq. (2.12), the strain rewrites

ε= d0 −d

d0
= 1− sinθ0

sinθ
= sinθ− sinθ0

sinθ
' θ−θ0

θ
(2.13)

where we use the sample angle approximation. In practice, we measured the amplitude of the

scattering vector S that directly relates (see Fig. 2.9c) to the Bragg angle through the relation

arctan2θ = S

C L
−→ θ ' S

2C L
, (2.14)
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where C L is the camera length. Finally combining eq. (2.13) and eq. (2.14), we find

ε' θ−θ0

θ
' S −S0

S
. (2.15)

Hence, we can retrieve the specific strain along the corresponding axis by tracking the Bragg

peak position, i.e., the scattering vector. This method is particularly effective in investigating

sub-ps and pm structural dynamics [114, 115]. For these reasons, we employ URHEED to

study the light-induced structural dynamics in Magnetite (Fe3O4) as this system shows a

structural phase transition around from a high symmetry cubic phase to a lower monoclinic

symmetry.

Figure 2.9 – Bragg law and ultrafast electron diffraction. a: Classical representation of the
Bragg law. b: Sketch of the experimental setup. A radio frequency cavity compressed the
electron bunch to achieve sub-ps temporal resolution. The laser pump is front tilted to
compensate for the electron group velocity mismatch. c: Sketch of the experimental setup.
The experimental camera length is ∼30 cm and the grazing angle 2θ varies from 0.5 to 5°.

Figure 2.10 – RHEED pattern for various surface states. a-f: Illustration of various RHEED
patterns associated with different possible surface morphology. Image adapted from [116].
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Figure 2.11 – Schematic representation of the experimental setup. 1) DC gun, 2) collimation
solenoid, 3) focusing solenoid, 4) RF cavity, 5) DC gun turbo pump, 6) HV connection, 7) main
turbo pump, 8) ion gauge, 9) gas inlet, 10) detector, 11) leak valve, 12) 4-axis manipulator, 13)
flow cryostat entrance, 14) cryostat vacuum port, 15) sample position, 16) 5th-axis housing,
17) sample temperature sensor. Image of courtesy P. Usai.
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2.5 Conclusion and perspectives

Using free electrons to probe matter provides powerful methods to investigate the atomic

scale and high and low-energy excitations with femtosecond temporal resolution. Going

beyond being an extremely versatile characterization tool, electron microscopes offer a unique

playground to test fundamental particle physics with free electrons and explore the quantum

future of microscopy [117]. For example, engineering of the electron wave function [97, 118–

121], as well as generating electron-photon pairs [122] have been recently demonstrated.

Furthermore, the pioneer works have shown the possibility of controlling electrons at the

attosecond timescale [96–99]. Finally, let us mention that with the recent development of the

vitrification protocol for biological samples, a new playground is accessible where ultrafast

phenomena have been shown to play an important role [123, 124].
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3 Topology and emergence in modern
magnetism

In solids, magnetic order emerges from the interplay between magnetic interactions inherent

to the hosting material that can be tuned using external parameters such as temperature,

magnetic field, or pressure. Magnetic phase transitions can be described by spontaneous

symmetry breaking. For example, in the case of a paramagnetic to ferromagnetic transition,

the time-reversal symmetry is broken and is well described by critical scaling mean-field

theories [125–128]. Present-today, magnetic materials present an ideal and rich playground

to investigate criticality [16, 129], quantum phase transition [15, 130], and emergent fields

application [131]. Notably, in the last decades, many efforts have been put into the quest of

finding a quantum spin liquid host material, as its theoretical many-body entangled interacting

system does magnetically order down to the lowest temperature and might be intimately linked

to superconductivity [132–135].

Recently, a novel class of magnetic ordering has brought substantial interest theoretically and

experimentally for its peculiar real space topological properties. Initially predicted more than

sixty years ago, using particle physics theory to describe nucleon, Tony Skyrme found that topo-

logical solitons are solutions of the non-linear sigma model [136, 137]. In solid-state physics,

more precisely in magnetic systems, this topological soliton can be realized in real space and

is named a magnetic skyrmion in honor of the physicist. A skyrmion consists of a whirling

vortex-like spin texture with topological protection and exists in different variants. In 2009, a

small angle neutron scattering experiment in bulk MnSi, a non-centrosymmetric metallic B20

compound, provided the first experimental evidence of the skyrmion’s existence [138], and was

then confirmed in real space by Lorentz-Transmission electron microscopy [139]. Since then,

skyrmions have been discovered in many other systems, such as insulators and multilayered

materials, and can either form a skyrmion lattice (SkL), named also a skyrmion crystal (SkX),

or exist individually [14]. Skyrmions are usually stabilized by the Dzyaloshinskii-Moriya inter-

action (DMI), which originates either from bulk properties and can create both Bloch-type

and Néel-type skyrmions depending on the local point group symmetry [14], or arises from

interfacial interaction leading to Néel-type skyrmions in multilayered system [140]. Due to

its specific spin arrangement, a skyrmion has non-trivial topological properties and offers a
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unique platform to study fundamental interactions including magnetic monopoles phenom-

ena in emergent fields and gauge theories [141–144], light-matter interaction [104, 145–147],

and Abrikosov vortices in type-II superconductors [148, 149]. In addition, skyrmions are of

great interest in spintronics applications, where their nanometre size, robustness against

external perturbations, and highly efficient coupling to spin currents are leveraged [14, 150].

In the following sections, we overview how skyrmions emerge from magnetic interactions

and how to classify their different variants. Then, the notions of the Berry phase and Berry

curvature are introduced. From this theory, we derive the existence of emergent fields, which

elegantly explains the origin of the topological Hall effect and predicts an emergent magnetic

monopole realized as a point defect in the skyrmion lattice. Finally, we conclude by showing

that skyrmion topological properties can be harnessed to perform quantum interferometry,

opening new understanding in the quantum origin of the Berry phase.

3.1 Topology and magnetic skyrmion

Borrowed from mathematicians, the concept of topology has revised our modern approach

to physics. Driven by this enthusiasm, many discoveries and advances in condensed matter

physics have emerged, such as surface states in a topological insulator [151, 152], topological

superconductors [11] and Majorana zero-mode in topological quantum computing [153].

Recently discovered, magnetic skyrmions, as an exotic magnetic texture is probably one of the

most investigated topological objects [14, 138, 139, 150], as they offer a unique playground to

study magnetism [14], emergent fields [144, 154], Topological phase transition (TPT) [19, 155,

156], and are a promising candidate for spintronic devices [13, 157, 158] and in neuromorphic

computing applications [159–161]. Furthermore, skyrmion’s topology is widely investigated in

other research fields where singularities arise or can be manipulated, such as in black holes

[162–164], topological dark matter [165], plasmonics [166, 167], and optics [168].

3.1.1 Topological invariant and winding number

In a nutshell, without involving mathematical details, mathematicians usually characterize

objects using geometrical properties and classify them with respect to their symmetries.

Typically during a phase transition, some geometrical properties change and consequently

break some symmetries of the system. In the concept of Topology, geometrical symmetry does

not directly play a role. Instead, the object is characterized by a topological invariant. Two

objects are topologically equivalent if we can apply a geometrical transformation such that we

can contract one into the other by a smooth continuous deformation, i.e., neither introducing

nor removing singularities. For example, a cup of coffee is topologically equivalent to a torus

due to its handle. The torus has a different topological class compare to a sphere, as we must

introduce a singularity to make the transformation, inducing a TPT. Examples of different

topological classes are presented in Fig. 3.1.
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3.1. Topology and magnetic skyrmion

Figure 3.1 – Topological classes in real space. Example of different topological classes used in
a topologist’s morning routine. Note the socks are topologically trivial, as their topological
invariant is defined as zero. Image adapted from www.reddit.com.

Here, we focus on topological magnetic textures, specifically a magnetic skyrmion. The

topological invariant, named the topological charge, also defined as skyrmion number or

winding number, characterizes the skyrmion twisted spin structure and is defined as:

W =
∫

nSk (r)d2r (3.1)

with nSk the topological charge density. The topological charge density expresses

nSk (r) = 1

4π
m(r) ·

[
∂m(r)

∂x
× ∂m(r)

∂y

]
, (3.2)

where m(r) is the local magnetization with unity amplitude, i.e. |m(r)| = 1. To compute the

topological charge, we use the spherical coordinates with the azimuthal angle θ and polar

angle φ and express the position vector in polar coordinates r = r (cosφ, sinφ). Thus, the

topological density expresses in spherical coordinate

nSk (r) = (cosΦ(r)sinΘ(r),sinΦ(r)sinΘ(r),cosΘ(r)). (3.3)
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Chapter 3. Topology and emergence in modern magnetism

By substituting eq. (3.2) in eq. (3.1) and using spherical coordinate, we obtain [169]

W = 1

4π

∫ ∞

0
dr

∫ 2π

0
dφ

∂Φ(φ)

∂(φ)

∂θ(r )

∂r
sinθ(r ) (3.4)

=−1

2
cosθ(r )

∣∣∣∞
r=0︸ ︷︷ ︸

pol ar i t y

· 1

2π
Φ(φ)

∣∣∣2π

φ=0︸ ︷︷ ︸
vor ti ci t y

. (3.5)

We define the polarity p and the vorticity m. Let us suppose at the skyrmion center (r = 0) the

spins point down; therefore, the spins point up at its edge (r →∞). In other words, the spin’s

orientation is reversed from the center to the edge and is characterized by the polarity, which

can take two values p =±1. The vorticity m determines the topological charge, and due to

continuity in the magnetization, the polar angle can only wrap the Bloch sphere in multiple of

2π, therefore

m = 1

2π
Φ(φ)

∣∣∣2π

φ=0
= 0,±1,±2, · · · . (3.6)

If the azimuthal angle of the moment changes monotonically with the azimuthal direction φ,

we can define the helicity γ, which represents a phase in the relation

Φ(φ) = mφ+γ. (3.7)

Hence, we can describe different types of skyrmion using their winding number, vorticity,

and helicity properties. For example, (W ,m,γ) = (1,−1,−π/2), (1,−1,−0), and (−1,1,−π/2)

corresponds to Bloch-type, Néel-type and anti-skyrmion, respectively. The three spin con-

figurations are depicted in Fig. 3.2, which illustrates their corresponding mapping onto a

sphere. More generally, the different types of skyrmions can be expressed with the following

magnetization profile

mSk (r) =


( x

r cosγ−m y
r sinγ)sin

(
π
r0

r
)

( x
r sinγ+m y

r cosγ)sin
(
π
r0

r
)

p cos
(
π
r0

r
)

 (3.8)

for 0 < r < r0, and r0 the radius of the skyrmion. Additional examples skyrmion configuration

with different vorticity and helicity are shown in Fig. 3.3. Some configurations are energetically

preferred, as discussed in the next section.

3.1.2 Stabilization mechanism

The stable magnetic configuration is determined by minimizing the magnetic free energy,

which is material dependent. Skyrmions emerge from the competition among the different

magnetic interactions of the system. One can distinguish two kinds of interactions. One favors

the spins to be aligned parallelly with respect to each other, like the ferromagnetic exchange

or the Zeeman coupling. The second interaction category forces the spins to be noncollinear,
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3.1. Topology and magnetic skyrmion

Figure 3.2 – Stereographic projections of topological solitons. Stereographic projection of
(a) a Néel-type, (b) a Bloch-type skyrmion and (c) a anti-skyrmion and their corresponding
mapping onot the unit sphere (hedgehog configuration) The color code indicates the value
of the z-component of the magnetization with red (blue) representing mz =+1(−1)". Image
reproduced from [170].

Figure 3.3 – Skyrmion configuration according to their vorticity and helicity. a: Represen-
tation of different skyrmion magnetic arrangements classify by their vorticity and helicity.
Note all anti-skyrmion (m =−1) with different helicity are equivalent and correspond to an
in-plane rotation. The black arrows denote the in-plane magnetization, and the colors express
the out-of-plane component, with black pointing down and white pointing up. Image taken
from [169].

inducing canting and twisting. Such interaction naturally exists in non-centrosymmetric

systems and produces the so-called Dzyaloshinskii-Moriya interaction (DMI). The skyrmion

vorticity and helicity are defined by the crystallographic point-group symmetry of the host

31



Chapter 3. Topology and emergence in modern magnetism

material [14]. The basic interaction terms sufficient to stabilize skyrmions are described in

this Hamiltonian:

H =− J
∑
i , j
σi ·σ j︸ ︷︷ ︸

E xchang e

−B
∑

i
σi︸ ︷︷ ︸

Z eeman

− Di j
∑
i , j
σi ×σ j︸ ︷︷ ︸

Dz y aloshi nski i−Mor i y a

. (3.9)

Due to its high computational cost, theoretical simulations generally use a continuous field

approximation to minimize the Free energy functional, including higher orders using the

Ginzburg-Landau theory framework. The Free energy functional expresses as:

F [m] =
∫ [

J (∇m)2︸ ︷︷ ︸
E xchang e

+ Dm · (∇×m)︸ ︷︷ ︸
Dz y aloshi nski i−Mor i y a

− B ·m︸ ︷︷ ︸
Z eeman

+am2 +bm4 +·· ·︸ ︷︷ ︸
Hi g her or der s

]
dr. (3.10)

Depending on the material, additional terms must be included to describe the magnetic

system accurately. For instance, magnetic anisotropy has been shown to play an essential

role in forming a second skyrmion phase in Cu2OSeO3 [171]. Moreover, thermal fluctuations

are usually required to stabilize the skyrmion phase [138, 139, 172], and are usually omitted

in simulations. Magnetic fluctuations can also be significant in the stabilization mechanism

[173].

Even in the absence of DMI in centrosymmetric systems, magnetic skyrmions have recently

been observed [174, 175]. A long-range exchange interaction has been shown to be responsible,

represented by the Runderman-Kittel-Kasuya-Yosida (RKKY) model and causes magnetic

frustrations favorable to skyrmions formation. The exact skyrmion profile depends also on

the sample geometry, defects, and the potential presence of other quasiparticles.

Since this thesis focuses on the generation and control of a skyrmion magnetic texture using

ultrashort photon pulses, such optical manipulation opens intriguing directions to investigate

(out-of-equilibrium) topological phase transition and dynamical emergent fields, to mention

only a few. Therefore, before diving into the experimental results and interpretation of this

work, it is instructive to present some key concepts of the emergent fields physics in a skyrmion

and its relation with real-space topological (Berry) physics.

3.2 The Berry phase, Berry curvature and emergent fields

It is well known that electrons flowing in a magnetic material can induce various fascinating

effects. The material’s resistivity directly reflects the electrons’ ability to propagate. In par-

ticular, in the presence of an external magnetic field, the electrons deviate and accumulate

at an edge creating a Hall voltage. However, even in the absence of an external magnetic

field, Hall voltage can still appear due to intrinsic magnetization; this effect and its quantized

version are named the Anomalous Hall and Quantum Anomalous Hall effect. The Kondo

effect describes anomalies in the resistivity at low-temperature and occurs due to magnetic
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3.2. The Berry phase, Berry curvature and emergent fields

Figure 3.4 – Beyond conventional skyrmions. Zoo of exotic magnetic textures with different
topological charge and helicity, some have been experimentally demonstrated while others
remain to be discovered. In this thesis, we investigated Bloch-type skyrmion tube (i). Image
reproduced from [176].

impurities. In superconductivity, magnetism is also closely related as antiferromagnetic order

has been reported close to the superconducting phase in high-Tc superconductor cuprates

[177, 178] and spin-spin interactions mediate Cooper pair formation in heavy fermion super-

conductors [179]. Nonetheless, all previous systems host only trivial topological magnetic

textures. From this observation, a natural question arises: What happens to an electron

flowing through a non-trivial topological spin texture like a skyrmion, and how should we

understand it? This question was addressed recently, theoretically, and experimentally. It

turns out that the electron is deflected, giving an additional contribution to the total Hall

resistance [154, 180]. Moreover, the skyrmion is also pushed forward with a deflection angle

[181, 182]. Both effects are named the Topological Hall effect (THE) and the skyrmion Hall

effect (SHE), respectively. Predicted theoretically by Bruno et al. [183], this phenomenon has a

pure topological origin and can be explained in the adiabatic limit, which is generally a good

approximation as the electron’s wavelength is much smaller compared to the magnetic unit

cell of hundreds of Angstroms. While traversing a fixed skyrmion, the electron’s spin constantly

aligns with the local magnetization and picks up a Berry phase. Consequently, the electrons

feel a "fictitious" magnetic field that emerges and is quantized due to the topological nature of

the skyrmion. Before diving into the emergent fields derivation, described in Section 3.2.3,

we need to introduce the notion of Berry phase and Berry curvature, presented in the next

section.
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3.2.1 Geometrical phase and Berry curvature

Let us consider the strong interaction case in which the itinerant electron’s spin aligns con-

stantly adiabatically with a non-uniform magnetic field while evolving. The system can be

described by a time-dependent Hamiltonian H with parameters R = (R1,R2, ...) i.e.

H =H (R), R = R(t ). (3.11)

As the system evolves adiabatically, i.e., the Hamiltonian’s parameters vary slowly along a

path C in the parameter space, the system will follow instantaneous eigenstates with their

respective time-evolved energies. This is expresses:

H (R)|φn(R)〉 = εn(R)|φn(R)〉, 〈φn(R)|φn(R)〉 = 1 (3.12)

where φn and En are the instantaneous normalized eigenstates, and their associated eigenen-

ergies are assumed to be non-degenerate, respectively.

Let us suppose that initially at time t0 the wave function |Ψ〉 describing the system is pre-

pared in the nth instantaneous eigenstate i.e. |Ψ(t0)〉 ∝ |φn(R(t0))〉. The time-dependent

Schrödinger equation describes the time evolution of the system

i~
∂

∂t
|Ψ(t )〉 =H (R)|Ψ(t )〉. (3.13)

We make the Ansatz

|Ψ(t )〉 = e iγn (t )e
[− i

~
∫ t

0 dt ′εn (R(t ′))
]
|φn(R(t ))〉. (3.14)

During the adiabatic evolution, the system acquires an extra phase (first exponential term)

in addition to the dynamical phase (second exponential term). This extra phase represents

the gauge freedom and depends on the path C that follows in the parameter space during the

evolution. The geometrical phase factor γn is retrieved by inserting eq. (3.14) in eq.(3.13) and

expresses as:

γn =
∫

C
An(R) ·dR, (3.15)

where An(R) is the Berry connection or Berry vector potential in analogy to electrodynamics

with

An(R) = i 〈φn |∇R|φn〉. (3.16)

In general, the Berry connection is gauge dependent, indeed if we make a gauge transformation

of the eigenstates

|φn(R)〉→ e iαn (R)|φn(R)〉 (3.17)
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where αn : R →R are arbitrary differentiable functions, thus the Berry connection transforms

to

An(R) → An(R)− ∂αn(R)

∂R
. (3.18)

Hence, the phase γn will change by αn(R(t = t0))−αn(R(t = T )), where R(t0 = 0) and R(T )

are the initial and final points of the path C in the parameter space. Fock (1928) concludes

that it was possible to choose a path such that γn cancels out [184]. For this reason, the

geometrical phase has been neglected in time-dependent theoretical treatments until Berry

(1984) reconsidered the cyclic evolution case corresponding to a close path C , with R(0) = R(T )

[185]. This implies that

αn(R(0))−αn(R(T )) = 2π× integer (3.19)

and shows that γn can not be removed. Therefore, the geometrical phase, also named Berry

phase γn , becomes a gauge-invariant physical quantity under a close path (cyclic evolution)

and is written

γn =
∮

C
An(R) ·dR. (3.20)

If the parameter space is three-dimensional and by using Stokes theorem, then the path

integral transforms into a surface integral, which defines the Berry curvatureΩn in a vector

form as

Ωn(R) =∇R × An(R) (3.21)

and

γn =
∮

C
An(R) ·dR =

∫
S
Ωn(R) ·dS. (3.22)

The generalization of Berry curvature to an arbitrary-dimensional parameter space is given by

anti-symmetric rank-2 gauge-field tensorΩn
µν(R)

Ωn
µν(R) = ∂

∂Rµ
An
ν (R)− ∂

∂Rν
An
µ(R) (3.23)

= i

[〈
∂φn(R)

∂Rµ

∣∣∣∣∂φn(R)

∂Rν

〉
− (ν↔µ)

]
(3.24)

which can also be written as a summation over the eigenstates:

Ωn
µν(R) = i

∑
n 6=m

〈φn |∂H∂Rµ |φm〉〈φm |∂H∂Rν |φn〉− (ν↔µ)

(εn −εm)2 . (3.25)

The Berry curvature (see eq. (3.21)) has a similar expression to a magnetic field and acts as

a fictitious magnetic field. In that respect, the Berry phase in eq. (3.22) represents the Berry

curvature flux.
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3.2.2 Weyl nodes & magnetic monopole

The expression eq. (3.25) shows that the Berry curvature can become singular when the two

energies εn and εm converge to the same value. This case corresponds to a monopole in

the parameter space where the degenerated points act as sources and drains of the Berry

curvature flux. Further details with their explicit derivation can be found in refs. [142, 186,

187]. In condensed matter physics, systems are described either in real space or reciprocal

(momentum) space. In momentum space, Berry curvature monopole arises as Weyl nodes

[188–190], where the strong spin-orbit coupling is present (see Fig. 3.5). For magnetism,

this indicates the possibility of constructing real space emergent magnetic monopoles and

is currently under active investigation. Magnetic monopoles have been reported in spin-

ice systems [191, 192]. A skyrmion is also closely related to a magnetic monopole as it is

the stereographic projection from a 3D Bloch sphere or hedgehog behaving as a magnetic

monopole [193]. In 3D materials, the skyrmion lattice forms tubes. In the skyrmion tube

arrangement, topological defects can appear at the junction of two tubes shown in Fig. 3.6a,

and corresponds to an emergent magnetic monopole that can zip and unzip the skyrmion

structure [141]. Beyond its fundamental interest in topological field theories [143, 194–196],

these emergent topological magnetic structures offer appealing perspectives in spintronics

[144]. Examples of non-trivial magnetic structures present in doped MnSi1−x Gex with their

respective effective (emergent) magnetic field are illustrated in Fig. 3.7 [194].

Figure 3.5 – Emergent monopole of Berry curvature. In reciprocal space, spin-orbit coupling
leads to two cases in band inversion system: (a) a topological insulator and (b) Weyl and Dirac
semimetal, where monopole and anti-monopole emerge at the band crossing points, image
from [189]. Examples of singular vector fields are shown, namely (c) vortex and (d) anti-vortex.
e and f spin distributions correspond to a hedgehog and anti-hedgehog, respectively, and are
topologically non-trivial, image from [195].
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Figure 3.6 – Anti-monopole as a zipper. a: representation of the skyrmion tubes formed in 3D
materials. b: A topological anti-monopole emerges at the interface of two merged skyrmion
tubes. Image adapted from [141].

Figure 3.7 – Effective magnetic field of different topological solitons. a, b, and c show the
three topological magnetic textures present in doped MnSi1−x Gex [194] with their correspond-
ing q-vectors describing the magnetic lattice. d, e, and f illustrate their corresponding effective
field and winding number, adapted from [144].

3.2.3 Emergent electromagnetic fields

In this part, we derive the emergence of effective electromagnetic fields due to non-vanishing

real space Berry curvature, felt by an itinerant electron. Note that the realization of a non-

vanishing Berry curvature requires breaking either time-reversal symmetry, inversion sym-
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metry, or both. As time-reversal symmetry impliesΩ(−r) =−Ω(r), and inversion symmetry

implies Ω(−r) =Ω(r), it is thus evident that at least one symmetry must be broken. This is

typically realized in magnetic systems as time-reversal symmetry is broken.

Let us consider the simplest interaction model where the conduction electron’s spin couples to

the local non-uniform magnetization m(r, t ), which has a constant amplitude, i.e., |m(r, t )| = 1,

and can point in any direction. In that case, we can write the Hamiltonian as:

H =
[

p2

2me
1− Jµ ·m(r, t )

]
, (3.26)

where the first term is the kinetic energy of the electron and the second term is its interaction

with the local magnetic texture, 1 is the 2×2 identity matrix, J > 0 is the coupling constant, µ

the magnetic moment of the electron. For an electron of mass me , charge e and Landé factor

g , the magnetic moment and the spin s are related by

µ=− g e

2m
s =−gµB

2
σ (3.27)

with µB the Bohr magneton and σ the vector of Pauli matrices.

The evolution of the system described by the wave function |Ψ(t)〉 is given by the time-

dependent Schrödinger’s equation and is written:

i~
∂

∂t
|Ψ(r, t )〉 =

[
p2

2me
1− Jµ ·m(r, t )

]
|Ψ(r, t )〉. (3.28)

To simplify the second term of the Hamiltonian, we can perform a local SU(2) gauge transfor-

mation |Ψ(t )〉 =U (r, t )|Φ(t )〉, such as the local magnetization aligns parallel to a fixed axis (êz )

sketched in Fig. 3.8. The second term becomes trivial as

Jµ ·m(r, t )
U (r,t )−−−−→ J̃σz , (3.29)

with J̃ = J gµB (~/2). The local transformation is given by the unitary operation U

U (r, t ) = exp

(
−i
θ(r, t )

2
σ · n̂(r, t )

)
, (3.30)

where n̂(r, t ) = êz×m(r,t )
|êz×m(r,t )| is the axis of rotation to align the magnetization along the arbitrary

axis êz , and θ(r, t) = arccos(m(r, t) · êz ) the angle of rotation. Multiplying from the left by U †

eq. (3.28), using |Ψ(t )〉 =U (r, t )|Φ(t )〉, and dropping the explicit space and time notation, we

obtain:

i~
∂

∂t
|Φ〉 =

[
qeV e + (p1−qe A)2

2m
+ j̃σz

]
|Φ〉 (3.31)
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with the 2×2 matrices as the emergent scalar V e and vector Ae potentials, given by:
Ae = i~

qe U †∇U ,

V e =− i~
qe U †∂tU .

(3.32)

Figure 3.8 – Illustration of the local gauge transformation and potential vector.

For a magnetization texture that varies smoothly in space and time, we can treat the emergent

scalar and vector potential as a perturbation of the unperturbed Hamiltonian H0 = p21

2m +
j̃σz , describing two spin-up and two spin-down bands. In the adiabatic approximation, the

emergent scalar and vector potential can be projected on these two spin bands and give the

emergent electromagnetic potential
Ae
σ = 〈σ|Ae |σ〉 = i~

qe 〈Ψσ|∇|Ψσ〉,

V e
σ = 〈σ|V e |σ〉 =− i~

qe 〈Ψσ|∂t |Ψσ〉
(3.33)

with σ= spin-up and spin-down and |Ψσ〉 =U |σ〉. We recognize the same form of the Berry

connection introduced in eq. (3.16). Here, the real space Berry curvature acts as an emergent

magnetic field, while mixed space-time Berry curvature acts like an emergent electric field,

written respectively as:
(Be

σ)i =∇×Ae
σ =∓ ~

2qe

εi j k

2
m · (∂ j m×∂k m),

(Ee
σ)i =−∇V e

σ −∂t Ae
σ =∓ ~

2qe m · (∂i m×∂t m)
(3.34)

where εi j k is the Levi-Civita symbol, the upper (lower) sign stands for spin-up and spin-down

bands, and the subscript (i , j ,k) denote the spatial coordinate (x, y, z). As the sign of the Berry

phase depends on the spin’s orientation, we define the emergent charge -1/2 (1/2) for spin-up

(spin-down) bands. Finally, we obtain the emergent (effective) magnetic and electric fields felt
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by the conduction electron. Be
i =

~
2
εi j k m · (∂ j m×∂k m),

Ee
i = ~m · (∂i m×∂t m)

(3.35)

In that model, we did not impose any restriction on the magnetic structure except its normal-

ization for simplicity. Therefore any noncollinear magnetic texture that varies smoothly in

space and time would lead to an emergent electromagnetic field.

3.2.4 Quantized emergent fields

Skyrmions are of particular interest as they ensure the topological quantization of the emergent

fields since the skyrmion spin arrangement covers exactly one Bloch sphere represented by its

winding number W defined in eq. (3.1). Consequently, a skyrmion offers an ideal playground

to study quantitatively emergent electromagnetic fields underlying the charge and magnetism

interaction [154, 197]. Moreover, Abrikosov vortices in type-II superconductors also carry a

quantized magnetic flux. Therefore, we can speculate that a skyrmion lattice would provide

a real space simulation platform to investigate Abrikosov vortex dynamics that are more

challenging to observe.

In analogy to the magnetic flux, the emergent magnetic flux is given by integrating the emer-

gent magnetic fields within a magnetic unit cell (MUC )

φe
0 =

∫
MUC

Be ·dS = 4π~W = 2π~
|qe |W , (3.36)

which is quantized and proportional to the skyrmion winding number.

An emergent electric field arises only if the local magnetization varies in time. In this case, let us

suppose the drift of a rigid magnetic texture at a constant drift velocity vd with m(r, t ) = m(r−
vd t ). The time derivative in eq. (3.35) becomes nonzero with ∂t m =−(vd ·∇)m, producing an

emergent electric field expressed

Ee =−vd ×Be . (3.37)

This relation reflects Faraday’s induction law; a change in the magnetic flux produces an

electric field. The effect of the emergent electric field in eq. (3.37) acts in opposition to

the emergent magnetic field, reducing the Hall signal [154, 197]. For obtaining quantitative

agreement with experiments, correction must be applied due to non-adiabatic processes and

magnetic fluctuation background, etc.

To summarize, a conduction electron propagating through noncollinear and time-dependent

magnetic texture experiences effective electromagnetic forces which emerge from the non-

vanishing Berry curvature. In the case of topological magnetic texture, such as in a skyrmion
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lattice, the emergent fields are quantized. The deflection that undergoes the electron gives

rise to an additional Hall signal measured experimentally (see Fig. 3.9c,d) [154, 180, 198].

In addition, the electron through spin-transfer torque pushes the skyrmion in the opposite

direction [181], both effects are depicted in Fig. 3.9a. Further details can be found in the refs.

[169, 187, 199].

Figure 3.9 – Topological and Skyrmion Hall effects due to emergent fields. a: Sketch illustrat-
ing the deflection of the electron flow and the skyrmion. The pink (blue) area represents the
emergent magnetic (electric) field. Image from [169]. b: The electron’s spin constantly align to
the local skyrmion magnetization and consequently picks a Berry phase. Image reproduced
from [200]. c: Real space observation of the SHE using Magneto-Optical Kerr effect (MOKE)
microscopy and a +2.8×106 A cm2 current density. Image from [182]. c: Topological Hall
resistivity emerging in the Skyrmion phase of MnSi. d: Hall resistivity for different applied
current densities. Image adapted from [154].
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3.3 Quantum interferometry using topological magnetic field

Although beyond the scope of this thesis, here I propose an experiment using the skyrmion

field to perform quantum interferometry of the electron wave function. Quantum interfer-

ometry (QI) is a powerful method to validate and test the foundation of quantum mechanics

by confronting experiments with current theoretical models. Neutrons are broadly used to

perform such experiments as it provides access to the four fundamental interactions [201].

In the seventies, a famous series of neutron interferometry experiments were undertaken to

demonstrate the 4π-periodicity in Fermions, where an external magnetic field or the Earth’s

gravitational field was used to rotate the neutron’s spin [202–206]. Recently, Danner et al.

have demonstrated that the phase shift on the neutrons’ wave function has a pure quantum

origin [207]. Besides testing the fundamentals law of physics, quantum interferometry has

been recently used to probe Bloch band topology in a graphene-type optical lattice [208] and

is proposed to spot anyonic excitation [209]. Destructive quantum interferences, analog to

the double-slit experiment, in the electron’s wave function have been reported in scattering

experiment [210], transport measurements within molecules [211] and were used to probe

spin dynamics in semi-conductors [212]. However, to date, quantum interferometry using

spinor properties of electron’s spin has not been demonstrated. Indeed, the electron’s wave

function must have a 4π-symmetry under rotation in real space. As discussed in the previ-

ous sections, the conduction electron’s spin that traverses a skyrmion undergoes exactly a

2π-rotation. Consequently, skyrmion field is a promising topological platform to test quantum

interferometry on the electron’s wave function. The question I propose to address is threefold:

1. Can we demonstrate the 4π-symmetry electron interferometry experiments using in-

stead topological magnetic texture as the phase shift element of the electron’s wave

function?

2. How do the Topological and Skyrmion Hall effects relate to the anti-symmetric operation

of the wave function followed by a 2π-rotation?

3. What about bosonic QI such as magnon QI?

While the two first questions can be addressed in metallic skyrmion host materials, the third

requires the use of an insulating skyrmion host material, where magnon currents and Topolog-

ical magnon hall effect have been reported [213–215]. Bloch-type skyrmions exist in the Mott

insulator Cu2OSeO3 [172], as this type of skyrmions have in-plane magnetization, it is there-

fore possible to visualize them using Lorentz-Transmission electron microscopy. The next

Chapter introduces some intriguing properties and observation of the multiferroic Cu2OSeO3,

that will be under investigation upon ultrafast photo-excitation and discussed in Chapter 4

and Chapter 5.
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4 Light-induced topological phase tran-
sition in the multiferroic Cu2OSeO3

Multiferroics are fascinating materials that possess coexisting ferroic phases. This unique prop-

erty is exciting as it allows to control the magnetic order using electric fields without heat

dissipation, as multiferroics are insulators. Combining topology and multiferroic orders breaks

ground for many novel intriguing effects. In such systems, out-of-equilibrium phenomena are

expected to give spectacular responses as the ultrafast excitation has the ability to favor one

degree of freedom in the complex intertwined electronic, magnetic, and structural interactions,

thus reshaping the energy landscape. Here we use single near-infrared (NIR) femtosecond laser

pulses to drive a distinctly nonequilibrium topological phase transition: creating a skyrmion

crystal in the Mott insulator Cu2OSeO3 at exceptionally low magnetic field values (lower values

than we find is possible through an adiabatic field-cooling protocol). Due to their real space

topological properties, magnetic skyrmions are of great interest for both fundamental science

and future technological applications. The generation of skyrmions was recently demonstrated

in metallic skyrmion-hosting materials using electrical current pulses [216] or laser pulses

[217, 218]. In these previous studies, thermal effects were shown to be the primary driving mech-

anism where metallicity plays an important role. However, insulating multiferroic materials

offer an intriguing option for potentially more direct and energy-efficient control. A natural

question arises: can we induce a skyrmion phase in an insulator by femtosecond light pulses,

which provide the fastest way for modifying the magnetic state? In this chapter, we address

this unsolved fundamental question by demonstrating the photo-creation of a skyrmion crystal

using a single NIR femtosecond laser pulse far below the bandgap of the insulating material

Cu2OSeO3, where the light absorption is very low. The new photo-induced skyrmion phase

exists at a lower critical magnetic field than is required to stabilize the equilibrium skyrmion

phase. In other words, this phase cannot be generated adiabatically, and its creation requires a

brief nonequilibrium excitation which we accomplish through an ultrashort NIR laser pulse.

The long lifetime of this nonequilibrium skyrmion phase and the fact that it is achieved through

optical control demonstrates the significant relevance of our discovery for future device physics.

Finally, we report a strong dependence of this nonequilibrium photo-creation process on the

photon energy used to drive the excitation. We can understand this wavelength dependence

and the mechanism behind the photo-creation process by a phonon-mediated mechanism and
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support this with atomistic spin calculations. To visualize this phase, we generate high-quality

magnetic images with extraordinary spatial resolution in a transmission electron microscope

operated in cryo-Lorenz force mode. We send femtosecond NIR laser pulses to excite the samples

directly into the microscope. This experimental configuration is unique. Only five such experi-

mental setups in the world exist to date: Göttingen, Lawrence Berkeley National Lab, Technion,

Stockholm, and our microscope. The ultrafast generation of skyrmions at low magnetic fields

has important applications in future computing schemes (e.g., non-volatile artificial synapses

for neuromorphic computing, see [159]). More broadly, this work can significantly contribute to

the current understanding and utilization of out-of-equilibrium phenomena and topological

phase transitions.

The content of this Chapter is an extension from the preprint, "Observation of a new light-

induced skyrmion phase in the Mott insulator Cu2OSeO3" by A. A. Sapozhnik∗, B. Truc∗, P.

Tengdin∗, E. V. Boström, T. Schönenberger, S. Gargiulo, I. Madan, T. LaGrange, A. Magrez, C.

Verdozzi, A. Rubio, H. M. Rønnow, F. Carbone, arXiv:2212.07878 [219]. ∗These authors have

equally contributed.

Contribution

I contributed to this work by participating in all the experimental aspects. From the laser beam

line installation to the data acquisition. The experimental investigation was carried out along

with A. A. Sapozhnik and P. Tengdin. I helped processing, analyzing and interpreting the data.

A. A. Sapozhnik compiled the photocreation data, while I compiled and developed a Matlab

code to analyze the magnetic order dynamics observed (not presented in the arXiv preprint). I.

Madan and T. LaGrange gave experimental support. For the theory, atomistic spin calculations

were performed by E. V. Boström, a collaboration with A. Rubio and C. Verdozzi. Simulation of

the thermal load response was performed by S. Gargiulo. The TEM lamellae were provided by

T. Schönenberger, and the crystals are grown by A. Magrez. F. Carbone supervised this work.

4.1 When multiferroicity meets topology

Materials can exhibit ferroic phase, which is the generic term to designate ferromagnetic,

ferroelectric, ferroelastic, and, more generally, their anti counterpart. For example, antiferro-

electrics are materials that have ordered electric polarization, which exactly cancels out within

the crystallographic unit cell. Note that metallicity destroys ferroelectricity as an electric

field is not allowed in bulk. Thence, multiferroics have an insulating nature. These phases

appear spontaneously below a critical temperature where some symmetries break. Indeed,

magnetic ordering breaks time-reversal symmetry, while ferroelectricity requires the break-

down of spatial inversion symmetry, and broken rotational symmetry leads to ferroelasticity

(see Fig. 4.1). Notably, in some materials, more than one ferroic property can coexist in the

same phase giving birth to intriguing inter-coupled effects depicted in Fig. 4.1a. For instance,
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the piezoelectric effect is the induction of an electric polarization when stress is applied to

the multiferroic material. This phenomenon and its inverse effect are widely used today

for converting sound waves into electrical impulsion or in speaker technology, respectively.

Development in multiferroic systems as functional materials is an active field of research

as they hold promises for a large variety of technological applications [220], ranging from

clean-energy harvesting [221–224], targeted drug delivery in biomedical application [225],

energy-efficient device physics [226, 227] and dark matter detection [228]. Moreover, multi-

ferroics offer the unique possibility to study the combination of different types of symmetry

breaking. Remarkably, this allows investigating at the laboratory scale fundamental processes

in cosmology and high-energy physics where similar space/time symmetries properties are

observed [229].

The magnetoelectric effect is of particular interest in future data storage technology. It com-

bines miniaturization and enables electric field-controlled magnetic states with low-energy

consumption as heat dissipation is drastically reduced. Designing materials that possess both

ferromagnetism and ferroelectricity is a challenging task. Indeed, this requires a fundamental

understanding of the coexistence of the two orders in the same phase and advanced growth

and characterization techniques. For these reasons, many theoretical and experimental stud-

ies have been conducted since the beginning of this Millennium which has led to veritable

breakthroughs [220, 230–236]. Furthermore, with the recent development of femtosecond

lasers, optical manipulation of the spontaneous magnetization and polarization orders have

become possible, giving even more appealing prospects as it paves the way for ultrafast control

[237, 238]. This period is sometimes called the "Renaissance of Magnetoelectric Multiferroics"

[239]. At the same time, spontaneous topological magnetization has been demonstrated with

the discovery of skyrmions in a B20 crystal structure compound [138]. Due to their topological

properties, skyrmions can be efficiently controlled using electrical and spin currents (see

Chapter 3). Since then, physicists have wondered about the possibility of having such mate-

rial in which topological magnetic properties would coexist with electric polarization, thus,

combining topological character and multiferroic properties advantages in a single system.

For example, in that system, magnetic skyrmion would exist and carry an electric dipole. Con-

sequently, we could control skyrmion with an electric field rather than an electrical current

taking advantage of the insulating character of multiferroics, thus opening the perspective

for ultra-low consumption devices. Cu2OSeO3 is a good candidate, as it belongs to the B20

compound family, and spontaneous magnetization along with magnetoelectric effect have

been reported [240–242]. In 2012, a Japanese team made the breakthrough and reported

the discovery of Bloch-type skyrmion along with spontaneous electric polarization in the

multiferroic Cu2OSeO3 [172] (see Fig. 4.3).

45



Chapter 4. Light-induced topological phase transition in the multiferroic Cu2OSeO3

Figure 4.1 – Time reversal and spatial inversion broken symmetries in multiferroics. a:
Representation of the different possible interactions between the external parameter and
their corresponding response giving rise to piezoelectric, magnetoelectric and magnetoelastic
effects. External parameters are stress (σ), electric field (E) and magnetic field (H) and their
associated linear response the strain (ε), electric polarization (P) and magnetization (M),
respectively. b: Local magnetic moment is classically equivalent to circular electrical current
flowing clockwise or anti-clockwise depending on the direction of the magnetic moment.
Reversing time leads to the current flowing in the opposite direction, thus inverting the
magnetic moment direction. c: Displacing the charge density localization by inverting its
spatial coordinate induces a sign change in the electric dipole moment. d: In multiferroics
possessing spontaneous magnetization and electric polarization, both symmetries illustrated
in b and c are broken. Note that ferroelasticity breaks rotational symmetry, which is not
represented here. Illustration a was realized by A. Galan. Images b-d are reproduced from
[232].
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4.2 History and properties of Cu2OSeO3

Copper oxide selenide was first synthesized in 1976 by Meunier, and Bertaud [240] and has

P213 cubic structure as the other B20 compounds presented in Fig. 4.2c. Shortly after, Kohn

reported a spontaneous magnetization below 59 K and showed that Cu2OSeO3 is ferrimag-

netic at low-temperature with 0.5 Bohr magneton per Cu ion [241]. He also suggested the

possible presence of a magnetoelectric effect as the system lacks an inversion center, which

consequently allows such an effect by symmetry. Unlike most of the discovered multiferroic

materials, Cu2OSeO3 does not undergo any reduction in the symmetry group and remains

metrically cubic as proven by high-resolution x-ray experiment down to 10 K [242]. However,

below the Curie temperature, the magnetic space group has to undergo a symmetry lowering

as ferromagnetic/ferrimagnetic orders are not allowed in a cubic magnetic space group. It

transforms to the sub-space group R3 [242]. The magnetic model proposed and supported by

the neutron diffraction experiment consists of four Cu4 triplet tetrahedra embedded in the

cubic unit cell, forming a distorted pyrochlore structure. Each unit has three spin-1/2 from

the Cu2+ ion ferromagnetically aligned and one anti-ferromagnetically aligned illustrated in

Fig. 4.4a. This specific magnetic arrangement, as well as the absence of reduction of symmetry

lowering, were further supported by various techniques, including nuclear, electron, and

muon spin resonances [243–246], as well as far-infrared [247], and Raman optical [248] stud-

ies. Consequently, Cu2OSeO3 possesses the unique properties to allow piezoelectric, linear

magnetoelectric, and piezomagnetic coupling. Furthermore, in a multiferroic material which

breaks spatial inversion and time-reversal symmetry such as in magnetic chiral material like

Cu2OSeO3, magnetochiral effect can appear and the phonon magnetochiral effect has been

recently demonstrated [249].

In 2012, Seki et al. reported the discovery of Bloch-type skyrmions in Cu2OSeO3 (see Fig. 4.3)

along with spontaneous electric polarization, in the same phase [172]. The only one known

to date multiferroic skyrmion host material. Since this major discovery, in addition to the

existing extensive investigations on the ferrimagnetic ground state, ensues a detailed magnetic

[246, 251, 253, 254] and electronic [255, 256] characterization exploiting different multiferroic

effects such as the magneto-optical susceptibility [256]. Moreover, the breakthrough has

opened new horizons to investigate and control topological magnetic objects. In particular,

the abovementioned electric-field skyrmion control has been demonstrated [14, 257–259]

and has inspired new theoretical development in the characterization of skyrmion using the

magnetoelectric effect [260]. Before diving into the light-induced skyrmion demonstration,

we must understand the microscopic quantum nature of Cu2OSeO3 from which the skyrmion

phase originates and its multiferroic properties, covered in the next part.

4.2.1 Quantum nature and origin of the ferroelectricity

Cu2OSeO3 is a Mott insulator with an electronic bandgap of ∼2.3 eV (∼539 nm), around 1.5 eV

lie the electronic crystal field excitations, detected in the optical conductivity in Fig. 4.4e.
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Figure 4.2 – Cu2OSeO3 crystal structure. a and b: Typical Cu2OSeO3 single crystals grown at
EPFL using chemical vapor deposition. The crystal size varies from a few mm3 to one cm3

for the largest, ideal for neutron studies. During the growth, specific crystal planes such as
the (111) plane crystallize preferably. This is nicely observable in the crystal a (triangular
facet). Note also the dark green reflection visible on crystal b characteristic of the ∼2.3 eV
(∼539 nm) bandgap. c: Representation of the Cu2OSeO3 cubic crystal structure with P213
space group, with a lattice constant a = 8.925Å at ambient conditions [250]. Micrograph d
shows an high-resolution transmission electron microscopy (HRTEM) image of the Cu2OSeO3

probed along the [111] zone axis. Its corresponding Fast Fourier Transform (FFT) pattern
is presented in e. f: selected area electron diffraction (SAED) pattern of the same crystallite
shows the single crystal’s excellent crystallinity. Images a and d-f are taken from [251], c from
[252].

Charge transfer excitations starts above ∼2.3 eV and peaks at 3.2 eV and 4.0 eV [256]. The

complex magnetic phase diagram emerges from the effective magnetic moment carried by

each Cu4 tetrahedra unit rather than individual Cu spins. Four rigid, highly entangled, and

weakly coupled Cu4 clusters are embedded in a cubic unit cell depicted in Fig. 4.4a,c [246, 262].

In the ferrimagnetic ground state, two kinds of Cu2+ ions are distinguished. Cu-I are ferro-

magnetically aligned and possess spin-up configuration, while Cu-II has spin-down and is

antiferromagnetically aligned with respect to the Cu-I spins. The different exchange couplings

have been computed using density functional theory (DFT), including the Colomb interac-

tion [255]. Five relevant, effective spin exchanges J are identified with opposite signs and

represented in Fig. 4.4c. The superexchange interaction between Cu-I sites is ferromagnetic

with J1 =−1.132 meV and J3 =−3.693 meV, while the couplings between Cu-I and Cu-II have

48



4.2. History and properties of Cu2OSeO3

Figure 4.3 – Magnetic skyrmion in Cu2OSeO3. a: Magnetic phase diagram of the Cu2OSeO3

compound measured by electric polarizability, magnetic susceptibility, and real space imaging
techniques [172]. b: Zoom in on the newly discovered skyrmion phase in bulk Cu2OSeO3.
c: Example of small-angle neutron scattering (SANS) profiles; (a) and (b) in the skyrmion
phase showing a distinctive six-fold symmetry and (d) in the helical phase at zero field [253],
where only two-fold symmetry is observed. d and e show real space LTEM images taken in our
laboratory at 5 K in the skyrmion and helical phases, respectively. Each black dot is a skyrmion.
The inset corresponds to the FFT of the image.

antiferromagnetic nature with positive exchange constants 6.534 meV, 0.900 meV for J2, J4,

respectively. The only relevant super-superexchange interaction is between the Cu-I and Cu-II

inter-cluster at a distance of 6.35Å with J5 = 0.984 meV. This peculiar atomic arrangement

gives birth to a spectacular DMI where the |D4/J4| ratio is 1.95, much larger than in other ma-

terials [255, 263]. This model is in excellent agreement with experimental data. Furthermore,

it successfully reproduces the complex emergent magnetic behavior of Cu2OSeO3 existing

on the nanometres scale [264]. Regarding the ferroelectricity origin, Seki et al. invoked the

spin-dependent d −p hybridization model of the Copper and Oxygen orbitals, already used to

describe the ferroelectricity in Ba2X Ge2O7 (X = Mn, Co, Cu) family [265]. The microscopic

model originating from spin-orbit coupling (SOC) catches the main polarization features as

well as the complex sign change (see Fig. 4.5d) and agrees roughly with experimental value

[255]. Hence, the relativistic SOC effect is responsible for the multiferroic nature in Cu2OSeO3,

where it induces an electric polarization in the presence of magnetic order. From the model,

Yang et al. computed the electric polarization and charge distribution within a single skyrmion

as shown in Fig. 4.5. It suggests that each skyrmion carries an electric dipole or quadrupole,

allowing skyrmion manipulation using electric fields.
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Figure 4.4 – Effective magnetic moment and electronic excitation in Cu2OSeO3. For clarity,
only the Copper atoms are represented in the cubic unit cell. a: The magnetic moments with
S = 1/2 are localized on two kind of Copper ions. Three Cu-I align ferromagnetically, while
the spin of Cu-II has an antiferromagnetic exchange, giving the ferrimagnetic nature. The
spin arrangement in the distorted pyrochlore structure, blue (red) corresponds to spin-up
(spin-down), approximated by an effective magnetic moment (black arrow). The solid blue
(red) lines show the strong (anti)ferromagnetic exchange within the Cu4 tetrahedra. The
dashed blue (red) lines show the weak (anti)ferromagnetic inter-cluster interaction. The
longer-range super-superexchange between Cu-I and Cu-II is not illustrated here. b: Sketch
of the energy levels and total Sz moment associated to possible spin-flip configurations. c:
The green arrows show the DMI vectors between the Cu ions and the different exchange
interactions relevant. J1 and J3 are ferromagnetic, while the superexchange interactions J2

and J4 are antiferromagnetic. J5 is positive. Thus, the interaction between the Cu-I and Cu-II
inter-cluster is antiferromagnetic. In this drawing, grey (blue) balls represent Cu-I (Cu-II)
atoms. d: Sketch of different possible electronic excitations. Crystal field excitations lie around
1.5 eV, while charge transfer starts above 2 eV and peaks at 3.2 eV and 4.0 eV as demonstrated by
the optical conductivity in e. f shows the density of state retrieved from Generalized gradient
approximation + U (GGA+U) calculation for the two different kinds of Cu ions present in the
unit cell [255]. The bottom panel shows the orbital contribution for the Cu-I type. Images
reproduced from [255, 256, 261].
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Figure 4.5 – Magnetically induced electric dipole and quadrupole polarization in
Cu2OSeO3. a-c: Representation of the electric polarization P direction under an external
applied magnetic field H in the ferrimagnetic, helical, and skyrmion phases, respectively. d
shows the magnetization, ac magnetic susceptibility, and electric polarization magnetic field
dependence along different crystallographic directions. The dashed lines show the theoretical
prediction of the electric polarization obtained from the d −p hybridization model. e-g: Pre-
diction of the magnetically induced electric polarization P according to the d−p hybridization
model and symmetry argument. h: The magnetic moment is localized on the Cu at site i , while
the electric dipole pi j arises from d −p hybridization between the Copper and the Oxygen
at site j orbitals. i: Vector field of the magnetization of a Bloch-type skyrmion and (j-o) the
corresponding electric polarization field (top panels) and spatial charge distribution (bottom
panels) under different external field direction. Images reproduced from [172, 266].
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4.2.2 Magnetic phase diagram & the skyrmion phase

Beyond its ferroelectric properties, the magnetic phase diagram of Cu2OSeO3 has been re-

cently under intense investigation. Indeed, although sharing similar magnetic features with

the original B20 skyrmion-host compound MnSi, as the stabilization of the skyrmion phase by

thermal fluctuation, and the existence of a helical and conical phases, it turns out that apply-

ing the field along different high axes symmetry reveals novel magnetic phases and scaling

properties [171, 267, 268]. Moreover, Cu2OSeO3 magnetic phase diagram can be manipulated

by other means such as electric fields [258] only possible in a multiferroic compound.

In bulk Cu2OSeO3, the skyrmion phase only exists in a narrow pocket of a few kelvins (∼56-

59 K) and tens of millitesla (∼20-50 mT) as shown in the phase diagram in Fig. 4.3a. Controlling

the magnetic ground state using external parameters is thus essential as it opens broader

skyrmion regions and gives insight into the underlying magnetic and electronic interactions.

While chemical doping leads to the generation of a second skyrmion phase and the shrinking

of the initial one [269], applying pressure turns out to be beneficial for the stabilization of

the skyrmion phase [270, 271], where skyrmion signature reached room-temperature [272].

In addition to controlling the skyrmion crystal orientation [257], the electric field modifies

the magnetic energy landscape, reducing or enlarging the skyrmion pocket [273]. The corre-

sponding modification of the magnetic phase diagram are summarized in Fig. 4.6. Without

involving external parameters, the question of size-effect and geometrical effect has been re-

cently addressed; in particular, skyrmion does not exist below 300 nm nano crystal [274], while

in thin lamella the skyrmion pocket is modified [172, 268] and reciprocal space tomography

has revealed a transformation from Néel-type to Bloch-type skyrmion at the surface [275].

Due to the Mott character, disorder effects and the emergent magnetism involved, theoretical

and computational studies are challenging. From one side the atomistic spin calculations

allowing a true microscopic investigation relies on the study of only one to few skyrmion

units, as it becomes too computationally expensive. From the other side, micromagnetic

simulation can capture the large size of a skyrmion crystal and its collective behavior. However,

it completely neglect any atomic effect as it is construct on the continuum approximation.

Nevertheless, more theoretical studies are anticipated as DFT and mean-field approach is an

effective trade-off to approach the skyrmion physics [264] and more generally the multiferroics

properties in Cu2OSeO3. Including a complete picture of out-of-equilibrium phenomena is

currently nearly impossible as the simulation must capture dynamical effects spanning ten

order of magnitude (see below in section 4.3.2).

In the meantime, a more phenomenological approach have been undertaken to understand

the nature of the Cu2OSeO3 magnetic phase diagram and its (topological) phase transitions

underlying fundamental interactions at the microscopic and mesoscopic scales. In particular,

further investigations have revealed new phases [171, 267, 276] at low-temperature where

magnetic anisotropy interactions become relevant. Additionally, the vast complexity of the

skyrmion phase diagram allows us to investigate topological phase transition, as the helical and
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Figure 4.6 – Tuning the magnetic skyrmion pocket. Controlling the range in the temperature-
magnetic field space in which skyrmions exist at equilibrium has been recently achieved.
Using different external parameters, the intrinsic properties of Cu2OSeO3 change leading to
distinct magnetic phase diagrams. In particular, the phase diagram under external (a) electric
field [273], (c) chemical doping [269] and (d) pressure [272] have been studied. b: Example
of the change in the magnetic susceptibility response under the presence of an electric field
[273]. The red area corresponds to the skyrmion phase in c and d.

conical phase are topologically trivial. Specifically, Topological melting of the skyrmion crystal

leads to an intermediate hexatic phase [155], while strong dissipation processes have been

spotted close to the TPT from the skyrmion phase to the other topologically trivial magnetic

phases [277]. The first evidence of the Kibble–Zurek mechanism has been recently reported

suggesting that Cu2OSeO3 belongs to the Kibble-Zurek universality class [278]. Nevertheless,

many open questions remain to be addressed theoretically and experimentally, as the origin

of the strong dissipation remains uncleared and new effects have been identified in this work

discussed in Chapter 6.

Cu2OSeO3 is a quantum material par excellence to study in a single system multiferroicity

and topology. While the magnetic phase diagram and the topological phase transition has

been broadly investigated in thermodynamic equilibrium, the manipulation of the magnetic

order using light remains to be explored. Manipulation of magnetic orders using laser exci-

tation is particularly appealing as it breaks ground for ultrafast control [279]. The skyrmion

photo-creation using femtosecond laser pulses have been recently demonstrated in our labo-

ratory with the B20 FeGe compound [217] and in a multilayered system where the nucleation

occurs on few hundreds of ps [218]. Both studied considered metallic materials and the

skyrmion creation was attributed to laser-induced heat effect providing an upper limit for

ultrafast skyrmion generation. Such limitation can be overcome in an insulating material,

as non-thermal process can be easily triggered by tuning the photon energy. In this Chap-

ter, we investigated the possibility of photo-inducing a topological phase transition in the

multiferroic insulating CuO2SeO3 compound. We reported the skyrmion photo-creation for
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three different photon energies both above and below the optical bandgap of 2.3 eV triggering

distinct possible excitations. The NIR with 1200 nm (1.03 eV) the lowest photon energy tested

provide the most efficient way to generate a skyrmion phase and corresponds to the lowest

value known reported. The newly photo-induced state differs from the equilibrium skyrmion

phases and it can only be reached by laser illumination. To understand the precise mech-

anism underlying we examinated the photo-creation process under different experimental

conditions, changing the fluence, wavelength, polarization, pulse duration, magnetic field

strength and orientation. The results disregarded our simple scenario proposed. Hence, to

understand the microscopic nature of the effect, we performed atomistic spin calculation and

showed that a phonon-assisted skyrmion process is responsible for the skyrmion generation,

consistent with our wavelength dependence data. In addition to the demonstration of the

skyrmion photo-creation in an insulating material, we unveiled a long-lived fluctuating and

rotating skyrmion state that depends on the applied magnetic field, from which its origin

remains to be elucidated.

4.3 Light for manipulating the magnetic order

Ultrafast light can be coupled to magnetic orders in various ways [279]. For example, in

Cu2OSeO3 where spin-orbit interaction is pronounced inverse Faraday effect (IFE) leads

to the excitation of the magnetic state [280]. However, the importance of the topological

nature of the magnetic order remains to be clarified. Indeed, even in the absence of SOC,

circularly polarized light is predicted to induce an effective through the topological nature of

the skyrmion spin texture [145]. Furthermore, ultrafast x-ray scattering studies have revealed a

deviation in the spin scattering response in the skyrmion phase associated with its topological

order [281]. In this Chapter, we present a new microscopic mechanism to control at the ps

timescale the magnetic energy landscape. First, let us introduce the experimental conditions

and the initial results that have led us to this conclusion.

4.3.1 Experimental methods

To study the magnetic response after ultrashort photoexcitation. We first reached the helical

phase by cooling down the sample at a nominal temperature of 5 K under an external field

lower than the metastable skyrmion critical field of 25 mT. The upper critical field is 75 mT.

Then, we imaged the initial magnetic state using LTEM before the illumination of the sample

by the single laser pulse. A second image was taken after the photoexcitation, allowing us

to compare the two states. We used a modified in-situ TEM JEOL 21000HR, the electrons

emitted from a thermionic gun are accelerated to an energy of 200 keV. The magnetic contrast

is obtained in Lorentz imaging mode with a 2 mm defocus length, and the external magnetic

is applied by the objective lens of the microscope. Most of the images were acquired in

EFTEM mode, removing the diffuse electron scattering, thus increasing the image quality.

A K2™camera, a direct detection electron camera, was used to record the images. A liquid
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helium sample holder controls the temperature.

Harnessing the insulating character of Cu2OSeO3, we tested three photon energies that can

trigger different excitations (see Fig. 4.4d). Ultraviolet photon energy (266 nm (4.66 eV))

is above the bandgap and triggers charge transfer, NIR 780 nm (1.59 eV) although below

the optical bandgap can induce electronic crystal field transitions. The longest wavelength

investigated is 1200 nm (1.03 eV). The corresponding energy is below both aforementioned

excitation and has a penetration depth of ∼30µm. Hence, the lamella with a thickness of

approximately 150nm behaves as a transparent media, and a very low amount of energy is

introduced in the system, exciting lower energy modes, such as phonons. The UV 266 nm laser

beam was generated using a frequency tripler of the 780 nm laser fundamental. The 1200 nm

radiation was obtained using the signal beam of an OPA. A series of optical choppers were used

to reduce the 4 kHz repetition rate of the laser amplifier enabling a single-shot experiment.

The pulse duration is tuned using a grating pair and is measured with an autocorrelator. To

obtain the absorbed fluence, first, the fluence was computed by measuring the circular beam

spot size using a beam profiler and the average power at 4 kHz using a thermal power sensor.

A photodiode was then calibrated and used to retrieve the energy contained within a single

pulse. Corrections were applied to account for the optical properties of the different optical

elements, like the TEM window. Finally, the absorbed fluence was computed by extracting

the absorption coefficient from ref. [256]. The main uncertainties of the fluence estimation

come from the laser beam footprint determination, as it is not determined directly at the

sample location. Although providing an accurate estimation is technically challenging, 10-

15% uncertainties are a good first approximation since the depth-of-focus is relatively large

compared to the sample vertical position uncertainties. Further information can be found in

ref. [219].

4.3.2 266 nm and 780 nm photoexcitation

As a reference point, we used the skyrmion photo-creation in metallic FeGe demonstrated

recently in our lab [217] and compared in the first place 266 nm and 780 nm photoexcitation.

Both photon energies deposed energy in the system but in fundamentally different ways, as

the electronic bandgap separates them. We found that both wavelengths can photo-induce

skyrmions. Nevertheless, the absorbed fluence required is around five times higher for the

266 nm case compared to 780 nm photoexcitation. In addition, higher magnetic fields com-

pared to the lower critical field must be applied to establish a skyrmion phase. Depending on

the sample region, it ranges from 40 mT to 74 mT. After a 780 nm flash, the skyrmion phase

immediately appears. On the contrary, the skyrmion phases induced by the UV illumination

slowly appear on a few minutes’ timescales (see Fig. 4.7a). Our observations suggest that both

skyrmion phases are different. We performed for both skyrmion phases a field cycling by

ramping up the field at 133 mT, as it should erase the skyrmions that go into a trivial topological

phase (conical or field polarized state). The results are presented in Fig. 4.7. As expected, the

magnetic contrast progressively vanishes while increasing the field, indicating the presence
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of the conical or field-polarized state. Interestingly, after the field cycling loop, around half

of the 266 nm-skyrmions survived, while 780 nm-skyrmions entirely relaxed to the helical

state. The same result is obtained for metastable skyrmions. Combining the long-timescale

of the 266 nm-skyrmion expansion and their robustness against high fields suggests that the

266 nm-skyrmions have a different nature compared to the 780 nm-skyrmion, and metastable

skyrmions, that are associated with the electronic excitation triggered. The exact mechanism

remains to be clarified as a pure thermal effect can not be assigned due to the higher magnetic

fields required. As more efficient, we focused on the 780 nm photoexcitation. We reported

Figure 4.7 – Stability comparison of the 266 nm, 780 nm and metastable skyrmions. a: Evo-
lution of the photo-created 266 nm-skyrmions upon field cycling. After one loop, around half
of the 266 nm-skyrmions have survived. b: Evolution of the photo-created 780 nm-skyrmions
upon field cycling. No trace of skyrmions is visible after the process. The exact result is
obtained with metastable skyrmions. All datasets were acquired at 5 K.

two noteworthy phenomena. One, after photoexcitation, skyrmions are not static as in the

metastable case. Instead, we observed fluctuating and skyrmion lattice rotation dynamics on

seconds timescale that relaxed after approximately one minute. Second, we discovered the

possibility of photo-creating the skyrmion phase at lower magnetic fields (14 mT) than the

lower critical field (25 mT). Those observations are highly reproducible and were reproduced

in three other lamellae. The two phenomena are most likely decoupled due to the consider-

able timescale difference. The photo-creation process is expected to happen on hundreds

of ps timescale, while the observed long-lived dynamics occur on the second timescale, ten

orders of magnitude difference. Thus, we focused our attention on the initial trigger, which

is the photo-creation mechanism. The second long-lived fluctuating process is discussed in

Section 4.4.

A pure thermal process like in ref. [217] is not compatible with our observation. Hence, we

need to investigate other potential mechanisms. We consider four scenarios in which the
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skyrmion generation is triggered by an external parameter induced by the ultrashort laser

pulse.

1. Electric-field generation: Intense and focus laser pulse generated an electric field.

Skyrmion creation in Cu2OSeO3 via an electric field has been demonstrated [282]. More-

over, rotation of the skyrmion lattice can be controlled by electric fields [257] and could

explain our dynamical observations.

2. Combination of heating-effect and magnetic-field induction: In that case, instead of

going only along the temperature axis to reach the equilibrium skyrmion phase as

done in ref. [217], a vertical component (field) is added, enabling the state to reach

the equilibrium skyrmion phase. The additional magnetic field component would be

induced by the inverse Faraday effect or azimuthal polarization potentially present in our

laser beam that has been shown to generate intense magnetic fields [283]. Furthermore,

skyrmion lattice rotation can be induced by a magnetic field gradient [284].

3. Strain assisted: Bend contours directly reflect the inherent strain of the lamella. After

photoexcitation, we observed displacement of the bend contours that returned to their

initial position after a few seconds. Thus, it indicates that strain is present in the fluence

used. Moreover, lattice distortion effects have been shown to stabilize the skyrmion

phase in Cu2OSeO3 [270–272].

4. Temperature effect via crystal field excitation: The 780 nm photoexcitation triggers

crystal field excitation, thus heating the sample by approximately ∼ 600 K, according to

our numerical simulations. We could imagine a related skyrmion generation process in

which the crystal field excitation would change the magnetic energy landscape. More-

over, a continuous skyrmion rotation was observed in the presence of a temperature

gradient [213].

To get insights into the complicated mechanism, we investigate the skyrmion photo-creation

process varying the laser pulse parameters and the applied magnetic field. The results are

discussed in the next part.

4.3.3 Polarization, Field and pulse duration and wavelength dependence

We investigated four laser beam parameters (fluence, polarization, pulse duration, and wave-

length) and two external parameters: magnetic strength and orientation. As the magnetic

field orientation is fixed in a TEM, the fabrication of a specific TEM lamella with adjusted

crystallographic axes is required. Due to time constrain, as the lifetime of one sample is below

15 hours at cryogenics temperature in our instrument (see section 4.5), we did not investigate

the entire space parameters and followed a discovery-based approach. In other words, the

leftover (not shown in the submitted preprint) results exposed below can not be rigorously

57



Chapter 4. Light-induced topological phase transition in the multiferroic Cu2OSeO3

Figure 4.8 – Polarization dependence for 780 nm and 1200 nm skyrmion photo-creation
process. a-c,e-f present the resulting magnetic state after single pulse photoexcitation. Red
dots indicate the skyrmion creation, while in black dots trials, no skyrmion was observed. The
blue bar indicates the absorbed fluence threshold to induce the skyrmion phase. a-c show the
result upon 780 nm photoexcitation with a single linearly polarized pulse for different pulse
durations. d: Illustration of the experimental geometry and its corresponding s-polarization
and p-polarization. The blue rectangle denotes the sample look at the cross-section, and the
red arrow indicates the laser beam propagation. e-f show the polarization dependence result
upon 1200 nm photoexcitation with a single pulse for linear and circular polarization. This
study was carried out at 5 K, in the initial helical phase reached upon zero-field-cooled (ZFC)
protocol.

compared among them as some parameters might differ. Nevertheless, they contain precious

information that merits being presented and discussed.

First, we noted that once the fluence threshold is crossed, skyrmions almost always appear,

thus demonstrating the strong deterministic nature of the process. No upper fluence limit was

reached, supporting the idea of a non-thermal process, as the temperature increase is far above

the Curie temperature. To have a precise idea of the heat deposed by the single laser pulse

in the system, we need to perform a multiphysics simulation reproducing our experimental

conditions. We used the same numerical model described in the Supplementary Information

of ref. [104] (see Chapter 5). This model considers the sample geometry, the beam spatio-

temporal profile, and time-dependent heat dissipation effects. For 780 nm with an incident

fluence of 60 mJ/cm2 (absorbed fluence ∼7.8 mJ/cm2), the temperature of the lamella increase
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by approximately 600 K, far above the Curie temperature (∼50 K in our lamella), consistent

with a non-purely thermal effect. The temperature increase is less pronounced for 1200 nm

light since this photon energy is barely absorbed (see Fig. 4.4d). The temperature increase is

∼50 K for an incident fluence of 20 mJ/cm2 (absorbed fluence ∼0.1 mJ/cm2). In both cases,

the system rapidly cooled down and returned to its initial value on a µs timescale. Hence,

the long-lived dynamics process occurring on the second timescale, six orders of magnitude

longer, can not be directly assigned to thermal effects.

Figure 4.9 – Pulse duration and field dependences of the skyrmion photo-creation process.
a-c: Investigation of the pulse duration dependence for different polarization and applied
fields indicated on the corresponding panel. Although no striking effect is observed, we noted
that 10 ps can induce the skyrmion phase, indicating that the mechanism must occur on
similar or longer timescales. d-e: Investigation of magnetic field effect on the skyrmion photo-
creation for 0.1 ps, 1 ps, and 10 ps pulse duration, respectively. At 45 mT, it is not possible to
generate skyrmion within the fluence investigated for the 0.1 ps, and 10 ps cases. Red dots
indicate the skyrmion creation, while in black dots trials, no skyrmion was observed. The blue
bar indicates the absorbed fluence threshold to induce the skyrmion phase. This study was
carried out with 780 nm ultrashort single pulse, at 5 K, in the initial helical phase reached upon
ZFC protocol.

No evident dependence appears in the polarization (Fig. 4.8), pulse duration (Fig. 4.9), and the

magnetic field orientation (section 6.1.1) investigated. However, the magnetic field strength

and the wavelength show both a striking effect. Indeed, above a field around 45 mT, the

skyrmion photo-generation with 780 nm-light become unattainable (see Fig. 4.9d,f) and an

59



Chapter 4. Light-induced topological phase transition in the multiferroic Cu2OSeO3

optimal magnetic field around 34 mT exists. Note that we observed an opposite behavior

for 266 nm photoexcitation as the field must be increased to higher fields to photo-create

skyrmions. Furthermore, distinct long-lived dynamics are observed depending on the mag-

netic field amplitude (see below, in section 4.4). Our observation strongly suggests that the

external magnetic field is a key parameter in the two mechanisms process. Nonetheless, it

must be an intrinsic property, as the laser pulse polarization has shown to not affect the

threshold fluence. Consequently, the two scenarios of the electric and magnetic fields induced

by the laser pulse are disregarded. By tuning the wavelength to lower energy, we observed an

increase in the skyrmion photo-creation efficiency by two orders of magnitude. The average

absorbed fluence threshold for 780 nm-light (1.59 eV) is around 10 mJ/cm2, while this value

decreases to ∼0.1 mJ/cm2 for 1200 nm (1.03 eV) photon energy. Investigating the potential

thermal energy contribution to the mechanism, we examined the 1200 nm-photo-creation

process with a based temperature of 34 K, around 16 K below the Curie temperature (see

Fig. 4.10). Although no quantitative result in the fluence threshold can be identified as the

fluence difference value is close to our uncertainties, we remarked that the skyrmion phase

does not exist at high temperatures and low magnetic fields. Indeed, at 34 mT above the

critical field, the photo-induced skyrmion phase is stable across all the temperature ranges.

On the other hand, at 14 mT below the critical field and 34 K, no skyrmion formation was

ever observed, which leads to three hypotheses; the fluence required to induce the skyrmion

phase is above the tested fluence, the skyrmions decay faster than our time resolution, and

no skyrmion can be photo-generated in this part of the phase diagram. This shows direct

evidence of the competition between the laser-induced out-of-equilibrium states and the

inherent thermodynamic equilibrium state.

The wavelength dependence discards scenarios 3 (strain) and 4 (temperature), leaving none

of the scenarios considered. A recap of investigated potential mechanism pros and cons are

displayed in Tab. 4.1. As no straightforward photo-creation mechanism was unveiled, we

performed atomistic spin calculations to understand the microscopic process. The results

presented in the next part show strong modulation of the DMI by phonons that can be

triggered with our laser pulse. In this regard, the access of the skyrmion phase is fostered as

the instantaneous DMI changes the magnetic energy landscape. Once formed, the skyrmion

phase remains in a metastable state.

Table 4.1 – Pros and cons of mechanism candidates in the skyrmion photocreation process.
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Figure 4.10 – Temperature vs. magnetic field map of the absorbed fluence threshold. a:
Stars indicate the position in the temperature versus magnetic field diagram at the threshold
absorbed fluence we found depending on the polarization. No skyrmion was observed in the
low field - high-temperature region. Note that the lamella under investigation is different from
the previously presented results.

4.3.4 Ultrafast skyrmion photo-creation via transient DMI modulation

To date, two experimental work creating skyrmion using ultrafast laser light has been recently

achieved [217, 218]. In both cases, the laser pulse induces heat responsible for the skyrmion

formation. In FeGe, the transient temperature increase enables the magnetic system to

visit the high-temperature skyrmion phase, which then relaxes at its initial low temperature

forming a metastable skyrmion phase [217]. For the multilayered systems (Pt/CoFeB/MgO and

Pt/Co), the laser provokes an ultrafast demagnetization and a non-crystalline skyrmion phase

mediated by transient fluctuations states [218]. The two studies rely on exploiting the intrinsic

properties of the skyrmion host materials. However, inducing a topological phase transition by

direct manipulation of the inherent magnetic energy landscape remains to be reported. In this

work, we addressed such challenges and demonstrated that by triggering phononic excitation,

the magnetic energy landscape is transiently modified. Consequently, the magnetic phase

diagram is transiently renormalized and enables efficient skyrmion formation. Our discovery

answers our initial question "Can we induce a skyrmion phase in an insulator by femtosecond

light pulses, which provide the fastest way for modifying the magnetic state? " and open new

perspectives for magnetic order manipulation without the need for invasive parameters such

as chemical doping or pressure and out-of-equilibrium topological phase transition. The work

synthesized in ref.[219] is presented below.
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We report the discovery of a novel skyrmion phase in the multiferroic insulator Cu2OSeO3 for
magnetic fields below the equilibrium skyrmion pocket. This phase can be accessed by exciting
the sample out of equilibrium with near-infrared (NIR) femtosecond laser pulses but can not be
reached by any conventional field cooling protocol. From the strong wavelength dependence of the
photocreation process and via spin dynamics simulations, we identify the magnetoelastic e↵ect as the
most likely photocreation mechanism. This e↵ect results in a transient modification of the magnetic
interaction extending the equilibrium skyrmion pocket to lower magnetic fields. Once created, the
skyrmions rearrange and remain stable over a long time, reaching minutes. The presented results
are relevant for designing high-e�ciency non-volatile data storage based on magnetic skyrmions.

I. INTRODUCTION

Magnetic skyrmions are topologically nontrivial mag-
netic textures where the spins twist in a vortex-like fash-
ion around the skyrmion core. Their small size and high
speed of current-induced motion make them prospective
for various spintronics applications [1–4]. Implementing
these concepts requires solving multiple fundamental and
technological challenges, such as stabilizing room temper-
ature and zero-field skyrmion phases necessary for practi-
cal applications in modern information technology. How-
ever, in most of the discovered skyrmion-hosting com-
pounds, skyrmions exist only at low temperatures and
require external magnetic fields [5]. Searching for topo-
logically nontrivial phases at ambient conditions and ex-
ploring the ways for their ultrafast manipulation can lead
to a di↵erent data storage paradigm, allowing for faster
data processing without ohmic losses.

Insulating skyrmion hosting compounds are of high in-
terest due to low Gilbert damping [6], which allows for

⇤ The authors have contributed equally
† fabrizio.carbone@epfl.ch

studying the propagation of magnons through a skyrmion
crystal [7, 8] or thermal-gradient induced skyrmion mo-
tion [9]. However, such materials are very rare, in-
cluding multiferroic Cu2OSeO3 [10] and Tm3Fe5O12

(TmIG), where the topological Hall e↵ect was detected
at room temperature in Pt/TmIG heterostructures [11].
Cu2OSeO3 is the ideal candidate for studying the light-
induced e↵ects due to its bulk Dzyaloshinskii–Moriya in-
teraction (DMI) and a rich phase diagram containing var-
ious low-temperature magnetic phases [12]. The material
exhibits a bandgap of 2.5 eV [13] and a local maximum
of absorption around 1.5 eV corresponding to the transi-
tions between the 3d levels of Cu split by crystal field ef-
fects [14]. The equilibrium skyrmion phase in Cu2OSeO3

can be tuned by an external electric field [15, 16], and the
electric field-induced creation of skyrmions was recently
demonstrated [17]. The mechanical strain plays an im-
portant role in stabilizing skyrmions in Cu2OSeO3, which
was evidenced by a significant expansion of the skyrmion
phase at high pressures [18].

Light stimulation provides a fast and versatile way to
control the structural and magnetic properties of the ma-
terials [19]. The coupling between light and the magnetic
state of a sample occurs via several mechanisms. These
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include coupling between the magnetic and the electronic
subsystems at an elevated temperature [20], nonlinear
phononics [21], or a transient magnetic field generated
via the inverse Faraday e↵ect [22]. The previous experi-
ments on the photocreation of topological magnetic tex-
tures focused on metallic compounds, where the transient
heating of the material was identified as the primary mi-
croscopic mechanism [23–25].

In this work, we demonstrate the photoinduced cre-
ation of skyrmions by a single NIR femtosecond pulse
outside the adiabatically accessible regime. We visual-
ized the skyrmions by the Lorentz transmission electron
microscopy (TEM) technique, which provides a high spa-
tial resolution for studying the magnetic materials on
the nanoscale [26–28]. We successfully generated the
skyrmions at low magnetic fields below the equilibrium
skyrmion pocket in Cu2OSeO3 by 780-nm and 1200-nm
pulses. Considering the low absorption of Cu2OSeO3 at
1200-nm, the reported results are relevant for low-power
skyrmion-based memory [14].

II. EXPERIMENTAL TECHNIQUES AND
METHODS

Single crystals of Cu2OSeO3 were grown by chemical
vapor transport in a horizontal two-zone furnace. The
precursor for the growth was a stoichiometric mixture of
CuO and SeO2 sealed in a quartz ampule. The ampule
was filled with HCl at a pressure of 100 mbar, acting as
the transport agent. A slab of material with a [111] direc-
tion normal to it was cut from a Cu2OSeO3 single crystal
and polished to a thickness of 10 µm. A TEM lamella
was prepared by further thinning down a 5⇥5 µm2 to
a thickness of approximately 150 nm by Ga ions using
the focused ion beam (FIB) technique. The thickness of
the sample was determined by electron-energy loss spec-
troscopy (EELS) log-ratio method [29].

The measurements were performed in a TEM JEOL
2100HR (acceleration voltage of 200 kV) equipped with
a thermionic gun. The microscope is modified to provide
laser light onto the sample [30]. The setup was operated
at saturation conditions with an electron energy distri-
bution width of 1 eV. The images were recorded on a
K2 camera (GATAN) in energy-filtered mode, and the
width of the energy-selective slit was set to 10 eV. Mag-
netic contrast was achieved using Lorentz transmission
electron microscopy (LTEM) with an underfocus of 2 mm
[31].

A Ti:Sapphire regenerative amplifier RAEA HP (KM-
Labs) was used to produce 35 fs pulses with a bandwidth
centered at 780 nm at a repetition rate of 4 kHz. A mod-
ified OPA TOPAS (Light Conversion) was utilized for
converting them into NIR pulses with a wavelength of
1200 nm. The duration of the 1200-nm pulses was fixed
at 100 fs, and that of the 780-nm pulses could be changed
from 100 fs to 10 ps. A set of optical choppers was im-
plemented for reducing the repetition rate down to 4 Hz

necessary for performing single pump pulse experiments
enabled by a fast mechanical shutter.

III. RESULTS

The equilibrium phase diagram of the Cu2OSeO3

lamella was measured by field cooling (FC) the sample
from 65 K at di↵erent magnetic fields and is presented in
Fig. 1a. The cooling rate was ⇠1 K/sec. Field cooling in
magnetic fields lower than 24 mT results in the appear-
ance of a helical phase below the ordering temperature
TC . Magnetic fields exceeding 50mT correspond to the
conical or field polarized (FP) states that are indistin-
guishable in the LTEM images. The boundary between
these two phases is indicated by a dashed line in Fig. 1a
and d. The measured TC of 40 K is lower than the value
of 59K reported earlier [10]. This discrepancy might be
explained by the di↵erence in the actual sample tempera-
ture and the temperature measured by the thermocouple
of the sample holder or by the fact that we studied a thin
lamella (150 nm) that may have a di↵erent TC and phase
diagram than the bulk crystal measured in Ref. [10].

The skyrmion photocreation experiment below the
equilibrium skyrmion pocket was conducted according
to the protocol shown in Fig. 1a. First, the sample was
cooled from 65 K (above the TC) in a field of 14 mT, which
is the remanent field of the TEM objective lens, following
the blue arrow. The initial state of the sample after FC
is helical (Fig. 1b). After reaching a temperature of 5K,
the sample was irradiated with a single 780-nm femtosec-
ond pulse resulting in the formation of a skyrmion lattice
(Fig. 1c). The absorbed fluence in this experiment was
15 mJ/cm2.

We tested the possibility of creating the low-field
skyrmion phase shown in Fig. 1c by slow field cooling.
Fig. 1d indicates the path followed within the phase dia-
gram. First, the sample is cooled in a field of 40 mT from
65 K to 5 K at a cooling rate of ⇠1 K/sec, resulting in the
formation of a skyrmion lattice (Fig. 1e). However, af-
ter decreasing the magnetic field to 14 mT, the skyrmion
lattice transforms into helices (Fig. 1f). Thus, the pho-
toinduced skyrmion phase in the Cu2OSeO3 lamella at
14 mT and 5 K is a manifestation of a unique magnetic
phase, which can be accessed only via photoexcitation of
the sample.

The discovered low-field skyrmion phase exhibits a
long lifetime exceeding several tens of seconds (Fig. 2).
We have also observed the skyrmions present in the sam-
ple minutes after the excitation (not shown). The helical
and the skyrmion domains coexist in the sample for a few
seconds after the optical excitation (Fig. 2b), and on a
longer time scale, the skyrmion lattice expands prevailing
over the helical domains (Fig. 2c).

We studied the pulse duration dependence of the
skyrmion photocreation process at 5 K and a field of
14 mT. The final magnetic states of the Cu2OSeO3

lamella are reported in Fig. 3a for the excitation with a
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FIG. 1. New skyrmion phase below the equilibrium skyrmion pocket in Cu2OSeO3.a The field cooling phase diagram
of the Cu2OSeO3 lamella. FP is the field polarized state, and PM denotes the paramagnetic state. b After FC the sample
below the equilibrium skyrmion pocket (14 mT), only the helical state is visible in the real-space LTEM image measured at 5 K.
c After the arrival of a single 780-nm laser pulse, the magnetic state of the sample contains coexisting skyrmion and helical
phases. d Protocol followed to attempt accessing the novel skyrmion phase at low magnetic fields by FC. e The skyrmion phase
at 5 K and 40 mT generated by field cooling the sample through the Curie temperature. f After decreasing the magnetic field
to 14 mT, the skyrmions disappear and the helical phase emerges. The scale bars in panels b, c, e, f are 1 µm.

(b)
aa cb
-1 sec 1 sec 40 sec

FIG. 2. The stability of the photocreated skyrmion phase. The LTEM images of the Cu2OSeO3 lamella at 5 K and
14 mT a one second before, b one second after, and c 40 seconds after the irradiation of the sample by an optical pulse. The
insets show the Fourier Transform (FT) patterns calculated over the corresponding images. The scale bar is 1 um.



4

single 780-nm pulse. Before each measurement, the sam-
ple was reset to the single-domain helical state by briefly
applying an out-of-plane magnetic field of 1 T. Note that
resetting by going above the Curie temperature and fol-
lowing field cooling did not result in any change. The
vertical axis corresponds to the fluence absorbed in the
thin 150-nm part of the sample (see Supplementary In-
formation). The sample remains in the helical state for
lower fluences, as indicated by the black circles. Occa-
sionally, a reorientation of the helix wave vector Q was
observed after the arrival of a pulse, but no skyrmions
were created. A skyrmion lattice was generated as higher
fluences, corresponding to the red circles. The skyrmion
generation threshold marked by the blue lines shows only
weak dependence on the pulse duration.

Tuning the photon energy below the crystal field ex-
citation regime allows for achieving an outstanding e�-
ciency in generating the skyrmions as demonstrated in
Fig. 3b. The absorbed threshold fluence required for
generating the skyrmions with 780-nm pulses at 5 K and
14 mT is 11 mJ/cm2, and for 1200-nm photons, this value
reduces to 0.06mJ/cm2. Although the absolute values
varies slightly among the samples tested, we reproduced
this result in four di↵erent samples. To the best of our
knowledge, it is a record-low fluence necessary for gen-
erating skyrmions in a magnetic material. The fluence
threshold shows only a weak polarization dependence for
a wavelength of 1200 nm (Fig. 3c). This behavior is ex-
pected from the cubic symmetry of the material point
group and is consistent with the simulations discussed
below.

IV. DISCUSSION

The low-temperature skyrmion phase identified in our
experiments can only be accessed by laser excitation
(Fig. 1c) and is absent under adiabatic field cooling of
the sample (Fig. 1f). It indicates that the photocreation
of skyrmions in this regime cannot be explained solely by
the transient heating of the sample and that other non-
thermal e↵ects play a central role. To gain further insight
into the microscopic processes underlying skyrmion pho-
tocreation in Cu2OSeO3, we performed extensive spin
dynamics simulations. Due to the multiferroic nature of
the material, there is a large number of mechanisms by
which the laser electric field can a↵ect magnetization.
Since our measurements were performed at wavelengths
inside the bulk band gap and low to moderate fluences,
real (as opposed to virtual) electronic excitations can be
assumed negligible. In addition, as indicated by Fig. 3b,
a much lower fluence is needed to create skyrmions for
� = 1200 nm than for � = 780 nm. It is likely due to
the electronic crystal field excitations present at shorter
wavelengths [14], which hinder energy from reaching the
magnetic subsystem and are detrimental to skyrmion cre-
ation.

As illustrated in Fig. 4a, the possible light-matter cou-

pling mechanisms are the Raman excitation of phonons
and magnons, an e↵ective magnetic field generated by
the inverse Faraday e↵ect, and direct magnetoelectric
coupling to the spontaneous polarization [32–34]. The
magnetoelectric e↵ect, originating from the coupling be-
tween the laser electric field and the electronic polariza-
tion of Cu2OSeO3, is proportional to the amplitude of
the electric field [17]. Thus, the fluence threshold is ex-
pected to show a strong dependence on the pulse duration
and a crystal orientation dependence that we did not ob-
serve. In contrast, our experimental data only exhibits
a weak dependence of the fluence threshold on the pulse
duration (Fig. 3a). Thus, the magnetoelectric coupling is
likely not the main mechanism driving the observed pho-
tocreation below the equilibrium skyrmion pocket. The
inverse Faraday e↵ect is also expected to play a small role
in the photocreation process due to the weak polarization
dependence for 1200-nm light [22].

In contrast, static mechanical strain is known to
modify the shape of the magnetic phase diagram of
Cu2OSeO3 and similar materials. An increase of the TC

and an expansion of the skyrmion pocket were demon-
strated in a bulk crystal of Cu2OSeO3 under compressive
stress [18]. Moreover, a negative uniaxial strain can shift
the equilibrium skyrmion pocket to lower magnetic fields
via magnetoelastic coupling [35], and mechanical strain
can modify the Dzyaloshinskii-Moriya interaction (DMI)
constant of a skyrmion hosting compound [36], or both
the DMI constant and the anisotropy constant [37]. Since
a modest strain of 0.3 % can induce a modulation of the
DMI of up to 20 % [38, 39], a transient strain mediated
by long-wavelength acoustic phonons is expected to have
a significant impact on the DMI [40].

To make the above arguments quantitative we con-
sider a time-dependent interaction Hamiltonian HI(t) ac-
counting for all of the discussed mechanisms. This Hamil-
tonian is

HI(t) =
X

hiji
[Jij(t)mi · mj + Dij(t) · (mi ⇥ mj)] (1)

+
X

i

[B(t) · mi � E(t) · Pi] ,

where Jij is the exchange interaction between magnetic
moments mi and mj , Dij is the DMI, B and E are the
external magnetic and electric fields, and Pi the elec-
tronic polarization. Each microscopic process is associ-
ated with a characteristic energy scale, denoted by gR for
the magnon Raman process, gIFE for the inverse Fara-
day e↵ect, gm�el for the magneto-electric coupling, and
gm�ph for the magneto-phonon coupling. Further, each
mechanism only a↵ects a given term in Eq. (1), such
that the exchange depends on gR, the DMI on gm�ph,
the magnetic field on gIFE and the polarization on gm�el.
A detailed discussion of the values of these energies is
provided in the Supplemental Material.

To account for the time-dependence of the magnetic
interactions, we note that the magnon Raman process,
the inverse Faraday e↵ect, and the magneto-electric e↵ect
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FIG. 3. Absorbed fluence threshold for the photoinduced generation of skyrmions with NIR photons. a The pulse
duration dependence of the skyrmion photocreation in Cu2OSeO3 at 5 K and 14 mT for a 780-nm single-pulse photoexcitation. b
Comparison of the photocreation threshold between 780-nm and 1200-nm optical excitation. c The photocreation of skyrmions
with single femtosecond pulses having a wavelength of 1200 nm for di↵erent polarizations. The vertical axis indicates the
absorbed fluence. The red and black circles display the final state of the sample exhibiting skyrmions and helices, respectively.
The blue horizontal lines indicate the skyrmion generation threshold. The vertical axes in all panels correspond to the absorbed
fluence in the thin part of the sample.

only modify the spin parameters during the action of the
pulse (assumed to be a Gaussian of width ⌧). In contrast,
the phonon modulation of the DMI is expected to persist
for as long as there are phonons present in the system.
The time-dependent part of the DMI is therefore assumed
to have an onset time given by the pulse width ⌧ , and an
exponential decay set by the phonon lifetime ⌧ph. This
time dependence is described by a log-normal function as
further discussed in the Supplemental Material.

To describe the skyrmion photocreation process we
simulated the time-evolution governed by Eq. (1) fol-
lowing laser excitation (see Supplemental Material for a
discussion of the equilibrium spin parameters and phase
diagram as well as the spin equations of motion). In
line with our experiments, the magnetic field was cho-
sen such that the system is initially in the helical state
and close to the phase boundary to the conical state.
By exploring a significant portion of the parameter space
defined by Eq. (1), the dominant mechanism leading to
skyrmion photocreation in Cu2OSeO3 was identified as
the transient modulation of the DMI by long-wavelength
acoustic phonons. This identification is in line with sev-
eral previous studies that have found a strong depen-
dence of the Dzyaloshinskii-Moriya interaction (DMI) on
strain [38, 39] as well as on a dynamical coupling to acous-
tic phonons [40].

In agreement with our experimental results, our sim-
ulations predict a skyrmions phase to appear upon laser
irradiation for magnetic parameters below the equilib-
rium skyrmion pocket. Heuristically, the skyrmion pho-
tocreation process as emerging from our simulations can
be understood as follows (see Fig 4b). The coupled
spin-phonon system is excited into a non-equilibrium
state through Raman and magneto-electric processes. Si-
multaneously, the modulation of the DMI by acoustic

phonons leads to a change in the free energy landscape,
allowing the system to relax into a quasi-stationary state
defined by the instantaneous phonon-modulated Hamil-
tonian. At a time-scale set by the phonon lifetime ⌧ph the
free energy landscape returns to its original form, while
the magnetic system stays trapped in the meta-stable
skyrmion crystal state.

To substantiate this picture we show in Fig. 4c the
non-equilibrium magnetic phase diagram as a function
of pulse duration and laser fluence, and shows the topo-
logical charge Q of magnetic state at the final time of
our simulations (corresponding to about 300 ps). The
topological charge Q = 0 in the helical or ferromagnetic
state, and becomes Q = �1 and 1 for skyrmions and
antiskyrmions, respectively. Thus the topological charge
counts skyrmions and antiskyrmions and is non-zero only
when a net imbalance of such excitations is present. Our
simulation shows that photoexcitation strongly favors
skyrmion creation, and thus Q in Fig. 4c is equal to the
total skyrmion number Nsk. Clearly, above a thresh-
old fluence of F ⇡ 1 mJ/cm2, the non-equilibrium steady
state changes character from a helical to a skyrmion crys-
tal state. Similarly Fig. 4d shows the topological charge
Q as a function of DMI modulation.

We note that Fig. 4c predicts an approximately linear
relation between the threshold fluence and the pulse du-
ration. For this to be consistent with Fig. 3a, we have
to assume that the spins are insensitive to processes on
time-scales shorter than about 1 ps. More precisely, as-
suming that the laser energy is transferred to the acoustic
phonons faster than some excitation time ⌧exc, and that
this time is shorter than the characteristic magnetic time-
scale ⌧spin, the resulting spin dynamics is expected to be
independent of pulse duration for ⌧ < ⌧exc.

To assess the stability of the non-equilibrium skyrmion
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state, we further investigated the time-evolution of the
magnetic system. Fig. 4f-h shows the instantaneous mag-
netization mi(t) at a number of di↵erent times t, for a
pulse length ⌧ leading to a meta-stable skyrmion state.
As seen from Fig. 4e, the topological charge changes dur-
ing the initial part of the excitation and relaxation pro-
cess, which can be identified from total energy per spin
✏tot = E/N . However, after a time t = 150 ps, corre-
sponding roughly to the phonon lifetime ⌧ph, the topo-
logical charge is constant. Within the spin model the
skyrmion state remains stable indefinitely, since addi-
tional energy would have to be supplied to bring the sys-
tem back into the helical ground state. This is in good
agreement with the experimental finding of a meta-stable
skyrmion state surviving for several minutes.

V. CONCLUSION

In conclusion, we demonstrated the possibility of
generating skyrmions in Cu2OSeO3 at low magnetic
fields below the equilibrium skyrmion pocket by NIR

femtosecond laser pulses. Supported by the wavelength
dependence and spin dynamics calculations, we claim
that the irradiation of the sample results in the trig-
gering of low-energy phonons which transiently change
the DMI. As a consequence, these e↵ects modify the
free energy landscape of the material and enable the
transformation of the magnetic state into the skyrmion
lattice. The lifetime of the low-field skyrmion phase after
the light-induced generation exceeds minutes, which is
important for future magnetic data storage. The thresh-
old fluences for the skyrmion photocreation at 5 K and
14 mT are 11 mJ/cm2 and 0.06 mJ/cm2 for 780 nm and
1200 nm, respectively. The latter is the lowest reported
fluence required for generating skyrmions. Thus, our
experiment marks a milestone in the development of
energy-e�cient skyrmion-based spintronics devices.
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SUPPLEMENTAL METHODS

Calculation of the absorbed fluence

To determine the absorbed fluence, we consider a sam-
ple thickness t = 150 nm and an absorption length of
either l780 nm = 1.5 µm and l1200 nm = 30 µm. Since
t ⌧ l780 nm, l1200 nm, the absorbed fluence fraction can
be approximated as t/l�. Thus, 10 % and 0.5% of the
incident fluence are absorbed at 780 nm and 1200 nm, re-
spectively.

Equilibrium spin Hamiltonian

The magnetic structure of Cu2OSeO3 consists at the
microscopic level of 16 Cu ions per unit cell, each carrying
a magnetic moment of |si| ⇡ ~/2. However, due a hierar-
chy of magnetic interaction strengths [41], the four spins
on each pyramid of the pyrochlore lattice bind together
to form e↵ective magnetic moments of size |Si| = ~ living
on a trillium lattice. After an additional coarse graining
step, valid for magnetic structures where the magneti-
zation is constant over distances comparable with the
lattice size (r · M ⌧ a), the e↵ective spin Hamiltonian
in equilibrium is

H0 =
X

hiji
[J mi · mj + Dij · (mi ⇥ mj)] (2)

+
X

i

B · mi.

For Cu2OSeO3 the skyrmion radius is r = 50.89 nm,
compared to the lattice parameter a = 8.91 Å, such that
the coarse graining procedure is justified. To describe the
magnetization dynamics we employ a three-dimensional
square lattice with 40⇥ 40⇥ 10 lattice points. The mag-
netic moments are normalized to |mi| = 1, and all inter-
action parameters are measured in units of the exchange
interaction J0 = 48.2 meV. This gives the e↵ective pa-
rameters J = 1, D = 0.224 and B = 0.013, corresponding
to 20.7 mT, in agreement with previous work [41].

Simulated annealing and Metropolis Monte Carlo

The equilibrium magnetic phase diagram is found
by simulated annealing down to a target temperature
kBT/J0 = 0.02 using the Metropolis Monte Carlo al-
gorithm [42], corresponding to T ⇡ 1 K. To minimize
stochastic e↵ects in the phase diagram and the subse-
quent dynamics, each step involves 2000 thermalization
sweeps followed by an average over 2000 Monte Carlo re-
alizations with 40 sweeps each. In agreement with previ-
ous work [43], we find four competing equilibrium phases:
a ferromagnetic phase, a helical spiral phase, a conical
phase and a skyrmion crystal (SkX) phase.

Equations of motion

The magnetization dynamics is governed by the
Landau-Lifshitz-Gilbert (LLG) equation [44, 45], which
in the present case reads

@mi

@t
= ��mi ⇥

�H

�mi
� �mi ⇥

✓
mi ⇥

�H

�mi

◆
. (3)

Here the e↵ective magnetic field acting on magnetic mo-
ment mi is given by the functional derivative of the to-
tal Hamiltonian H with respect to mi. The parame-
ters � = 1/(1 + ↵2) and � = ↵/(1 + ↵2) take into ac-
count the phenomenological damping constant ↵, which
for Cu2OSeO3 is on the order of 10�4. The LLG equation
is solved by geometric Depondt-Mertens algorithm [46].

Light-matter coupling

The dominant light-matter coupling mechanisms con-
sidered here are Raman excitation of phonons and
magnons, an e↵ective magnetic field generated by the
inverse Faraday e↵ect, and a direct magneto-electric
coupling via the spontaneous polarization [10, 32, 34].
Several studies have found a strong dependence of the
Dzyaloshinskii-Moriya interaction (DMI) on strain [38,
39] as well as on a dynamical coupling to acoustic
phonons [40]. To describe such mechanisms we consider
the total Hamiltonian H(t) = H0 +HI(t), with the time-
dependent interaction Hamiltonian

HI(t) =
X

hiji
[Jij(t)mi · mj + Dij(t) · (mi ⇥ mj)] (4)

+
X

i

[B(t) · mi � E(t) · Pi] ,

The exchange interaction Jij = gR(t)(esc · dij)(ein · dij)
is modified to take into account magnon Raman pro-
cesses, the inverse Faraday e↵ect generates an e↵ec-
tive field B(t) = gIFEE⇤(t) ⇥ E(t), and the magneto-
electric e↵ect is described by a coupling to the polar-
ization Pi = gm�el(S

y
i Sz

i , Sz
i Sx

i , Sx
i Sy

i ). Assuming a
uniform excitation of acoustic phonons with momenta
k ⇡ 0 gives an isotropic modification of the DMI strength
D(t) = D(1� gm�ph(t)), where gm�ph(t) is proportional
to the time-dependent average phonon amplitude. Since
the phonon dynamics of Cu3OSeO2 is very complex, we
here use a phenomenological description of gm�ph(t) as
a log-normal function, with an onset determined by the
laser electric field and a decay related to the phonon life-
time ⌧ph. The laser electric field is described by a nor-
malized Gaussian envelope of width � and peak time ⌧ .

Time-dependence of the magnetic parameters

The excitation mechanisms discussed above are associ-
ated with di↵erent characteristic time-scales. In particu-
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lar, both the magnon Raman processes, inverse Faraday
e↵ect and magneto-electric e↵ects are impulsive in the
sense that they only are present during the action of the
laser pulse. In contrast, the magnon-phonon coupling is
expected to persist for as long as there are phonons in
the system. Since the magnetic moments have a char-
acteristic time-scale of about 1 ps, while a single optical
cycle of the laser is around 1 fs, the magnetic moments
are assumed to only respond to the average field given
by the pulse envelope.

Under these assumptions, the first three mechanisms
satisfy gi(t) = gif(t) for gi 2 {gR, gIFE, gm�el} and can
be described by a Gaussian time-dependence of the form

f(t) =
1

⌧
p

2⇡
exp[�(t � t0)

2/(2⌧2)], (5)

where ⌧ is the pulse width and t0 the time of peak inten-
sity. In contrast, the magnon-phonon coupling is mod-
eled by the log-normal function

gm�ph(t) =
gm�ph

t�
p

2⇡
exp[�(ln t � µ)2/(2�2)] (6)

Here the peak time is given by t0 = eµ��2

, and the e↵ec-

tive width (or skewness) by ⌧ = (e�
2

+ 2)
p

e�2 � 1. The
width is assumed to be related to the phonon lifetime,
which is assumed to be of the order of 100 ps. A few ex-
amples of the log-normal function for � = 1 and di↵erent
t0 is given in Fig. S1.

A. Definition of the topological charge

To quantify the topology of the spin texture we use the
lattice topological charge Q defined by [47]

Q =
1

4⇡

X

�

⌦�. (7)

In this definition the lattice is triangulated and ⌦� cor-
responds to the signed area of the spherical triangle

spanned by three neighboring spins, given by [47]

exp(i⌦�/2) =
1

⇢
(1 + mi · mj + mj · mk + mk · mi (8)

+ i⌘ijkmi · [mj ⇥ mk])

⇢ =
q

2(1 + mi · mj)(1 + mj · mk)(1 + mk · mi),

where ⌘ijk = +1 (�1) if the path i ! j ! k ! i is
positively (negatively) oriented. The surface area ⌦� is
well-defined everywhere except at the zero-measure set
mi ·(mj⇥mk) = 0 and 1+mi ·mj+mj ·mk+mk ·mi < 0,
where exp(i⌦�/2) has a branch cut.

The topological charge is a compact, convenient indi-
cator of the presence of a non-trivial spin texture: For
a single skyrmion Q = �1, for a single antiskyrmion
Q = 1, and for a cluster of skyrmions and antiskyrmions
Q =

P
i Qi with Qi their individual charges.

SUPPLEMENTAL NOTE: ESTIMATED
MAGNITUDE OF LIGHT-MATTER COUPLINGS

As discussed in detail in the following sections, the
magnon Raman coupling gives a modulation ⇠ 10 % of
the equilibrium exchange, the inverse Faraday e↵ect is
likely negligible, the magneto-electric e↵ect gives a con-
tribution of around ⇠ 1 % of the equilibrium exchange,
while the spin-phonon coupling can give a modulation on
the order of ⇠ 50 % of the equilibrium DMI.

Magnon Raman processes

An isotropic light-matter interaction arises due to the
coupling of the laser to the charge of the electrons un-
derlying the magnetic moments. For spin-1/2 systems,
this coupling can be derived by considering a half-filled
Mott insulator subject to an external electric field. The
weak-field limit of this coupling reproduces the Raman
vertex derived by Fleury and Loudon from general sym-
metry arguments [48–50], and is described by the Raman
Hamiltonian [51]

HR =
X

qq0

Rqq0a†
q0aq

X

hiji
gijqq0mi · mj (9)

=
X

hiji
Jijmi · mj .

Here Rqq0 = J(ea/~)2�q�q0 is the strength of the Raman
coupling, e is the electron charge, a the lattice parameter,
~ Planck’s constant, and J is the equilibrium exchange
interaction. The function �q describes the strength of
the one-photon vector potential, and the geometric factor
gijqq0 = (ê⇤q ·dij)(êq0 ·dij) encodes the underlying virtual
electronic processes. To simplify the notation we have
defined q ⌘ {q, s} with s the polarization.
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The leading order term of the Raman Hamiltonian
describes a two-photon two-magnon process. To assess
the strength of the light-matter coupling, we note that
�R,q = Rqq0nq where nq is the number of photons in
the incident field. Using the fact that nq = IV/(~!qc)
with the intensity I = (cn✏0/2)E2, we have �R,q =

(ea/~!q)2(n/4)E2. Assuming that a = 5 Å, E = 109

Vm�1 and n = 2.40, we find �R = 0.16 with and charac-
teristic energy scale gR = J�R = 7.7 meV.

Inverse Faraday e↵ect

For a system with non-zero magnetization the dielec-
tric tensor acquires nonzero o↵-diagonal elements and
can be written as ✏ij(M) = ✏0(✏r�ij � if✏ijkMk). Here ✏0
is the vacuum permittivity, ✏r the relative permittivity,
f is a small parameter related to the Faraday angle ✓F

discussed below, and �ij and ✏ijk are the Kronecker and
Levi-Cevita tensors, respectively. Calculating the inter-
action energy in a volume Vc around each spin [52–54],

U(t) = � i✓F c
p
✏r✏0a

3

2!

M(r)

Ms
· [E⇤(t) ⇥ E(t)], (10)

the Faraday coupling is ↵F = ✓F Vcc
p
✏r, where ✓F

is the Faraday angle per unit distance, and BF (t) =
✏0/(2i!)[E⇤(t) ⇥ E(t)] is the e↵ective optical spin den-
sity. The IFE coupling Hamiltonian is then written as

HIFE = ↵F BF (t) ·
X

i

mi. (11)

To estimate the light-matter coupling strength, we
write the Faraday angle as ✓F = VB where V is the
so-called Verdet constant, which is smaller than 100
rad/Tm. Taking E = 109 V/m, a = 5 Å and � = 1240
nm, giving ~! = 1 eV, we find the characteristic energy
scale gIFE = ↵F |BF | = 4.3 ⇥ 10�4 meV.

Magnetoelectric coupling

Due to the multiferroic nature of Cu2OSeO3 there is
a direct magnetoelectric coupling proceeding with d� p-
hybridization [10]. The resulting magnetoelectric cou-
pling Hamiltonian is

Hm�el = �E ·
X

i

Pi (12)

Pi = �(Sy
i Sz

i , Sz
i Sx

i , Sx
i Sy

i ).

In Refs. [10, 34] the coupling constant � is estimated to
the value � = 5.64 · 10�27 µCm by comparison to exper-
iment. This gives, for an electric field of E = 109 Vm�1,
an interaction energy of gm�el ⇡ 10�23 J or equivalently
gm�el ⇡ 1 meV.

Magnon-phonon coupling

The spin-phonon coupling of Cu2OSeO3 has been dis-
cussed in the context of non-reciprocal magnon propaga-
tion [40], where a coupling Hamiltonian of the form

Hs�ph = �D@zux(Sy
i Sz

j � Sz
i Sy

j )

+ �D@zuy(Sz
i Sx

j � Sx
i Sz

j )

was derived for a phonon propagating along the z-
direction. Assuming acoustic phonons propagating along
all cubic axes are excited with the same probability, this
gives a spin-phonon coupling Hamiltonian

Hs�ph = �D · (Si ⇥ Sj) (13)

where the DMI vector has been shifted according to the
following

Dx = Dx0(1 + �[@y + @z]ux) (14)

Dy = Dy0(1 + �[@z + @x]uy)

Dz = Dz0(1 + �[@x + @y]uz).

To estimate the size of the DMI modulation, we note
that in Ref. [40] the value of � was estimated to be in
the range � = 50� 90 by fitting the calculated magneto-
chiral e↵ect towards experiment. With an estimate of
the phonon derivatives of @jui ⇡ kjui ⇡ 0.01, the spin-
phonon coupling can still give a modulation of the DMI
on the order of 50 %. This gives a characteristic energy
scale of gm�ph = 0.5D = 5.4 meV. This large value is
in line with previous studies, where the strain-induced
modulation of the DMI has been found to be very large
for a number of chiral magnets [38, 39].

Although the time-dependence of the phonon coor-
dinate u could in principle be obtained by a full dy-
namical simulation of the coupled vibrational modes of
Cu2OSeO3, such a calculation becomes prohibitive in
practice due to the complexity of the system. Here we
instead take a phenomenological approach and parame-
terize the time-dependence of the DMI with a log-normal
function, whose onset is determined by the pulse param-
eters of the laser electric field and whose decay is set by
the lifetime of the phonon modes.



4.4. Observation of a long-dynamics process after photoexcitation

Considering the presence of an external magnetic field

As complementary information, we numerically investigated the skyrmion creation process

with the presence of an in-plane magnetic field, which has been shown to reduce the skyrmion

stability drastically [285] (discussed in section 6.1.3). To establish the role of magnetic fields

for the skyrmion excitation, we compared the effect of adding either a normal or ab in-plane

magnetic field pulse to the modulation of the DMI (see Fig. 4.11). While the direction of

the magnetic field does not seem to be significant (at least in these calculations), having a

magnetic field present increases the likelihood of creating skyrmions. However, it might be

that there are parameter regimes where the direction of the field has more importance. More

extensive calculations are therefore required to investigate this potential effect.

Figure 4.11 – Skyrmion creation with the presence of a magnetic field. Topological charge
as a function of the phonon-modulated DMI D with (a) an out-of-plane magnetic field or with
(b) an in-plane magnetic field.

4.4 Observation of a long-dynamics process after photoexcitation

At equilibrium, anomalous dissipation processes close to the topological phase transitions

[277] have been identified. Furthermore, it is well known that strong magnetic fluctuations

exist in Cu2OSeO3 assigned to substantial anisotropic effects [171, 267]. However, until now,

information in real space has yet to exist, which is crucial for a complete understanding

of both individual and collective magnetic behaviors. In addition, dissipating effects and

relaxation dynamics across an out-of-equilibrium TPT remain elusive. In this thesis, we

tackled both aspects and presented exciting preliminary results. In particular, we unveiled a

permanent fluctuating skyrmion state close to the conical phase, discussed in section 6.1.2.

After topological phase transition induced upon ultrafast excitation, the skyrmions crystallize

in a skyrmion lattice. By taking a series of LTEM images after the photo-creation, we detect a
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Chapter 4. Light-induced topological phase transition in the multiferroic Cu2OSeO3

collective behavior of the skyrmions that depends on the applied magnetic field.

To analyze the collective magnetic order dynamics process, I developed a homemade code

to visualize the skyrmion order. The protocol followed is illustrated in Fig 4.12a-d. We found

that the long-lived dynamics depend on the applied field strength and orientation. At 14 mT, a

dominant anticlockwise rotation of the skyrmion lattice is observed up to one minute after

the photoexcitation (Fig. 4.13a). At -18 mT, a similar effect is noticed with both senses of

rotation (Fig. 4.13b). The rotation rate is ∼1°/s. Using a higher magnetic field stabilizes the

skyrmion lattice fixing its orientation. Still, a fluctuating character is observed as the magnetic

state oscillates between the skyrmion phase and a helical-like state shown in Fig. 4.12e-h.

Interestingly, although -18 mT, and +14 mT are close in absolute value, two distinct behaviors

are distinguished in the skyrmion collective response. Continuous rotation skyrmion rotation

exists in the presence of a radial thermal gradient [213], and we have recently demonstrated

that skyrmion breathing mode can induce an ultrafast skyrmion rotation [104] (Chapter 5).

However, none of the effects can adequately explain our long-dynamics observation. Indeed,

according to our simulations, no thermal gradient is expected after a few µs, and the breathing

mode relaxes on the nanoseconds timescale. Moreover, performing magnetic simulation on

a minutes timescale is currently beyond state-of-the-art. We speculated that the skyrmion

rotation originates from the weak but non-negligible role of the skyrmion periodic potential

order that favors a specific alignment. In that scenario, the skyrmions are first induced by the

phonon-mediated mechanism described above and trapped in a metastable potential well

with a given orientation preferred in that instantaneous state in the free energy landscape. The

topological nature of the skyrmion prevents them from collapsing, and the skyrmion crystal

rearranges slowly. As skyrmions are solitons, the process should occur on a fast time scale as

no energy cost is required. However, in a real material, defects induce disordered in the energy

landscape, which has to be overcome by the skyrmion system to relax toward its ground state.

Consequently, the characteristic relaxation time is defined by the fluctuation strength and the

disorder present in the material.

A second observation differentiates the -18 mT and +14 mT photo-skyrmions. At -18 mT,

the skyrmions, although initially forming a single crystal (see Fig. 4.14b), progressively relax

towards its true equilibrium state (helical). While, at +14 mT, the photo-generated skyrmions

remain stable, and no decay was observed for the same time window investigated. Magnetic

anisotropy interactions are probably responsible for the effect and have been shown to be

important in Cu2OSeO3 [171, 267].
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4.4. Observation of a long-dynamics process after photoexcitation

Figure 4.12 – Fourier transform analysis and long-lived skyrmion fluctuation. a-d: Example
of the protocol followed in the Fourier transform analysis. First, the Fourier transform of the
image a is computed. Using an annular mask shown in light blue in image b and unwrapping
the obtained pattern, we obtained a strip containing the peak of the magnetic order (c). Finally,
a vertical binning is applied to retrieve the profile illustrated in d. The white spikes are artifacts
from the image edge, removed in our analysis. From the profile, we can construct a graph
representing the time evolution of the profile, allowing us to visualize the evolution of the
magnetic order. An example is given by the figure h. The blue (red) arrows show the signature
of the helical (skyrmion) phase. h: Magnetic order dynamics following photoexcitation with
an 780 nm single pulse of 80 fs and an incident fluence of 83 mJ/cm2. The system is initially
prepared in the helical state. t = 0 corresponds to the pulse arrival. The skyrmion order
appears and fluctuates, well represented by the intensity variation. Three real space LTEM
images at three different times denoted by the red dashed line are shown in e-g. Image f, which
corresponds to a weaker intensity in h, shows the presence of a conical phase and elongated
skyrmions resembling to helices. The white scale bar corresponds to 500 nm. The dataset was
acquired at 5 K and from the sample presented in Fig. 4.12h.
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Chapter 4. Light-induced topological phase transition in the multiferroic Cu2OSeO3

Figure 4.13 – Clockwise and anticlockwise rotation of the photo-created skyrmion lattice.
Evolution of the magnetic order prepared initially in the helical state following photoexcitation
with a 780 nm single pulse of 80 fs and an incident fluence of 83 mJ/cm2. The blue (red) arrows
show the signature of the helical (skyrmion) phase. a: At 14 mT, positive field and below the
critical field, an anticlockwise rotation and a splitting are observed. After 50 s, the lattice
stabilizes. b: For the negative version also below the critical value, at -18 mT, the two senses of
rotation are observed. Similarly, after 50 s, the lattice stabilizes. The incident fluence used in
both cases is 83 mJ/cm2. All the dataset was acquired at 5 K.

4.5 Experimental limitations

The presented work was extremely challenging in many aspects as a large parameter space

(wavelength, polarization, pulse duration, magnetic field amplitude, and orientation) was

investigated, and due to contamination issues, different samples were investigated, increasing

the analysis complexity, as the quantitative effect depends on the sample thickness and sample

quality. Furthermore, each session is limited by the liquid helium holder to approximately 5

hours of measurement. The lifetime of each lamella is about 15 hours at cryogenic temperature

as contamination starts to appear at the surface and hinders the magnetic contrast leading to

measurement inconsistencies. In total, this work compiled more than two years of exploration

and accounted for more than twenty cryo-LTEM sessions and ten different lamellae.
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4.5. Experimental limitations

Figure 4.14 – 780 nm-skyrmion reordering and decay in -18 mT field. a-e: Series of LTEM
images, taken a before the photoexcitation and (b-e) after. After being created, the skyrmions
rearranged and decayed back toward the helical phase. f-j shows the associated (upper image)
FFT. k-m present a second data set with longer waiting time. Most skyrmions have decayed.
The red circle has the same reciprocal length in all FFT figures. No change in pitch length is
observed. The white scale bar corresponds to 500 nm. All images were acquired at 5 K.
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4.6 Open questions

As pioneers in the out-of-equilibrium real space investigation of the complicated multiferroic

Cu2OSeO3, many questions have arisen along the study. To mention only a few, maybe the first

question to address is how precisely the entire magnetic phase diagram is reshaped. In particu-

lar, can it quantitatively explain the skyrmion pocket shifting for the 1200 nm photo-excitation,

and what about the 266 nm case? In the microscopic simulation, all acoustic phonons with

near-zero momentum were considered; what would happen if we specifically trigger one

phonon mode using lower energies in the mid-infrared range? The long-lived dynamics pro-

cess merits clarification as it directly reflects the present disorder and the magnetic fluctuating

energy. Finally, can we induce the reverse effect to erase the skyrmions? We tried to address

the last question. Whereas using extremely high fluence, the skyrmion phase can be destroyed

in some cases. We noticed that for a reasonably low-fluence regime, the laser pulse induced

the skyrmion to rotate. This novel effect is presented in the next Chapter.

4.7 Conclusion

In this Chapter, we introduced and reviewed the remarkable Cu2OSeO3 properties. Harnessing

its insulating nature, we investigated the skyrmion photo-creation using an ultrashort laser

pulse. A strong wavelength dependence is observed that we associate with a phonon-mediated

process using atomistic spin calculation. According to our simulation, the skyrmion formation

established in approximately 120 ps, faster than the 500 ps reported in the metallic multilay-

ered system [218]. We uncovered long-lived skyrmion dynamics that depend on the magnetic

field. Although its clear origin must be clarified, we anticipate an essential role of the magnetic

disorder in the magnetic free energy and the inherent magnetic fluctuation. In summary, our

work provides the first demonstration of the magnetic free energy landscape manipulation

that leads to a topological phase transition. Thus, we expect profound consequences in the

study of out-of-equilibrium TPT and the Kibble-Zurek mechanism, as well as in technological

application as we provide a milestone for future ultrafast energy-efficient spintronic devices.
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5 Road to ultrafast topological emer-
gent magnetism

In this work, we image the nanoscale dynamics of an irreversible magnetic process and show

that they take place on picosecond timescales. In doing so, we control the rotation of a skyrmion

crystal in a topological magnet with a timescale much faster than anything achieved before,

using individual femtosecond laser pulses. To place our work in context, extensive experimental

and theoretical studies on skyrmion dynamics previously demonstrated the capability to rotate

the skyrmion crystal via electrical or spin currents applied either with electrical connections

or a focused high-energy electron beam (much stronger than the one used in our microscope).

Our work differs from these earlier studies (see for example ref. [213]) because femtosecond

laser pulses offer the capability to perform the manipulation in an ultrafast, controlled and

contact-free manner. Furthermore, tuning the laser pulse parameters: polarization, fluence,

timing, and spatial distribution, provides us with a unique flexibility in achieving deterministic

skyrmion control. Our discovery was made possible by the combination of the extremely high

magnetic spatial resolution in a transmission electron microscope operated in Lorenz force

mode with ultrafast and precise in-situ excitation using near infrared femtosecond laser pulses.

The hysteretic nature of the material allowed us to manipulate the magnetic order in a stable

manner, i.e. the magnetic ordering changes in a quantitative way after each laser pulse and

remains in that configuration until the system is perturbed again. A new experimental protocol

we designed based on this principle provided us with some truly spectacular results that yield

insight into the fundamental mechanisms responsible. We then joined forces with several

eminent theorists in the field to provide a convincing theoretical description of the observed

dynamics. Together, this work will have a very significant impact on information technology and

spintronics research, since the manipulation of skyrmions in an ultrafast, highly efficient, and

contact-free manner has far reaching implications for state-of-the-art logical devices based on

topological ordering such as racetrack memory. We are convinced that our work will guide the

development of future spintronics devices. This work is the result of a many-years experimental

effort and a true breakthrough in ultrafast spintronics and magnetic imaging.

79
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Contribution

My contribution covers all the experimental aspects, from the laser beam line installation

to the data acquisition. Furthermore, I had the chance to be the first to realize the effect

during my analysis. The experimental investigation reported in ref. [104] was carried out

along with P. Tengdin and A. A. Sapozhnik. The inverted polarity dataset was acquired by

myself and F. Truc. OAM beam investigation was carried out by myself with the help of A. A.

Sapozhnik. I performed the entire data analysis and contributed to the theoretical effort, as I

proposed the conservation of angular momentum as the leading mechanism. I. Madan and T.

LaGrange gave experimental support. The complete theory and micromagnetic simulation

were performed by L. Kong and N. Del Ser under the supervision of our collaborators J. Zang

and A. Rosch. Simulations of the thermal load response were performed by S. Gargiulo. The

TEM lamellae were provided by T. Schönenberger and P. Che. Crystals were grown by P. R.

Baral, and A. Magrez. F. Carbone supervised this work.

5.1 Light for efficient ultrafast control in spintronics

In 1947, an enormous breakthrough was achieved at Bell Laboratories in the field of semicon-

ductors which will revolutionize our modern society. The first transistor has just been invented.

Still used today, there are ubiquitously integrated into our daily electronic devices [286]. A

permanent race rages between the various large semiconductor companies to increase the

integrated transistor density, following Moore’s law [287]. Indeed, more dense rhymes with

more efficient. Today, miniaturization has exceeded the 100 million transistors per mm2, or

100 transistors per µm2, approaching the ultimate density defined by quantum effects that

emerge in that spatial scale [288]. One possible way to overcome this issue and build the

next-generation nanodevices is to reduce the dimensionality and use 2D materials [289–293].

On the other hand, using the electron spin property instead of his charge has tremendous

potential as it provides low-power consumption, high-speed and high-density memory, and

can also benefits from the ultimate thickness of 2D materials [294]. This breathtaking field

is named spintronics. Beyond miniaturizing conventional electronic devices, manipulating

spins has a profound impact on the Quantum World, as it can realize quantum function-

alities. Indeed, many quantum applications rely on the spin properties such as quantum

computing and information [295, 296], quantum sensing [297–301] and, quantum metrology

[302, 303], to mention only a few. In data storage, spintronics has already found its place in

our daily life [304–306] driven by the discovery of the giant magneto-resistance effect in 1988

[307, 308]. Nevertheless, with the constant production of data, which consequently induces

a higher energy demand, we must upgrade our current technologies and pursue the hunt

for energy-efficient, and ultra-dense development [309–311]. As this emerging field is at the

nanometre level, quantum effects [312, 313] and defects [314] become relevant. Hence, a

deep fundamental understanding of the underlying principles and advanced experimental

realizations and demonstrations are required. In the last decades, a considerable effort has

been engaged in the quest to master spin properties [294, 312, 315–317]. Manipulation of
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5.2. Ultrafast coherent control of a skyrmion crystal in Cu2OSeO3

spin state has been achieved using electrical current [318, 319], electric field [311, 320–322],

magnetic field [312, 323, 324], or mechanical resonator [325, 326]. Among all means, optical

control has a special place as it allows non-invasive ultrafast manipulation of individual spin

[327–329] and larger spin complex forming a magnetic order [279, 280, 312]. Skyrmion, a

specific spin arrangement consisting of whirling spins, has attracted the attention of physicists

due to its peculiar topological properties (see Chapter 3). In spintronics, skyrmion-based

devices stand out as magnetic unit as it combines efficient control, robustness, and nanometre

size, ideal for ultra-dense and low-consumption devices [14] and neuromorphic computing

[159]. Laser-induced skyrmion formation and deletion have been demonstrated in FeGe [217],

multilayered system [218], ultrathin films [330] and recently in an insulating material [219]

with a nucleation process in the sub-nanoseconds regime. In order to be useful in real devices,

beyond creation and erasing, skyrmion control is needed. We can distinguish two categories to

control the skyrmion lattice orientation. One modifies the intrinsic properties of the skyrmion

host materials inducing a new equilibrium [257]. The second approach differs as a continu-

ous skyrmion rotation is observed in the presence of the external trigger. In particular, such

processes were experimentally demonstrated by using magnon-current induced by thermal

gradient [213] and the combination of dissipation, temperature fluctuations, and magnetic

field gradient [284]. Both processes lead to a rotation rate of 100-101 degrees per second,

leaving a crucial question: Can we use light to rotate the skyrmion lattice non-thermally at an

ultrafast timescale? Hence, paving the way for ultrafast topological magnetism.

5.2 Ultrafast coherent control of a skyrmion crystal in Cu2OSeO3

To address this question, we choose our favorite skyrmion host-materials Cu2OSeO3 as it

reduces thermal effect drastically. Furthermore, in that materials, sub-ns collective spin exci-

tations are known to be triggered by the inverse Faraday effect upon ultrafast NIR circularly

polarized excitation [280]. Moreover, IFE has a non-thermal origin and enables coherent

control [33]. Therefore, it is reasonable to expect triggering a skyrmion rotation by the spin

current photo-induced, depending on the light polarization. Using LTEM, a real space mag-

netic imaging technique to investigate the proposed effect, we demonstrated the rotation

of a skyrmion crystal at a speed of 108-1010 degrees per second. This high-speed rotation is

possible by a novel mechanism exploiting the collective nature of the skyrmion lattice. In

detail, the laser pulse drives a collective magnetic mode, named breathing mode, which pro-

gressively relaxes due to Gilbert damping. Invoking the conservation of angular momentum, a

rotational torque is applied to the skyrmion lattice leading to the rotation. Remarkably, as the

process relies on a collective periodic mode, it can be coherently manipulated by adjusting

the time delay between a laser pulse sequence. Consequently, the skyrmion orientation can

be deterministically defined and changed in an ultrafast and energy-efficient fashion. From

another perspective, this work demonstrated the manipulation in real space of a few spins

orientation at an ultrafast time scale, vital for next-generation spintronics devices. This work

is synthesized in ref. [104], and is presented below.
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Exotic magnetic textures emerging from the subtle interplay between thermodynamic and topological
fluctuation have attracted intense interest due to their potential applications in spintronic devices.
Recent advances in electron microscopy enable the imaging of random photogenerated individual
skyrmions. However, their deterministic and dynamical manipulation is hampered by the chaotic nature
of such fluctuations and the intrinsically irreversible switching between different minima in the magnetic
energy landscape. Here, we demonstrate a method to coherently control the rotation of a skyrmion crystal
by discrete amounts at speeds which are much faster than previously observed. By employing circularly
polarized femtosecond laser pulses with an energy below the band gap of the Mott insulator Cu2OSeO3, we
excite a collective magnon mode via the inverse Faraday effect. This triggers coherent magnetic oscillations
that directly control the rotation of a skyrmion crystal imaged by cryo-Lorentz transmission electron
microscopy. The manipulation of topological order via ultrafast laser pulses shown here can be used to
engineer fast spin-based logical devices.

DOI: 10.1103/PhysRevX.12.041030 Subject Areas: Condensed Matter Physics, Magnetism
Spintronics

I. INTRODUCTION

When an electron traverses a skyrmion’s magnetic
structure, the topological ordering causes the electron’s
spin to pick up a Berry phase. This produces a Lorentz force
on the electron as well as a net force on the skyrmion
oriented perpendicular to the flow of electric current, known
as the Skyrmion Hall effect [1,2]. The effect provides a
greatly enhanced coupling of electric current to the mag-
netic texture, much more efficient than for current-driven
manipulation of domain walls [3,4]. In analogy to the case

of electric current, skyrmions present in an insulating host
material are subject to similar forces when exposed to a pure
spin current [5]. However, this process can proceed without
the Ohmic losses that exist when using electrical current.
Additionally, excitation of spins can be achieved in an
ultrafast and contact-free manner using ultrafast lasers on
femtosecond timescales [6,7].
The emergence of Cu2OSeO3 as a skyrmion hosting

Mott insulating material with multiferroic properties and
bulk Dzyaloshinskii-Moriya interaction opens the possibil-
ity to study and manipulate topological order and skyrmion
dynamics purely under the influence of magnetic excita-
tions or electric fields [8]. Additionally, spin currents and
collective oscillations in Cu2OSeO3 are shown to have an
exceptionally low damping and correspondingly long mean
free path, making them effective candidates for manipu-
lating spin order [9,10]. Recent works demonstrate the
ability to rotate the skyrmion crystal in Cu2OSeO3 via
thermally generated spin currents [11,12], electric fields
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[13,14], and a magnetic field gradient in doped crystals
[15]. In Refs. [11,12], the spin currents are induced via the
spin Seebeck effect with a strong local heat gradient
generated from a high-power electron beam. For all
previous experiments of this kind, the rotation proceeds
on the timescale of hundreds of milliseconds to seconds. To
increase the speed of these processes, faster excitation
mechanisms are required.
Recent experiments show that circularly polarized fem-

tosecond pulses of light can induce an effective magnetic
field of up to 0.6 T in a material for timescales as short as
50–100 fs and drive switching of the magnetic order via the
inverse Faraday effect [16–18]. Femtosecond light pulses
can also generate spin excitations that have pulse widths in
the femtosecond timescale and can travel up to ballistic
speeds [19–23], and single pulses are used to trigger the
generation of skyrmions in a ferromagnetic or helical
background [24,25]. However, the microscopic details of
spin excitation on ultrafast timescales are still not fully
understood. Experiments investigating these excitations are
ultimately constrained by a limited ability to directly image
spins on the relevant length (nanometer) and time (femto-
second) scales and are furthermore limited by the inher-
ently irreversible nature of many of the magnetic
phenomena studied. The development of Lorentz force
microscopy for imaging magnetic textures such as sky-
rmions coupled with ultrafast excitation of these structures
constitutes a promising tool for enhancing the understand-
ing of these spin excitations and their propagation.
In this work, we take advantage of the strong coupling

between topological ordering and collective spin oscillations
inCu2OSeO3 to drive skyrmion rotationalmotionwith single

femtosecond pulses of circularly polarized near-infrared
light. After each individual laser pulse, we image the sky-
rmion crystal in real space via in situ cryo-Lorentz force
transmission electron microscopy (LTEM). We show that
with each laser pulse we rotate the skyrmion crystal by a
controlled and irreversible amount. The magnitude of the
rotation depends sensitively upon the polarization and
fluence of the pulse. With time-varied double pulse mea-
surements performed at the fluence threshold of the observed
rotation, we show that this rotation process is driven by a
collective magnon excitation that has a characteristic exci-
tation period of approximately 175 ps. Furthermore, the
rotation can be switched on and off in a coherent manner by
changing the delay time between successive driving pulses
with the appropriate polarization. Our conceptually new
experimental protocol provides nanoscale images of irre-
versible modification of the skyrmion crystal orientation that
correspond to picosecond dynamics in thematerial. Through
real-space analysis of our images, we generate detailed
mappings of the rotations present overmacroscopic distances
(tens of microns) with a precision that is limited only by the
natural length scale of the skyrmions themselves (approx-
imately 60 nm). Additionally, the energy of the light used for
excitation (1 eV) is far beneath the band gap of the skyrmion
host material, and, thus, control can be achieved with
remarkably low values of absorbed fluence, potentially
enabling future ultrafast and highly efficient devices.

II. EXPERIMENTAL RESULTS

Figures 1(a) and 1(b) show real-space cryo-LTEM
underfocused images of the skyrmion crystal in
Cu2OSeO3 discussed in this work. Figure 1(a) shows a

FIG. 1. Illustration and schematic of laser-driven skyrmion crystal rotation process. (a) Real-space images of skyrmion crystal in
Cu2OSeO3 taken before excitation with the laser pulse and (b) after six successive near-infrared laser pulses each rotate the skyrmion
crystal by a discrete amount. Note that the angle (depicted in blue) to the horizontal changes. (c) Fourier transforms of LTEM images
following successive pulses of 8 mJ=cm2 of near-infrared femtosecond laser excitation. The angle of the hexagonal ordering of the
skyrmion crystal changes as a function of the number of pulses applied to the sample. (d) Tracking the position of a single peak in the FT
of an image while pumping the sample with individual femtosecond laser pulses. Note that σþ and σ− polarizations both rotate the
skyrmion crystal in the same direction, while linear polarization does not rotate the skyrmion crystal. The error bars are 95% confidence
intervals calculated from the data and multiplied by an uncertainty factor determined from the noise level in the data.

PHOEBE TENGDIN et al. PHYS. REV. X 12, 041030 (2022)

041030-2



metastable skyrmion crystal that forms when we cool the
thin lamella from above the Curie temperature (approx-
imately 60 K) to 5 K under an applied magnetic field of
34 mT. Further details of the complete phase diagram of
the sample are provided in Supplemental Material [26].
Next, we irradiate the sample with individual femtosecond
laser pulses having a waist much larger than the sample
size (see Appendix A 1), after which we observe that the
skyrmion crystal rotates. Figure 1(c) illustrates our pro-
cedure for tracking the rotation of the skyrmion crystal
in the real-space TEM images. After each successive
laser pulse, we take an image and then take the Fourier
transform (FT) of the real-space image (or a subsection of
an image) and calculate the angle of the FT in a polar
coordinate system. We repeat this process, allowing us
to map the change in the angle of the skyrmion crystal
following a train of pulses of near-infrared radiation.
Further details about the pulse train and imaging settings
are given in Appendix A 1. In Fig. 1(d), we extract and
plot the angle of a single peak in the FT of the skyrmion
crystal after illuminating the sample with femtosecond
pulses of light. For the circularly polarized light (both σþ

and σ−), each pulse rotates the skyrmion crystal by a
discrete amount, with the direction of rotation being the
same for both handednesses of polarization, while the
linearly polarized light does not rotate the skyrmion
crystal. This difference between the rotation of linear
and circular polarizations implies that the circularly
polarized pulses can drive excitation of magnons (the

quanta of spin current) on ultrafast timescales. The
mechanism for this excitation is known to be inverse
Faraday effect [27] and is discussed later in the text.
In Fig. 2(a), we plot the fluence dependence of the

rotation process. We observe that the magnitude of
rotation depends sensitively on the amount of laser
fluence used in the experiment. In Fig. 2(b), we show
that the threshold fluence needed to rotate the skyrmion
crystal with circularly polarized light is >1.6 mJ=cm2.
Above this threshold, the rotation amount proceeds in a
roughly linear fashion until 8 mJ=cm2. We observe that
pulses with energies above this value (approximately
10 mJ=cm2) can melt and reform the skyrmion crystal;
thus, they cannot be used to rotate the crystal in a
controlled way.
Following this fluence dependence,we study the threshold

between rotation and nonrotation using a time-resolved
technique. We split the photoexcitation pulse into two parts
with equal value, and we measure the rotation of the
skyrmion crystal as a function of the time delay between
the two pulses, each with a fluence of 1.1 mJ=cm2, corre-
sponding to half of the required fluence for the skyrmion
crystal rotation.When the pulses are combined into one pulse
at time zero, the excitation is above the threshold where
rotation occurs [see Fig. 2(a)]. In Fig. 2(c), we plot the
difference in the Fourier transform of two images: one image
taken before and one taken after two pulses are sent at the
intervals indicated (0–300 ps). We observe that rotation
occurs only when the pulses are sent at certain intervals.

FIG. 2. Fluence and time dependence of skyrmion crystal rotation. (a) Fluence dependence of skyrmion crystal rotation. The dashed
line is a linear fit to the data points with fluences from 1.6 to 8 mJ=cm2. (b) Threshold value of fluence needed to drive rotation in the
skyrmion crystal. This value of fluence (2.2 mJ=cm2) is split into two pulses and used to perform the double pulse time-resolved
experiments described in (c). Two laser pulses, each with a fluence of 1.1 mJ=cm2, are separated by a controlled delay. After the pulses
excite the sample, a Lorentz image of the magnetization is recorded. The change in the Fourier transform of the images is shown for
various time delays between pulses, illustrating that this time delay between the two pulses directly influences the observed rotation. For
clarity, the observed changes are shown after the rotation is driven by 120 pairs of pulses.
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This result is further investigated in Fig. 3. We plot the
detailed time dependence of the skyrmion crystal rotation
as a function of the pulse separation in Fig. 3(a). The blue
data points are taken for a sequence of two right-handed
circular (σþ) polarized pulses. The time dependence of the
rotation phenomenon shows an oscillation with a period of
approximately 175 ps and a damping that takes place over
the course of a nanosecond. This response can be attributed
only to the launching of a coherent collective magnetic
oscillation in the skyrmion crystal that drives the rotation
process. For the red data points, we send one pulse with σþ

polarization and a second pulse with left-handed circular
polarization (σ−) and slightly more than half the fluence
value of the first pulse (0.6 mJ=cm2). For a sequence of
σþ þ σ− pulses, we observe a coherent drive that is out of
phase with the σþ þ σþ sequence by 180° (approximately
87 ps). This is due to the polarization of the second pulse,
which can excite a magnetic field with opposite direction to
the first one via the inverse Faraday effect. The magnitude
of the rotation also has a weaker amplitude due to the
weaker amplitude of the second pulse, showing that the
process roughly scales linearly as predicted in Figs. 2(a)
and 2(b).
Next, we present a theoretical model that can help us

to understand the origin of the collective excitation obser-
ved. We compute and show theoretically in Supplemental
Material [26] that the combination of Gilbert damping, or
another source of damping (e.g., disorder), and breathing-
mode oscillations naturally leads to rotational torques,
TR
α;pump ¼ −αm0

R
d3r⃗ðdn̂=dθÞ∂tn̂ ∝ ðδMÞ2, where m0 is

the spin density, here we consider only Gilbert damping α,

n̂ the direction of the magnetization, and dn̂=dθ the change
of the magnetization as a function of the rotation angle θ.
For a clean system, we compute the rotation angle Δθα;pump

after a field pulse of amplitude δB and duration τ and obtain
(see Supplemental Material [26])

Δθα;pump ≈ γα;pump
1

αNS

!
δB
B0

"
2
!

τ
T0

"
2

; ð1Þ

where T0 is the period of the breathing mode, B0 the static
external magnetic field, NS the number of skyrmions
involved in the rotation, and γα;pump ≈ 9.7° a prefactor
for a single pulse which we determine using numerical
simulations; see Supplemental Material [26]. For a
sequence of two pulses with relative delay time Δτ, we
show in Fig. 3(b) how the rotation angle changes as a
function of Δτ. This qualitatively reproduces the exper-
imental result in Fig. 3(a). The remarkable match in the
timescales of the experimental and theoretical data con-
firms that rotational torques induced by the breathing mode
can explain our experiment.
Further analysis of our system shows that all rotations

are well completed within 5 ns. If we assume a rotation
timescale of 5–50 ns, we estimate an effective rotation rate
of 2 × 108–2 × 107 deg=s; see Supplemental Material [26].
This rotation rate is more than 6 orders of magnitude faster
than previously reported [11]. If we consider the case
of coherent control, when the oscillations are stopped
after a half period of 87 ps by a pulse of the appropriate
amplitude, the effective rotation rate could even be increased
to 2 × 1010.

FIG. 3. Detailed time dependence of skyrmion crystal rotation. (a) Double pulse timed experiments showing the rotation of the
skyrmion crystal observed as a function of the delay between the two pump pulses. The pulses either have both σþ polarization (blue
points) or a sequence of σþ=σ− polarization (red points). For the blue points, we use pulses of equal amplitude (each with 1.1 mJ=cm2)
and observe a coherent oscillation in the amplitude of rotation with a period of 175 ps that damps out progressively over a nanosecond.
For the case of σþ=σ− polarization, the second pulse of σ− polarization has half the amplitude (0.6 mJ=cm2) of the first one (1.1 mJ=cm2

with σþ polarization). Here, we observe rotation with approximately half the amplitude out of phase with the previous oscillation. The
blue and red dashed lines are a guide for the eye. Error bars (95% confidence intervals) are within the markers used. (b) Theoretical
prediction of the rotation angle θ=θ0 for such pulse sequences in a clean system where θ0 is the rotation angle for a single pulse. The
theory is based on the calculation of rotational torques arising from breathing-mode oscillations; see Supplemental Material [26].
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In Fig. 4, we use our real-space image to map the
rotation of the skyrmion crystal across macroscopic
distances while again illuminating the sample with a
train of femtosecond near-infrared (1 eV) laser pulses.
We divide the real-space image in Fig. 4(a) into 25
individual boxes, for each of which we take the FT of the
(sub)image and then plot the region around a single point
in the FT. In Figs. 4(b)–4(d), we show cutouts of the
rotation that takes place in different regions of the
sample. See Supplemental Material [26] for additional
plots of the rotation present in each subregion of a 5 × 5
grid of the sample. We find that, by analyzing subregions
of the samples, we could better isolate the different
regions of the skyrmion rotation, resulting in a higher-
quality signal. For the data presented in Fig. 4, the grid
size that leads to the best isolation of rotation regions
corresponds to an analysis subregion of 460 nm. Since
the skyrmion crystal period in this material is approx-
imately 60 nm, this corresponds to a cluster of 7–8
skyrmions across, or approximately 50 skyrmions. We
observe rotations as low as 0.05° per pulse in the Fourier
transform of our images; here, taken after a sequence of
120 pulses, this corresponds to movements of the sky-
rmions in real space of about 0.4 nm (per pulse).

III. DISCUSSION

Several mechanisms have previously been identified as
potential origins for the rotation of skyrmion crystals.
Roughly, they can be grouped into two different classes.
The first one is based on a manipulation of anisotropy
terms, e.g., by electric fields [13,14], which leads to a
rotation by a finite angle. In contrast, a continuous rotation
can be induced using the Magnus force imprinted onto the
skyrmions by electrical, spin, or heat currents. In an
inhomogeneous system, these forces lead to a rotational
torque. The inhomogeneity can arise from, e.g., a temper-
ature gradient [4] or simply radial heat currents when the
center of the skyrmion crystal is heated [11,12]. While the
latter effect may be of relevance in our experiment at high
fluence density, the polarization and time dependence of
our two-pulse low-fluence experiments in Fig. 3(a) allow us
to identify uniquely a new mechanism for the skyrmion
rotation.
As shown in Fig. 3(a), the first pulse induces a collective

oscillation of the skyrmion crystal with a period of T ¼
175 ps corresponding to a frequency of 5.7 GHz. The
origin of these oscillations is already known [16,27]: Via
the inverse Faraday effect, the polarized laser light induces
an effective magnetic-field pulse which triggers the

FIG. 4. Skyrmion crystal rotation in a real-space image from the TEM. (a) Real-space LTEM image of the magnetic structure in
Cu2OSeO3. The scale bar (bottom right) is 500 nm. Response of the skyrmion crystal after excitation by a femtosecond laser pulse train
is shown for specific regions of the film in (b)–(d). Each pulse has an energy of 8 mJ=cm2. We take the FT of each subsection of the
image and plot the angle of a single peak in the FTas a function of the number of pulses applied to the sample. The intensity corresponds
to the intensity of the peak in the Fourier transform within a region of angles. See Supplemental Material [26] for rotational maps of the
entire film.
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breathing mode of the skyrmion crystal, i.e., a coherent
oscillation of the size of each skyrmion. The magnetic-field
pulse has an amplitude of %10 mT for left- or right-
polarized light with a duration of τ ¼ 50 fs [16,28]; see
Supplemental Material [26] for details. The coherent
oscillations are enhanced if the second pulse is either in
phase with the same polarization as the first pulse or out of
phase with the opposite polarization, as seen for the red
data points. Remarkably, the skyrmion rotation starts
whenever the amplitude of the breathing-mode oscillation
is sufficiently large. This is direct experimental evidence
that collective oscillations induced by the inverse Faraday
effect lead to rotations of the skyrmion crystal.
Previous numerical and analytical studies [29,30] show

that collective magnetic oscillations can induce a transla-
tional motion of magnetic textures proportional to δM2,
where δM is the amplitude of the oscillatory mode. In the
current setting, such a translational motion is prohibited by
symmetry. Quantitatively, however, Eq. (1) predicts—for a
clean system and using the ultrashort pulse duration of our
experiment—rotation angles about 6 orders of magnitude
smaller than observed experimentally; see Supplemental
Material [26]. This shows that the Gilbert damping is
probably not the primary source of the rotational torques.
Instead, the rotational torques are most likely induced
because the breathing mode triggers a ratchetlike motion in
the disorder potential of our sample. Disorder is further-
more responsible for the fact that the rotation angle is not
proportional to δB2, instead following the typical threshold
behavior [see Fig. 2(b)] expected for a disorder-pinned
system. As the system is in a regime where pinning effects
are much more important than effects from the very weak
Gilbert damping, it is not surprising that disorder leads to
substantially larger rotational torques than predicted for a
clean system. As the forces from disorder are many orders
of magnitude larger than the forces for damping (α ∼ 10−4),
it is highly plausible that many orders of magnitude larger
rotational torques can arise from a disorder mechanism.
This is also consistent with the numerical observation in
Ref. [31] that boundaries can strongly enhance the ratchet-
like motion of skyrmions in oscillating magnetic fields.
In conclusion, our experiment shows that single ultrafast

laser pulses can trigger remarkably large rotations of
skyrmions using rotational torques induced by collective
spin oscillations and a ratchetlike motion in a disordered
system. We show that fluence, polarization, and timing can
directly control the rotation, while other parameters such as
the beam shape have not yet been explored. To modify the
spin currents and operate spin-based devices, we could
imagine using spatially varied laser beam profiles such as
Laguerre-Gaussian beams to generate tailored device
frameworks as needed for logical operations. Tightly
focusing these beams may also offer the possibility to
generate individual skyrmions, as shown in Ref. [32], while
the orbital angular momentum in the beams may lead to

even more efficient rotations [33,34]. Thus, our work offers
the possibility to design new modifiable spintronic devices
with logical bit sizes limited only by the spatial pattern of
the light used for excitation and with temporal command
sequences that can be modified on picosecond timescales.
This demonstration of picosecond control over nanometer-
scaled topological magnetic objects will lead to an array of
new device physics and allow scientists to build new
functionalities for skyrmions.
All data, code, and materials used in the analyses are

available to readers on request.
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APPENDIX: METHODS AND MATERIALS

1. Methods: Details of the experimental setup

The experiments are carried out in a modified JEOL
JEM2100 TEM [35]. In this instrument, in situ cryo-LTEM
can be performed in the Fresnel configuration [36] at
camera-rate temporal resolution (ms) using a continuous
wave electron beam generated thermionically, upon in situ
pulsed optical excitation of the specimen with a tunable
femtosecond source. The camera used for the detection of
the electrons is a Gatan® K2 direct detection camera. The
sample is cooled to 5 K using a helium-cooled sample
holder from Gatan.
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A Ti:sapphire regenerative amplifier is used to generate
35-fs pulses of light with a center wavelength at 800 nm
and a 34-nm (FWHM) bandwidth. The pulse energy
directly from the amplifier is 1.5 mJ per pulse at a 4-
kHz repetition rate, and approximately 55% of this light
(0.81 mJ) is used to convert to near-IR wavelength via an
optical parametric amplifier. After conversion to
1200 nm=1.03 eV, the pulses have the duration of 50 fs,
and we use a series of optical choppers to lower the
repetition rate to 10 Hz. In this way, we are able to use a
mechanical shutter to send individual pulses as desired or to
send a train of pulses that has a repetition rate lower than
the exposure time of our camera. For the pulse train
measurements, the pulses have a repetition rate of either
10 Hz or 10 Hz with every 3rd pulse missing (to check for
stability). The camera rate is 20 Hz. For the time-resolved
measurements, pairs of pulses are either sent individually or
at 4-Hz repetition rate, with total rotation recorded after 120
pulses and the rotation per pulse calculated by dividing the
observed rotation angle by 120. The beam is then focused
to a diameter of 40 μm (FWHM), which is much larger than
the sample size. The magnetic field in the microscope is
applied normal to the sample surface along the [111]
direction.

2. Materials: Sample preparation

A high-quality single crystal of Cu2OSeO3 is grown by
the chemical vapor transport method. 25 g of a stoichio-
metric mixture of CuO and SeO2 are sealed in a 36-mm-
diameter quartz ampule together with 100 mbar of HCl
used as transport agent. The ampule is placed in a
horizontal two-zone furnace. During the growth, source
and sink temperatures are set at 635 °C and 545 °C,
respectively. The single crystal is aligned and cut into a
cube so that the three main directions correspond to ½1−10',
[111], and ½−1−12', respectively. Then, choosing [111] as
the main surface, the cube is cut into slices of approx-
imately 0.5 mm thickness. The sample is thinned to about
110 nm by a focused ion beam technique. The dimensions
of the thinned lamella region of the sample are approx-
imately 10 μm × 10 μm × 100 nm.
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I. THEORY OF ROTATIONAL TORQUES

In this section, we develop a theory of rotational torques on skyrmion crystals. Operating on the Landau-Lifshitz-

Gilbert equation with 1
|γ| n̂, where n̂ is the direction of the magnetization and is the gyromagnetic ratio, we obtain

the equation of motion

m0n̂× dn̂

dt
= −∂E

∂n̂
− αm0

dn̂

dt
(S1)

where m0 is the spin-density (with units of ℏ per volume), and b⃗ = −∂E
∂n̂ is an effective magnetic field defined by

the (functional) derivative of the total energy with respect to n̂. α parametrizes the Gilbert damping, which is the

only damping term we consider here for simplicity. We parametrize the magnetic texture by a rotation angle θ and

write

dn̂

dt
=

dn̂

dθ
∂tθ + ∂tn̂ (S2a)

with

dn̂

dθ
= ẑ × n̂− (ẑ × r⃗) · ∇n̂ (S2b)

The first term describes the rotations of the spin orientation, the second one the rotation of space. To obtain an

equation for the rate of change of the total angular moment, Jz, we multiply Eq. (S1) with dn̂
dθ and integrate over



2

space. After identifying the left-hand side of the equation with the time-derivative of the total angular momentum,

we obtain

d

dt
Jz = −dE

dθ
− αm0

∫
d3r⃗

dn̂

dθ

(
dn̂

dθ
∂tθ + ∂tn̂

)
. (S3)

The total angular momentum, Jz = Sz + Lz, has two contributions, the first one, Sz = m0

∫
d3r⃗ n̂z, is simply the

total spin in z-direction. The orbital angular momentum Lz instead can be computed from the topological charge

density ρT = 1
4π n̂ · (∂xn̂× ∂yn̂). Up to surface terms, it can be written as, −m0

∫
d3r⃗ 2π(x2 + y2)ρT (r⃗).

To obtain an equation for the rotation angle, ∆θ =
∫
dt ∂tθ, after a field pulse, we simply integrate Eq. (S3)

over time. Using that angular momentum is the same before and after the pulse, we obviously have
∫
dt d

dtJz = 0.

Furthermore, all rotationally invariant terms in the energy functional (exchange coupling, DMI interaction, dipolar

interactions for spherical samples, magnetic fields in the z-direction) also do not contribute. In the limit of a weakly

perturbed skyrmion crystal, we write the remaining terms as

αDrot∆θ ≈
∫

dt
(
TR
an + TR

α,pump + TR
dis

)
. (S4)

The term on the left-hand side arises from the friction connected with the rotation of the skyrmion crystal with

Drot = m0

∫
d3r⃗

(
dn̂
dθ

)2
where we approximate n̂ by the unperturbed spin texture n̂0.

The main contribution to this integral arises from the terms growing linear in r⃗ in Eq. (S2)), giving rise to a

contribution proportional to r2 and thus linear in the number of skyrmions, Ns, involved in the rotation. Collecting

those, we obtain for a roughly spherically shaped domain of a triangular skyrmion crystal

Drot = m0

∫
d3r⃗

(
dn̂0

dθ

)2

≈ NsAs
m0

2π

∫
d3r⃗ (∇n̂0)

2
, (S5)

where As is the area of the skyrmion unit cell. On the right-hand side of Eq. (S4) we collect different types of

rotational torques. The first one, T r
an ∝ 6θ arises from weak anisotropy terms which, in a clean system, fix the relative

orientation of skyrmion crystal and crystalline lattice. For our experiment these terms can be completely neglected

as ∆θ is much smaller than 2π
6 (i.e., there is no ratchet motion from minimum to minimum of E(θ)) and furthermore

∆θ is independent of θ.

Remarkably, in the driven system, the Gilbert damping-term can give rise to rotational torques which induce a

rotation with

TR
α,pump = −αm0

∫
d3r⃗

dn̂

dθ
∂tn̂. (S6)

This term, evaluated below, vanishes in thermal equilibrium but is generically finite in a driven system. Finally,

the disorder in the system and boundary terms also induces torques, TR
dis, which include pinning terms counteracting

a rotation and pumping terms supporting rotations, see below.

Expanding the magnetic texture around its equilibrium configuration, n̂ = n̂0 + δn̂, we observe that for the time-

integrated torque,
∫
TR
α,pumpdt, the contribution linear in δn̂ vanishes, thus the leading term is quadratic in δn̂. We

now consider the response to a magnetic field pulse parallel to the external magnetic field B0 (i.e., perpendicular to

the surface). τ is the duration of the pulse and δB its amplitude, such that B(t) ≈ B0 + δB τδ(τ) describes a single

pulse. Therefore, δn̂ is linear in δB τ . For the rotation angle after a single pulse we obtain in the absence of disorder

∆θα,pump ≈ − 2π

NsAs

∫
dtd3r⃗ dδn̂

dθ ∂tδn̂∫
d3r⃗ (∇n̂0)

2 ≈ γα,pump
1

αNs

(
δB

B0

)2(
τ

T0

)2

. (S7)
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where we used the oscillation period T0 of the breathing mode to obtain the dimensionless ratio τ
T0
. The factor

1
α reflects that the time integral is proportional to this factor as the life-time of the breathing mode is of the order

of T0/α. The remaining prefactor γα,pump with the unit of an angle depends only weakly on all remaining system

parameters. It encodes both how efficient the field pulse is in inducing collective oscillations of the magnetic textures

and how efficient these oscillations induce rotational torques using non-linearities in TR
α,pump.

A simple two dimensional schematic animation is shown in the supplementary movie, where only a single breathing

mode is taken into account. To obtain a numerical estimate for γα,pump, we perform a micromagnetic simulation

using mumax. We use periodic boundary conditions, thus effectively simulating an infinitely large system. Thus,

rotations are absent in the simulations but we compute directly TR
α,pump and γα,pump from Eq. (S7). We simulate a

slab with a thickness of 60 nm using a unit cell of 66 nm×114 nm discretized into cubes with a width of 2 nm. Magnetic

parameters of Cu2OSeO3 are used in the simulation. The saturation magnetization is Ms = 1.044 × 105 Am−1, the

exchange parameter is A = 3.547 × 1013 Jm−1, and the bulk DMI is D = 7.43 × 10−5 Jm−2. The skyrmion crystal

is stabilized by a static field of 0.06T, and the skyrmion spacing is about 66 nm, leading to the unit cell area of the

skyrmion crystal As = 3.772× 103 nm2. For these parameters, we find that a field pulse mainly excites two collective

modes with frequencies 4.8GHz and 5.0GHz, see Fig. 1, roughly matching the experimentally observed frequency of

5.7Gz. As shown in the supplementary animation, both modes can be viewed as breathing modes with an oscillating

magnetization amplitude but the modes differ by the z-dependence of their amplitude.

FIG. 1. Fast Fourier transformation of the total excited magnetization as a function of the excitation frequency obtained for

α = 0.01. Two collective breathing modes are labeled.

To make the simulations feasible, we use field pulses with a duration of 10 ps, 200 times longer than the experimental

pulses, and also relatively large values of the Gilbert damping α ∼ 0.01, but use Eq. (S7) to extrapolate to experimental

values. Under a pulse of 10mT, typical time variations of Nsθ̇(t) ≈ − 2π
NsAs

∫
dtd3r⃗ dδn̂

dθ ∂tδn̂ and Nsθ(t) =
∫ t

0 sθ̇ as are

shown in Fig. 2. A finite rotation angle builds up on the time scale of a few ns for α = 0.01. In Fig. 3 we show that

the rotation angle is proportional to (δB)2/α as predicted by Eq. (S7). Fitting the results to Eq. (S7), we obtain for
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FIG. 2. Typical time variations of (a) the rotation rate and (b) total rotation angle Nsθ(t) =
∫ t

0
Nsθ̇ for α = 0.01, for a

square-shaped pulse with a duration of 10 ps and an amplitude of 10mT. The rotation builds up on a time scale of a few ns

for these parameters.

a single pulse of square shape

γα,pump ≈ 9.7◦ (S8)

Thus, we have shown that Gilbert damping is able to induce sizable rotational torques but the experimental effects

turns out to be much larger.

To compare to the experiment, we use that the pulse duration is ∆τ = 50 fs generating a field of about 13mT via

the inverse Faraday effect. Using that the oscillation period of the breathing mode is 175 ps, we estimate

∆θ ≈ 1.1◦ · 10−7

Nsα
≪ 1◦ · 10−6

where we assume that α > 10−4 and that about hundred skyrmions rotate simultaneously in our sample. Clearly,

the pumping induced by the Gilbert damping alone, cannot explain our experiment which shows rotation angles which

are about 6 orders of magnitude larger. Therefore, a different mechanism to generate rotational torques is needed

to explain the experiment. Above, we showed that the Gilbert damping has two different roles. On one hand, it

provides damping (left-hand side of Eq. (S4)), thus counteracting any rotation. But on the other hand, via TR
α,pump

the Gilbert damping also transforms the oscillatory breathing-mode into a rotational torques which induces rotations.

The same also applies for disorder. First, it is the source of (collective) pinning by disorder, which counteracts any

rotation. Second, in the presence of disorder there will be a ratchet-like motion where disorder induces rotations of

the skyrmion crystal. A quantitative numerical simulation of this problem is challenging (and beyond the scope of

this paper) as the rotational motion and the depinning physics is very complicated (involving defects in the skyrmion

crystal [1]) and one must consider very large systems. Particle-base models as in ref. [1] cannot be used as they do not

include the physics of the breathing mode. Previous simulations of the motion of single skyrmions [2]in the presence

of oscillating magnetic fields show that relatively fast motion can be induced along defect tracks. Thus, we conclude
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that defect-assisted rotational torques (perhaps together with surface terms) induced by breathing-mode oscillations

are likely to explain our experiment.

FIG. 3. As predicted by Eq. (S7), the rotation angle is inversely proportional to the Gilbert damping α and quadratic in the

pulse strength (parameters: pulse strength of 10mT for panel (a) and α = 0.011 for panel (b), pulse duration 10 ps).

II. ESTIMATION OF INVERSE FARADAY EFFECT BY PUMP BEAM

The formula we use is [3]:

M =
λV

2πc
(IR − IL), (S9)

where IR (IL) is the peak intensity of the right (left) hand circularly polarized pulse, λ the wavelength, and V the

corresponding Verdet constant. These values are in the cgs system and V = 3.0×10−2 radOe−1cm−1 The experimental

parameters:

λ = 1.2× 10−4 cm

E = 0.14
µJ

pulse
= 1.4

erg

pulse

τ = 50 fs

d = 40µm

Hence, we obtain IR,peak = 4.46×1018 erg s−1 cm−2 and M = 85G = 8.5mT. To calculate the effective magnetic field

Beff resulting from the pulse, we used M/H values measured in ref. [4]:

M(30mT) = 0.1µB/Cu
2+.

Given the concentration of Cu atoms = 16

8.911Å
= 2.26× 1028 m3, we find Heff = 8.5×30

26.3 = 10mT.
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III. PHASE DIAGRAM OF THE SAMPLES MEASURED WITH TEM

We measured the phase diagram of the samples by taking images in the TEM. This information is provided below

in Fig. 4. We prepare the sample by first applying the appropriate field at room temperature, and then lowering the

temperature to a minimum temperature of 5K. The data points for the transition from paramagnetic to skyrmion

phase are shown in blue.

FIG. 4. Phase diagram of the field cooled samples used in this manuscript.

IV. DETAILS ON THE GRIDDED ANALYSIS OF SKYRMION ROTATION IN OUR IMAGE

The full data set used to generate Figure 4 in the main text is shown in Fig. 5. The real space image was divided

into regions of 460 nm. From each gridded subsection, the Fourier Transform was taken, and a coordinate transform

is made from cartesian to polar coordinates. We then integrate over a certain region in the radial coordinate. Due to

symmetry, we average the date from angles 0-180◦ with data from angles 180-360◦. We then plot intensity vs. angle

and choose the peak with the highest intensity and plot a region in angle space around this peak. This provides us

with intensity maps in the angle coordinate. By fitting these intensity maps with a gaussian function, we extract the

central peak and use this to plot the function of angle vs. number of pulses seen in Fig. 1 of the main text, and to

calculate the fluence dependence for Fig. 2a of the main text.

V. FINITE ELEMENT MODELLING OF TIMESCALES AND FINAL TEMPERATURE REACHED

FOLLOWING LASER PULSE EXCITATION

To understand and rule out all thermal timescales relevant for the rotation process, it is important to identify

the evolution of temperature in the sample following the absorption of the laser pulse. We modeled the heating

and cooling dynamics of the sample following ultrafast laser excitation using the finite element method. Our model
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FIG. 5. (a) Scanning electron microscope image of lamella. The scale bar (bottom left) is 3µm. The range of interest (ROI)

of our L-TEM images is given by the yellow box. (b) Each box maps the angle of a single point in the FT of a subsection of

the image following excitation during a train of circularly polarized laser pulses (1 image for each pulse. The number of pulses

sent on the y axis was 16 and the x-axis runs from 3.5 to 88 degrees.

uses experimental values for the heat capacity and heat conduction in Cu2OSeO3 [5, 6]. At the threshold fluence

(2.2mJ/cm2), our calculations show that the sample reaches a maximum temperature of ∼27K and remains at that

temperature for at least 2-3 ns, followed by cooling via the cold finger on the timescale of 100s of nanoseconds. We

then performed the simulation with two laser pulses, separated by a delay of 100 ps (as was done in the experiment

and resulted in no rotation, see Fig. 2b). We find that the peak temperature reached does not change significantly

despite the separation of the two pulses by 100 ps. This information combined with the fact that the cooling timescale

(100s of ns) is much slower than the dynamics that we observe in our time resolved measurements and the coherent

nature of the rotations observed, all serve to show that thermal effects are not relevant for the rotation dynamics

observed here. The thermodynamic finite element model of the Cu2OSeO3 sample, heated by an ultrafast laser

pulse, has been implemented using COMSOL. The geometry implemented is shown in Fig. 6. Here, the domain is

divided in two regions: the lamella (in red), with a thickness of 100 nm, and the support (green), with a thickness

of 1µm. The experimental sequence has been described analytically as a two pulse Gaussian beam, having a flux

ϕ(x, y, t) = Topt · (1 − R)ϕinc · exp(−2r2f/r
2
s) · (gp(t, τpulse, t1) + gp(t, τpulse, t2)), with a spot radius of rs = 20µm

and incident from the top with a power density ϕinc = 2.2 × 1010 Wcm2 (corresponding to the incident fluence of

1.1mJ/cm2) in each pulse. rc is the radial distance from the beam axial center and is defined as r2c = (x−xc)
2+(y−yc)

2,

with xc and yc being the planar coordinates of the central axis. Topt = 0.88 is the transmission coefficient of the optical

system (window and reflective mirror inside the microscope) while R = 0.11 is the reflection coefficient of Cu2OSeO3 at

= 1.24µm (1 eV). gp(t, τpulse) is a normalized gaussian pulse with duration τpulse = 50 fs, centered around t1 = 0.5 ps

for the first pulse and t2 = t1+100 ps for the second one, to model the first experimentally observed null (no rotation)

in the double pulse experiment (see Figure 2b of main text). The heating induced on the sample by the laser pulse has
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been introduced through a volumetric heat source, modelled as Q0 = αϕinc exp(α(z− z0)), where α == 318.66 cm−1.

Here, z0 corresponds to the longitudinal coordinate of the top surfaces for both lamella and support. One of the

support’s lateral surfaces has been fixed to the temperature of 5K, emulating the behavior of the heatsink. Initial

temperature has been set to 5K all over the structure.

FIG. 6. Geometry of the Cu2OSeO3 sample implemented in Comsol Multiphysics. The domain has been divided in two regions:

the lamella in purple and the support in grey.

The time dependent simulation is run for a period of 1µs, considering the temperature dependent heat capacity

C(T ) and heat conductivity kL(T ) discussed in Section VI, with non-uniform time steps. The temperature trend

resulting from the simulation are shown in Fig. 7 in case two pulses, spaced 100 apart, heat the sample. Here, we

show the maximum, minimum and average temperatures reached by the sample as a whole (Fig. 10A) and by the

lamella (Fig. 10B) following the laser excitation. Fig. 7A shows that the absolute maximum temperature reached by

the support are of 21.68K after the first laser pulse and 26.54K after the second laser pulse. The average temperature

slowly decays to avg(T) ∼ 20K reached in t ∼ 6.8 ns and finally to 5K in a time interval of 0.5µs. Maximum

temperature in the support is kept almost constant up to t ∼ 60 ns , corresponding to the onset of the cooling of the

last part of the support, the farthest from the heatsink. The minimum temperature measured all over the support is

always 5K, representative of the heatsink surface. Fig. S7B shows that the absolute maximum temperature reached

by the thin lamella is of 21.87 K after the first pulse and of 26.80 after the second. The temperature in the lamella is

quite uniform during the heating phase, in fact max(T) – min(T) = 1-2 K. At 1.5 the minimum temperature drops

from 25.6K to 8K in 25 ns, meaning that the cold region, with the temperature imposed by the heatsink, is entering

the lamella’s domain.

The entire process of cooling takes approximately 0.5µs. Fig. 8, shows the isothermal contours obtained on the

top surface at t = 120 ps , thus 20 ps after the second pulse hit the sample. The gradient imprinted on the surface is

circular due to the gaussian shape of the laser beam. Note that within the region of the lamella (where measurements

are taken), the heating is nearly uniform (gradient less than 1K over 10µm).
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FIG. 7. Maximum (blue), minimum (red) and average (yellow) temperature obtained in the support (A) and in the lamella

(B) in case two laser pulses, spaced 100 ps apart, heat the sample.

FIG. 8. Isothermal contours after two pulses laser irradiation (t = 120 ps) on the top surface. Black labels represent the

temperature. Heat sink surface is on the top left.

Next we show the case when the two 1.1mJ/cm2 pulses arrive simultaneously, i.e. t1 = t2. Fig. 9 shows the

temperature evolution. In this case, the maximum temperature reached in the lamella is of 25.81K, while the one in

the support is of 26.57K, which is very similar to the case of Fig. 7.

Fig. S10 shows the temperature map at t = 30ns and at t = 90ns, thus during the cooling process of the lamella.

The gradient, during this phase, is imprinted by the heatsink, leading to a linear boundary between the hot and cold

domains.

The peak temperature of ∼27K reached in the film is below the paramagnetic melting point of the skyrmion crystal,

thus the sample can still “remember” the previous skyrmion orientation, which explains well the rotation observed in
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FIG. 9. Maximum (blue), minimum (red) and average (yellow) temperature obtained in the support (A) and in the lamella

(B) in case two laser pulses arrive simultaneously.

FIG. 10. Temperature map of the Cu2OSeO3 sample during the cooling phase in two different time instants: at t = 30ns (A)

and t = 90ns (B). Color legend indicates the temperature in Kelvin. The top left surface is representative of the heat sink and

it is kept at the constant temperature of 5K during the simulation.

our images. This is a fundamentally different mechanism than many previous studies of skyrmion or magnetic bubble

formation [7, 8].
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VI. DETAILS OF THE PHONONIC HEAT CAPACITY AND HEAT CONDUCTIVITY USED IN

FINITE ELEMENT METHOD

Experimental data on the temperature dependent heat capacity of Cu2OSeO3hasbeenretrievedfromref.[9].F ittingthesedatawiththefollowinganalyticalmodelforheatcapacityweretrievedaDebyeTemperatureθD

of 287K:

Cph(T ) = A

(
T

θD

)3 ∫ θD/T

0

x4

(ex − 1)(1− e−x)
dx (S10)

where A and θD are fitting parameters. For the heat conductivity we used the Callaway model [10], together with

its update [11], as done in ref. [12]. In particular, the integral expression for the phononic heat conductivity is the

κL =
kB
2π2ν

(
kB
ℏ

)3

T 3

[∫ θD/T

0

x4ex

(ex − 1)2
τc(x, T )dx

]
×
(
1 +

τc(T )/τN (T )

τc(T )/τR(T )

)
(S11)

with

τc(T )/τN (T )

τc(T )/τR(T )
=

∫ θD/T

0

x4ex

(ex − 1)2
τc(x, T )

τN (x, T )
dx

/∫ θD/T

0

x4ex

(ex − 1)2
τc(x, T )

τN (x, T )
dx (S12)

where ν is the Debye-averaged sound speed, x = ℏω/kBT is the reduced phonon energy and τ−1
c (x, T ) = τ−1

N (x, T )+

τ−1
R (x, T ). In the latter equation τ−1

N (x, T ) and τ−1
R (x, T ) are the phonon scattering rates for the normal (that conserve

momentum) and resistive processes (that do not conserve the momentum), respectively. Their expressions are given

below:

τ−1
R (x, T ) = νlph +Ax2T 4 exp(−θD

bT
) + Cx4T 4 (S13)

τ−1
N (x, T ) = γAx2T 4. (S14)

τ−1
R (x, T ) includes terms accounting for scattering from boundaries (Umklapp scattering), other phonons and point-

like defects. Here A, b, C and γ are fitting parameters. To model our 10µm Cu2OSeO3 sample, we used for A, b, C

and γ the values reported in ref. [12] for the smallest available kL = (l0 = 0.31mm), revaluating kL assuming

lph = l0 = 10µm. Fig. 11 reports the heat conductivity obtained following the aforementioned model. More precisely

the fitting parameters used are A = 1.5 × 104 K−4, b = 6.35, C = 110K−4, and γ = 0. θD has been chosen equal to

287K to be coherent with the heat capacity model. The condition γ = 0 is equivalent to set τc(T )/τN (T )

τc(T )/τR(T )
= 0.

VII. ADDITIONAL TIME-VARIED DATA TAKEN AT 10K ON DIFFERENT LAMELLA

All data were collected from two independent lamellas which were both cut from the same crystal at different times.

Below Fig. 12 shows time varied data taken from the second lamella at 10K.
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FIG. 11. Analytical heat conductivity obtained with the Callaway model using the fitting parameters of Ref. [13], θD = 287K

and lph = l0 = 10µm.

FIG. 12. (a) Fluence threshold at 10K and (b) Time-varied dynamics at 10K with a different lamella cut from the same crystal.
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Induced Magnetic Nanostructures with Tunable Topological Properties, Physical Review Letters 110, 177205 (2013).

[8] W. Koshibae and N. Nagaosa, Creation of skyrmions and antiskyrmions by local heating, Nature Communications 5, 5148

(2014).

[9] T. Adams, A. Chacon, M. Wagner, A. Bauer, G. Brandl, B. Pedersen, H. Berger, P. Lemmens, and C. Pfleiderer, Long-

Wavelength Helimagnetic Order and Skyrmion Lattice Phase in Cu2OSeO3, Physical Review Letters 108, 237204 (2012).

[10] R. Berman and P. G. Klemens, Thermal Conduction in Solids, Physics Today 31, 56 (1978).

[11] P. B. Allen, Improved Callaway model for lattice thermal conductivity, Physical Review B 88, 144302 (2013).

[12] N. Prasai, B. A. Trump, G. G. Marcus, A. Akopyan, S. X. Huang, T. M. McQueen, and J. L. Cohn, Ballistic magnon heat

conduction and possible Poiseuille flow in the helimagnetic insulator Cu2OSeO3, Physical Review B 95, 224407 (2017).

[13] J. S. White, I. Levatić, A. A. Omrani, N. Egetenmeyer, K. Prša, I. Živković, J. L. Gavilano, J. Kohlbrecher, M. Bartkowiak,

H. Berger, and H. M. Rønnow, Electric field control of the skyrmion lattice in Cu2OSeO3, Journal of Physics: Condensed

Matter 24, 432201 (2012).



5.3. Open questions & perspectives

5.3 Open questions & perspectives

5.3.1 Quantitative simulation and Topological inverse Faraday effect

In the present study, although in good agreement qualitatively reproducing the coherent

oscillations observed, our simulation is off by a few orders of magnitude in absolute value. It

is expected, as our simulation considers a clean system. In other words, the model neglects

disorder, and pinning effects important in the physics of skyrmion [331–333]. Hence, the

damping process is anticipated to be much higher, increasing the rotational torque applied.

Another intriguing possible explanation resides in the estimated effective field with Heff =
10mT. First, we note that the Verdet constant and the magnetization calibration used might

differ in our sample. Although, it can not account for the orders of magnitude difference alone.

A more attractive proposal directly involves light-matter coupling. Indeed, the computed

induced field relies on the regular inverse Faraday effect originating from strong spin-orbit

coupling interactions. However, in this microscopic theory, a uniform magnetization with

trivial topology is considered [334, 335]. Clearly, it is different from our case. Furthermore,

an effective magnetic field originating from the complex light interaction with the magnetic

texture topology has been recently predicted [145, 147] and might be relevant in our case as

the scalar spin chirality that would couple to the laser is ∼ 101 (∼ 10−3 in the helical phase ).

While the topological inverse Faraday effect (TIFE) has not yet been reported experimentally,

it remains an appealing lead that we potentially have witnessed in our experiment.

5.3.2 What defines the rotation direction of the skyrmion crystal

Skyrmion polarity changes the sense of rotation

The inverse Faraday effect shows an out-of-phase difference by a π factor in the magnetization

response between the two different handedness (see Fig 5.1a). A similar behavior has been

measured in Cu2OSeO3 inside the conical and the skyrmion phase as shown in Fig 5.1b,c.

Hence, we initially supposed that the light helicity would define the sense of skyrmion crystal

rotation. However, our data do not show such a dependence. Instead, one direction was

reported (see Fig. 1 in ref. [104]). Our model captures this effect caused by the quadratic field

dependency eq. (S7). So, if the induced effective field does not play a role in the direction

of the rotation, what defines it? Intuitively, we can expect that the external magnetic field

imposes such constrain as it breaks time-reversal symmetry and is important in the skyrmion

relaxation after photoexcitation (see Chapter 4, section 4.4). Furthermore, a recent study

has demonstrated the sign reversal of the SHE when inverting the skyrmion polarity [336]

in an individual skyrmion metallic system. To confirm this hypothesis, we inverted the

direction of the applied field and illuminated the sample in the same experimental condition.

Indeed, the sense of rotation is inverted and changes from clockwise (CW) to counterclockwise

(CCW) shown in Fig. 5.2, thus confirming the essential role of the external magnetic field.

Nevertheless, spins forming Bloch-type skyrmions can whirl clockwise or counterclockwise,
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characterized by its helicity, sometimes named chirality, illustrated in Fig. 5.3. The exact role

of the skyrmion helicity in the reported skyrmion rotation mechanism needs to be clarified.

Indeed, we have investigated skyrmions with the same helicity due to highly preferred crystal

chirality during the single crystal growth process that should define the skyrmion helicity in

Cu2OSeO33 [337]. Still, the other crystal chirality remains possible to grow, thus keeping the

door open for further investigation.

Figure 5.1 – Driving coherent magnetic modes using inverse Faraday effect. a: First demon-
stration of the ultrafast photomagnetic ultrafast control via the IFE. Image reproduced from
[33]. Ultrafast photoexcitation with 1.0 eV photon energy of Cu2OSeO3 showing magnetic
collective responses in (b) the conical phase and (c) the skyrmion phase. Image from [280].

Figure 5.2 – Skyrmion crystal rotation and skyrmion polarity. a: LTEM image of the initial
black skyrmion crystal state. b: An second image is taken after a single shot photoexcitation.
e-f: A CW rotation is observed shown in their corresponding Fourier transform. By inverting
the applied field and keeping the same defocus length, the skyrmion polarity is switched
denoted by the white skyrmions. Similarly as in the previous series, an image is taken (c)
before the photoexcitation and (d) after showing a CCW rotation. g-h: Their corresponding
Fourier transforms are shown below each image. The red circle has the same reciprocal length
for all Fourier transform. The blue line is a guide for the eye. The white scale bar is 100 nm.
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Figure 5.3 – Illustration of Bloch-type skyrmion. a-d: The four possible Bloch-type skyrmion
configurations depending on the helicity and the polarity are presented. The arrow denotes
the core spin orientation, while the circle indicates the sense of whirling. Images of courtesy P.
Baral.

5.3.3 Breakdown of the skyrmion crystal and skyrmion lattice expansion

In this work, we focused on a single skyrmion domain picture. If we consider skyrmion

as a rigid particle, it is evident that the initially large skyrmion single crystal must break

down under rotation into smaller clusters, as at a certain point, as the tangential rotation

will exceed the speed of light. In the extreme case, neglecting relativistic effects and the

increase of the rotation speed predicted to scale linearly with the number of skyrmions, thus

considering a rotation speed of ∼ 1010 deg/sec, the radius of the skyrmion crystal has to be

larger than ∼2 metres to approach such a limit, order of magnitude larger than our sample size.

Nonetheless, we observed the breakdown of the initial large single crystal into many smaller

crystallites with an approximative size of 460 nm, containing roughly 50 skyrmions that rotate

simultaneously (see Fig. 5.4 and Fig. 4 in ref.[104]). Similar effects occur in the other sample

investigated. Furthermore, in most cases, the skyrmion lattice expands by ∼ 10%, from an

average modulation length of 65 nm to 70 nm to rotate, after one single shot photoexcitation

shown in Fig. 5.5. Sending additional laser pulses does not change the pitch length, which

remains stable for minutes. Actually, we did not observe any recovery toward the initial pitch

length. These two observations indicate the presence of an optimal rotation configuration,

which is not captured by our simulation, limited to a few skyrmions interactions and periodic

boundary conditions. Thus, it suggests the presence of a hidden interaction that prevents

the skyrmion crystal from rotating uniformly and must emerge from a long-range ∼ 500nm

skyrmion interaction. We proposed a few candidates responsible for the skyrmion crystal

breakdown: edge effects, frictions between the skyrmion cluster, and disorder, discussed in
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the next part. In addition, the question of what defines the center of rotation is still open. Our

observations demonstrate emergent properties of the skyrmion interactions at mesoscale,

opening exciting perspectives for investigating the collective skyrmion dynamics at a large

scale and might be relevant for unconventional superconductors in which magnetic vortices

similar to skyrmion exist at similar length scale.

Figure 5.4 – Spatial dependence on the skyrmion rotation. a: A SEM image of the lamella
investigated and the field of view investigated. b: After dividing the field of view by a 10×10 sub-
images of 460 nm size containing approximately 50 skyrmions, their corresponding Fourier
transform have been computed and show the skyrmion profile evolution (see Fig. 4.12 for the
method). Two senses of rotation with two different rotation rates are observed. c: Real space
image of the field of view studied. The white scale is 500 nm. We present three sub-images at
different sample regions showing (d) CW rotation, (f) CCW rotation, and (e) an intermediate
state.

Coexistence of CW and CCW rotating skyrmion crystal

Previously, we have seen the crucial role of the external magnetic field that can change the

sense of rotation. The lamella size is of the order of ∼ 10µm2 immersed in a homogeneous

magnetic field. Thus, we should expect the same sense of rotation for all skyrmion crystals.

Surprisingly, by inspecting different lamella regions (the same as the one presented above in

[104]), we observed clear boundaries between two rotating skyrmion configurations at roughly

the center of the sample (see Fig. 5.4b). In the two other samples studied, we did not observe

such an effect, excluding stray-field effects as the lamellae have similar geometry, and the effect

occurs far from the edges. At the same time, we report anomalies in the magnetic contrast that

can be explained by a twinned crystal discussed in Chapter 6, section 6.1.3. We can make two

other suppositions regarding this intriguing effect. One invokes the total angular momentum

conservation. Our theory of rotational torques relies on such conservation. However, it

considers only one single skyrmion crystal and neglect all other crystals rotating. Thus, it
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Figure 5.5 – Variation of the skyrmion pitch length after photoexcitation. a: LTEM image of
the initial skyrmion state with a pitch length of 65 nm. b: LTEM image after circularly polarized
single pulse NIR photoexcitation. A rotation of the lattice is observed concomitant with an
increase of the skyrmion lattice modulation length to ∼ 70nm. Insets are the corresponding
FFT, and the red circles have the same reciprocal length. Data were taken at 5 K, and at 32 mT.
A Fourier filter has been applied to enhance skyrmion contrast. The blue lines give a reference
to illustrate the rotation and the increase of the pitch length. The white scale bar is 100 nm.

is possible to conceive that for specific parameters such as the sample size, thickness, and

defects along with the field strength, the most efficient way for the skyrmion breathing mode

to relax is to induce the rotation in both directions. The second hypothesis also originates

from the large amount of rotating skyrmion single crystals (shown in Fig. 5.4b) and invokes

viscosity between the different skyrmion clusters inducing frictions and consequently favor

both senses of rotation. In that scenario, the fact that we did not observe the phenomenon

in the two other lamellae can be easily explained by size and defect effects. Hall viscosity,

another type of dissipationless viscosity-inducing asymmetries, has recently been predicted

[338, 339] and demonstrated in an electron fluid [340]. For magnetic skyrmions, this effect

has been recently theoretically investigated [341, 342]. In our case, no direct current is flowing.

Hence no skyrmion hall effect is directly present. Still, we can ask ourselves what would be

the emerging magnetic and electric field induced by the rotating breathing skyrmions, and

how will it relate to the presence of a charged particle? This question is all the more legitimate

since a continuous flow of electrons crosses our sample.

5.3.4 Controlling the rotation direction using ultrafast OAM optical beam

The total angular momentum carried in a light beam is the sum of the spin angular momen-

tum (SAM) and the orbital angular momentum (OAM). Although usually not considered,

the latter has recently proven its relevance in the ultrafast demagnetization process [343]

and is proposed to contribute to the IFE [344]. Furthermore, OAM beam is anticipated to
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control the skyrmion motion whirling around the beam as the topological charge carried

by the optical vortex dictates the skyrmion sense of rotation [146, 345]. We investigated this

exciting approach using an ultrafast NIR (1200 nm) OAM laser beam obtained by a spatial light

modulator (SLM) that applies a phase-mask, thus modifying the phase of the propagating

wave (see Fig. 5.6). We observed a change in the rotation direction that depends on the angular

orbital momentum (see Fig. 5.7), unlike the pure SAM contribution that triggers always the

same sense. The preliminary results are highlighted in Tab. 5.1. Hence, we conclude that

OAM beam is able to induce skyrmion rotation at a similar fluence that in ref.5.5, and allow

controlling the direction rotation. Although the exact microscopic mechanism remains to

be clarified, we anticipate revealing a new type of light-matter coupling with a topological

magnetic texture. We should mention that a double pulse experiment type, as done in ref.

[104] with an OAM beam, is currently beyond state-of-the-art. Indeed, the technique already

involved to obtain such results is extremely challenging, as it requires cryo-LTEM, ultrafast NIR

that is obtained through a highly non-linear optical process, an almost perfect transverse elec-

tromagnetic mode, and the sample size ∼5µm is much smaller than the non-homogeneous

OAM beam footprint ∼100µm. Our preliminary results demonstrate exciting prospects for

energy-efficient and all-optical skyrmion control at ultrafast timescales.

Figure 5.6 – Generation of an ultrafast OAM beam. Illustration (from left to right) of the beam
wavefront, the phase-mask associated, and its spatial distribution in (a) a trivial beam and (b)
in a twisted wavefront forming a helix and characterized by a nonzero topological charge. c:
Example of a phase-mask used in our SLM, (d) modifying our initial Gaussian beam to (e) an
OAM beam characterized by a different spatial distribution. The cross indicates the sample
position. The white scale bar is 50µm. Images a and b are from wiki media common.

108

https://commons.wikimedia.org/wiki/File:Helix_oam.png 


5.3. Open questions & perspectives

Figure 5.7 – Skyrmion rotation controlled by ultrafast OAM beam. LTEM images a and c
are taken before the photo-excitation. LTEM images b and d show the skyrmion order after
ultrafast OAM photo-excitation with linear polarization, for L =−1 and L =+1, respectively.
Data were taken at 5 K, and at 32 mT. The inset shows the corresponding Fourier transform.
The white scale bar is 200 nm.

Occurrence Clockwise � Counterclockwise 	

L =+1, P =←→xy 4 1
L =+1, P =σ+ 1 1
L =+1, P =σ− 0 2
L =−1, P =←→xy 1 5
L =−1, P =σ+ 2 1
L =−1, P =σ− 0 2

Table 5.1 – Controlling skyrmion crystal with an ultrafast OAM beam. The table presents
the result obtained in one lamella acquired in two different sessions. The rotation is spatially
dependent. The effect has been reproduced in a second lamella (not shown here). The first
column indicates the different beam condition with ±1 the angular momentum and ←→xy ,
σ+, σ− indicating linear polarization, right-handed and left-handed circular polarization,
respectively. The second and third columns correspond to the number of occurrences for
CW and CCW rotation, respectively, observed during the preliminary analysis. The data was
acquired at 5 K with µ0H = 32mT, using LTEM.
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5.4 Conclusion

Light offers appealing prospects in the energy-efficient and ultrafast manipulation of the

magnetic order needed for next-generation devices and the development of quantum func-

tionalities. Here, we report a new mechanism that allows us to control a few spins arrangement

at the nanometre and sub-ns spatio-temporal scales with low energy absorption, harnessing

the insulating character of Cu2OSeO3. To understand the underlying mechanism, we devel-

oped a new theory that captures our observation qualitatively. Nonetheless, many exciting

open questions and suppositions remain to be challenged. To mention only a few, the exact

microscopic light coupling with a topological spin texture is elusive, and the role of defects

might be important to describe the experiment quantitatively. In addition, we proposed a

long-range interaction emerging from the collective skyrmion motions that must be clarified

to catch the entire mesoscale dynamics. Finally, we show enthusiastic preliminary results

demonstrating that the skyrmion rotation can be controlled by OAM light, thus paving the

way for ultrafast all-optical skyrmion control essential for skyrmion-based devices.

110
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material Cu2OSeO3

Contribution

I contributed to this project by taking the data, compiling them, and performing the prelim-

inary analysis. Furthermore, I installed with the collaboration of A. A. Sapozhnik the laser

beam line allowing NIR in-situ photoexcitation. The dataset for the [001] sample was acquired

and compiled by myself and A. A. Sapozhnik, while the other datasets presented were taken by

myself, A. A. Sapozhnik and P. Tengdin. The samples were provided by P. Che and T. Schönen-

berger. Single crystals are grown by A. Magrez and P. Baral. T. LaGrange and I. Madan gave

experimental support. F. Carbone supervised this work.

6.1 Real space exploration under various magnetic field conditions

LTEM allows to investigation magnetic orders with nanometric resolution in real space. There-

fore, defects in the magnetic texture and spatial-dependent magnetization can be resolved,

while for reciprocal bulk techniques, those effects are invisible. Furthermore, only a few

seconds of exposure time are needed to acquire an image with a good signal-to-noise ratio.

The latter is essential to resolve potential magnetic dynamics that exist on similar or longer

timescales. Cu2OSeO3 is a fascinating material that is still under current investigation. No

less than fifteen scientific articles were published containing the keyword "Cu2OSeO3" in

2022 1. During this thesis, we investigated eighteen Cu2OSeO3 TEM lamella using real space

LTEM and acquired more than one TB of images. By carefully analyzing the images shot, we

found several surprising results. Although we were not able to assign their precise origin, these

observation merits being presented, as they could be helpful for the community. To begin with,

we found a spiral state. Such states have been recently observed using reciprocal technique

and assigned to a surface state [346, 347]. In addition, a skyrmion elongation leading to an

anisotropic skyrmion lattice has been identified. We report the coexistence of white and black

skyrmions, which translates into Bloch-type skyrmion with the two possible helicities, and

1https://www.webofscience.com/
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suggest twinned crystal as an explanation. Probably, one of the most promising discoveries

is a topological fluctuation uncovered in the low-temperature skyrmion phase at high fields.

In that phase, skyrmions that have short-range order but have lost long-range interaction

appear and disappear on a few-second timescale. This chapter aims to be more descriptive

and therefore uses more colloquial language justified by the status of the investigation.

In this section, we present some fresh experimental observations in Cu2OSeO3 lamella in

and out-of-equilibrium, using cryo-LTEM. The discussion below is mainly based on a de-

scriptive approach. The current literature overviewed in the past Chapters might provide

some clarifications. However, further investigations are needed and are left for future work. In

particular, we investigated the magnetic orders when the sample is under an external magnetic

field along high-symmetry axes, namely [111], [11̄0], [001]. For clarity, we used the notation

"[111], [11̄0], and [001]" to refer as the applied magnetic orientation field that is parallel to the

crystallographic axes of the sample. For example, the [111] sample refers to a lamella prepared

to expose the [111] direction out-of-plane. Consequently, the magnetic field is parallel to [111]

due to the LTEM geometry. The TEM goniometer allows to rock the sample. This is typically

done in order to optimize image quality. During the sample preparation, the miscut angle can

be a few degrees. The combination of both factors usually is below 5°. Hence, the contribution

of the in-plane magnetic field is generally neglected. Our minimal applied magnetic field is

around 10-14 mT, which corresponds to the remanent field of the TEM objective lens. Con-

sequently, in our experimental condition, when referring to ZFC, we refer to the fact that no

electrical current was injected into the objective lens. The presentation of the results is divided

into three distinct subsections. Each section corresponds to one magnetic field configuration.

First, the [11̄0] sample discussed possesses a surface spiral sate and elongated skyrmions. The

second part focuses on the exploration of low-temperature skyrmion (LT-skyrmion) phase,

recently found. We found evidence of a new strongly fluctuating skyrmion phase and anoma-

lies in the skyrmion pitch length. In the last part, we reported the coexistence of two kinds of

Bloch-type skyrmion differentiated by their polarity or helicity and possible signature of the

TIFE.

6.1.1 Surface spiral state and skyrmion elongation with H ∥ [11̄0]

Initially, this work was done while investigating the skyrmion photo-creation using an NIR

(1200 nm - 1.03 eV) ultrashort laser pulse presented in Chapter 4 and compiled in ref. [219].

Indeed, the skyrmion photo-creation process in Cu2OSeO3 is a puzzling problem, as a strong

wavelength dependence was observed, inconsistent with a thermal-like mechanism reported

lately by our group in FeGe [217]. In particular, we were investigating the possibility of a

transient electric field induced by the laser pulse that would have coupled to the electric

polarization and favored the skyrmion phase. We performed a similar exploration to study

such a hypothesis as in ref. [219] by applying the magnetic field along the direction [11̄0]. One

strong piece of evidence would be to identify a substantial fluence threshold difference and a

polarization dependence. It turns out that no clear evidence was found supporting this idea.
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No notable linear polarization dependence was observed, and the threshold is roughly com-

parable (0.18 mJ/cm2 absorbed fluence) to the [111] sample (0.06 mJ/cm2 absorbed fluence).

However, in the process, we uncovered an unusual helical-type state that emerges at low fields

upon field-cooled cooling (FCC) when the magnetic field is parallel to the [11̄0] direction and

coexists with the conical phase. The new helical-like order, which we will refer as a spiral state

in the following, is characterized by a longer pitch length ∼80 nm compared to the usual pitch

length of approximately 65 nm. Surprisingly, 80 nm corresponds to the modulation length

of the LT-skyrmion lattice, while the usual helical pitch length (∼65 nm) matches with the

high-temperature skyrmion (HT-skyrmion) modulation length. It exists only along a specific

direction, which is tilted by 15° from the [11̄0] in-plane direction (see Fig. 6.1a) and forms a

60° angle with the normal helical state. Additionally, we did not observe a third helical state

propagating along the third axis rotated by 120°, and a change in the pitch length was not

reported at thermodynamic equilibrium.

For higher magnetic fields, as in the [111] geometry, a metastable skyrmion phase appears

at low temperatures during the field-cooled process. Interestingly, close to the magnetic

transition around 23 mT instead of forming a single skyrmion crystal, multidomain crystals

are observed coexisting with the conical phase as shown in Fig. 6.1e. For skyrmions generated

close to the transition and at higher fields, in both cases, an elongation of the skyrmion is

identified along the direction close to the spiral state. This is visible in the FFT of the image, as

two spots are closer to the center, corresponding to a shorter q-vector describing the skyrmion

lattice. In the equilibrium skyrmion pocket obtained by ZFC/field-increased (FI) the skyrmion

phase is also stretched along the same direction. We reconstructed a magnetic phase diagram

from our real space investigation presented in Fig. 6.2a. For an extensive and precise phase

diagram, further work is needed. Indeed, coexisting phases are usually present, and a skyrmion

reorientation and elongation have been observed for fields larger than ∼80 mT (not shown),

which are not represented in our phase diagram. Unlike most [111] lamella investigated,

the equilibrium magnetic skyrmion phase extends down to 5 K (hatched area), consistent

with other study [267]. Our data shows a hysteretic behavior when suppressing the magnetic

skyrmion order by increasing the temperature, shown in the red-shaded area, absent in bulk

crystal and probably originating from the topological energy barrier of the skyrmion and

surface effects.

Recently, a similar expansion in the helical modulation period was reported in a TEM lamella

[268]. In this study, the authors shows a field and thickness dependence of the modulation

length, that they associated to the interplay of the stray-field and magnetic anisotropy energies.

Although, the angle formed between the helical state and the spiral state differs in the two

independent experiments, the pitch length of the newly reported extended modulation, as

well as its orientation are in extremely good agreement with our observation. As the spiral

state arises from surface effect, it should not exist in bulk Cu2OSeO3. This is supported by

bulk magnetic susceptibility measurement where no signature of such state was observed

[251]. Furthermore, a new REXS experiment was carried out by Baral et al., with a penetration

depth of 100 nm in Cu2OSeO3 [348]. They observed extra magnetic spots (designated by the
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Figure 6.1 – Observation of a spiral surface state and non-symmetric skyrmion crystals.
a,d-f: LTEM images showing the magnetic contrast with 2 mm defocus length. All images were
acquired in EFTEM mode with a K2™camera, at 5 K after FCC protocol. a: A field cycling (>
400 mT) was applied to increase the number of helices. The solid black arrow denotes the novel
spiral phase propagation. The dashed arrow corresponds to the usual helices propagation.
The profile of the spiral and helical state are presented in b and c, respectively. d-f show the
final magnetic state upon FCC for different applied magnetic fields. Insets of the images a,d-f
show their corresponding FFT. The skyrmion, helical, spiral, and conical states are numbered
from I to IV, respectively.

red arrows in Fig. 6.2b), which they associated with a surface spiral state, as the blurred spot

in the REXS pattern is a signature of a surface state. The extracted pitch length of the surface

spiral state from the REXS data is around 120-130 nm longer than what we observed (80 nm).

The more intense magnetic spots (shown by the black arrows) correspond to the usual helical

phases (∼65 nm). For those extra reflections to appear, field cycling is required, i.e., cooling

down, ramping the field to saturation, and progressively decreasing the field to the desired

value. Although, in our measurement, we observed the spiral order without field cycling

(see Fig. 6.1d), by doing so, we remove the helical state in favor of the spiral state shown in
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Figure 6.2 – Magnetic phase diagram and surface spiral spin state. a: Magnetic phase dia-
gram obtained from LTEM measurement, the mixed state corresponds to the coexistence of
the conical phase and the two helical spin textures observed. The transition temperature
is around 51 K, higher than its bulk counterpart (58 K), the offset is due to surface effect in
good agreement with ref.[268]. b: resonant elastic x-ray scattering (REXS) pattern showing the
helical phase modulated along [010] and [100] (black arrows) and its second harmonic (dashed
black arrow). Two blurred spots appear along [010] and are associated with a surface spin
chiral. The red arrow shows the fundamental, and the dashed red arrow its third harmonic.
The origin corresponds to the structural Bragg reflection (100). The REXS pattern was collected
at 20 K. After a zero-field cool down, at 20 K, the field was ramped up to saturation and then
reduced to 20 mT for the measurement. The horizontal in-plane magnetic field was off from
the [110] zone axis by 9 deg. Data acquisition was made by Baral et al. at the BL-29 Boreas
at ALBA synchrotron facility (Barcelona). More information can be found in Chapter 7 in
ref.[251].

Fig. 6.3a-b.

If they are the same phase, this suggests that the pitch length of the surface spiral state is

strongly thickness dependent as REXS has a penetration depth of 100 nm in Cu2OSeO3 and our

lamella thickness is around 150 nm, consistent with the observation made by Han et al. [268].

Furthermore, it does not exists in bulk. We extended the investigation by illuminating the

sample with an ultrashort NIR laser pulse, as we are interested in manipulating the magnetic

order out-of-equilibrium.

The general (if not mentioned differently) protocol used to investigate the magnetic order

upon ultrashort illumination is the following: First, the sample is cooled down to 5 K. Then,

we saturated the sample with a field > 400 mT and progressively reduced the field to its

nominal value. A NIR (1200 nm - 1.03 eV) linearly polarized single pulse with a duration of

approximately 50 fs illuminates the sample homogeneously, as the beam footprint is ten times

larger compared to the sample size of a few microns. The image is then acquired a few seconds
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Chapter 6. Open questions in the skyrmion host material Cu2OSeO3

Figure 6.3 – Magnetic reorientation and skyrmion photo-creation in [11̄0] sample. a: Mag-
netic final state reached upon FCC at 5 K. A mixture of three magnetic orders is visible, the
conical, helical, and spiral state. b: After field cycling, a reorientation of the magnetic orders
occurs and transforms the helical order to the spiral order depicted within the blue oval. c:
Demonstration of the skyrmion photo-creation upon ultrafast excitation. Several domains are
formed, and preferential orientations are observed. The inset shows the corresponding FFT.
The white scale bar is 1µm. The skyrmion, helical, spiral, and conical states are numbered
from I to IV, respectively.

after the pulse is sent. An additional field cycling is executed to repeat the procedure and reset

the magnetic state.

We reported the capability to photo-induce a hidden skyrmion phase, similar to the skyrmion

phase reported [219] (discussed in Chapter 4). Indeed, this skyrmion phase exists below the

critical field and can not be reached by other means. The lowest incident fluence threshold to

generate the skyrmion phase reported is 36 mJ/cm2, corresponding to an absorbed fluence

of 0.18 mJ/cm2 as the photon pump energy is far beneath the bandgap. The threshold value

is three times larger than the value found in [111] samples. Using the heating model used in

ref. [104], the estimated temperature rise is approximately 60 K and the initial temperature is

recovered on µs time scale. At the lowest field possible allowed by our setup (14 mT), unlike

in the [111] field configuration where the skyrmion phase expands and stabilizes after the

photoexcitation (ref. [219] and Chapter 4), here the skyrmion phase decays on a few minutes

time scale towards the mixed helical, spiral and conical phase (see Fig. 6.4a-d). This indicates

a major difference in the magnetic ground state nature between the [111] and [11̄0] geometries

that merits further theoretical and experimental studies. This argument is supported by

examining the stability of the metastable skyrmion phase present when the sample is field-

cooled at higher fields upon photoexcitation. After illumination, the initial skyrmion single

crystal relaxes into a mixture of coexisting magnetic textures; a smaller skyrmion single crystal,

the conical, the helical and spiral phases as presented in Fig. 6.4e-f.

We have also investigated the magnetic response upon photoexcitation at 28.3 mT, which is

still below the equilibrium skyrmion pocket. Some results are presented in Fig. 6.5. The lowest

reported fluence required to create the skyrmion phase is 0.18 mJ/cm2, equivalent to the value

found at 14 mT. Pumping below the threshold value favors the development of the spiral state.
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6.1. Real space exploration under various magnetic field conditions

Figure 6.4 – Instability of the skyrmion state. a: The initial magnetic state is prepared in the
mixed state (conical, helical, spiral) at 14 mT. b: A single ultrashort laser pulse illuminates the
sample and generates skyrmion domains. c: Shortly after, the skyrmion domains rearrange
to align themselves. d: After 16 minutes, almost all skyrmions have decayed into the mixed
phase. However, the spiral spin order has not yet reached its equilibrium as a pitch length
spans from the initial 65 nm to 80 nm, illustrated by the blurred FFT two spots. e: Metastable
skyrmion single crystal, obtained after FCC. f: A train of 800 pulses separated by 50 ms and an
absorbed fluence of 0.35 mJ/cm2 triggers the relaxation of the skyrmion crystal to a mixture of
all reported phases, well distinguished spatially. The white scale bar is 1µm. The skyrmion,
helical, spiral, and conical states are numbered from I to IV, respectively.

Above the threshold, the skyrmion phase can coexist with all the initial phases (see Fig. 6.5d)

or suppress the spiral phase. No trace of skyrmion elongation was observed, in that case.

In conclusion, we observed a magnetic state resembling a helical state with a longer modula-

tion period. It exists only when the magnetic field is applied along [11̄0] and is characterized

by a longer pitch length (∼ 80 nm) and a strong preferential direction close to the [11̄0] axis,

which we associated to the spiral state found recently by Han et al. [268]. From our LTEM in-

vestigation, a phase diagram has been constructed showing a magnetic hysteresis and suggests

that the nature of the magnetic interaction differs from the [111] case at low temperatures.

An elongation of the skyrmion lattice close to [11̄0] direction obtained by conventional tem-

perature versus field protocol is identified. The skyrmion photo-creation was demonstrated.
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Figure 6.5 – Light-induced magnetic phase transition. The same initial magnetic state is
prepared with field cycling, and a nominal 28.3 mT magnetic field is applied. a-f: A series of
three different fluences are presented, one below the fluence threshold and two above. b: Al-
though no skyrmions are formed, the spiral state is enhanced. d: The photo-induced skyrmion
phase coexists with the conical, spiral, and helical phases. f: In some cases, the formation of
skyrmion multidomains is preferred without the spiral phase. Their corresponding initial state
is shown in a, c, e, respectively. The skyrmion, helical, spiral, and conical states are numbered
from I to IV, respectively.

In that case, no elongation was observed, but instabilities led the skyrmions to decay on a

minute time scale at moderated fields. The fluence required is slightly higher than the (111)

configuration, and no evident polarization dependence was observed. Thus, indicating that

the excitation triggered by the laser pulse is not laser-field driven.

6.1.2 low-temperature skyrmion phase with H ∥ [001]

In this thesis, we investigated essentially the metastable skyrmion (MT-skyrmion) phase stabi-

lized with [111] magnetic field, which originates from the HT-skyrmion phase and exists at

low-temperature in a lamella. Although no dramatic change in the shape of the HT-skyrmion

pocket was observed in bulk Cu2OSeO3, while applying the magnetic field along other crystal-

lographic directions [251, 349], recently, Chacon et al. have reported a new skyrmion phase
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using neutron scattering techniques. In particular, this phase is independent of the usual

HT-skyrmion phase, as it exists only at low-temperature and requires the presence of high

magnetic fields along the specific crystallographic axis [001]. It differentiates by two main

aspects; it does not possess a long-range order but keeps its short-range order as the neutron

scattering data show a blurred ring in reciprocal space, and no thermal fluctuation is required

to stabilize the skyrmion phase. Instead, the authors ascribed its origin from large magnetic

anisotropy and strong magnetic fluctuation. In addition, the newly reported skyrmion phase

pocket strongly depends on the followed temperature versus field protocols (see Fig. 6.6b-d).

Figure 6.6 – Observation of an independent skyrmion phase at low-temperature (LT). a-d:
The different magnetic phase diagrams obtained by neutron scattering studies along different
crystallographic orientations and with the use of different temperature versus field protocols,
with respectively ZFC/field-heated (FH), field-cooled (FC) and high-field-cooled (HFC)/FH.
Image reproduced from [171].

To date, no real space images of this so-called LT-skyrmion phase have been published. In

addition, the existence of LT-skyrmion in a thin lamella remains to demonstrate. We investi-

gated the presence of this novel phase using cryo-LTEM in our laboratory. Consistent with the

neutron experiment, we found an independent skyrmion phase similar to the LT-skyrmion

phase described by Chacon et al.. Furthermore, we identified several novelties that need to be

further analyzed. We observed a second skyrmion phase in three different protocols; ZFC/FI

(Fig. 6.9), high-magnetic FCC/field-decreased (FD) (Fig. 6.10), intermediate FCC reaching

the MT-skyrmion phase and then increasing the field inducing the transition towards the

LT-skyrmion phase (Fig. 6.8). The differences from the MT-skyrmion phase are fourfold; it

does not possess a long-range order, its pitch length is larger, it is less robust at lower fields, and

it strongly fluctuates at high magnetic fields. This opens intriguing questions of the relation

between magnetic anisotropy and the role of quantum fluctuation present in the magnetic

building block when the two effects becomes comparable.

Interestingly, the skyrmions do not form a large single crystal but rather small skyrmion islands.

While short-range order is preserved as the size of one skyrmion cluster is approximately 250

skyrmions at 98 mT, the long-range order is lost. The skyrmion domains have no strong
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Figure 6.7 – Comparison of the MT-skyrmion and the LT-skyrmion phases. a: Real space
LTEM image of the low-temperature skyrmion phase, obtained by ZFC/FI. The long-range
order is lost in this phase, and many coexisting smaller skyrmion crystals with different orien-
tations are observed, similar to a hexatic phase. b: Real space LTEM image of the metastable-
temperature skyrmion phase obtained by FCC, showing an almost perfect skyrmion single
crystal. Both images were taken at 5 K. The magnification factor is x4000 for image a and x3000
for image c. FFT for different regions are shown. Grey panels are the total FFT image, while
colored panels are the FFT of specific regions. The red circle denotes the same reciprocal
length for their respective associated image. Note that skyrmion anisotropy emerges (blue
boxes) in thinner regions (see Fig. 6.8a). Solid (dashed) square box size is 800 nm (1µm).

preferential direction like in the MT-skyrmion phase. Nevertheless, weak polarization is

observed along the same preferential direction of the metastable skyrmion phase as shown by

the total Fourier transform (solid grey box in Fig. 6.7a), suggesting the presence of a hexatic
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skyrmion phase. However, the symmetry of the FFT skyrmion ring depends on the protocol

followed and the strength of the applied magnetic field. In addition, the size of the skyrmion

cluster also strongly depends on the magnetic field and the sample thickness. In particular,

anisotropy in the skyrmion modulation length appears for both skyrmion phases in thinner

regions (blue boxes in Fig. 6.7). For thicker areas, we observed a clear difference between

the two skyrmion pitch length values. The MT-skyrmion phase has a pitch length of ∼65 nm,

while a longer modulation length of ∼80 nm is measured for the LT-skyrmion phase. A similar

value (∼77 nm) is found in the neutron experiment [171].

Figure 6.8 – [001] TEM lamella and MT-skyrmion to LT-skyrmion phase transition. a: SEM
image of the lamella under investigation. The blue rectangle indicates the region studied, and
the white arrow indicates the image orientation for all reported LTEM images and is shown
explicitly in images a and b. The transformation from the (b) metastable skyrmion obtained
by FCC to (c) the low-temperature skyrmion phase. Insets present the associated FFT image
showing an expansion of the skyrmion lattice modulation length and a loss of the long-range
order. The red circle denotes the same reciprocal length for both insets.
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The transformation from the MT-skyrmion to the LT-skyrmion phase occurs around 60 mT

and is characterized by a smooth magnetic transition. The progressive loss of the long-range

order is observed and as well as the change of the pitch length demonstrated in Fig. 6.8. In the

ZFC/FI (see Fig. 6.9), the LT-skyrmion first formed around 65 mT at the edge of the lamella.

We observed the formation and coexistence of the skyrmion, helical and conical phases in

different zones of the lamella, which we attributed to a thickness effect (see Fig. 6.8a). When

increasing the field, the skyrmions progress towards the thicker region and fill the entire

field of view (FoV) at 86 mT. At higher fields, the conical phase appears and coexists with

the LT-skyrmions. Above 130 mT, the LT-skyrmion phase vanishes. Then, we investigated

the inverse protocol presented in Fig. 6.10 by cooling the sample from 65 K to 5 K under a

magnetic field of 157 mT and progressively reducing the field strength. The LT-skyrmions

appear between 135 mT and 121 K and are fully established at 98 mT. However, unlike in

the ZFC/FI protocol, reducing the field induces the shrinking and the rearrangement of the

LT-skyrmion phase, which transforms into a skyrmion phase similar to the MT-skyrmion

and the conical phase appears, to progressively leave the place to the formation of helices.

Below 40 mT down to 14 mT, no skyrmion remained, and only helices were observed. This

observation is in opposition to the counterpart bulk study where FCC/FD protocol gives a

more stable character of the skyrmion. We noticed that the decay is proper to the LT-skyrmion

phase as the metastable skyrmions survive at low fields under similar experimental protocols

(see Fig. 6.11a-c).

One of the most intriguing observations made during this investigation is the strong fluc-

tuation nature of the LT-skyrmions at high fields (∼ 100 mT). Such topological magnetic

fluctuation is unique and occurs on the second time scale. Indeed, the exposition time to

acquire an image is 1-2 seconds, and we would not be able to resolve the fluctuation if the

phenomenon occurs on a faster timescale. Furthermore, this observation required a real space

technique, as no signature would appear in reciprocal space. Nonetheless, a new magnetic

phase has been recently identified in bulk Cu2OSeO3 using magnetic susceptibility and SANS

studies that share similar characteristics with our observation [267]. The authors speculated

a formation of a superstructure that is a conical spiral composed of tilted spirals. Although

the reported phase exists at much lower fields (∼40 mT), dissipation processes have also been

measured at higher fields with the magnetic field along [001] direction in crystals grown by

the same crystal grower (see Fig. 5.2 in ref. [251]) and might be a signature of the phase we

observe.

In summary, we exploited electron microscopy’s capability to visualize the low-temperature

skyrmion phase in real space. The LT-skyrmion phase is characterized by a longer modulation

length and the loss of long-range order. The skyrmion crystallite size and orientation depend

on magnetic fields and shares similarities with a hexatic phase. Compression of the skyrmion

crystal along one specific is noticed in the vicinity of the sample edge where the thickness

is smaller for both phases. Thus, giving an anisotropic nature of the skyrmion lattice that

probably originates from magnetic anisotropic and stray-field effects that become impor-

tant. By comparing the LT-skyrmion versus the MT-skyrmion, and the ZFC/FI versus FCC/FD
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Figure 6.9 – LT-skyrmion phase from low-fields to high-fields. a-f: Series of LTEM images
while ramping up the magnetic field after ZFC. The apparition of the low-temperature
skyrmion phase is around 65 mT from the lamella edge, shown by the blue arrow. They
disappear above 130 mT. The images were acquired at 5 K.

protocols, we revealed that ordered metastable skyrmions are more robust against magnetic

fields compared to the disordered low-temperature skyrmions, thus, highlighting the impor-

tance of the periodic potential order in the total magnetic free energy. Finally, we unveiled a

topological magnetic fluctuation in the low-temperature skyrmion phase that occurs on the

second timescale. Although the exact nature of the fluctuation remains to be clarified, it is

tempting to ascribe their origin to the quantum fluctuation present in the magnetic building

block of Cu2OSeO3 [264]. Moreover, magnetic quantum fluctuation has been identified in

a multiferroic material sharing the same spin-dependent d −p hybridization model [350].

Few questions follow: Can we photo-induce this phase? Will the laser pulse affect and favor

one magnetic ordering? In particular will the out-of-equilibrium response stabilize or on

the contrary induce more fluctuation? Our work demonstrates that Cu2OSeO3 is an ideal

playground to study the role of the long-range order in a topological magnetic phase transition

and opens exciting perspectives for quasi-2D magnetic crystal melting in a strongly dynamical

fluctuating environment.
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Figure 6.10 – LT-skyrmion phase from high-fields to low-fields. a-f: Series of LTEM images
while ramping down the magnetic field after ZFC. The apparition of the low-temperature
skyrmion phase is around 121 mT, and they vanish below 40 mT. A large change in the pitch
length is observed, as well as skyrmion domain rearrangement. Insets show the associated
FFT, red circle denotes the same reciprocal length for all insets. The images were acquired at
5 K.

124



6.1. Real space exploration under various magnetic field conditions

Figure 6.11 – Stability of the MT-skyrmions and fluctuation of the LT-skyrmion phase. The
robustness of the metastable skyrmion phase is studied. a: The skyrmions are generated
through FCC with an applied magnetic field of 36 mT. The field is progressively decreased
to (b) 27 mT to reach our minimum value (c) 14 mT where the skyrmion phase still exists.
Anisotropy in the skyrmion lattice is visible at 14 mT in the FFT (inset). d-f: Series of the
images of the LT-skyrmion phase taken at 109 mT, demonstrating a strong fluctuation nature
on the second time scale, only visible in real space. All images were acquired at 5 K . Insets
show the FFT of each image. The red circle denotes the same reciprocal length for d-f and a-b.
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6.1.3 Black and white skyrmions and shrinking of the skyrmion pocket with H ∥
[111]

White and black skyrmions

In a LTEM image, a change in the magnetic contrast for Bloch-type skyrmion from white

skyrmion to black skyrmion or vice-versa can correspond to several cases. One, the defocus

length is changed from under-focus to over-focus, or conversely. Note that there is no direct

relation, as a change in the magnetic contrast is also related to the helicity (sometimes named

chirality [351]) of the Bloch-skyrmion, directly linked with its structural properties [337].

Moreover, the skyrmion polarity determined by the direction of the applied magnetic field

plays an essential role in the magnetic contrast.

Curiously, in one Cu2OSeO3 [111] lamella, we observed at thermodynamic equilibrium white

and dark skyrmions coexisting shown in Fig. 6.12a. They form two large independent single

crystals rotated by precisely 30 degrees. Upon FCC, black skyrmions are usually observed.

However, we noticed that the cooling rate seems to influence the final magnetic state. A slow

field cooling rate of a few K/min from 60 K down to 5 K favors the apparition of white skyrmions.

In contrast, a faster cooling rate fosters black skyrmions. Further work is needed to provide an

accurate conclusion as stochastic effects may take place. Unlike in [11̄0], where the stray-field

energy is essential in the spiral state stabilization [268], in that case, such effect is unlikely

as it was not observed in other samples with similar geometry. One possibility that could

explain the observation is that the lamella is composed by two single crystals with different

structural chirality. Consequently, the two skyrmion kinds would coexist and interact. In

addition, no evident skyrmion lattice mismatch would appear for small-angle grain boundaries

[352]. This hypothesis would also explain the origin of the two different senses of skyrmion

rotation observed when photoexcited, discussed in Chapter 5. We tested this supposition

by determining the sample chirality using convergent-beam electron diffraction (CBED).

Unfortunately, the operation was not conclusive, as the sample was too thin to obtain reliable

results.

It is possible to invert the polarity/chirality by sending a circularly polarized NIR ultrafast

laser pulse. However, the effect is not fully reproducible. Switching the skyrmion polarity

using circularly polarized light has been recently proposed [145, 147] invoking the Topological

inverse Faraday effect. In this theory, the TIFE arises when a laser field couples to a non-

trivial topological magnetic texture, and acts as an effective magnetic field. This effect does

not require spin-orbit coupling and is predicted to have comparable strength. This potential

additional contribution could also provide insights for a better quantitative model, in ref. [104],

presented in Chapter 5.
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Our observation opens a few intriguing questions

1. Where do originate this reversal phenomenon?

2. Do the behavior of the two skyrmion kind differ, and how do they interact?

3. Did we witness the topological inverse Faraday effect?

Figure 6.12 – Skyrmion polarity/chirality reversal. a: Coexistence of two independent white
and black skyrmion crystals rotated by 30 degrees. b: Black single skyrmion crystal. White
arrows in the inset shows second order spots of the reciprocal skyrmion lattice, demonstrating
the excellent skyrmion crystallinity. c and d show the magnetic change after a single circularly
polarized laser pulse. Image c is acquired before and d after the photoexcitation, showing
a clear change in the magnetic contrast. The pulse duration of the 1200 nm (1.03 eV) is
approximately 50 fs. Red (blue) panel is a zoom in of the image a highlighting the white (black)
skyrmions. Top right black insets shows the FFT of the corresponding image. The white scale
bar is 1µm.

Few experimental suggestions can be proposed to elucidate those observation. We suggest

investigating the cooling rate effect and the initial temperature. Indeed, the temperature

starting point before cooling shows to influence the final magnetic phase. We also observed

this effect in other lamella where the skyrmion and helical phases compete for the final

state. The origin might come from the important fluctuations present in the vicinity of

the topological phase transition [277]. Furthermore, verifying the chirality hypothesis is a

promising lead and requires the possibility of investigating a sample possessing the opposite

structural chirality. Finally, one way to demonstrate the TIFE is by comparing the Faraday

rotation when the laser beam is sent perpendicularly or parallelly to the skyrmion tubes.
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Reduction of the skyrmion pocket phase with in-plane magnetic field

During our investigation to determine the origin of the photocreation process reported in

ref. [219] and Chapter 4 and testing the laser-field mechanism (discussed in Section6.1.1), we

compared the photocreation process when the lamella is off-axis. Indeed, tilting the sample

will allow if they exist different electric field coupling. Although we did not find any noticeable

change in the fluence threshold, we unveiled a substantial shrinking of the skyrmion phase,

shown in Fig. 6.13. We assigned this effect to the presence of an in-plane magnetic field, that

becomes non-negligible for higher tilt angles. Indeed for a tilt angle of 16° off the vertical axis

where the magnetic field is applied, a 30 mT field along z will induce an in-plane component

of 8.3 mT while the out-of-plane component is barely reduced to 28.8 mT. Such observation

has two consequences; For large tilt angles, the in-plane magnetic field component can not be

neglected. While a clear reduction of the upper critical field is induced, the question remains

open for the lower critical bound and merits to be further studied. Recently, the collapse of

skyrmions has been investigated with the presence of an in-plane magnetic field [285]. The

experimental study supported by atomistic spin simulations shows a collapse rate up to four

orders of magnitude faster with the presence of an in-plane magnetic field (see Fig. 6.13c-

f). Although the system investigated has a completely different electronic nature compared

to Cu2OSeO3, it emphasizes the consequences of applying an in-plane magnetic field in a

skyrmion system. Further examinations are needed to fully understand the reported effect.

Nevertheless, we demonstrated a novel aspect to control the skyrmion phase in Cu2OSeO3.

Although we are not able to determine if the effect originates from interplay of underlying

magnetic interaction in the presence of different field components, we suggest that its origin

may lie in the topological nature of the skyrmion.
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Figure 6.13 – Shrinking of the skyrmion phase with the presence of an in-plane magnetic
field. Magnetic phase diagrams were obtained upon FCC protocol for the (a) untilted case
and (b) for the same lamella with a tilted angle of 16°. c and e show the skyrmion collapse
evolution without and with the presence of an in-plane magnetic field, respectively. d and f
illustrate the evolution of the topological charge annihilation without and with the presence
of an in-plane field, respectively. Image c-f are reproduced from [285].
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6.2 Conclusion

In this chapter, we investigated magnetic phases at equilibrium under various magnetic field

configuration. We identified curious observations such as the surface spiral state, skyrmion

lattice anisotropies and a strongly fluctuating skyrmion phase, to name only a few. In all cases,

magnetic anisotropy is proposed to play an essential role. Although existing at different spatial

scale, we speculate that quantum fluctuation is reflected in the strong fluctuating topological

order and can be investigated in a multiferroic compound in and out-of-equilibrium. Further-

more, we investigated out-of-equilibrium responses of the magnetic system upon ultrafast

NIR radiation and show the manipulation of magnetic state by both creating and destroying

the skyrmion phase. In summary, Cu2OSeO3 provide a fascinating platform to study real space

topology and magnetic interactions and still hides many secrets that wait to be discovered.
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7 Magnetite Fe3O4 as the prototypical
MIT system

Metal-insulator transitions (MIT) in strongly correlated systems captive the interest of various

research communities for their tremendous physical prominence for fundamental research

and technological applications [353]. Due to an atypical MIT known as the Verwey transition,

Magnetite (Fe3O4) is probably one of the most investigated strongly correlated systems. This

peculiar transition originates from the complex interplay of degrees of freedom (charge ordering,

orbital ordering, and trimeron formation). Ultrafast photon pulses have demonstrated the

capability to manipulate such degrees of freedom and their respective coupling giving rise to

the emergences of metastable (hidden) states inaccessible adiabatically through conventional

stimuli such as temperature, pressure, or chemical doping [29]. Such new states are not only

of interest for fundamental research in strongly correlated systems but also bear potential

for ultrafast technological application. In that respect, Magnetite has been the subject of

recent extensive research [38, 73, 354–358]. DeJong et al. has shown that near-infrared light

(800 nm) drives the crystal structure transiently from monoclinic to cubic [38] in a thermal-like

transition by melting the charge ordering below the Verwey temperature. Further investigations

[354] have revealed that this structural transient transition is more subtle and consists of a

mixture of coexisting monoclinic regions (insulators) and cubic regions (metallic states). These

structural and electronic changes have been attributed to the microscopic arrangement of the

trimerons following a disorder-order transition [355]. Trimeron quasiparticle consists of a

specific electronic arrangement that is destroyed upon 800 nm optical excitation. However,

previous ultrafast experiments have not considered other electronic excitations that can be

triggered by tuning the photon energy pulse. Such fine details are instead significant for external

manipulations of the intertwined degrees of freedom, leaving an essential question about the

MIT mechanism evolving non-adiabatically following different energy photoexcitation.

This chapter addresses this question and investigates the out-of-equilibrium MIT processes with

two distinct photon energy, 800 nm (1.55 eV) and 400 nm (3.10 eV). Our data reveal opposite

behaviors when photoexciting the system with 800 nm or 400 nm, associated with triggering two

distinct electronic excitations. The 800 nm light activates d-d electronic transitions that lead to

the destruction of the long-range zigzag network of the trimerons and generate a metastable
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phase separation between cubic-metallic and monoclinic-insulating in a multistep process. The

400 nm light promotes the long-range order of the trimeron network, enhancing its connectivity

which leads to a metastable intermediate structural phase. This new hidden phase is character-

ized by a stronger monoclinic distortion unattainable in the equilibrium process. Furthermore,

we extend the structural dynamics investigation to a temporal range of 1.3 ns previously limited

to 10 ps after 800 nm photoexcitation, unveiling a multiple structural stage process different

from the equilibrium first-order single stage transition [359]. Although the exact origin remains

unknown, a complex and long relaxation mechanism is also observed, demonstrating the strong

coupling between electron-phonon and phonon-phonon. In addition, our results are consistent

with former studies and show a transient transition from the monoclinic structure to the phase

separation phase leading to the cubic phase.

Our findings demonstrate the importance of the different electronic excitations on the trimeron

arrangement in Magnetite and, thus, the generation of metastable intermediate states. These

results show the ability to establish novel hidden phases in quantum materials via specific

electronic excitations in a strongly correlated environment. Therefore, we are confident that

our work will profoundly impact multiple fields, such as light-induced phenomena in strongly

correlated systems, Magnetite, and metal-insulator transitions.

The content of this Chapter is adapted from the preprint "Ultrafast generation of hidden phases

via energy-tuned electronic photoexcitation in magnetite" by B. Truc, P. Usai, F. Pennacchio, G.

Berruto, R. Claude, I. Madan, V. Sala, T. LaGrange, G. M. Vanacore, S. Benhabib, and F. Carbone,

arXiv:2210.00070 [360].

Contribution

Initiated in 2015 by former members, I contributed to this project by compiling, analyzing,

and interpreting data acquired over the years. In addition, I took additional measurements at

equilibrium data and upon 800 nm photoexcitation, in particular, the extended time delay data

and the high-fluence regime with the help of P. Usai and R. Claude. Diffraction simulations

were performed by P. Usai, and the remaining data presented (400 nm photoexcitation and

second 800 nm data set) were data taken by F. Pennacchio, G Berutto. I. Madan, V. Sala. G. M.

Vanacore, S. Benhabib, and F. Carbone supervised this work.

7.1 History of the oldest magnetic material

Discovered 2500 years ago by Thales of Miletus (625-547 BCE), Fe3O4 Magnetite is the first

magnetic material known. Due to its ’magic’ magnetic properties, this compound has fas-

cinated Humans for centuries. It has lead to numerous inventions, such as the magnetic

compass (see Fig. 7.1b) and discoveries in magnetism. For instance, Magnetite was used to

validate Néel’s ferrimagnetism model [361]. Most of the present knowledge of magnetism

roots in Magnetite studies.
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Nowadays, Magnetite is present in various fields. In biomagnetism, it is found that some

animals use the Earth’s magnetic field to orient themselves and possess Magnetite in their or-

ganism [362]. Magnetite is biocompatible and offers opportunities for biomedical application

[363]. The human brain also contains Magnetite and is still under investigation [364]. From

catalysis reactions treating toxic environments to paleomagnetism [365] aiming to understand

the Earth’s magnetic field history, Magnetite has gather a wide interest over the years. In total,

more than 11.000 scientific papers have been published 1. In all previous fields, Magnetite is

studied at room or higher temperatures. For physicists, it is around 120 K that Magnetite takes

a special place in transition metal oxide compounds as it exhibits an atypical and complex

phase transition, named the Verwey transition, and has remained debated for more than a

century since its discovery.

Figure 7.1 – Fe3O4 Magnetite is everywhere in magnetism. a: Ore of natural Magnetite found
in Bolivia. Image taken from Rob Lavinsky (www.mindat.org) . b: Magnetic compass dated
220 BCE from the Chinese empire. Image taken from Susan Silverman AC (www.smith.edu). c:
Illustration of the Magnetite distribution in Human brain [364].

7.1.1 The Verwey transition and trimerons

In modern physics, Magnetite is probably one of the most famous strongly correlated elec-

tronic systems [359]. It offers a unique playground where electronic, orbital, and structural

degrees of freedom compete, giving rise to peculiar and complex phase transitions (see Fig. 7.2).

The precise origin of those phase transitions have remained elusive for more than a century.

In 1913, the first anomalies in the magnetic responses were measured around 120 K by Renger

during his thesis at ETHZ (Switzerland) under the supervision of Pierre Weiss and Albert Ein-

stein. A few years later, other anomalies were reported in the specific heat, thermal expansion,

and electric resistivity. In the latter, Verwey observed two orders of magnitude jump in the

resistivity. In particular, he found that the temperature transition and amplitude strongly

1statistics from Web of Science Core Collection.
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depend on the stoichiometry of the sintered crystals [366, 367]. Bragg et al. determined that

Magnetite possesses a spinel structure with the form AB2O4, where A and B are usually two

non-equivalent metal cations embedded in a cubic face-centered structure of O−2 anions. This

assignment puzzled Verwey, who realized that the conductivity of Magnetite is surprisingly

high (∼104Ω−1m−1) compared to other known spinel structures such as Co3O4 or Mn3O4

(∼10−5Ω−1m−1).

Figure 7.2 – Manifestation of the Verwey transition (a) in the spontaneous magnetization
[368], (b) heat capacity measurements [369], (c) and thermal lattice expansion along specific
directions [370]. d: Verwey’s original specific resistivity depending on the Fe2O3:FeO ratios
during the sample preparation [367]. e: Representation of HT cubic phase and the

p
2a ×p

2a ×2a acentric monoclinic supercell with a −π/4 rotation around the c axis of the cubic
unit cell.

In 1947, Verwey enunciated the first consistent model explaining the conductivity behav-

ior and proposed that Magnetite has actually an inverse spinel structure formally written

Fe3+[Fe2+Fe3+]O4 where the first Fe3+ occupy the tetrahedral sites (A-type), whereas [Fe2+Fe3+]

(B-type), construct the octahedra structure. Supported by x-ray and conductivity investiga-

tions, the resistivity jump would naturally originate from a spontaneous charge localization in

that scenario. This model was further supported by saturation magnetization experiments

which measured 4.07 Bohr magnetons (µB ) per formula unit, close to the expected 4µB value

predicted within Néel’s ferrimagnetism framework developed at the same period. Although

withstanding for years, the Verwey model fails to explain the structural symmetry reduction in
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the low-temperature phase reported lately. Refined three-dimensional neutron diffraction

shows that the system transforms from the cubic F d 3̄m space group in the high-temperature

(HT) phase to the monoclinic C c space group in the low-temperature (LT) phase, with a small

monoclinic tilt angle of 90.20° [371]. For decades, the precise mechanism of the Verwey has

been debated. Indeed, sample preparation and quality have been neglected and turned out

to be essential. In addition, the formation of domains appearing in the low-temperature

phase with sub-micrometer size [372] and the complexity of the acentric monoclinic structure

hampered crystallographic studies that require the development of microcrystal synchrotron

radiation technique. Although progress in theoretical calculation has been made, dealing with

a high number of atoms in the low-symmetry unit cell and electronic correlations remains a

significant challenge, even today. Since then, intense effort has been undertaken to solve this

atypical metal-insulator transition.

In 2012, almost a century after the first measurement done by Renger, high-accuracy x-ray

experiment provided direct evidence of Fe2+/Fe3+ charge ordering predicted by Verwey and

orbital ordering. Furthermore, Senn et al. unveiled a novel structural distortion. They found a

bond shortening of fourteen out of the sixteen inequivalent FeB in the inverse spinel struc-

ture. This was attributed to a new type of bond-dimerized state [373] boosted by Jahn-Teller

effect and charge ordering, named trimeron. The trimeron quasiparticle consists of linear

arrangement of three FeB cations with a central Fe2+ and two Fe3+. The minority spin electron

from the central Fe2+ site is delocalized into the nearest neighbors Fe3+ and forms the bound

state. The discovery of the trimerons has provided new insights and has revitalized one of the

oldest problems in solid-state physics. Nowadays, thanks to temperature dependence inelastic

neutron scattering experiments carried out in our laboratory [355, 374, 375] the equilibrium

(quasi-adiabatic) Verwey transition (VT) is seen as a disorder-order transition where critical

fluctuation of the trimerons comes into play, even above the Verwey transition (see Fig. 7.3)

[73, 355, 376, 377]. In addition, the emergent trimeron structure is expected to play an essential

role as structural anomalies have been detected along the [110] crystallographic orientation

attributed to the specific trimeron arrangement [378] and site-selective doping effect has

been demonstrated [379, 380]. Within the rise of ultrafast science, the out-of-equilibrium

version of the Verwey transition has been investigated, establishing the speed limit of the MIT

and revealing a hidden phase separation [38, 354, 357, 358]. The strongly-correlated system

Magnetite offers an ideal playground for the search for exotic and novel ultrafast phenomena.

Recently, the generation of forbidden phonons and coherent soft electronic modes have been

demonstrated [381, 382]. Moreover, a dual-stage process has been revealed in the structural

dynamics illustrating the strong trimeron-phonon interplay [356].

In that spirit, this work aims to harness the strongly-correlated nature of Magnetite to generate

(hidden) phases inaccessible thermodynamically, along with collecting new insights that will

provide a deeper understanding of the Verwey transition. We will investigate the structural re-

sponse in equilibrium and out-of-equilibrium along the [110] direction by triggering different

electronic excitations using energy-tuned ultrafast photons.
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More details about the fascinating history of Magnetite and the Verwey transition can be found

in [359, 375, 383, 384].

Figure 7.3 – Trimeron structure and its emergent network. a: In the trimeron scenario, the
formation of the quasiparticle emerges from a collective effect induced by charge localization
of minority spin t2g and the Jahn-Teller effect [385]. b: Sketch of the trimeron arrangement
taken from [382]. Fe2+ atoms are represented in grey, and Fe3+ ions are in light purple. Note
that some Fe3+ ions are involved in the construction of up to three trimerons while others do
not participate. c and d show respectively the charge distribution above and below the critical
temperature enunciated by Verwey, images from [375]. e: Sketch of the different electronic and
structural fluctuation regimes [376]. The Verwey transition can be seen as trimeron Wigner
liquid that emerges below the Curie Temperature enabling magnetic ordering that crystallizes
in an order-disorder fashion below TV .

7.2 Tracking the Verwey transition with electron diffraction

Due to the nature of the electron, the scattering cross-section is about six to seven orders larger

than its x-ray analog. Therefore, Ultrafast Electron Diffraction (UED) technique provides a

tabletop approach to investigate structural dynamics with pm and sub-ps spatio-temporal

resolution [111? ]. The reflection geometry named RHEED is the method of choice as it

overcomes the need for a thin lamella. In this work the grazing angle varies from 0.5° to 5°.

Further details on the experimental setup can be found in Chapter 2. As Magnetite possesses a
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complex electronic and structural interplay, URHEED is an ideal tool to investigate the Verwey

transition at equilibrium and study the out-of-equilibrium response in this strongly-correlated

system.

The sample investigated is a synthetic high-quality single crystal of Fe3O4 showing a first-order

Verwey transition around TV ≈ 117 K characterized by transport measurement (see Fig. 7.4a).

The surface is polished to get optical flatness. The out-of-plane axis corresponds to the [110]

direction as confirmed by x-ray diffraction presented in Fig. 7.4b, giving a lattice parameter a

= 8.385 Å, at ambient conditions.

Figure 7.4 – Fe3O4 sample characterization. a: The first-order metal-to-insulator Verwey
transition shows a transition temperature TV ≈ 117K confirming the high-quality of the
crystal. An hysteresis behaviour originates from irreversible twinning effects. b: The [110] out-
of-plane direction was characterized by x-ray diffraction using kα1 and kα2 copper radiations
at ambient conditions giving a lattice spacing a = 8.385Å.

Fig. 7.5a presents the available Bragg reflection within our experimental limitation at room

temperature. At low-temperature (below TV ), the (660)c Bragg peak remains the only reflection

intense enough, with a well-defined shape visible (see Fig. 7.6). Hence, we monitored the

evolution of the (660)c Bragg peak upon cooling with a temperature range from 300 K to 38 K,

crossing the Verwey transition presented in Fig. 7.5b. In the following the c and m indices

denote cubic or monoclinic coordinates axes, respectively.

By fitting the (660)c Bragg peak with a Voigt profile, we extracted its different physical pa-

rameters, such as the intensity (integrated area), full-width-at-half-maximum (FWHM), and

its center position. At TV = 117 K, the intensity decreases abruptly (see Fig. 7.7b). This

originates from multiple scattering effects caused by the multiple domains present in the
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Figure 7.5 – Magnetite and the Verwey transition probed by RHEED. a: Stack of all images
acquired during the rocking curve in the cubic high-temperature phase at room temperature,
enabling the peak assignment. The zone axis is along [11̄0]. b: Evolution of the (660)c reflection
upon cooling. At TV , the peak broadens and shows a drop in intensity. The red line indicates
the peak center position showing a jump at TV , around 117 K. Evolution of the (660)c Bragg
reflection (c) above Tv and (d) below Tv .

low-temperature phase (see section 7.6.1 ). This reflects in the broadening of the Bragg peak

as the coherence length is reduced and strain appears, translated in the increase of the FWHM

shown in Fig. 7.7c. In addition, a shift in the peak position is observed, from which we retrieve

the atomic interplanar lattice displacement (expansion/compression) presented in Fig. 7.7a.

Taking 150 K as the reference temperature, during the transition, a substantial lattice expan-

sion of 1% (∼ 1 pm) occurs along the [110] direction corresponding to the shear strain εx y ,

specific of the cubic to monoclinic structural transition.

Figure 7.6 – Rocking curve of Fe3O4 in RHEED (a) in the high-temperature cubic phase and
(b) in the low-temperature monoclinic phase. c: Peaks profile extracted from the vertical
binning. Only the (660)c remains resolvable in the LT phase.

The abrupt changes in all the different physical parameters characteristic of a first-order phase

transition demonstrate that RHEED along the [110] crystallographic direction is sensitive to
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Figure 7.7 – Signature of the Verwey transition in RHEED at∼ 117K, in the evolution of (a) the
atomic lattice change along [110], (b) the integrated area and (c) the FWHM change across the
Verwey transition. The reference temperature for the normalization is 150 K. The inset shows
the ratio of the Gaussian FWHM contribution over the total FWHM showing the presence of
fluctuation 20 K above the transition. All physical parameters show a first-order transition
and anomalies around 210 K. The spikes around 170 K and 230 K in the lattice change are
experimental artifacts.

the Verwey transition and can provide new insights both in and out-of-equilibrium. One

consequence appears in the Ginzburg-Landau framework, a theory for phase transition from

which the symmetry of the order parameter can be retrieved. Before diving into this exercise, it

is useful to apply conventional elastic theory to the magnetite system and convince ourselves

that the mode probed corresponds to a particular shear mode that is a appropriate measure of

the Verwey transition.

In the following analysis, the system will be considered as a 3D bulk structure. Although

URHEED is a moderate surface technique with a penetration depth of a few nm, the concomi-

tant jump in the shear elastic constant c44 at the Verwey transition probed by ultrasound [386],

which is a bulk technique demonstrates that our observation is representative of the bulk

dynamics and justify this simplification.

7.2.1 Elastic theory and the shear mode

In the theory of elasticity for small deformation, the strain tensor εi j is defined by [387]:

εi j = 1

2

(
∂ui

∂x j
+ ∂u j

∂xi

)
(7.1)

where, u is the atomic displacement and x the atomic position. The indices i and j denote the

coordinate axes x, y and z. The presence of strain (ε) is a consequence of applied stress (σ).

These two quantities are related by the elastic tensor ci j kl through Hooke’s law:

σi j =
∑
kl

ci j klεkl . (7.2)
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The most general form of the elastic tensor has 81 components. By symmetry, this simplifies

to 36 independent components and takes the form:

ci j kl =
(

C1 C2

C3 C4

)
=



c11 c12 c13 c14 c15 c16

c21 c22 c23 c24 c25 c26

c31 c32 c33 c34 c35 c36

c41 c42 c43 c44 c45 c46

c51 c52 c53 c54 c55 c56

c61 c62 c63 c64 c65 c66


, (7.3)

where by convention the m, n indices of Cmn are defined as 1 = xx, 2 = y y , 3 = zz for the

compression modes and 4 = y z, 5 = zx, 6 = x y for the shear modes. In particular, the elastic

tensor can be divided into four sub-parts, each corresponding to specific modes. The C1 part

corresponds to pure compression modes, C4 to pure shear modes, and the diagonal terms C2

and C3 to coupled mixed modes.

In the high-temperature phase of Magnetite, the system possesses a cubic symmetry. Hence,

the elastic tensor ci j kl simplifies and contains only three non-equivalent component c11

(longitudinal mode), c12 (transverse mode), and c44 (shear mode). This is expressed as:

σxx

σy y

σzz

σy z

σxz

σx y


=



c11 c12 c12 0 0 0

c12 c12 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c44


×



εxx

εy y

εzz

2εy z

2εxz

2εx y


.

In this work, the interplanar atomic expansion/compression probed are along the [110]

direction, corresponding to the shear mode εx y depicted in Fig. 7.8a. The relation of the

associated stress σx y is given by

σx y = 2c44εx y . (7.4)

For the monoclinic structure in the low-temperature phase, the elastic tensor ci j kl becomes:

σxx

σy y

σzz

σy z

σxz

σx y


=



c11 c12 c13 0 c15 0

c12 c22 c23 0 c25 0

c13 c23 c33 0 c35 0

0 0 0 c44 0 c46

c15 c25 c35 0 c55 0

0 0 0 c46 0 c66


×



εxx

εy y

εzz

2εy z

2εxz

2εx y .


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In the monoclinic structure the shear strain εx y couples to two stresses σy z and σx y through

the c46 and c66 elastic constants, respectively. The exact values of the elastic tensor in the

low-temperature phase remain unknown. Determining quantitatively such elastic constants

typically required bulk methods such as ultrasound measurement [386]. However, in the

low-temperature, the appearance of structural domains (twinning) dramatically reduces the

acoustic wave propagation, which prevents a proper measure.

Thus, to compute the strain energy associated with the structural deformation, we consider

the cubic symmetry, which is expected to give acceptable results, as the monoclinic tilt angle

is small 90.236° [373] ≈ 90°, the lattice parameters a and b remain constant and the reported

elastic shear component c44 is sensitive to the Verwey transition. For linear and small defor-

mations, the elastic potential energy per unit volume Wel is:

Wel =
1

2

3∑
i=1

3∑
j=1

σi jεi j . (7.5)

Therefore, we can compute the strain energy density associated to the shear strain wx y induced

during the transition. Combining eq. (7.5) and eq.(7.4), we find

wx y = c44ε
2
x y . (7.6)

Using the reported value in c44 [386] and our experimental data, we computed the elastic

energy density depending on the temperature presented in Fig. 7.8b. As expected, a strong

first-order transition appears, characteristic of the structural transformation in the Verwey

transition.

In this part, we have demonstrated that the shear strain detected with our experimental setup

(RHEED) is highly sensitive to the Verwey transition. Ginzburg-Landau (GL) theory invokes

the existence of an order parameter (OP) to describe first-order phase transition [388]. Hence,

in this framework, we can ascribe the measured shear strain being strongly coupled with the

order parameter. Consequently, the symmetry of the OP∆ can be retrieved using fundamental

group theory analysis. The detailed analysis is presented in the following section.

7.2.2 Ginzburg-Landau & group theory analysis

Researchers have tried to uncover the genuine order parameter for many years using different

theoretical approaches. Although symmetry arguments can not directly retrieve the order

parameter, they restrict the possible candidates list. Eventually, the constraint is strong enough

to deduce the veritable order parameter in some cases.

Here, we apply group theory and Ginzburg-Landau’s theory on the newly discovered anomalies

in the shear strain to find the symmetry of the order parameter (OP).
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Figure 7.8 – Shear deformation and its associated elastic energy. Sketch of the structural
distortion probed along [110] from (a) the initial cubic phase which transform (b) to the
monoclinic phase below TV . c: Interpolated elastic energy associated to the shear deformation.
Elastic constant values are taken from [386] and have been shifted by 10 K to match the
transition temperature. The reference temperature is 150 K.

Table 7.1 – Characters table for Oh point group.

The total Free energy F is defined as follows:

F = F0 +α∆2 + β

2
∆4 + gε∆︸︷︷︸

coupli ng ter m

+
hi g her or der s︷︸︸︷... (7.7)

where α and β are coefficient and ∆ is the order parameter. For small deformations, the

dominating free energy coupling term Fcoupli ng is the linear order and couples the strain ε

and the OP as follows:

Fcoupli ng = gε∆, (7.8)

where g is the coupling constant. The free energy coupling term is part of the total free

energy, which is a real number. Therefore, the coupling term must remain invariant under all

symmetry operations.
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Table 7.2 – Product table of the Oh point group.

In the high-temperature phase, the point group of Magnetite is Oh . The corresponding char-

acter table is shown in Table. 7.1. The A1g representation is the only invariant representation.

Consequently, the symmetry product between the symmetry representation of εx y and∆must

belong to the A1g representation. Since the shear strain εx y has a T2g representation, the only

symmetry product that contains A1g representation is as well T2g (see Table. 7.2). That means

the order parameter ∆must belong to the T2g representation.

Hence, the order parameter is an object containing three components as it has the T2g repre-

sentation and takes the form:

∆= (∆x y ,∆y z ,∆xz ). (7.9)

Thus, we can rewrite the coupling free energy (eq. (7.8)) term as:

Fcoupli ng = g1εx y∆x y︸ ︷︷ ︸
α1

+g2εy z∆y z︸ ︷︷ ︸
α2

+g3εxz∆xz︸ ︷︷ ︸
α3

(7.10)

Three possible scenarios arise, each giving a different structural distortion leading to a different

symmetry change from the initial cubic symmetry illustrated in Fig. 7.9. Note that α1, α2, and

α3 are equivalent in the cubic case.

1. α1,α2,α3 6= 0

In this case, the three shear strains are finite, and applying the structural deformation

leads to a deviation of all the angles from 90◦, keeping the lattice parameters, a, b, and c

constant, giving a trigonal distortion (case a in Fig. 7.9).

2. α1,α2 6= 0 and α3 = 0

By simultaneously applying two shear strains εx y and εy z induces three tilt angles differ-

ent from 90◦ accompanied by non-equivalent lattice parameters a 6= b 6= c generating a

triclinic distortion (case b in Fig.7.9).

3. α1 6= 0, α2, α3 = 0

The presence of only one shear strain εx y modifies the lattice parameter c and keeps a
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and b unchanged, and one angle is different from 90◦, leading to a monoclinic distortion

(case c in Fig.7.9).

The latter case agrees with the low-temperature structure of Magnetite C c [371, 373, 389].

Hence, we found that the OP responsible for the structural change has a T2g representation

with one nonzero component, i.e., ∆ = (∆x y ,0,0). In that respect, the trimeron network

topology along the [110] crystallographic axis fulfills the symmetry criterion and is a valid OP

candidate.

Figure 7.9 – Possible structural transformation from the initial cubic phase. Representation
of the (a) trigonal, (b) triclinic and (c) monoclinic structural transformations from the initial
cubic structure (dashed purple lines) corresponding to the three possible cases allowed by the
T2g symmetry constrain. The arrows represent the strain directions.

7.2.3 Further analysis and open questions

The zone axis used in our experimental condition is [1̄10]c . Consequently the (660)c reflection

in the HT phase is expected to become (1200)m in the monoclinic structure and is consistent

to the simulation shown in Fig. 7.17b. Indeed, the supercell C c is acentric and rotated by

-π/4 around the c-axis of the cubic unit cell. The computed intensity ratio between the

(1200)m/(660)c is 0.68, close to the experimental value found to be 0.65±0.2 corresponding

to the intensity ratio of (660)40K/(660)150K. Nevertheless, it is not possible to claim a clear

assignment of the (660)c reflection below TV as more Bragg peaks are required. The c and m

indices denote the cubic and monoclinic axes, respectively.

In the previous part, we focused on the Verwey transition around ∼117 K. Extending our

investigation to higher temperatures, we notice two intriguing features.

146



7.3. Hidden phases on demand using selective electronic excitations

1. In our analysis, we used a Voigt profile that best captures the evolution of the Bragg peak.

This allows us to extract the FWHM Gaussian and Lorentz contributions which physi-

cally represent the inhomogeneous and homogeneous broadening effects, respectively.

Above the transition, starting around 135 K, fluctuation appears and then collapses at

the transition as presented in the inset of Fig. 7.7c. This temperature is close to the

spin-reorientation transition, which suggests a direct coupling of the magnetic and

structural fluctuations.

2. Around 210 K a transition occurs and is noticeable in all physical parameters. Specifically,

in the structural response, the lattice experienced a conventional thermal contraction

upon cooling. However, between 210 K and 117 K, we observed a substantial lattice

expansion of almost 0.6%. As the [110] direction is sensitive to the trimeron arrange-

ment, this suggests that trimeron start to condensate below this critical temperature,

forming an intermediate state between the Wigner crystal and Wigner liquid. In a recent

preprint the authors uncovered an electronic nematic phase coupled to the lattice order

through thermal fluctuation above the Verwey temperature using electron diffraction

[73]. The temperature onset value of the nematic phase matches our observed transition

temperature, reinforcing the trimeron network topology along the [110] as the order

parameter hypothesis.

7.3 Hidden phases on demand using selective electronic excitations

Magnetite is insulating at low-temperature with an electronic bandgap of approximately a

few hundred of meV and becomes metallic above the critical Verwey temperature, although

recent calculations have shown that the electronic gap does not entirely collapse [390]. Using

light to trigger MIT is particularly interesting for ultrafast optoelectronics and understanding

fundamental interactions in strongly-correlated systems. In particular, researchers have

wondered how fast this transition can occur and how microscopically the transition takes

place. Recently, de Jong et al. used a free electron laser at the National Accelerator Laboratory

(Stanford) to perform ultrafast resonant x-ray diffraction [38]. They used 800 nm ultrashort

laser pulse to excite the system across the transition and probed the structural and electronic

responses. Their experiment revealed a two step process characterized by first the destruction

of the trimerons, followed by a change in the structure recovering to the high-temperature

cubic phase through a phase separation with a characteristic time scale of 300 fs and 1.5 ps,

respectively. This novel out-of-equilibrium phase consists of forming cubic islands embedded

in the insulating monoclinic background. Lately, ultrafast optical measurement has revealed

different fluence regimes upon 800 nm optical excitation [354]. This surprisingly coincides

with the equilibrium thermodynamics version of the Verwey transition accounting for latent

heat required to cross the transition. The authors conclude that the 800 nm photon pulses

depose energy in the system, acting like a sudden heating. In addition, experimental evidence

found direct relations between the magnetic responses and anisotropy behaviors and the

800 nm photo-induced state [357, 358].
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Figure 7.10 – Optical electronic excitations in Fe3O4. a: The different d-d electronic transi-
tions present around 1.55 eV (800 nm) obtained using GGA+U calculation [381]. The red arrow
shows the photon-excitation used, which mainly triggers the Fe2+

B t2g → Fe3+
B t2g . b: Optical

response of magnetite from [391]. Charge transfer electronic excitations start above 3 eV. Below
this energy, d-d inter-site electronic transitions take place. The two photon energies used in
that work are represented with the red and blue arrows. Sketch of the triggered electronic
excitation (c) upon 1.55 eV (800 nm) and (d) 3.10 eV (400 nm) photoexcitation.

All previous ultrafast studies used 800 nm - 1.55 eV as the photon energy. This triggers d-d

electronic excitations, with Fe2+
B t2g → Fe3+

B t2g as the main optical transition contribution

according to GGA+U calculations [381]. To date, other electronic excitations present in Mag-

netite have not been considered and can be triggered by tuning the photon energy pulse. Such

fine details are instead significant for external manipulations of the intertwined degrees of

freedom, leaving an essential question about the MIT mechanism evolving non-adiabatically

following different energy photoexcitation.

In this part, we address this fundamental question by probing the structural dynamics along

the [110] direction with time-resolved electron diffraction followed by ultrashort photon pulses

with two distinct energies triggering specific electronic excitation (see Fig. 7.10). Practically,

we investigated in the first place the lattice dynamics upon 800 nm (1.55 eV) photoexcitation
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and compared our results to the recent literature. In addition, we extended the time range

investigated up to 1.3 ns previously limited to the first 10 ps [38, 73, 354]. We unveiled a new

multistage compression and a complex recovery process, which we attributed to the strong

electron-phonon and phonon-phonon interactions. Furthermore, we explored the structural

response after 400 nm (3.10 eV) photoexcitation inducing charge transfer, another type of

electronic excitation. We observed an opposite behavior as the 800 nm case and showed

the emergence of new hidden phases characterized by an additional monoclinic distortion

inaccessible adiabatically. Therefore, we demonstrated for the first time the generation of

hidden phases through manipulating their different degrees of freedom and their respective

coupling using selective electronic photoexcitation.

7.4 Results

To get insight into the non-equilibrium response of Magnetite, we tracked the response of

the (660)c Bragg reflection by using a Voigt fit following the laser illumination. We used the

equilibrium (static) results discussed in the previous section as a benchmark and compared

our observation with recent time-resolved ultrafast diffraction studies. If not mentioned, the

experiments were performed at a nominal temperature of 80 K, below the TV . Firstly, the dy-

namical response upon 800 nm photoexcitation is studied using two different fluence regimes,

classify to the intermediate and high fluence regimes, accordingly to [354]. In the second part,

higher photon energy (400 nm - 3.10 eV) corresponding to the frequency doubling of the laser

fundamental wavelength is used to pump the system. As a technical note, the 400 nm data

and the second intermediate fluence 800 nm data (3.9 mJ/cm2) sets presented were taken with

the old experimental setup (see Chapter 2). Whereas the first data set extending the time

range investigated for 800 nm photoexcitation (2.7 mJ/cm2), the high fluence regime data,

the equilibrium data set discussed previously were recorded with the upgraded experimental

setup. The results are consistent and demonstrate the robustness of this study taken over

seven years.

7.4.1 800 nm / 1.55 eV photon energy

In the first place, the lattice undergoes a compression, following the 800 nm (1.55 eV) photoex-

citation. Based on our static data, in the LT phase, a compression along the [110] direction

denotes a recovery towards a cubic structure (see Fig. 7.11a). This is consistent with recent

studies [38, 354], previously limited to ∼10 ps. Investigating longer time delays reveals a mul-

tistep compression process. Qualitatively, within the first 20 ps (phase 1) a compression of

about -0.03% is observed. Then a stabilization plateau appears in which the strain remains

almost constant and survives for approximately 8 ps (phase 2). A maximum compression of

-0.06% is reached in the third phase at 50 ps. This multistep process is a signature of different

involved dynamics, such as strong electron-phonon and phonon-phonon interactions. Note

that our temporal resolution of few ps in these experiments does not allow us to resolve the
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electron-electron interaction expected to happen on a faster time scale < 300 fs [38]. After

50 ps a complex relaxation process towards the initial monoclinic phase initiates. The first

recovery stage (phase 4) reaches a compressed state close to -0.03%, which interestingly cor-

responds to the plateau value (phase 2). Then, a second long process takes place toward the

initial equilibrium state, which is still not fully recovered after 1.3 ns. The whole time trace

is presented in Fig. 7.12. A second data set confirms the multiple compression mechanism

set (see Fig. 7.11d). Comparing the two data sets quantitatively is a delicate task as they were

not taken in the exact same experimental conditions. Nevertheless, some observations can be

made. A different stage’s duration and amplitude are observed, which suggests that a higher

compression with a longer time scale is achieved when increasing the fluence. Curiously, the

ratio in the compression values reached between the first and third stages is close to 1 for both

data sets. Other similarities are found in the correlation analysis discussed below. In the high

fluence regime, only one compression stage is observed and occurs on a longer time scale.

In Fig. 7.11b, a significant intensity reduction of about 20% is observed. Considering only

the recovery towards the HT cubic phase, which has a higher symmetry and less twinning

effect, an increase in the intensity is expected, which is not observed. This suggests other

non-adiabatic effects might occur as the formation of the phase separation, which does not

exist at equilibrium, consistent with the small fraction (∼6%) of the compression achieved

as compared to the equilibrium transition. In addition, structural disorder induced by the

increase of the lattice temperature contributes to the intensity reduction and is known as the

Debye-Waller effect. More details can be found in [360]. As in the lattice response, the initial

intensity value is not recovered after 1.3 ns (see Fig. 7.12b), demonstrating the complexity

of the thermalization mechanism characterized by the metastability of the observed phase.

Increasing the fluence to the high fluence regime shows the opposite behavior with a 10% in-

crease in intensity. This is expected from a thermal-like transition proposed in [354]. However,

using the calorimetric equation, the estimated temperature increase by the energy deposed by

the laser pulse is about 120 K giving a maximum temperature of 200 K far above the Verwey

transition [360]. In that case, we would expect a complete recovery to the high-temperature

cubic phase. By comparing the structural photo-induced response and the equilibrium struc-

tural transition, we noticed that the high fluence photo-induced state had accomplished only

∼5% towards the full HT phase recovery. In the calorimetric calculation, the heat dissipation

with the insulating LT phase environment is not included and can explain the discrepancy.

Further experimental investigations are required to council this observation and are left for

future work.

The FWHM expresses the coherence length of the structure. Despite initially having a similar

response as the lattice strain, the FWHM crosses its initial value and gets broader after 200 ps

(see Fig. 7.12c). After 1.3 ns, the broadening is still increasing, and there is no sign of trend

inversion towards the initial value. Such anomalous behavior supported by a long lifetime is a

signature of a potential novel out-of-equilibrium (hidden) phase that might differ structurally

and electronically from the previously reported phase separation state. At equilibrium, peak

broadening is a direct consequence of the presence of strain and is described through the
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Figure 7.11 – Ultrafast structural dynamics in Fe3O4 upon 800 nm - 1.55 eV photoexcitation.
Lattice (a, d, g), intensity (b, e, h) and FWHM (c, f, i) responses extracted from the (660)c Bragg
reflection upon 800 nm ultrashort (50 fs) photoexcitation. The first (a-c) and second (d-e)
data sets were taken in the intermediate fluence regime with a fluence of 2.7 mJ/cm2 and
3.9 mJ/cm2, respectively. The third data set (g-i) shows the structural response using a fluence
of 9.0 mJ/cm2 corresponding to the high fluence regime. The first and third data sets were
recorded with the same upgraded setup as in equilibrium case (Fig.7.7). All data were taken at
80 K in the low-temperature monoclinic phase. The shaded areas indicate the different phases.

Williamson-Hall relation. Such potential correlation is investigated by getting rid of the

temporal axis to plot the different parameters (strain, FWHM, and intensity) in function of

the remaining parameters. For example, strain versus FWHM or strain versus intensity. Such

correlation plots are presented in the Fig. 7.13. Several regimes can be clearly identified and

illustrated the different electron-phonon and phonon-phonon dynamics. While one regime is

observed for the high fluence case, different correlation relations appears in the intermediate

regime. All stages except the plateau phase (phase 2) show strong correlation with each

other as shown in Tab.7.3. Interestingly, in that phase both the intensity and FWHM are not
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correlated with the lattice change. This indicates during that phase electronic effects directly

contributing in the intensity and FWHM are independent of the structural dynamics. The

second intermediate data set presents a similar behavior.

Figure 7.12 – Metastability a signature of hidden phases. Extending to 1.3 ns the investigation
of (a) the lattice, (b) intensity and (c) FWHM dynamics extracted from the (660)c Bragg reflec-
tion change following 800 nm photoexcitation at 2.9 mJ/cm2 reveals a long and a complex
recovery towards a cubic phase.

Table 7.3 – Correlation coefficients depending on the different compression and relaxation
phases and photon energy. All phases show strong correlations except in the second phase
upon 800 nm photoexcitation, where both correlation plots depending on the lattice strain
εx y show no linear dependence.

7.4.2 400 nm / 3.10 eV photon energy

We extended our investigation in Magnetite by tuning the photon energy to 3.1 eV (400 nm),

which has sufficient energy to initiate charge transfer electronic excitation [391]. A striking

result is an opposite behavior in lattice evolution that undergoes a 0.4% expansion along [110],
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Figure 7.13 – Correlation plots upon 800 nm photoexcitation in the LT phase. a-c: interme-
diate fluence 2.7 mJ/cm2, d-f: intermediate fluence 3.9 mJ/cm2, g-i: high fluence 9.0 mJ/cm2.
The corresponding correlation coefficients are presented in Tab.7.3.

instead of a contraction present in both the 800 nm photo-induced state, and the equilibrium

quasi-adiabatic phase transition towards the HT cubic phase. This additional expansion along

[110] is not accessible thermally as the expansion induced by the structural transition during

the quasi-adiabatic cooling stabilizes after 90 K down to 40 K (see Fig. 7.7a). Therefore, we

associate this photo-induced structural phase with a novel emergent hidden phase.

At equilibrium, during the structural transition, the tilt angle initially at β = 90° in the HT

cubic phase changes to βM = 90.236° at 90 K in the monoclinic phase [373]. For a monoclinic

structure and at equilibrium, the relation between the different lattice parameters a, b, c and

the monoclinic tilt angle βM is given by:

1

d 2 = 1

a2

h2

sin2βM
+ 1

b2 k2 + 1

c2

l 2

sin2βM
− 2hl cosβM

ac sin2βM
(7.11)
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with h, k, l the Miller indices. In our case, the Bragg peak probed is the (660)c , the (7.11)

simplifies to:
1

d 2
660

= 36

(
1

a2 sin2βM
+ 1

b2

)
(7.12)

In Magnetite, the lattice constants a and b are equivalent at equilibrium. Hence, an expansion

of the interplanar distance along (660) leads to three possible structural configurations:

1. A change of the monoclinic tilt angle βM , preserving the symmetry, as a and b remain

constant and equivalent.

2. A change in the lattice parameter a or/and b, inducing a symmetry breaking, and thus a

reduced point symmetry.

3. A combination of both.

Recent, ultrafast optical measurement using the same photon energy has revealed the genera-

tion of a forbidden coherent oscillation attributed to a T2g phonon mode directly linked to

the monoclinic angle [381]. This strongly suggests that the novel structural photo-induced

phase is characterized by a larger monoclinic angle i.e., βM ,400nm > βM . To disentangle and

provide a quantitative estimate of each contribution, one would need to monitor the behavior

of multiple Bragg peaks along different zone axes.

Nevertheless, our data clearly show that 400 nm optical excitation induces a lattice change,

previously unknown and only accessible through ultrashort illumination, as no T2g phonon

mode is detected upon a continuous 400 nm laser excitation [381]. The novel emergent

structural phase takes around 50 ps to establish and remains stable with no sign of recovery

for at least 300 ps, characteristic of a metastable hidden state. One direct expansion dynamics

occurs, which we relate mainly to strong electron-phonon coupling.

Following the 400 nm photoexcitation, a significant drop in the intensity response is observed

in Fig. 7.14b. In addition, a second consequent drop appears around 80 ps, which is concomi-

tant to the point where the lattice spacing and the FWHM stabilize. This suggests that the

emergence of the hidden phase is fully established after 80 ps. For the 800 nm case, thermal

effects and multiple scatterings from the mixed phase are the origins of the intensity drop.

Here, we can attribute the reduction in intensity to the expected reduction of the structure

factor inherent to a stronger monoclinic distortion. Moreover, as the atomic d660 spacing

evolves, the Bragg condition changes and might not be fulfilled anymore, contributing to the

drop in intensity. The presence of structural domains can account for the intensity reduction

through multiple scattering processes. However, this is not consistent with the observed

shrinking of the FWHM (Fig. 7.14c), indicating a higher homogeneity, which suggests that the

new hidden structural state possesses a larger structural long-range order. The correlation

plots and coefficients are presented in Fig. 7.14d-f and Tab. 7.3, respectively.
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Figure 7.14 – Ultrafast structural dynamics in Fe3O4 upon 400 nm - 3.10 eV photoexcitation.
Evolution of (a) the lattice, (b) intensity and (c) FWHM extracted from the (660)c Bragg re-
flection change following 400 nm photoexcitation at 1.2 mJ/cm2. The solid lines are guide for
the eye. Error bars correspond to the standard deviation before t = 0. d-f: Correlation plots
between the different extracted parameters.

7.5 Discussion

7.5.1 Inter-site d-d electronic transitions

Pumping Fe3O4 Magnetite with 800 nm (1.55 eV) photon pulses triggers inter-site electronic

d-d transition expressed as 3d6
i 3d5

j → 3d5
i 3d6

j . The d-d excitations encompass three electronic

transitions supported by both theoretical LSDA+U and GGA+U calculation [381, 392] and

experimental observation probing the optical conductivity [354, 391]. The dominant electronic

transition at 1.55 eV corresponds to the hoping of a localized electron from an occupied t2g of

Fe+2
B to an unoccupied t2g orbital of Fe+3

B . The two other possibilities occur at higher energy

around 2 eV, (see Fig. 7.10a) and are less likely to happen. However, both would give the same

consequence [360]. Initially frozen, the restoration of the minority spin t2g electrons mobility

induces the valency to change for both sites Fe+2
B and Fe+3

B melting the charge order (CO).

In addition, the delocalization of the minority spin t2g electrons induces the Fe+2
B and Fe+3

B

sites to alternate within the trimeron. Consequently, the long-range order of the trimeron

is suppressed. The destruction of the trimeron occurs at an ultrashort time scale 300-600 fs

[38, 73, 358]. Following the trimeron destruction the FeB - FeB distance recovers to its initial

value. Hence, the structure relaxes, and a phase separation appears with the emergence of
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cubic islands embedded in the insulating monoclinic background (phase 1). The relaxation

process of excited electrons has been well studied [393–397]. In a nutshell, once excited

electrons relax through the interaction with high-energy optical phonons. Then, the excited

phonons decay into lower energy acoustic phonon mode anharmonically via a three-phonon

scattering process.

For Magnetite, the multistage compression observed can be explained by a similar mechanism.

After the illumination, the induced delocalized electrons destroy the trimeron as well as the

CO through electron-electron scattering. Due to the strong trimeron-phonon coupling [377],

X3 (TO) phonons are driven, which then decay to ∆5 (TA) phonon modes. This is supported

by a recent time-resolved electron diffraction study where the authors show using the same

photon energy (800 nm) that the X3 (TO) mode is preferably triggered via the electron-phonon

coupling [73]. Interestingly, in a second study, the same group extended their investigation

to 20 ps and reported the observation of a dual-stage process [356]. However, in our case, a

three-step process occurs, with the presence of a plateau (phase 2). The origin of this plateau

remains unclear, and at least two suggestions can be proposed:

1. In this scenario, a fully microscopic picture is discussed. First, the X3 phonon modes are

initially triggered and lead to the first compression stage (phase 1). Then it couples to

∆5 phonons, giving an additional compression. However, few possibilities arise since

we observed two compression stages (phase 2 and phase 3)

(a) The coupling to ∆5 phonons occurs during phase 2, which induces a weak ad-

ditional compression. The extra compression (phase 3) is created through the

coupling with other phonon modes, which is unlikely since ∆5 phonon modes

have the lowest energy.

(b) The transition between X3 and ∆5 phonons involves a latent heat-like behavior,

leading to a plateau (phase 2).

(c) ∆5 phonons are triggered incoherently, then a synchronization process appears

(phase 2) and leads to the emergence of a collective structural vibration mode

which provides an extra compression contribution (phase 3).

2. The second scenario relies on a mesoscale approach. After the illumination, the trimerons

and CO are suppressed, leading to the relaxation of the crystal structure (phase 1) and

inducing a phase separation characterized by the coexistence of trimeron islands and

melted trimeron domains. Then, through thermal fluctuation, the electronic charges

rearrange, restoring some form of homogeneity (phase 2). After reaching a critical distri-

bution, the residual stress (trimeron islands) of the system percolates, relaxing towards

the cubic phase expressed as an additional compression (phase 3).

The second scenario can easily explain the three fluence regimes. In the low fluence regime,

the number of trimerons remains too large to induce the percolation, and the system behaves

as a warmer charge-ordered lattice. The intermediate regime corresponds to the discussed
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case 2 and is sketched in Fig. 7.15. In the last high fluence regime, the trimeron order is

completely melted, and no phase separation appears. The correlation analysis supports this

proposition as in phase 2, the electronic and structural degrees of freedom are decoupled.

7.5.2 Ligand-Metal charge transfer

Tuning the photon energy allows for triggering higher energy electronic transition. At equilib-

rium, in the low-temperature phase, high-accuracy synchrotron x-ray structure refinements

have revealed the presence of a high connectivity trimeron network instead of a homogeneous

randomized distribution [373, 379]. At 90 K, Fe3+
B sites can be involved within the formation of

up to three trimerons, leaving four of the eight non-equivalent Fe3+
B sites inactive [373]. Our

equilibrium data shows no additional lattice expansion along the [110] between 90 K down

to 40 K, which indicates that the equilibrium maximum connectivity state is reached a few

kelvins below TV .

Using 3.1 eV (400 nm) as photon energy, multiple electronic excitations are driven. The domi-

nant excitation is the charge transfer from 2p oxygen orbitals to 3d bands of FeB [391]. Upon

photoexcitation, the ligand-metal charge transfer is activated, and oxygens of the octahedron

FeO6 supply electrons to the Fe3+
B . Recently, Pachoud et al. have shown that chemically

doped Magnetite introduces B site-selective Fe2+ vacancies (which become Fe3+) and weak-

ens the trimeron long-range order [379]. Lately, core x-ray spectroscopy unveiled a selective

self-doping effect temperature-driven [380]. In our case, the photoexcitation provides extra

charges to Fe3+
B ions acting as a photo-doping effect which we speculate to be site-selective

and is consistent with the increase of the coherence length (Fig. 7.14c). Consequently, Fe3+
B

ions transform to Fe2+
B , thus increasing the proportion of Fe2+

B at the inactive B-sites. This

creates additional trimerons and strengthens the t2g orbital ordering. The newly formed

photo-induced state is characterized by higher connectivity of the trimeron network. The

cooperative effect of the FeB - FeB distance shortening induced by the charge localization

within the extended trimeron network (charge ordering) [373, 398] and the stronger Jahn-Teller

distortion boosted by the t2g orbital ordering provokes additional stress. This translates to a

larger monoclinic distortion beyond the thermodynamic limit that we assigned to a hidden

structural phase. In this scenario sketched in Fig. 7.15, the process can be seen as follows: the

trimeron network forms an imperfect Wigner crystal in which vacancies are present (inactive

Fe3+ B-sites). The 400 nm photon pulse triggers the charge transfer excitations, acting as a

photo-doping effect. Microscopically, the oxygen ligands selectively supply additional elec-

trons to non-participating Fe3+ B-sites, creating new trimerons. These additional trimeron

units enhance the trimeron network connectivity and complete the Wigner crystal, which

ultimately reinforces the monoclinic distortion through the strong electron-phonon coupling.
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Figure 7.15 – Sketch of the different photo-induced structural dynamics pathway. Top: The
400 nm photoexcitation acts as a photo-doping effect creating additional trimerons, which
leads to a stronger monoclinic distortion. Bottom: In scenario 2, the 800 nm photoexcitation
induces a phase separation which rearranges until reaching a critical homogeneity giving rise
to percolation.

7.6 Limitation and perspectives

7.6.1 Twinning and domain morphology considerations

Before discussing the twinning effects, let us emphasize that additional reflections are expected

to appear due to the symmetry reduction from F d 3̄m to C c as shown in the diffraction

simulations in Fig. 7.17, which we do not observe (Fig. 7.6). We explained this for three main

reasons:

1. The intensities of the additional peaks are expected to be much weaker due to their

inherent structure factor. For example, the intensity ratio between the (6 6 0)c in the

HT phase is 215x as compared to the (1202)m and 39x for the (1004)m reflections (See

Fig. 7.17).

2. The presence of microsized domains (twins) at the low-temperature phase leads to

multiple scatterings (Fig. 7.16a), drastically reducing the intensity and hindering the

appearance of those additional peaks in our data. We explain schematically the multiple

scattering processes induced by the domain in Fig. 7.16b.
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3. The inherent strain leads to a strong broadening of the peak that could hide the presence

of extra peaks.

Figure 7.16 – Beam stability and diffuse scattering. a: Conservation of the total number of
electrons across the Verwey transition. The direct beam is not considered due to the saturation
of pixels. b: Evolution of the diffuse scattering contribution computed from the total count’s
difference near the (660) reflection (red area) by subtracting the elastic Bragg contribution
(yellow area) depending on the temperature. c-d: Using a similar approach as done as in b,
evolution of the diffuse scattering ration upon 800 nm optical pumping in the intermediate
and high fluence regime, and upon 400 nm photoexcitation, respectively.

Another limitation arises as we can investigate a single Bragg peak only with a probe foot-

print larger than the domain size. In this work, our discussion relies on the single domain

description. However, it is well known that twinning effects are present in the LT phase. It is

natural to question if our data measured the average contribution of the domain morphology

instead of being an accurate microscopic probe. In other words, if the diffraction signal is

a mixture of domains with different orientations, would it not be possible to get apparent

contraction/expansion depending on the domain morphology? For instance, if the lattice

contract/expands along [110], the opposite behavior is expected along [11̄0].

Indeed, due to the electron beam size, at LT, it is likely that we simultaneously probe several

domains that are present along various directions in the crystal. Nonetheless, the UED is a

surface technique with a penetration depth of ∼5 nm, and, therefore, some considerations

must be taken.
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1. To the best of our knowledge, x-ray diffraction experiments probing micron-length thick-

nesses show the presence of only two peaks for each reflection. The same experiments

have shown that the c-direction (where the doubling of the cubic unit cell takes place) is

uniquely defined in the near-surface region.

2. The surface of Magnetite is very labile. The effect of stress created by polishing or even

the strains at the surface imposes a certain preferred domain orientation in the near-

surface region [399]. The good reproducibility of our data demonstrates this effect and

is consistent with the clear strain changes at LT induced by the different laser excitations

(1.55 eV and 3.10 eV). In addition, the two 800 nm data sets in the intermediate fluence

regime were taken at different regions in the sample and different years, showing similar

behaviors.

3. Furthermore, the displacement of domain walls is a highly non-reproducible phe-

nomenon and is incompatible with pump-probe experiments. The excellent reversibility

of the observed effect suggests that either the region probe is a single domain or that the

morphology of the domains relaxes exactly in its initial configuration.

4. In addition, our 800 nm out-of-equilibrium data agree with previous x-rays experiments

where the probed regions ranged from 200 to 500 microns [38]. The 800 nm high fluence

data set is also consistent with the literature [354, 357].

Although the electron beam footprint is larger than the domain size and the electron beam

divergence leads to a very poor lateral resolution, our measured (6 6 0)c reflection includes

potential contributions from other domains of the same type like the (0 12 0)m and (12 0 0)m

(see Fig. 7.17). Combining the arguments above, we are confident that those reflections

resulting from the monoclinic distortion and ensuing domains should behave in the same way

upon illumination.

As our probe is a surface technique, and the excited volume is embedded in the unperturbed

insulating background crystal structure. One would expect some bulge or depression for-

mation and acoustic wave propagation at the surface. One could argue that the measured

effects originate from the surface deformation effect instead of the discussed microscopic

mechanism. However, in that case, the depression would form at the interface between the

unperturbed background and the excited volume or near it. Since the penetration depth of

the electron beam is smaller (∼5 nm) than the laser penetration depth (∼34 nm for 400 nm

and ∼108 nm for 800 nm [360]), the background crystal is not appearing in the experiments.

Furthermore, the presence of the domains gives rise to a strong attenuation (hundreds of

Angstroms to few micrometers) and, thus, prevent the propagation of any acoustic wave along

the different directions [387].
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Figure 7.17 – Transmission electron diffraction simulations and the broadening twinning
effect. Overlap of expected Bragg reflections. The red spots indicate the F d 3̄m cubic phase
diffraction pattern obtained with the [1̄10]c zone axis (ZA) used in our experiment. The blue
spots show the expected C c monoclinic reflections in the LT phase for different ZA. a: [100]m .
b: [010]m . c: Stack of the diffraction patterns with [1̄11]m , [1 1̄1]m , [111̄]m , and [111]m as
zone axes. For those ZA all the reflections are far from the initial (6 6 0)c . d: Comparison of
the [010]m ZA pattern (green spots) and [01̄0]m ZA pattern (brown spots). e,f: Sketch of the
diffraction patterns in the HT and LT phase, respectively. The (e) cubic and (f) monoclinic
unit cells are illustrated. In the LT phase, the monoclinic structure leads to the appearance of
domains. The qualitative effect of the three main twin orientations on the diffraction pattern
is shown.

7.6.2 Open questions and further investigation

Demonstrating the use of triggering different electronic excitations to generate inaccessible

(hidden) thermodynamically phases is one of the significant results of this work, which goes

along with the detection of a complex multistage process. This opens further questions,

such as the genuine nature of the multistage process or the photo-induced phase’s structural,

electronic, and magnetic properties. Here, we discuss a few aspects to go beyond the current

experimental and investigation limitations.

1. The electron probe footprint is larger (∼500µm) than the expected sub-micrometer do-

main sizes in the low-temperature phase. Although some considerations must be made

(see subsection 7.6.1), a second limitation arises from the probe size. The coherence
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length of the trimeron network (insulating phase) shrinks to a few hundred nanometres

during the phase separation induced upon 800 nm illumination [38]. Hence, our probe

averages out the total phase separation dynamics and can not assign the origin of the

observed multistep compression. Two scenarios have been proposed, a microscopic

single-domain picture or an emergent phenomenon from the mesoscopic interplay of

the phase separation. Nano-probes as ultrafast convergent beam electron diffraction

(UCBED) would provide further insights.

2. In addition, RHEED is a moderate surface technique, and our discussion is based on a

bulk crystal approximation motivated by the concomitant anomalies along the specific

[110] crystallographic direction [378, 386]. State-of-the-art time-resolved transmission

electron diffraction with nanometres probe size should be able to address both limi-

tations; finding the true origin of the complex multistage processes and validating the

bulk-like dynamics.

3. During this study, only one Bragg peak was investigated, which limits our observation.

In particular, investigating additional Bragg reflections along different zone axis will

provide insight into the hidden structural phase induced by 3.10 eV (400 nm) photoexci-

tation and answer if an additional symmetry breaking emerges.

4. Many studies have reported the fluctuation of charge density waves far above the Verwey

transition temperature. Recently, Borroni et al. have demonstrated the stabilization of

such critical fluctuation by triggering the charge transfer 3.10 eV (400 nm) photoexcita-

tion [381]. It would be interesting to perform a temperature-dependent experiment and

shows that the hidden phase can also be generated above TV

5. Qualitatively, all physical parameters investigated confirm the thermal-like Verwey

transition for the high fluence regime. However, quantitatively only a fraction of a cubic

structure has been recovered, the estimated temperature rise is far above the transition,

and a longer time scale is observed. The first two aspects can be explained by the

pump spot size, which is comparable to the probe beam leading to inhomogeneous

illumination and simplification in the heating model where thermal conduction has

been neglected. The time dynamics is not explained by the optical study [354] where no

time dependence has been measured. A proper fluence dependence experiment must

be done to elucidate these few discrepancies.

6. Upon cooling, between 300 K and 210 K a compression of the lattice spacing along [110]

is observed and can be assigned to the conventional thermal contraction. However,

around 210 K far above TV , the lattice changes its behaviors and starts to expand sub-

stantially. Charge-ordering fluctuation and spin-reorientation are known to occur above

the Verwey temperature [73, 370, 400]. Spin-reorientation transition is expected to

occur around 130 K, much cooler than the observed 210 K. In a recent preprint, an elec-

tronic nematic phase coupled to the structural order has been discovered, Its transition

temperature matches reasonably our observation and reinforces our order parameter
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hypothesis to be the trimeron network topology along the [110]. The origin of this

transition remains unclear and further work is needed. Conventional synchrotron x-ray

and electron microscopy should provide useful information.
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7.7 Conclusion

Our static equilibrium measurement shows a first-order transition in the lattice spacing at the

Verwey transition temperature. From this observation, we derived, using Ginzburg-Landau

theory and fundamental group theory, the symmetry of the order parameter proposed to be

the trimeron arrangement along the [110] crystallographic direction. Intriguingly, our data

reveals a second transition far above the Verwey transition corresponding to the onset of

charge-ordering, suggesting the condensation of the trimeron liquid. Furthermore, we exploit

the strongly correlated nature of Magnetite to demonstrate the ability to generate metastable

structural hidden phases using energy-tuned photoexcitation. In detail, we reveal two distinct

emergent structural behaviors by driven specific electronic excitations. The 800 nm light

triggers d-d excitations, which melt the trimeron charge order. This results in the relaxation of

the structure towards a cubic phase. The relaxation pathway depends on the fluence used,

and a complex multistage process is unveiled, which originates either from a microscopic

mechanism or an emergent interplay in the phase separation at the mesoscale. The 400 nm

light activate ligand-metal charge transfer, which creates additional trimerons and promotes

t2g orbital ordering. Hence, the connectivity of the trimeron network is enhanced, which

fosters a larger monoclinic distortion inaccessible adiabatically. This work demonstrates the

crucial role of the trimeron structural network in Magnetite and shows the ability to establish

novel hidden phases in quantum materials via specific electronic excitations in a strongly

correlated environment.
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A Crystal growth and characterization

Before and along with my thesis, I had the opportunity to work at the EPFL crystal growth

facility headed by Dr. A. Magrez. My main focus was synthesizing new potential skyrmion host

materials and developing the growth process for Cu2OSeO3. Notably, I found a protocol for

growth size-controlled nanoparticles that has led to the work [274]. A specific article discussing

the growth method is in preparation. The growth method I used the most was hydrothermal

synthesis, as it allows to synthesize reasonably large crystalline samples that are unstable close

to the melting point. Consequently can not be grown by solid-state methods or floating zone

techniques. Once synthesized, the sample is characterized with powder x-ray diffractometry,

and their magnetic properties are measured using a vibrating-sample magnetometer. In the

process, I synthesized two novel compounds, (H3O)Fe3(SeO4)2(OH)6 and Fe[SeO4]OH. One

article presenting the last compound is presented below and has been recently accepted in

CrysEngComm. Other publications are in preparation.

A.1 Fe[SeO4]OH

I contributed to this work by first synthesized and characterized the newly reported crystal with

N. Maamouri, a master student that I was supervising, and gave insights for the manuscript.

A. Arakcheeva, N. Maamouri, W. H. Bi, B. Truc, A. Magrez , Synthesis, Crystal Structure of

Fe[SeO4]OH and Prediction of Polytypes in the extended R[MO4]Z Family, CrystEngComm, 25,

1608, Feb 2023.
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Synthesis and crystal structure of Fe[SeO4]OH and
prediction of polytypes in the extended R[MO4]Z
family†

Alla Arakcheeva, *ab Noémie Maamouri,a Wen Hua Bi,a

Benoît Trucc and Arnaud Magreza

Single crystals of Fe[SeO4]OH have been synthesized by hydrothermal treatment. The Fe[SeO4]OH

structure was investigated using the superspace approach. It is shown that the structure belongs to a family

of compounds including kieserite-like and pauflerite-like structure types. All these structures consist of

topologically identical layers interconnected either by a mirror plane (m) or by an inversion centre (1̄). The

sequence of these local elements of symmetry, m and 1̄, determines each member of the family. We used

the (3 + 1)-dimension superspace group Pnam(00γ)000 applied to an average structure to be able to

reproduce known polytypes and predict new ordered and partially or completely disordered structures in

the R[MO4]Z structural family.

Introduction
The intensive investigation of the crystal growth, structure
and properties of transition metal hydro, hydroxo, oxo and
halogeno selenates and sulfates has already been very
successful. New materials have been discovered and exciting
physical and chemical properties could be studied. Many of
these materials are being applied in Li-ion batteries, solar
cells, catalysis, and spintronic devices to name but a few. The
interest in Fe[SO4](H2O/OH) originates from the perspective
of tuning the physical properties by the oxidation state of the
iron, which can be controlled, via the H2O/OH content. Basic
iron hydroxyl sulphate, FeIII[SO4]OH, is used in the processing
of refractory gold concentrates by pressure oxidation,1 in
preparation of novel electrode materials2 among other
applications.3–5 If OH is replaced by H2O, iron in Fe[SO4]H2O
has a 2+ oxidation state. The material exhibits a strong
reducing potential which is used for the desulfurization and

neutralization of wastewater. Fe[SO4]H2O also has application
in the construction industry as well as in agriculture.6,7

The crystal structure of FeII[SO4]H2O (ref. 8) belongs to the
kieserite type,9,10 which is well known for many related
synthetic compounds and many minerals11,12 including some
rocks collected on Mars.13 It crystallises in the monoclinic
space group C2/c with unit cell parameters a ≈ c ≈ 7.5 ± 0.3
Å, b ≈ 7.2 ± 0.2 Å, and β ≈ 120.0°. Natural FeIII[SO4]OH also
crystallizes in the kieserite-like monoclinic modification,14

but being synthesised by hydrothermal treatment,15 it
exhibits the β-V[SO4]O structure type which is also known as
pauflerite.16 It is characterized by the orthorhombic space
group Pnma (equal to Pnam) with unit cell parameters a ≈
7.5 ± 0.3 Å, b = 0:5a

ffiffiffi
3

p ≈ 6.5 ± 0.3 Å, and c ≈ 7.2 ± 0.2 Å.
Both the monoclinic and orthorhombic FeIII[SO4]OH

structures can be seen as built from identical structural layers
and have therefore been presented as polytypes.14,17 The
order–disorder (OD) approach is actually very effective for
understanding the origin of any polytype family.18 Using OD,
an infinite number of ordered or disordered members of
FeIII[SO4]OH was predicted by alternating specific local
symmetry operators between the layers.17 An ordered member
is defined by a periodic alternating sequence, while an
aperiodic sequence corresponds to a disordered member.
Using the OD approach, the monoclinic and orthorhombic
structures were found as two maxima of the degree of order
for FeIII[SO4]OH.17 However, the prediction of the exact
symmetry and the corresponding atomic sites was proved to
be difficult. The incorrect space group P21/c assigned to the
monoclinic structure was later corrected to C2/c based on
experimental diffraction data.14
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Herein, we first report on the synthesis and structure
determination of iron hydroxyl selenate FeIII[SeO4]OH
isostructural to the monoclinic FeIII[SO4]OH.

Second, we used the superspace approach to describe a
family of related structure types,19 and we demonstrate that
both the orthorhombic (pauflerite-like, space group Pnma or
its equivalent Pnam) and monoclinic (kieserite-like, space
group C2/c) polytypes as well as the newly predicted polytypes
can be derived from a single (3 + 1)-dimension, (3 + 1)D,
structure. Unlike the OD approach, the superspace approach
can not only reproduce the topology of the structures, but
also predict their 3D symmetry, the unit cell as well as the
atomic sites. We show that the proposed approach can be
applied not only to Fe[MO4]OH (M = S, Se) but also for many
known compounds with the general composition R[MO4]Z (R
= Mg, Fe, Ni, Co, Zn, Mn, Al, V, Sb, and Y; M = S, Se, P, and
As; Z = OH, H2O, F, and O) when their structures are built
from topologically similar layers. The monoclinic kieserite-
like polytype can also be assigned to Al[SO4]OH,20 Fe[SO4]
F,21,22 Sb[PO4]O,23 and CaCrF5 (ref. 24) structure types. On
the other hand, Y[SO4]F,25 Cd[SO4]F,26 Np[PO4]F,27 Ce[AsO4]
F,28 U[PO4]F (ref. 29) and V[HPO4]O (ref. 30) belong to the
pauflerite-like polytype. In addition, the superspace approach
also predicts new ordered members and shows that partially
or completely disordered and aperiodic polytypes can be
formed. Consequently, the proposed (3 + 1)D structure can
be used as the aristotype, from which several (known and
possible) 3D structures can be deduced.

Experimental
Growth of Fe[SeO4]OH crystals

Single crystals of Fe[SeO4]OH were prepared using the
hydrothermal method. A 125 ml Teflon vessel was filled with
Fe(NO3)3·9H2O (26.174 g, ≥98% Sigma-Aldrich reagent grade)
and selenic acid H2SeO4 (10 ml, 40% Alfa Aesar reagent
grade) in a molar ratio of Fe : Se = 3.33 : 2. The autoclave was
heated and kept at 200 °C for 5 days. The resulting product
was then washed with distilled water. Dark green single
crystals of Fe[SeO4]OH were collected to perform single-
crystal XRD. It has to be noted that two other phases were
identified, Fe2O3 and (H3O)Fe3(SeO4)2(OH)6 hydronium
jarosite selenate, using conventional powder XRD (Empyrean
Diffractometer from PANalytical with Cu-Kα1 and Cu-Kα2

radiation).

XRD experiments

A crystal of Fe[SeO4]OH with a suitable size was selected and
mounted on a goniometer head with cryo-loops. The data
collection was performed at 100 K on a Rigaku Synergy-I
XtaLAB X-ray diffractometer, equipped with a Mo micro-
focusing source (λKα = 0.71073 Å) and HyPix-3000 Hybrid
Pixel Array detector. The temperature was controlled by a
Cryostream 800 from Oxford Cryosystems Ltd. CrysAlisPro31

and JANA2006 software32 were used for the raw experimental
data processing and structural refinements, respectively.

Structure solutions were obtained from the Superflip
program.33 DIAMOND from Crystal Impact was used to
represent the crystal structures.34

Results and discussion
Details of the structure solution for Fe[SeO4]OH

The XRD experimental data are shown in Fig. 1. The b unit cell
parameter can be unambiguously determined with b = 7.26 Å
(Fig. 1c). However, the pseudo-hexagonal symmetry of both the
h0l (Fig. 1a) and h2l (Fig. 1b) cross sections is ambiguous. It
can be interpreted in two different ways. First, an
orthorhombic unit cell with parameters aort = 7.57 Å and cort =
aort

ffiffiffi
3

p
= 13.11 Å can be chosen. The obtained systematic

extinction of the reflections (hkl: h + l = 2n) indicates an
orthorhombic B-centered lattice. Second, to index the pseudo-

Fig. 1 Representative cross sections (a) h0l, (b) h2l and (c) 3kl of the
reciprocal space reconstruction for the Fe[SeO4]OH crystal. The axes
hort, kort and lort (yellow colour) correspond to the orthorhombic unit
cell with the parameters aort = 7.57 Å, b = 7.26 Å and aort = aort

ffiffiffi
3

p
=

13.11 Å. The axes hmon, kmon and lmon (pink colour) correspond to the
monoclinic unit cell with the parameters amon = 7.57 Å, bmon = 7.26 Å
and cmon = 7.58 Å and angle β = 120.05(3)°. The reflections with blue
ellipsoids indicate twinning by the m-planes (tw) either by splitting or
by difference in their intensity. The mirror symmetry of the m-plane
(m) normal to the k-direction is well defined. The reciprocal unit cell is
marked in pink and yellow for the monoclinic and orthorhombic unit
cells, respectively.
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hexagonal planes h0l and h2l, one can use either a monoclinic
cell with β = 120.05(3)° refined according to the set of
experimental data, or an orthorhombic cell. The relation
between two bases normal to the common b-direction is shown
in Fig. 1a and b. A careful inspection of the reciprocal cross
sections reveals splitting of the reflections outlined by the blue
ellipses. It looks like the monoclinic domains are linked by a
twinning plane (tw), which should be a mirror plane in an
orthorhombic structure. These observations indicate that our
crystal rather corresponds to the C2/c monoclinic cell,
including twinning, i.e. it has a structure similar to the
monoclinic Fe[SO4]OH (1M in Fig. 2a).

The twinned monoclinic and the untwinned orthorhombic
models for Fe[SeO4]OH were refined in the space groups C2/c
and Bmem, respectively. The results of the refinement are
listed in Table 1. As discussed later, the orthorhombic
structure is partially disordered (Fig. 2b). Comparing the
experimental (Fig. 1b, right) and simulated (Fig. 2b, right) h2l
sections of the reciprocal space, some contribution of the
orthorhombic partially disordered polytype can be assumed.

Experimental details corresponding to the preferred model
of Fe[SeO4]OH as a monoclinic and twinned structure are
available as a CIF file under CSD number 2216126.

Generation of polytypes using the superspace approach

General remarks and description of the methodology. As
mentioned in the introduction, the monoclinic (kieserite-
like) and orthorhombic (pauflerite-like) structures are
polytypes and, consequently, formed by an identical layer.
Using the OD approach, the LOD layer (Fig. 3) was chosen to
describe both polytypes.14,17 Here, we propose a different
choice of the layer, Lss in Fig. 3. In both cases, adjacent
layers are interconnected by one of two translation vectors,
t1,2 = ±a/4 + b/2 + c/2, indicated in Fig. 3. Despite the fact
that these vectors are the same, it turns out that two
adjacent Lss-layers are interconnected along the c-axis either
by a mirror m-plane (Fig. 3a), as in the pauflerite-like
orthorhombic polytype (1O in Fig. 2d), or by the inversion
centre 1̄ (Fig. 3b), as in the monoclinic kieserite-like
polytype (1M in Fig. 2a). It can be assumed that different
alternating sequences of m and 1̄ along the c-axis can be
chosen to predict additional structures that form a family of
polytypes. We apply here the superspace approach,19 and
generate the R[MO4]Z polytype family. Previously, the same
method was successfully applied to characterize the K5-
Yb(MoO4)4 polytypes and the family of scheelite-like
compounds.35,36 In this method, 3-dimensional (3D)
structures are deduced from a single (3 + 1)-dimensional, (3
+ 1)D, structure using rational values of the q-vector, an
attribute of the corresponding superspace group (SSG).

The theoretical basis of the method was published by I.
Orlov et al.37 The corresponding database used here is
available from the Superspace Group Finder in the
International Tables of Crystallography Online.38

Average structure and disordered (1aO)-polytype. The first
step of the method is to establish the average structure, from
which it is possible to derive or predict kieserite-like (1M in
Fig. 2a) and pauflerite-like (1O in Fig. 2d) structures and
other polytypes using the superspace approach with the (3 +
1)D SSG. To this end, the atomic positions of the
orthorhombic Fe[SO4]OH pauflerite-like structure15 are
modified. While keeping the space group Pnam and lattice
parameters, a splitting of M = S, O2 and O3 atoms is applied
(Table 2). The site occupancy of the separated atoms, defined
as 0 ≤ τ ≤ 1, is complementary. The absence of these atoms
(τ = 0 or 1) corresponds to the 1O polytype (pauflerite-like
structure). The separated atoms with half occupancy (τ = 1/2)
reproduce the completely disordered polytype 1aO, which
contains both the m and 1̄ local symmetry operations
connecting the Lss-layers along the c axis (Fig. 4, left).

Any 0 < τ < 1 indicates the presence of two alternative
tetrahedra, [MO4] and [M(a)O4], with occupancy τ and (1 − τ),
respectively. Both [MO4] and [M(a)O4] type tetrahedra form
the [FeO6] octahedron in two corresponding alternative
orientations rotated around the c axis (Fig. 4, right).

Fig. 2 Representative characteristics of the simplest possible
polytypes for Fe[MO4]OH with M = S and Se. The projection of the
structure along the b-axis (left column), the surrounding of the FeO6

octahedra by the MO4 tetrahedra (centre column) and the h2l
simulated section of the reciprocal space (right column) are shown.
Polytypes are distinguished by different alternation of local symmetry
operations (inversion centre, 1̄, and mirror m-plane) along the c-axis.
The half-filled circles indicate half-occupancy of the O and M atomic
positions. The polytype identifiers: “O” and “M” denote orthorhombic
and monoclinic symmetry, respectively; index “1” or “2” is related to
the number of minimal translation along the c-axis; “a” indicates a
partially disordered structure. The unit cell is shown in yellow and red
colour for the monoclinic and the orthorhombic cells, respectively. (a)
Polytype 1M (1̄, …) is characteristic of the monoclinic kieserite-like
structure type. (b) Predicted partially disordered polytype 2aO (1̄, m,…).
(c) Predicted fully ordered polytype 2O (1̄, m,…). (d) Fully ordered
polytype 1O (m, …) characteristic of the orthorhombic pauflerite
structure type.
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Modulated structures. Using atomic sites of the average
structure in the Pnam(00γ)000 (3 + 1)D SSG (No. 62.1.9.3.39)
with the modulation vector q = γc* (γ ≤ 1), the occupancies of
the atomic positions are considered as the magnitude of τ for
[MO4] and of (1 − τ) for [M(a)O4] tetrahedral domains
elongated in the fourth, x4, axis, with a period equal to the
complete filling of the tetrahedra position. In other words, x4
is the axis onto which the occupancy modulation is
projected. Using the JANA2006 software,32 the crenel-

function40 was applied to establish the occupancy
modulation of the atomic positions. The relevant input files
used are available in the ESI† (Fig. S1).

In the modulation vector q = γc*, any irrational value of γ
corresponds to a (3 + 1)D periodic (incommensurately
modulated) structure along the c-direction. In this case, the
local symmetry operations m and 1̄ are not periodically
alternating along the c axis. Any rational value of γ = n/m
determines 3D structure models with a supercell
characterized by an m-fold increase in the c-parameter
compared to the average structure. Specific sections t0 along
the x4 axis define the structure models and their symmetry
for a certain rational γ. Fig. 5 illustrates this for γ = 1/2. This
figure shows: (i) the (x3x4) section of a (3 + 1)D-crystal, the
unit cell of which is indicated by black lines; (ii) M (red) and
M(a) (blue) domains stretched along the x4 axis; (iii) different
t0-sections of the (3 + 1)D-space, perpendicular to x4, defining
3D structures with different periodic sequences of [MO4] and
[M(a)O4] tetrahedra along the c-axis.

To summarize, the rational parameters γ, τ and t0 are
variables to derive 3D structures using the Pnam(00γ)000
superspace group (see Fig. S1† for details).

Pauflerite-like (1O) and kieserite-like (1M) polytypes. As
can be seen in the previous paragraphs, the pauflerite-like
structure, polytype 1O (Fig. 2d), is reproduced with τ = 0 or 1
from the average structure or from the superspace model
with γ = 1. Details are given in Table 3, row 1O.

Table 1 Experimental details for Fe[SeO4]OH structure determination and refinement

Unit cell without twinning (2aO polytype) Unit cell assuming crystal twinning (1M polytype)

Chemical formula Fe[SeO4]OH Fe[SeO4]OH
Space group Bmem (no. 67) C12/c1 (no. 15)
a, b, c, (Å); β (°) 7.589(2), 7.259(4), 13.124(2) 7.577(3), 7.2594(4), 7.589(4); 120.05(3)
Twin matrix, mass fraction — (100/010/001), 0.479(3);

(−100/0−10/−101), 0.521(3)
Rint 0.057 0.047
R[F2 > 2σ(F2)], wR(F2); S 0.0533, 0.1194; 2.06 0.0428, 0.0879; 1.59
No. of reflections 427 524
No. of parameters 53 37
ρmax, ρmin (e Å−3) 2.40, −6.25 1.23, −1.22

Fig. 3 Choice of a layer to represent (a) pauflerite-like and (b) kieserite-
like structures as polytypes. LOD has been chosen for such representation
using the OD approach,14,17 and Lss for the representation using the
superspace approach in the present work. The blue and orange
quadrilaterals denote the translational building blocks in the Lss and LOD

layers, respectively. Along the c-direction, these blocks are
interconnected by one of two vectors, t1 = +a/4 + b/2 + c/2 and t2 = −a/
4 + b/2 + c/2, which are the same despite the different layer selection.

Table 2 Atomic parameters in the average structure Fe[MO4]OH (M = S,
Se). The space group is Pnam; the unit cell parameters: a ≈ 7.6 Å, b ≈ 7.2
Å, and c ≈ 6.6 Å. Atoms M, O1, O2, and O3 and atoms M(a), O1, O2(a),
and O3(a) define two alternative tetrahedra, [MO4] and [M(a)O4],
respectively

Atom Wyckoff site symmetry Occupancy x y z

Fe 4c 1 0.127 −0.25 3/4
O1 8d 1 0.125 −0.253 0.433
O2 4c τ 0.288 −0.017 1/4
O2(a) 4c 1 − τ 0.288 0.517 1/4
O3 4c τ −0.042 −0.018 1/4
O3(a) 4c 1 − τ −0.042 0.518 1/4
M 4c τ 0.124 −0.133 1/4
M(a) 4c 1 − τ 0.124 0.633 1/4
OH 4c τ −0.126 −0.341 3/4
OH(a) 4c 1 − τ −0.126 0.841 3/4

Fig. 4 Average structure of Fe[MO4]OH with M = S and Se. The
projection of the structure along the b-axis (left) and the environment
of the Fe atom (right) are shown. Local symmetry operations, inversion
centres, 1̄, and mirror m-planes interconnecting adjacent Lss layers, are
indicated. The unit cell is highlighted in yellow. The half-filled circles
indicate half-occupancy of the O and M atoms, which is a
characteristic of completely disordered polytype 1aO. The
identification of the atoms corresponds to Table 2.
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The kieserite-like structure, polytype 1M (Fig. 2a), is
deduced following the methodology with γ = 1/2, τ = 1/2 and
sections t0 = 0 + n/4 with n being an integer. In Fig. 5a, each of
these t0-sections (green lines) intersects the M (red) and M(a)
(blue) domains, defining a periodic sequence of the
corresponding tetrahedra as 2[MO4]–2[M(a)O4] along the
c-axis. The derived 3D supercell model is described in the
monoclinic space group P21/a with β ≈ 90°. The reciprocal
space reconstructions made for this model (Fig. 2a, right)
indicate the reflection condition hkl: h + l = 2n.

This condition forces the reduction of this B-centered
monoclinic unit cell by the matrix (1/2 0 1/2)/(0 1 0)/(−1 0 0)
to the standard (optimized) monoclinic unit cell with β close
to 120° (Fig. 2a, left). The cell volume is reduced by 2. The
simulated reciprocal space reconstruction after the reduction
indicates the reflection condition hkl: h + k = 2n (Fig. 2a, right),
which points to C centering of the monoclinic cell and,
consequently, to the C2/c space group, as expected for
kieserite-like structures. The results are summarized in row
1M in Table 3. The close agreement between the derived

(after optimization) and experimental atomic coordinates for
Fe[SeO4]OH (Table 4) confirms the capacity of the applied
method and validates the selected (3 + 1)D structure to
predict 3D polytypes.

Prediction of new polytypes. As previously mentioned, 3D
structures can be obtained using the superspace group
Pnam(00γ)000 when γ is rational. Consequently, the number
of predicted 3D structures is unlimited. We restricted the
search for the simplest structures with γ = 1/2, i.e. with the
unit cell parameter c = 2cavr (Table 3). In addition to 1O
(pauflerite-like), 1M (kieserite-like) and 1aO (completely
disordered) polytypes, two other polytypes can be predicted
with γ = 1/2 (Fig. 5).

First, [MO4] and [M(a)O4] tetrahedra can be equivalently
present in the structure. In this situation, corresponding to τ

= 1/2, additional inversion centers are induced between the
domains M and M(a) at their points of contact (violet circles
in Fig. 5a, left). The sections t0 = 1/8 + n/4 (violet horizontal
lines in Fig. 5a) containing these points define a structure,
which contains statistically both the tetrahedra, each
occupying half of the sites. Each of these t0-sections
intersects the M (red), M(a) (blue) and mixed domains. The
corresponding periodic sequence of the tetrahedra
distribution is therefore: [MO4] − (1/2[MO4] + 1/2[M(a)O4]) −
[M(a)O4] − (1/2[MO4] + 1/2[M(a)O4]) along the c-axis. Two
links in this sequence consist of M- and M(a)-tetrahedra,
represented with an equal probability of 50%. The
corresponding space group of this partially disordered
structure (2aO polytype) is P21am (Table 3). The simulated
reciprocal space reconstructions of this predicted model
(Fig. 2b, right) reveal extra reflection conditions: h + l = 2n for
hkl; h = 2n and l = 2n for h0l. These conditions lead to the
space group Bmem (row 2aO in Table 3). The resulting 2aO
model corresponds to the partially disordered polytype as
seen in Fig. 2b, left. This model is considered as a possible
untwinned orthorhombic structure for Fe[SeO4]OH (Table 1,
left). The predicted and experimental atomic coordinates are
in close agreement as can be seen in Table 5.

Second, [MO4] and [M(a)O4] tetrahedra can be
inequivalently present, i.e. τ = 1/2 + δ (Fig. 5b). In this case,
section t0 = 1/8 + n/4 does not contain inversion centres
between the M and M(a) domains. Each of these t0-sections
(brown horizontal lines in Fig. 5b) intersects the domains M
(red) and M(a) (blue) defining a periodic sequence of the
corresponding tetrahedra as [MO4]–3[M(a)O4] along the
c-axis. The corresponding 2O polytype (Fig. 2c) is predicted in
the space group P21am. Since no additional reflection
conditions are observed (Fig. 2c, left), there is no need for
additional lattice transformations (row 2O in Table 3). The
corresponding approximate atomic parameters of the
predicted 2O polytype are listed in Table 6. In this polytype,
local symmetry operations alternate as (1̄, m, 1̄, m,…) along
the c-axis (Fig. 2c).

Powder X-ray diffraction patterns. The powder X-ray
diffraction (XRD) patterns were calculated for both the
disordered and ordered polytypes of Fe[SeO4]OH.

Fig. 5 Illustration of the generation of the simplest polytypes for Fe[MO4]
OH (M = S, Se) using the superspace group Pnam(00g)000 with γ = 1/2.
The (x3x4) projections (left) shown for the atomic domains M (vertical blue
lines) and M(a) (vertical red lines): (a) the lengths of both M and M(a)
domains are τ = 1/2; (b) τ = 1/2 + δ and τ = 1/2 − δ for M and M(a),
respectively. A unit cell is shown as black lines in the x3x4 section.
Inversion centres (violet and green crosses) are indicated in the unit cell.
These symmetry elements are intersected by two types (cyan and violet
lines) of t0-sections perpendicular to x4. The intersection of each t0-
section with the atomic domains M and M(a) or their superposition defines
the projection of the corresponding atoms onto the structure c-axis. The
cyan, violet and brown bold horizontal lines indicate the period of the
projection, which characterize the 1M, 2aO and 2O polytypes,
respectively. The local symmetry operations 1̄ and m are indicated in the
structure fragment (right). The vertical arrows are shown in the fragment
to explain the formation of the atomic projections on the structural c-axis
for polytypes 1M, 2O, and 2aO.
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The patterns of the 1M and 2aO polytypes simulated from
the experimental single crystal X-ray data (Tables 1, 4 and 5)
are very similar (Fig. 6), confirming these two structures
being indistinguishable by powder XRD. On the other hand,
the newly predicted 2O polytype can be distinguished from
the pauflerite-like structure, 1O, as well as from the
disordered average structure 1aO as shown in Fig. 6.

Extended R[MO4]Z polytype family and its aristotype. The
described method to derive/predict possible polytypes for
Fe[MO4]OH (M = S, Se) can be extended to additional
compounds. There are several 3D structure types that belong
either to the space group Pnam (equal to Pnma) or to the space
group C2/c and can be considered as formed by an Lss-layer.
Fig. 7 and, in more detail, Fig. S2† illustrates these structure
types. Thus, the 1M polytype can be considered as a
characteristic of many compounds belonging to kieserites,9–13

and to Al[SO4]OH,20 Fe[SO4]F,21,22 Sb[PO4]O (ref. 23) and CaCrF5
(ref. 24) structure types (Table 3, row 1M; Table S1†). The fully
ordered polytype 1O (m, …) is characteristic of the

orthorhombic structure not only of Fe[MO4]OH but also of
β-V[SO4]O,16 Y[SO4]F,25 V[HPO4]O,30 Cd[SO4]F,26 Np[PO4]F,27

Ce[AsO4]F,28 and U[PO4]F,29 which belong to three structure
types (Table 3, row 1O; Table S2†). The predicted partially
ordered 2aO polytype was reported for Ge[PO4]OH.41 These
facts suggest that the (3 + 1)D structure type can be used as an
aristotype encompassing the previously mentioned 3D
structure types having the general formula R[MO4]Z, with R =
Mg, Fe, Ni, Co, Zn, Mn, Cd, Al, V, Sb, Y, Ge, Ce, U, and Np; M =
S, Se, P, and As; Z = OH, H2O, F, and O. This aristotype is
characterised by: (i) the (3 + 1)D superspace group
Pnam(00γ)000; (ii) the average unit cell with a ≈ 7.5 ± 0.3 Å, b ≈
7.2 ± 0.2 Å, and c = 0:5a

ffiffiffi
3

p ≈ 6.5 ± 0.3 Å; (iii) a set of atomic
sites (Table 2) and (iv) specific characteristics of the atomic
parameters for each site in the Pnam(00γ)000 (3 + 1)D
superspace group. Rational values of γ in the modulation vector
q = γc*, specific sections x4 = t0, and the occupancy parameter τ
are variables for reproducing know structures and for
predicting possible polytypes. Practical details for the structure
prediction/derivation are presented in Fig. S1.†

Table 4 Atomic coordinates for Fe[SeO4]OH in the space group C2/c.
Experimental values corresponding to the structure refinement (Table 1,
right column) are given with standard deviations; values derived from the
superspace model for the 1M polytype are in italics

Atom;
occupancy

Wyckoff site
symmetry x y z

Fe; 1 4a 0 0 0
Se; 1 4e 0 0.61253(9) 1/4

0.616
O1; 1 4e 0 −0.0893(7) 3/4

−0.095
O2; 1 8f −0.0147(7) 0.7362(6) 0.0653(8)

0.0 0.733 0.0840
O3; 1 8f 0.6944(6) 0.0257(5) 0.8385(17)

0.683 0.0 0.8415

Table 5 Atomic coordinates for Fe[SeO4]OH in space group Bmem.
Experimental values corresponding to the structure refinement (Table 1,
left column) are given with standard deviations; values derived from the
superspace model for the 2aO polytype are in italics

Atom;
occupancy

Wyckoff site
symmetry x y z

Fe1; 1 4c 0 0 0
Fe2; 1 4f 1/4 1/2 3/4
Se1; 1 4g 1/4 0.38890(14) 0

0.384
Se2; 0.5 8l 0 0.1119(3) 3/4

0.116
O1; 1 4g 1/4 0.0878(9) 1/2

0.095
O2; 0.5 8l 0 0.5886(16) 1/4

0.595
O3; 1 8h 0 0 0.8485(5)

0.8415
O4; 0.5 16o 0.1772(12) 0.2372(11) 0.7584(6)

0.166 0.233 0.750
O5; 1 8m 0.0715(7) 0.2633(7) 0

0.084 0.233
O6; 1 8n 1/4 0.5303(8) −0.0965(4)

0.50 −0.0915

Table 6 Atomic coordinates for the predicted, 2O, polytype of Fe[MO4]
OH (M = S, Se) in the space group P21am. The unit cell parameters: a ≈
7.6 Å, b ≈ 7.2 Å, c ≈ 2 × 6.6 = 13.2 Å

Atom; occupancy Wyckoff site symmetry x y z

Fe1; 1 2b 0.00 0.00 1/2
Fe2; 1 2a 0.00 0.00 0
Fe3; 1 4c 0.750 0.50 0.750
Se1; 1 4c 0.00 0.116 0.250
Se2; 1 2a 0.750 0.384 0
Se3; 1 2b 0.750 0.616 1/2
O11; 1 4c 0.00 0.00 0.3415
O12; 1 4c 0.000 0.000 0.8415
O13; 1 4c 0.750 0.500 0.5915
O14; 1 4c 0.750 0.500 0.0915
O21; 1 4c 0.166 0.233 0.250
O22; 1 2a 0.584 0.267 0
O23; 1 2b 0.584 0.733 1/2
O31; 1 4c 0.834 0.233 0.250
O32; 1 2a −0.084 0.267 0
O33; 1 2b −0.084 0.733 1/2
O41; 1 4c 0.00 0.595 0.750
O42; 1 2a 0.750 0.905 0
O43; 1 2b 0.750 0.095 1/2

Fig. 6 Powder XRD patterns of the simplest Fe[MO4]OH (M = S, Se)
polytypes. Experimental data were used for 1M and 2aO. For others,
data predicted from the superspace approach were used. The patterns
are calculated for Mo Kα radiation.
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Conclusions
We report on the growth and detailed investigation of the
crystal structure of the new kieserite-like compound Fe[SeO4]
OH. Using the superspace approach, we show that both
pauflerite-like and kieserite-like structures, as well as other
ordered, partially disordered, completely disordered and
aperiodic structures, form a family of polytypes. All members
of this family can be derived from one single (3 + 1)D-
structure. We consider this structure as an aristotype.
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