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2 Istituto per la Scienza e Tecnologia dei Plasmi, CNR, via Cozzi 53, 20125 Milan, Italy
3 École Polytechnique Fédérale de Lausanne (EPFL), Swiss Plasma Center (SPC), 1015 Lausanne,
Switzerland
4 Oden Institute for Computational Engineering and Sciences, University of Texas at Austin, Austin, TX,
78712, United States of America

E-mail: alberto.mariani@istp.cnr.it

Received 11 November 2022, revised 20 February 2023
Accepted for publication 31 March 2023
Published 11 April 2023

Abstract
The tokamak à configuration variable (TCV) is a small-sized tokamak, where finite size effects
(often called ‘rho-star’ or ‘global’ effects) could significantly impact the heat and particle
fluxes, leading to discrepancies between gyrokinetic flux-tube results and global ones
(McMillan et al 2010 Phys. Rev. Lett. 105 155001). The impact of global effects on the radial
profile of the plasma density has been investigated in a previous study for a particular TCV
discharge with negligible particle source, satisfying the ‘zero particle flux’ (ZPF) condition. A
radially local flux-tube analysis, reconstructing the dependence of the peaking of the density
profile on the main physical parameters, invoking the ZPF constraint, was pursued close to
mid-radius in (Mariani et al 2018 Phys. Plasmas 25 012313). This analysis was followed by a
global one (Mariani et al 2019 Plasma Phys. Control. Fusion 61 064005), where local
quasi-linear (QL) and nonlinear (NL) results were compared with global simulations, showing
small global effects on the density peaking. However, these gradient-driven (GD) global runs
considered Krook-type heat and particle sources to keep temperature and density profiles fixed
on average, which differ from the experimental radially localized sources. To remove this
possible bias on the results, a different evaluation of the density peaking for the same case is
performed here, based on global NL hybrid simulations where the temperature profiles are [still]
kept fixed with the Krook-type sources, however the density profile relaxes in a flux-driven way
(with zero particle source). The new hybrid simulations show a good agreement with the old GD
runs. A global QL model is also developed and applied using the output from linear global runs,
to estimate ratios of fluxes, showing a good agreement with the flux-tube results of global NL
GD simulations. The effect of collisions on the results is also investigated, in order to evaluate
their impact on the radial variation of the density peaking.
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1. Introduction

In order to improve the fusion performance of actual and
future experiments (scaling proportionally to the square of the
ion pressure), such as the international thermonuclear experi-
mental reactor (ITER) [1] and the demonstration power plant
(DEMO) [2], peaked pressure profiles have to be obtained in
tokamaks [3]. Within this framework, the focus of this work is
on the density peaking, which is regulated by particle trans-
port. In particular, a case is considered, where no particles
are injected in the plasma core, and therefore the core density
peaking can be deduced by invoking the ‘zero particle flux’
(ZPF) constraint, which consists in enforcing zero average
particle flux (Γ = 0) at each magnetic surface for every plasma
species. A systematic work in this direction has been pursued
by the authors of this work, considering the tokamak à config-
uration variable TCV [4] limited ohmic L-mode pulse #28 355
(presented in [5, 6]), of interest for momentum transport ana-
lysis. A snapshot has been selected and a detailed analysis of
the particle transport, constrained to the ZPF condition, has
been carried out in two works [7, 8]. Gyrokinetic (GK) simu-
lations have been performed in order to pursue this task, since
they represent a reliable tool to compute the turbulent fluxes,
which dominate the transport for the considered case.

In [7], the multi-dimensional ZPF hyper-surface, impli-
citly defined by Γ(R/Lne,R/LTe,R/LTi,νei,Lnc/Lne) = 0, has
been characterized by performing flux-tube (radially local)
linear, quasi-linear (QL) and nonlinear (NL) simulations
with the gyrokinetic electromagnetic numerical experiment
(GENE) [9, 10] code, at fixed normalized toroidal radius
ρtor =

√
Φ/Φedge = 0.6, whereΦ is the toroidal magnetic flux.

Here R/Lnj,R/LTj are the density and temperature normal-
ized logarithmic gradients (j = e, i,c refer to electrons, ions
and carbon impurity respectively), νei is the electron-ion col-
lision frequency and Lnc/Lne = (R/Lne)/(R/Lnc). In partic-
ular, the dependency of the peaking factor PF= R/Lne|Γ=0,
i.e. the normalized density gradient corresponding to ZPF
(solution for R/Lne of Γ(R/Lne, . . .) = 0), on different para-
meters (R/LTe,R/LTi,νei,Lnc/Lne), has been evaluated. Both
collisionless and collisional regimes have been addressed, also
estimating the effect of the carbon impurity. In this work, the
authors refer to ‘density peaking’ as the local peaking of the
electron density radial profile, which is quantified at a selec-
ted radius by R/Lne. However, larger local values of the PF
would correspond to a larger ‘global density peaking’ (defined
as ne(r1)/ne(r2), r1 < r2, or ne(r= 0)/⟨ne⟩, with ⟨ne⟩ the aver-
age electron density and r a flux label, or by similar defini-
tions), since the radial ne profile can be reconstructed starting
from R/Lne by opportunely integrating it over the radius, and
R/Lne is in general essentially monotonic.

Since finite machine size effects requiring so-called
global simulations are known to be important in smaller
sized tokamaks like TCV [11–15], their impact on the PF

evaluations has been addressed in a following work [8].
Indeed, local fluxes (from flux-tube runs) are expected to over-
predict global ones, where the larger ρ∗ = ρi/a the larger the
overestimation, with ρi the Larmor radius and a the plasma
minor radius. The relatively large ρ∗ ∼ 1/100 values that are
usually found in the TCV core allow these effects to mani-
fest. However, for the considered case, although relevant finite
ρ∗ effects have been observed on the flux levels, they have
been shown not to impact the PF evaluation. Actually, in [8],
the stiff radial region 0.4≲ ρtor ≲ 0.8 [16] was simulated with
global gradient-driven (GD)GENE runs. Reduced physicswas
adopted, due to the high computational cost of these simula-
tions. A smaller deuteron-electron mass ratio (mi/me = 400
instead of physical mi/me = 3672), was set (‘heavy electrons’
approximation), and the impact of this approximation on the
PF estimate was found to be negligible (see [8], section 5). In
addition, analytical density and temperature profiles with con-
stant logarithmic gradients were considered, consistent with
the local experimental values at ρtor = 0.6. The radial PF pro-
file was evaluated by interpolating at ρtor = 0.6 the logarithmic
density profiles corresponding to two global simulations with
negative and positive particle fluxes Γ, respectively, at Γ = 0.
The result was found to be in very good agreement with the
local one, thus indicating negligible finite ρ∗ effects on the PF
(with ρ∗ ≃ 1/150 for the considered case).

GD simulations use Krook-type heat and particle sources to
keep temperature and density profiles fixed on average. Since
these kind of sources are different from the experimental ones,
they could potentially impact the results. The first part of the
present work consists in removing this possible bias. With this
goal, an alternative way to compute the global PF is presen-
ted, and the results are compared with the ones that have been
obtained in [8] with the GD approach. An ideal way of pro-
ceeding would be performing a NL global flux-driven (FD)
GENE simulation, where the experimental heat and particle
fluxes are set as input and the density and temperature profiles
are let to evolve in time. Unfortunately, fully FD runs were
computationally too demanding for our available resources.
Nevertheless, the considered case satisfies the ZPF condition,
therefore this property has been exploited to set up hybrid
GD/FD simulations, where the temperature profiles are [still]
kept fixed with the Krook-type sources, however the density
profile evolves in a FD way (with zero particle source). This
allowed the authors to run GENE within its GD framework,
still using the Krook-type heat sources to keep fixed the tem-
perature profiles, but setting to zero the relaxation rate of the
Krook-type particle source, consistent with ZPF. For brevity,
such simulations are here called ZPFD (ZPF-driven).

In [8], a strong dependence of the global particle flux levels
on the relaxation rates of the Krook-type sources has been
found in the GD runs. Starting from these results, a deeper
analysis of this aspect is presented in this work, explaining this
dependence based on the different evolution of the density and
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temperature profiles during the global GD simulations when
varying the relaxation rate of the Krook-type sources. The
global fluxes are compared with the local ones at ρtor = 0.6,
which are obtained setting as input the logarithmic gradients
of density and temperature from the end of the corresponding
global GD runs. The ratio Γ/Qi of the particle flux to the ion
heat flux has however been shown in [8] to be unaffected by
the variation of the Krook sources, and this is confirmed here.
This led the authors to hypothesize that theKrook-type sources
mainly affect the NL saturation levels of the potentials but do
not change much the linear phase shifts between fluctuating
fields. If this is true, a global QL model based on the results
of linear global simulations should possibly be able to repro-
duce the NL global Γ/Qi profiles. Therefore, in the present
work a global QL model has been developed and applied to
the results of GENE linear global simulations, comparing the
QL Γ/Qi profiles with the NL ones.

In order to estimate the radial dependence of the PF, which
is not captured in the global runs due to the approximation
introduced by considering density and temperature profiles
with constant logarithmic gradient, density gradient scans of
the flux ratio Γ/Qi have been obtained in [8], applying a
local QL model to the results of linear GENE simulations.
The PF was then computed at five selected radii within the
0.4≲ ρtor ≲ 0.8 region, invoking the ZPF condition. Since this
analysis was done in the collisionless regime, it is repeated
here accounting for collisions, comparing the results in the
two regimes to evaluate the impact of collisions on the radial
dependence of the PF.

Finally, an attempt is made to interpret the experimental
density profile data in view of the analysis that has been done.
The obtained PF values at different radii, in both collisionless
and collisional regimes, are interpolated and then integrated,
obtaining corresponding density profiles. These are compared
with the experimental fit.

The paper is organized as follows: in section 2 the exper-
imental setting and the simulation parameters are introduced.
Section 3 contains the main results of this work, i.e. the res-
ults of the global ZPFD runs, compared with the GD analysis
of [8]. The impact of the Krook-type sources on the GD global
fluxes is analyzed in section 4. A global QLmodel is developed
and corresponding QL flux ratios are compared with the cor-
responding NL ones in section 5. The effect of collisions on
the radial variation of the PF is evaluated with local simula-
tions in section 6 and, finally, the interpretation of the experi-
mental density in view of this numerical analysis is shown in
appendix. Conclusions are drawn in section 7.

2. Experimental setup and simulation parameters

The TCV shot #28355 presents an electron-deuteron plasma.
The electron density ne and temperature Te are measured with
a Thomson scattering diagnostic. The main impurity (car-
bon), which is considered in [7], is neglected here, noting
that its impact on the PF was found to be small at ρtor = 0.6.
The magnetic equilibrium is reconstructed using the MHD

solver CHEASE [17]. The snapshot t= 0.96 s is considered.
The plasma annulus 0.4≲ ρtor ≲ 0.8 has been simulated in
the global NL and QL analysis (sections 3–5), while the five
radial positions ρtor = 0.4,0.5,0.6,0.7,0.8, within the same
region, have been chosen to perform flux-tube simulations in
section 6. To help the reader, figure 1, adapted from figure 1
in [8], is reported here, showing the poloidal cross section
of the magnetic equilibrium (a), the electron density (b) and
the temperature (c) profiles. More details can be found in
[8]. In the same way, table 1 from [8], displaying the main
experimental parameters of interest for the gyrokinetic ana-
lysis, at the five analysed radial positions, is reproduced here
as table 1. The electron-ion collision frequency in cs/R0

units ν̄ei = νeiR0/cs is added to the original table as a last
column, since in this work the effect of collisions is accoun-
ted for in section 6. The GENE collision parameter νc, as
well as the electron and ion effective collisionalities ν∗e ,ν

∗
i

(defined according to [18]), can be easily obtained from ν̄ei
as νc = (1/4)

√
me/miν̄ei, ν∗e = (4/3

√
π)(q/ε3/2)

√
me/miν̄ei

and ν∗i = (1/
√
2)(Te/Ti)2ν∗e , where ε= ρtora/R0 provides an

estimate of the local inverse aspect ratio.
The normalized radial logarithmic gradients of the differ-

ent profiles are here defined as R/Lf =−(R0/a) dlog f/dρtor
(herein f = ne,Te,Ti), where a=

√
Φedge/πB0 ≃ 31 cm

provides an estimate of the average minor radius of the toka-
mak, Φedge is the toroidal magnetic flux at the last close flux
surface (LCFS) and B0 = 1.44 T is the vacuum magnetic field
at the major radius R0 = 88 cm of the tokamak. Since, as
stated before, the carbon impurity is neglected in this work,
one has R/Lne = R/Lni = R/Ln. The experimental error bars
are of order ±20% on the profiles and roughly ±40% on the
corresponding logarithmic gradients. The other parameters
are the safety factor q, the magnetic shear ŝ= dlogq/dlogρtor
and the ratio of the electron plasma pressure to the magnetic
pressure βe = 2µ0neTe/B0, with µ0 the vacuum permeability.
Finally, the electron-ion collision frequency (in cs/R units) is
added to the table in this work, since the collisional regime is
considered in section 6.

GENE adopts a field-aligned coordinate system (x,y,z)
in configuration space, while (v∥,µ) are the variables in the
reduced two-dimensional GK velocity space. (x,y,z) are the
radial, the binormal and the parallel positions respectively
(x=const and y=const define a magnetic field line, while z
sets the position along that line), v∥ is the parallel velocity and
µ= mv2⊥/2B is the magnetic moment. Fourier representation
is used for both x and y in the flux-tube version of GENE, while
Fourier representation is restricted to y in the global version.

Flux tube runs are considered in section 6. A typical grid
size for a linear flux-tube simulation with fixed mode number
ky = nq/aρtor, where n is the toroidal mode number, is nkx×
nz× nv∥ × nµ = 48× 32× 64× 16, while a typical local NL
simulation grid size is nkx× nky× nz× nv∥ × nµ = 256× 64×
32× 64× 16. To collect sufficient statistics, the flux-tube NL
simulations have been run in time up to at least tmaxcs/R∼
100, while higher values up to tmaxcs/R∼ 200were considered
when necessary. A typical grid size for a NL global simulation
is nx× nky× nz× nv∥ × nµ = 200× 32× 32× 72× 36.
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Figure 1. Magnetic equilibrium, density and temperature profiles at the considered time t= 0.96 s. (a) Poloidal cross section of the
magnetic equilibrium. Magnetic surfaces corresponding to the five radii considered for the local flux-tube analysis are shown in different
colors. (b) Electron density profile. (c) Electron and ion temperature profiles. In sub-figures (b) and (c) the radii of the flux-tube analysis are
indicated by vertical dashed lines, following the same color code of (a). Reproduced from [8]. © 2019 Istituto di Fisica del Plasma IFP-CNR.

Table 1. Mean experimental parameters at t= 0.96 s, at the selected radii. Adapted from [8], adding the normalized electron-ion collision
frequency ν̄ei = νeiR0/cs. The definitions of the other parameters are given in the text.

R/Ln R/LTe R/LTi Ti/Te q ŝ βe ν̄ei

ρtor = 0.4 2.65 4.00 4.02 0.58 0.86 0.51 0.74×10−2 0.65
ρtor = 0.5 4.26 7.21 6.06 0.60 0.99 0.8 0.54×10−2 0.84
ρtor = 0.6 6.15 9.6 8 0.62 1.19 1.15 0.34×10−2 1.26
ρtor = 0.7 8.28 11.27 8.69 0.67 1.46 1.56 0.18×10−2 2.01
ρtor = 0.8 11.32 13.51 8.84 0.76 1.85 2.06 0.08×10−2 3.31

In the global simulations (all sections except 6), ana-
lytic density and temperature profiles with constant logar-
ithmic gradients for 0.4≲ ρtor ≲ 0.8 are considered as input,
following [8, 13, 19]. The analytical form of the f = n,T pro-
files is

f(ρtor)
f(ρtor,c)

=

cosh
(

(ρtor−ρtor,c)+δf
∆f

)
cosh

(
(ρtor−ρtor,c)−δf

∆f

)
−κfεLCFS∆f/2

, (1)

where ρtor,c = 0.6 is the toroidal radius at the center of the
radial box (set equal to the radius of analysis in [8]), δf = 0.2
is the profile width,∆f = 0.02 is the decay length and εLCFS =
ε(ρtor=1) = a/R0 = 0.35 the inverse aspect ratio at the LCFS.
κf =max(R/Lf) denotes the maximum logarithmic gradient,
which varies from one simulation to another. These profiles
are shown in figure 8 in [8]. The following simulation box size
has been considered in global runs: Lx/ρs = 74, Ly/ρs = 117
(ky,min ρs ∼ 0.05), Lv∥/vT,j = 4 and LµB0/Tj = 14, where ρs =
cs/Ωi is the sound Larmor radius, Ωi the ion cyclotron fre-
quency and T j, vT,j are the temperature and the thermal velo-
city of the jth species at ρtor = 0.6, respectively. Buffer regions
have been implemented as in the GD runs of [8], using Krook-
type operators −νKrook,inδF and −νKrook,outδF at the inner and
outer boundary respectively to keep fluctuations small for
consistency with the selected Dirichlet boundary conditions,
where δF is the perturbation of the considered distribution
function (the total distribution function is given by F= F0 +
δF, where the background distribution function F0 is Max-
wellian) and νKrook,in,νKrook,out are polynomial functions of the
radius which are non-zero inside the inner (0.35< ρtor < 0.4)

and outer (0.8< ρtor < 0.85) buffer zones, respectively (10%
of the radial domain on each side), increasing towards the
boundaries up to νinner = νouter = 2cs/R0, corresponding to
approximately twice the maximum linear growth rate γmax.
Krook-type heat and particle sources have been finally used in
order to keep temperature and density profiles fixed on aver-
age, consistent with the GD framework. In the GD global
simulations, the relaxation rates of the Krook-type heat and
particle source have been set to γHR0/cs = 0.2 and γPR0/cs =
0.1 respectively, i.e. significantly smaller (∼γmax/10) than the
linear growth rates in order to affect only the long-time dynam-
ics. For the ZPFD runs, the relaxation rates have been set to
γHR0/cs = 0.6 and γPR0/cs = 0 (we refer to section 3 for fur-
ther details). More information on the global simulation para-
meters and settings can be found in [8].We refer to [10, 19–21]
for additional details on buffer region and source implement-
ations in GENE. Convergence tests have been performed to
check the reliability of the results. Linear/NL flux-tube tests
and linear global tests have been performed. The global fluxes
have been checked not to significantly depart from the final
ones when doubling the number of ky or z grid points, for a
selected ZPFD simulation (the run #6 from the ZPFD sim-
ulation ‘from above’, see section 3), simulating additional
∆t cs/R ∼ 10–20 normalized times, starting from the final
checkpoint. In all the simulations, electrons have been treated
as a self-consistent gyrokinetic species. The flux-tube sim-
ulations have been run retaining the real deuteron-electron
mass ratio mi/me = 3672, when not differently stated, while
the global simulations have been run in the ‘heavy electron’
approximation mi/me = 400. Nevertheless, a test has been
done for a representative case in [8], showing that the ratio
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of the particle flux to the ion heat flux obtained using the real
mass ratio is well approximated by the one given by consid-
ering heavy electrons. The PF evaluation is not expected to be
affected by this approximation, since it can be computed as the
R/Ln that satisfies Γ/Qi = 0.

3. Global ZPFD simulations

The density peaking corresponding to the ZPF condition,
i.e. the radial profile of the PF= R/Ln(Γ = 0), has been com-
puted in the radial annulus 0.35< ρtor < 0.85 (including the
buffer regions) in [8], interpolating at Γ = 0 the input R/Ln
profiles of two NL GD global runs with R/Ln = 3 and R/Ln =
5, corresponding to particle flux output profiles with oppos-
ite sign (Γ(R/Ln = 3)≲ 0, Γ(R/Ln = 5)> 0). For this sake,
Krook-type heat and particle sources have been adopted to
keep temperature and density profiles fixed on average. The
time averaged source profiles used by the code to keep fixed
the density and temperature profiles in GD runs can be differ-
ent from the experimental ones, even though they are needed to
enforce the GD simulations. One can obviously speculate that
this could have an impact on the GD estimate of the PF profile.
The goal of this section is showing an alternative way to com-
pute the PF profile, starting from two initial density profiles
corresponding respectively to positive and negative particle
flux (for each initial profile the corresponding Γ is computed
with global GD runs), and letting these density profiles evolve
in time.

Since full FD global simulations prescribing both particle
and heat flux realistic profiles were not affordable with our
available computational resources, a hybrid approach is fol-
lowed here instead, which is within the FD framework with
respect to the particle flux, while it is GD with respect to the
heat flux. As stated in the introduction, this kind of simula-
tion is referred to here as ZPFD (for brevity). Doing so is rel-
atively simple, since the considered case is expected to sat-
isfy the ZPF condition, and therefore the particle flux is zero.
As a consequence, the GD framework has been kept in the
GENE code, while the relaxation rates of the Krook-type heat
and particle sources γHR/cs and γPR/cs have been adjusted to
fit this hybrid approach. With this purpose, as anticipated in
the previous section, γPR/cs is set to 0, corresponding to ZPF,
while γHR/cs is set to 0.6> 0.2, in order to keep the temper-
ature profiles as fixed as possible. Moreover, in order to keep
even more fixed the temperature profiles, each simulation has
been performed in a finite number of steps. After each step,
consisting in a ∆t cs/R ∼ 80–200 statistics, the density pro-
file has been averaged over the last ∆t cs/R∼ 30 and used as
initial profile for the next step, while the initial temperature
profiles for each step have been set equal to the very initial
profiles of the simulations.

A first ZPFD simulation is started with an input that is ana-
logous to the one set for the NL GD GENE simulation with
R/Ln = 5 that has been presented in [8]. Since R/Ln = 5 is
significantly larger than the PF∼ 3 that is found in the GD
analysis (see [8]), it is expected that the density profile would

relax toward lower R/Ln values. The main results of this sim-
ulation are shown in figure 2.

In figures 2(a) and (b), the n,T profiles evolution is dis-
played. The profiles are normalized with respect to their initial
values at ρtor = 0.6. eight restarts of the ZPFD simulation have
been performed, reimposing the initial temperature profiles as
input at each restart, as described above. They are indicated
by different colors and labelled as run #1 −→ #8. The dens-
ity profile, as expected, evolves toward the PF profile that has
been obtained with the GD analysis (black solid line), while
the temperature profiles stay almost constant, consistentlywith
the hybrid ZPFD approach, due to the sufficiently high value
of γHR/cs = 0.6. Figures 2(c) and (d) show the R/Ln, R/LT
profiles, corresponding to (a) and (b) respectively. While the
R/LT profiles oscillate close to their initial values, sustained as
expected by the Krook-type heat source, R/Ln quickly evolves
toward the GD PF. This can be better visualized by look-
ing at figure 3, where the time evolution of the ZPFD R/Ln
profiles, averaged over three selected radial intervals (black
lines), is shown, compared with the same averages, taken on
the PF profile from the GD analysis (red lines). From this plot,
one can see that after the first run of the ZPFD simulation
the ⟨R/Ln⟩ averages already agree with the PF within a 20%
error bar.

Note that the input density profile of run #7 has been mod-
ified by hand, multiplying the final average R/Ln of run #6 by
the analytic expression derived from equation (1) with κn = 1,
in order to set zero dn/dρtor derivative at the boundaries of
the radial box, and then radially integrated to obtain the n pro-
file, keeping fixed the value at ρtor = 0.6. The input n profile
of run#7 is compared with the final profile of run#6 in figure 4.
Note that the difference between these two curves, outside
the buffer regions, is negligible. This has been done with the
aim of letting the n profile more free to evolve close to the
radial boundaries. Indeed, as clearly illustrated in figure 2, the
Dirichlet BCs constrain the extreme n values to stay close to
the initial ones during the time evolution, preventing it to fur-
ther relax toward the profile satisfying the ZPF condition. As
will be shown, this modification allows run#7 to get closer to
the ZPF condition. Finally, the density profile of run#8 is very
close to run#7, since the corresponding particle flux is very
close to zero, as will be shown in the following, and therefore
the ZPF condition is almost met.

Coming back to figure 2, it is worth noting that both the
n and the T profiles (mainly Te) show a small corrugation
(flattening) corresponding to the lowest order rational sur-
faces q= 1,5/4,3/2, clearly magnified by the correspond-
ing gradients in figures 2(c) and (d). The same corrugation is
also observed in the corresponding GD simulations (see [8],
appendix A, or figure 10 in the following section). This is con-
sistent with what has been observed in other works [22–24],
and is related to the non-adiabatic passing electron dynam-
ics. Indeed, these dynamics are accounted for in the simula-
tions, since the electrons are modelled as a fully gyrokinetic
species.

Figure 5 shows the evolution of the particle (a) and heat
(b) fluxes in gyro-Bohm units (with gyro-Bohm normalization
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Figure 2. Evolution of the density n (a) and electron and ion temperatures Te and Ti (b) radial profiles, as well as of the corresponding
normalized logarithmic gradients (c) and (d), during the ZPFD simulation. The profiles are shown in different colors for the eight runs of the
ZPFD simulation. Each profile is averaged over the last ∆t cs/R∼ 30 normalized time interval of each run. The initial n,T profiles of the
ZPFD simulation (input of run #1), coinciding with the input profiles of the GD simulation with R/Ln = 5 that has been presented in the GD
analysis in [8], are plotted with dashed black lines, while the PF profile from the same GD analysis is reproduced with solid black lines. The
inner limits of the buffer regions are indicated by vertical dotted black lines. Finally, the radii corresponding to some relevant magnetic
rational surfaces are marked by vertical blue lines.

corresponding to ρtor = 0.6) during the ZPFD run (same color
code as in figure 2).

The following notation is adopted for gyro-Bohm nor-
malizations: F[gB] = F/FgB (F= Γ,Qi,Qe), with QgB =
√
mineT

5/2
e /e2R2B2

0 and ΓgB/QgB = 1/Te. Looking at the
particle flux, the expected trend is observed, with Γ evolving
towards zero (ZPF condition). However, after the first runs of
the ZPFD simulation, the BC prevent the density profile to fur-
ther relax by clamping n at ρtor = 0.35,0.85 close to the initial
values (as clearly illustrated in figure 2(a)), given the Dirichlet
δF= 0 condition which is imposed at the boundaries. This res-
ults in a residual non-zero particle flux. Let us consider run#6
(orange): figure 5(a) indicates that a particle flux Γ[gB]∼ 9.5,
about 25% of the initial flux from the GD run with R/Ln = 5 at
ρtor = 0.6, is still present. At the same time, from figure 2(a),
it is clear that n is clamped at ρtor = 0.35,0.85 and this leads
to very high R/Ln in the buffer regions (see figure 2(c)). In
order to try to overcome this issue, run#7 has been performed,
as described before, by manually flattening the input dens-
ity profile inside the buffer regions. The output particle flux

(red curve in figure 5(a)), is much closer to ZPF than the pre-
vious run#6. It has also been tested, by repeating run#6, that,
when halving the strength νinner = νouter of the buffer Krook-
type operators, Γ can reach smaller (by approximately−10%)
values in a single run of the ZPFD simulation, indicating that
by setting weaker buffers the evolution of the density profile
towards the PF profile should be faster. Finally, run#8 leads
to an even smaller final particle flux, practically vanishing at
the smaller radii.

Looking at the heat fluxes (figure 5(b)), during the ZPFD
simulation the electron heat flux remains close to the GD
value, while the ion heat flux settle below the GD result
(∼20%–50% difference between ZPFD and GD along radius).

In order to check that the evolution of the ne profile really
stops once the GD PF profile is reached, and would not
indefinitely relax toward lower and lower peaking if a much
longer time statistics, not feasible within available computa-
tional time, was available, an inverse numerical experiment
has been carried out. A newGDNL global GENE run has been
performed with R/Ln = 2 (κn = 2), consistent with negative
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Figure 3. Evolution of the average R/Ln over three selected radial
intervals, during the ZPFD simulation (black). ⟨R/Ln⟩ are compared
with the same averages taken for the PF profile from the GD
analysis (red).

Figure 4. Input density profile of run#7 of the ZPFD simulation,
compared with the final profile of run#6.

particle flux (checked a posteriori, but expected since the
global GD PF is about PF∼ 3). From this initial condition, a
new hybrid ZPFD simulation has been carried out. Only three
runs have been performed, that allow the ne profile to become
sufficiently close to the GD PF. The two ZPFD simulation
starting from the n,T profiles consistent with the GD cases
with R/Ln = 5 and R/Ln = 2, are here referred to as ZPFD
simulation ‘from above’ and ZPFD simulation ‘from below’,
respectively, for brevity. The results of the ZPFD simulation
‘from below’ are shown in figure 6.

Figures 6(a)–(d) are the analogue of figures 2(a)–(d). The
results of figure 2. are shown in light grey to help the compar-
ison. Figure 6(a) shows that the slope of ne rises towards the
GD PF, as expected. Moreover, R/Ln rapidly reaches values
consistent with those of the GD PF and of the final runs of the

Figure 5. Evolution of the particle (a) and heat (b) fluxes in
gyro-Bohm units during the ZPFD simulations. The same color
code of figure 2 is kept for runs #1 to #8. The fluxes from the GD
run with R/Ln = 2, corresponding to the initial condition of the
ZPFD simulation, are shown in black. Each flux is averaged over the
last ∆t cs/R∼ 30 normalized time interval of each run. The error
bars correspond to the standard deviation of the running average of
the fluxes over the last ∆t cs/R∼ 10 of each run.

ZPFD simulation ‘from above’ (see figure 6(c)). The temper-
ature profiles stay close to the initial ones, as expected, like
the ZPFD simulation ‘from above’ (see figures 6(b) and (d)).
The evolution of the R/Ln profiles during the ZPFD simulation
‘from below’, averaged over three selected radial intervals, fol-
lowing figure 3, are shown in figure 7. R/Ln quickly evolves
towards the GD PF, with the ⟨R/Ln⟩ averages that already
agree with the PF, within a 3% error bar, after the first run,
and then stay almost constant during the following runs.

The output fluxes of the ZPFD simulation ‘from below’ are
shown in figure 8.

The particle flux (see figure 8(a)), negative for the GD
run (black line) consistent with the initial conditions, then
lies between −10< R/Ln <−3. There is thus still a resid-
ual flux also for the case ‘from below’. Anyway, for this
case, it is possible to reach lower absolute values of Γ [gB]

7
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Figure 6. Evolution of the density (a) and temperature (b) radial profiles, as well as of the corresponding normalized logarithmic gradients
(c) and (d), during the ZPFD simulation ‘from below’. The profiles are shown in different colors for the three runs of the ZPFD simulation.
Each profile is averaged over the last ∆t cs/R∼ 30 normalized time interval of each run. The initial n,T profiles of the ZPFD simulation
(input of run #1), coinciding with the input profiles of the corresponding GD simulation with R/Ln = 2 (featuring inward particle flux), are
shown by dashed black lines, while the PF profile from the GD analysis is shown by a solid black line. The inner limits of the buffer regions
are indicated by vertical dotted lines.

Figure 7. Evolution of the average R/Ln over three selected radial intervals, during the ZPFD simulation ‘from below (black). ⟨R/Ln⟩ are
compared with the same averages taken for the PF profile from the GD analysis (red).

without manually altering the boundary values of n, since
the initial density profile is closer to the one satisfying ZPF
in the GD analysis than the initial one corresponding to the

ZPFD simulation ‘from above’. Looking at the heat fluxes
(figure 8(b)), they oscillate a little more than the ones of the
simulation ‘from above’.
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Figure 8. Evolution of the particle (a) and heat (b) fluxes in
gyro-Bohm units during the ZPFD simulation from below. The
same color code of figure 6 is kept. The fluxes from the GD run with
R/Ln = 2, corresponding to the initial condition of the ZPFD
simulation, are shown in black. Each flux is averaged over the last
∆t cs/R∼ 30 normalized time interval of each run. The error bars
correspond to the standard deviation of the running average of the
fluxes over the last ∆t∼ 10cs/R of each run.

Summing up, the ZPFD simulations validate the estimate of
the density profile satisfying ZPF (and corresponding PF pro-
file) coming from the GD analysis of [8]. Indeed, looking to
figure 9, one can see that the n profiles from the two ZPFD sim-
ulations, ‘from above’ (red) and ‘from below’ (blue), evolve
towards the n profile corresponding to ZPF from the GD ana-
lysis (black), agreeing with it within ∼5% error bar.

This validates the GD analysis of [8] by means of this
new hybrid GD/FD framework. A further step, running fully
FD GENE simulations where also realistic experimental heat
sources are imposed, letting the temperature profiles evolve
together with the density one, was not feasible with our avail-
able resources and is left for future work. Moreover, as a final
remark, the possible generalization of this analysis to cases
where a non zero particle source is present (e.g. due to neutral

Figure 9. Summary of the evolution of the ne radial profiles of the
ZPFD simulations ‘from above’ (red) and ‘from below’ (blue),
compared with the ne profile corresponding to the PF profile that has
been obtained with the GD analysis of [8].

beams injection (NBI) or neoclassical Ware pinch) could also
be considered. Indeed, for such cases the GD estimate of the
PF could still be pursued using the same approach of [8], by
interpolating at Γ = Γexp. the R/Ln radial profiles correspond-
ing to simulations that locally give as output Γ profiles that are
smaller and larger, respectively, than the experimental particle
source Γexp. (an example of local flux-tube GK analysis of
density peaking, comparing cases from the JET tokamak with
or without NBI can be found in [25]). The ZPFD approach, on
the contrary, can not be so trivially generalized to a case with
finite Γexp. ̸= 0, and an actual FD simulation would have to be
carried out in such a case.

4. Effect of the Krook-type sources on the GD
global results

The results of the previous section confirm that even using
a hybrid approach where the temperature profiles are kept
fixed with Krook-type heat sources and the density profile is
let to evolve in time with ZPF, the resulting PF profile is in
good agreement with the result of the GD analysis. There-
fore, the possible influence of the nature of the Krook-type
particle source on the results of the GD analysis appears to be
negligible.

This result was however not completely unexpected.
Indeed, since the PF is the R/Ln value that satisfies the Γ = 0
condition, it can also be computed as the R/Ln value so that
the flux ratio Γ/Qi vanishes. In [8] (appendix A), it was shown
that, even if the effect of the Krook-type sources on the single
fluxes Γ and Qi was noticeable, their effect on the Γ/Qi ratio
was negligible. Therefore, it was in part expected that the PF
should not be influenced too much by the Krook-type sources.
This analysis is expanded here and further confirmed, consid-
ering the same GD simulation with R/Ln = 5, but varying the
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Table 2. Input normalized logarithmic gradients of the reference NL
flux-tube GENE simulation at ρtor = 0.6 with R/Ln = 5, compared
with the values that are obtained by averaging the final density and
temperature profiles of a γP scan of global NL GD simulations over
the radial region 0.55< ρtor < 0.65, around ρtor = 0.6, and over the
final time interval∆t= 30R/cs. γH = 2γP is varied proportionally
to γP. These latter gradients are set as input of flux-tube NL runs at
ρtor = 0.6, with results that are shown in figure 11, by square
markers, following the same color code. The results of the reference
case are shown in figure 11 by horizontal dotted lines.

R/Ln R/LTe R/LTi

Reference 5 9.61 7.99
γPR/cs = 0.05 4.18 8.09 6.85
γPR/cs = 0.1 4.49 9.06 7.30
γPR/cs = 0.3 4.75 9.67 7.77
γPR/cs = 0.5 5.02 9.90 8.12

relaxation rates γH,P of the heat and particle sources over a lar-
ger interval, also trying to better understand this effect. All the
results of this section are purely GD in nature. Moreover, in
this section, the heavy electrons approximation is invoked for
both local and global runs, for consistency.

The following strategy is adopted: first, four global NL GD
GENE runs are considered, corresponding to four values of
γPR/cs = 0.05,0.1,0.3,0.5 (γH = 2γP, varied proportionally
to γP; the simulations corresponding to the intermediate values
γPR/cs = 0.1,0.3 are the same of [8] (appendix A), while the
two simulations with the extreme values γPR/cs = 0.05,0.5
are new). Then, in order to understand how much of the effect
of the Krook-type sources on the output fluxes is due to the
different evolution of the density and temperature profiles dur-
ing the GD runs when γH,P changes, four corresponding flux-
tube NL runs have been performed at ρtor = 0.6, considering
as input R/Ln,R/LT from the end of the corresponding global
simulations. For example, the input R/Ln,R/LT of the flux-
tube simulation that has been compared at ρtor = 0.6 with the
global run that features γPR/cs = 0.05, are obtained in three
steps. First, the n,T profiles of the global simulation with
γP = 0.05 are averaged over the last ∆t= 30R/cs. Then, the
R/Ln,T profiles are computed from those averaged n,T profiles,
and finally the resulting R/Ln,T are averaged around ρtor = 0.6
over the 0.55< ρtor < 0.65 radial interval. The so obtained
R/Ln,R/LTe,R/LTi, providing the input of the flux-tube simu-
lations at ρtor = 0.6 that have been compared with the corres-
ponding global simulations (γPR/cs = 0.05,0.1,0.3,0.5), are
collected in table 2. The parameters of the reference local
simulation (with R/Ln = 5 and experimental R/LT), equal
at ρtor = 0.6 to the input of the global GD runs, are also
shown in the same table, in order to give an indication of
how much the n,T profiles evolve during the global GD
simulations.

The global n,T profiles from the end of the global runs with
different γH,P, as well as the corresponding R/Ln, R/LT, from
which the values of table 2 are obtained (same color code), are
shown for completeness in figure 10. As expected, the profiles
stay closer to the initial ones (black thick lines) if γH,P is larger.

The results of the analysis are shown in figure 11. The first
row displays Γ (a) , Qe (b) and Qi (c) in gyro-Bohm units
at ρtor = 0.6, comparing the global fluxes (circles) with the
corresponding local values (squares), output of the local flux-
tube runs with the logarithmic gradients of n,T from the end
of the global simulations. The same color code as in table 2
is kept. The results of the reference flux-tube run (R/Ln = 5,
R/LTe = 9.61 and R/LTi = 7.99) are shown by horizontal dot-
ted lines. The second row displays the radial variation of the
data of Γ (d), Qe (e) and Qi (f), following the same color code
of the first row and table 2. In the second row, the results of
the reference local run are shown by black stars. Figures 11(a)–
(c) indicate that the local fluxes at ρtor = 0.6 are almost equal
to two times the corresponding global values. This indicates
a noticeable finite ρ∗ effect (global effect). The same figures,
on the other hand, also show that the dependence of the fluxes
on γP,H can be almost entirely attributed to resulting differ-
ences in the effective n,T profiles ultimately reached in the GD
runs. Indeed, the global fluxes increase by 129%–163% with
increasing γP = γH/2, while the corresponding local fluxes
increase by just a little lower amount 100%–123%.

Following the analysis of [8] (appendix A), where the Γ/Qi

ratio was found to be independent of γP,H, we checked if this
still holds within the wider γP,H interval that is considered in
this work. In addition, the Qe/Qi ratio dependence on γP,H is
also investigated. The results are shown in figure 12.

Following the structure of figure 11, the first row dis-
plays Te(ρtor=0.6)Γ/Qi = Γ[gB]/Qi[gB] (a) and Qe/Qi (b) at
ρtor = 0.6, comparing the global fluxes with the correspond-
ing local values. The second row shows the radial dependence
of TeΓ/Qi (c) and Qe/Qi (d). Figures 12(a) and (b) show that
TeΓ/Qi andQe/Qi only vary by approximately 15% and−5%
with increasing γP,H at ρtor = 0.6, respectively, much less than
the percentage variation of the individual fluxes Γ, Qe and Qi,
which change by 129%–163%, as shown above. Also, look-
ing at their radial dependence (figures 12(c) and (d)), the flux
ratios have a much smaller variation with respect to the indi-
vidual fluxes, in particular at smaller radii. It is thus confirmed
that flux ratios have a small dependence on the relaxation rates
of the Krook-type fluxes, for the considered case. Now, com-
paring global and local results at ρtor = 0.6, it is found that the
dependence of the flux ratios on γP,H can be almost entirely
attributed to the effect of the evolution of the n,T profiles dur-
ing the GD runs. This is expected, since this holds for the
single fluxes. Moreover, negligible global effects are found on
the TeΓ/Qi ratio (global values ∼ local values at ρtor = 0.6),
while the globalQe/Qi values are found∼20% larger than the
local ones at ρtor = 0.6.

The property that flux ratios do not depend on the relaxation
rates of the Krook-type sources, led the authors to hypothesize
that probably these sources mainly affect the NL saturation
levels, but do not change much the linear phase shifts between
fluctuating fields, for the considered case. If that is true, a QL
model, based on linear global results, should be capable to well
reproduce NL flux ratios. To test this hypothesis, a global QL
model has been developed and applied to these results, as will
be described in the following section.
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Figure 10. Final density (a) and temperature (b) radial profiles, as well as the corresponding normalized logarithmic gradients (c) and (d),
for the GD simulation with R/Ln = 5, varying the relaxation rates of the Krook-type sources γH,P. The color code is consistent with table 2.
Each profile is averaged over the last time interval ∆t∼ 30R/cs of the corresponding simulation. The input profiles (initial profiles) are
shown by black lines. The inner limits of the buffer regions are indicated by vertical dotted lines.

5. Global QL model for the evaluation of flux ratios

As anticipated in the previous section, a global ‘mixing length’
QL electrostatic (ES) model is developed here and applied to
reproduce the NL results of figures 12(c) and (d). It allows to
efficiently estimate ratios of fluxes, based on the output of lin-
ear global gyrokinetic simulations, which are computationally
far more cheaper than the NL counterparts. Only the ES con-
tribution to the fluxes (related to ES potential ϕ fluctuations)
is considered, since electromagnetic effects can be neglected
for the considered case due to the small βe value (see table 1).
The new global model is obtained by generalizing the local
one from [7, 8, 15, 26–28] to the global case.

The QL model that is proposed in this work requires as
input the ky spectrum FL(x,ky) of the global flux which is eval-
uated with the fields (particle distribution, ϕ) from the cor-
responding linear eigenmodes (the ‘L’ in FL stands for ‘lin-
ear’). Both quantities can be extracted from the output of ky
scans of GENE linear global simulations. The FL are com-
puted following [29]. Then, in order to obtain the QL fluxes
FQL(x), a particular dependence wQL(ky) for the NL saturated
values of the squaremodulus of the ES potential |ϕ|2, as a func-
tion of the poloidal wave number ky, has to be specified. The
following choice is made:

wQL = (γ/⟨k2⊥⟩)ξ, (2)

where γ is the growth rate of the considered linear global
mode and ⟨k2⊥⟩ is the flux-surface average of the squared per-
pendicular wave number. Relation (2) is usually referred to
as the ‘mixing length saturation rule’ when ξ= 1 [30]. Here,
following [7, 8, 26], ξ has been left as a free parameter of the
QL model. In our analysis, the ξ = 1,2,3 values have been
tested, to evaluate the impact of ξ on the results. The QL fluxes
are then computed as

FQL(x) = A0

∑
ky

[
FL(x,ky)/|ϕ̂(x,ky,z= 0)|2

]
wQL(ky). (3)

Here, A0 is an overall scaling factor, of the absolute fluctuation
amplitude, which is thus the same for different fluxes (Γ, Qe

orQi) and does not need to be determined, as we are interested
in computing flux ratios. In particular, the main focus of this
work is the ZPF condition, which can be obtained considering
the vanishing of the ratio Γ/Qi. Moreover, z= 0 is the poloidal
angle corresponding to the outer mid-plane. In the proposed
global QLmodel, the local estimate (see e.g. [7, 8]) of the flux-
surface average of the squared perpendicular wave number

⟨k2⊥⟩(ky) =
∑

kx

´
k2⊥(kx,ky,z) |ϕ̂(kx,ky,z)|2 J(z) dz∑

kx

´
|ϕ̂(kx,ky,z)|2 J(z) dz

(4)
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Figure 11. First row: Γ (a) , Qe (b) and Qi (c) in gyro-Bohm units at ρtor = 0.6, versus γPR/cs = (γH/2)R/cs = 0.05,0.1,0.3,0.5 (same
color code of table 2), comparing the global fluxes (circles) with the corresponding local values (squares), obtained from flux-tube
simulations with input logarithmic gradients of n,T from the end of the global simulations. The results of the reference flux-tube run
(R/Ln = 5, R/LTe = 9.61 and R/LTi = 7.99) are shown by horizontal dotted lines. Second row: (d)–(f) display the radial dependence of the
global results of (a)–(c). Here, the local results at ρtor = 0.6 are reported by square markers, and the fluxes of the reference local run are
indicated by black stars.

is replaced by

⟨k2⊥⟩(ky) =
´ ´

|∇⊥ϕ̂|(x,ky,z)|2 J(x,z) dx dz´ ´
|ϕ̂(x,ky,z)|2 J(x,z) dx dz

, (5)

where in the local model

|k⊥|2 = k2xg
xx+ k2yg

yy+ 2kxkyg
xy, (6)

while in the global one

|∇⊥ϕ̂|2 = |∂xϕ̂|2gxx+ k2y |ϕ̂|2gyy+ 2ℑ(ϕ̂∗∂xϕ̂)kyg
xy, (7)

where J is the Jacobian associated to the field-aligned coordin-
ate system uj = (x,y,z),ℑ(p) = (p− p∗)/2i indicates the ima-
ginary part of a complex number p, and gij = gij(x,z) =∇ui ·
∇u j. It is recalled that within the global framework only the
y coordinate is represented in Fourier space. Equations (5)
and (7) are a global generalization of (4) and (6). Indeed, in
the local framework both x and y are represented in the Four-
ier space, so one has k⊥ = kx∇x+ ky∇y and thus |∇⊥ϕ̂|2 =
|ik⊥ϕ̂|2 = k2⊥|ϕ̂|2, and both J and gij depend on z alone.

This new global QL model has been applied to the same
case that is considered in the previous section, i.e. the one
with R/Ln = 5, corresponding to outward particle flux. A ky
scan of global linear simulations has been performed, consid-
ering seven equally spaced wavenumbers kyρs ≃ 0.1, . . . ,0.7
(more precisely, kyρs ≃ 0.0937, 0.0201, 0.0294, 0.0401,

0.495, 0.602, 0.696, corresponding to toroidal mode numbers
n= (ρtor,c/qρ⋆)kyρs = 7, 15, 22, 30, 37, 45, 52, with ρ⋆ =
ρs/a= 1/148, and q≃ 1.19, both computed at ρtor,c = 0.6),
based on figure 10(b) from [8], where the TeΓ/Qi spectrum
contribution from kyρs > 0.7 was shown to be negligible for
the considered case. An example of eigenmode structure is
given in figure 13, where the poloidal plot of the ES potential ϕ
is shown for the toroidal mode number n= 22, corresponding
to kyρs ≃ 0.0294≃ 0.3.

The same two flux ratios that have been computed by GD
NL global runs and have been shown in figures 12(c) and (d)
(also varying γP,H), i.e. TeΓ/Qi and Qe/Qi, have been estim-
ated. The QL results (red) are compared with the NL ones
(grey) n figures 14(a) and (b), respectively.

QL results obtained by setting ξ = 1,2,3 are shown by
dashed, solid and dotted lines, respectively, with ξ having
a minor impact on the results. One observes that the QL
model is able to reproduce the TeΓ/Qi ratio astonishingly
well, in particular at smaller radii, while it slightly under-
estimates the NL global Qe/Qi ratio, staying closer to the
flux-tube value at ρtor = 0.6. The QL model is thus able to
reproduce both ratios within a ∼20% error bar, which may
be considered satisfactory given the semi-quantitative estim-
ate expected from a QL computation. This model, however,
should be tested in the future in different cases, exploring the
parameter space, in order to validate it and understand when it
can be safely applied instead of performing more costly global
NL simulations.
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Figure 12. First row: dependence of global flux ratios on the relaxation rate of the Krook-type sources, compared with local results.
Te(ρtor=0.6)Γ/Qi (a) and Qe/Qi (b) at ρtor = 0.6, versus γPR/cs = (γH/2)R/cs = 0.05,0.1,0.3,0.5 (same color code as table 2 and
figure 11), comparing the global flux results (circles) with the corresponding local values (squares), obtained from flux-tube simulations
with input logarithmic gradients of n,T from the end of the global simulations. The results of the reference flux-tube run (R/Ln = 5,
R/LTe = 9.61 and R/LTi = 7.99) are shown by horizontal dotted lines. Second row: (c) and (d) display the radial dependence of the global
results of (a) and (b) respectively. Here, the local results at ρtor = 0.6 are reported as well by square markers, and the fluxes of the reference
local run are indicated by black stars.

Figure 13. Poloidal plot of the ES potential ϕ, in arbitrary units, for
the case with R/Ln = 5 (corresponding to outward particle flux),
from the output of a linear global GD GENE simulation with
toroidal mode number n= 22, corresponding to kyρs ≃ 0.0294.

6. Local effect of the collisions on the results

A limitation of the global analysis that has been shown in
the previous sections is the simplification that consists in
considering analytic density and temperature profiles with

constant normalized logarithmic gradient in the 0.4≲ ρtor ≲
0.8 region. Even though with this simplification the global
effects at ρtor = 0.6 (center of the radial box) can still be eval-
uated and moreover it is easy to change the R/Ln to compute
the PF by interpolating the results of different GD simulations
at Γ = 0, this leads to the impossibility of evaluating the exact
radial dependence of the PF.

In order to overcome this issue, in [8] (section 4), an ana-
lysis of the PF radial dependence has been done in the colli-
sionless regime, by performing flux-tube GENE runs at five
different radii within the 0.4< ρtor < 0.8 region. In particu-
lar R/Ln scans of TeΓ/Qi have been performed at each radius,
applying a ‘mixing length’ local QL model to ky scans of lin-
ear GENE flux-tube runs. The PF has been computed at each
radius by interpolating TeΓ/Qi vs R/Ln at TeΓ/Qi = 0. The
QL model is exactly the same one that has been used in [7],
and was adopted by the authors as a starting point to develop
the global QL model of section 5. The QL results have been
validated in a subset of cases by NL flux-tube GENE runs.

The same exercise is repeated here, but taking into account
collisions, to estimate their impact on the radial dependence
of the PF. Collisions are implemented in GENE by means
of a linearized Landau–Boltzmann operator, which is discret-
ized adopting a finite volume scheme. The impact of colli-
sions at ρtor = 0.6 alone has been evaluated in [7], where it
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Figure 14. QL flux ratios TeΓ/Qi (a) and Qe/Qi (b), in red,
compared with the NL results of figures 12(c) and (d) (grey), for the
case with R/Ln = 5. QL results obtained by setting ξ = 1,2,3 are
shown by dashed, solid and dotted lines, respectively. The local
reference results at ρtor = 0.6 are shown by black stars, as in the
previous figures.

was found that the PF was almost halved when accounting
for collisions. This was explained as follows. The turbulence
regime close to the PF is pushed from balanced TEM/ITG
in the collisionless regime towards ion temperature gradient
(ITG) dominant in the collisional regime, due to trapped elec-
tron modes (TEM) stabilization by collisions. However, even
though in the collisionless regime the wavenumbers associ-
ated to ITGs provided an inward particle flux contribution and
the ones associated with TEMs provided an outward flux, col-
lisions produce an outward particle flux in the ITG regime,
starting from the smaller wavenumbers with increasing col-
lisionality, in agreement with [31, 32]. This enhanced out-
ward particle flux in the collisional ITG regime leads effect-
ively to the decrease of the PF. The radial dependence of the
PF in the collisional regime is investigated here by computing
the QL PF at the same five radii of the collisionless analysis
of [8], i.e. ρtor = 0.4,0.5,0.6,0.7,0.8. We stress that all the

flux-tube simulations of this section are performed with real
electron/ion mass ratio, in order to improve the relevance of
the results, and also for consistency with the collisionless sim-
ulations of [8], which results are compared with the new col-
lisional ones. The outcome of the QL R/Ln scans of TeΓ/Qi is
shown in figure 15(b), and it should be compared with the res-
ults that have been obtained in the collisionless regime, which
are shown in figure 15(a), adapted from figure 3(a) in [8].

The error bars correspond to the upper and lower limits of
the QL results, when varying the QLmodel parameters. In par-
ticular, all the nine cases obtained by varying both ξ = 1,2,3
and considering three choices for the number nQLkx of radial kx
modes that are kept in the evaluation of ⟨k2⊥⟩ are retained in
the analysis (see equation (4); it is recalled that in the flux-tube
version of GENE the x direction is Fourier analyzed; the three
cases are: kx = 0; kx =−∆kx,0,∆kx, consistent with [28];
keeping all the kx spectral components). The central thick lines
correspond to the choice ξ= 2, nQLkx = 3 (kx =−∆kx,0,∆kx),
that leads to the best QL/NL match of the flux spectra at
ρtor = 0.6 in [7]. The square markers in the two figures indic-
ate the boundary between an ITG and a TEM spectrally dom-
inant regime. This is evaluated by introducing an ‘average’
QL frequency ωQL =

∑
ky
ω(ky) wQL(ky)

/∑
ky
wQL(ky), sim-

ilarly to [7, 8, 26], as a weighted sum over the ky spectrum
of the real frequency ω of the main unstable mode, with
weights given by the local version of the |ϕ|2 saturation coeffi-
cients of equation (2). One has ωQL > 0 in a spectrally domin-
ant ITG regime, while ωQL < 0 in a dominant TEM regime,
according to GENE conventions. The TEMs are also R/Ln
driven for the considered case (see [7] for more details on
this, at ρtor = 0.6), therefore they are destabilized with increas-
ing R/Ln, as can be seen in the figures, where the TEMs
become spectrally dominant with increasing R/Ln after a cer-
tain threshold. The square markers correspond to the smal-
lest R/Ln so that ωQL < 0, i.e. the smallest R/Ln compatible
with a TEM dominated regime. Since TEMs contribute with
outward particle flux, TeΓ/Qi increases with increasing R/Ln.
Comparing figures 15(a) and (b), it results that at all radii the
turbulence regime, at each R/Ln, is pushed from spectrally
mixed ITG/TEM to ITG dominant, consistently with what
happens at the central radius ρtor = 0.6. In particular, in the
collisional regime, the PF is mainly consistent with a dom-
inant ITG regime (except for ρtor = 0.8, where it is close to
a spectrally mixed TEM/ITG regime, i.e. close to the square
marker).

Following what was done in [7] for the collisionless case,
the QL results have been compared with NL flux-tube GENE
simulations for a subset of cases (the radii ρtor = 0.4,0.6,0.8
are chosen; the results at ρtor = 0.6 correspond to those pub-
lished in [7]), as shown in figure 15(c). The QL and NL results
are in good agreement at the smaller radii, while the NL PF≃
4 is overpredicted by the QL model (QL PF ≃ 6).

Finally, figure 15(d) summarizes the PF radial variation,
as obtained with the QL model, in both collisionless (grey)
and collisional (colors) regimes, also comparing the results
with the R/Ln corresponding to the experimental fit of ne
(green line). It results that the PF in the collisional regime
better reproduces the large radial variation of the R/Lne of
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Figure 15. QL TeΓ/Qi R/Ln scan, for the collisionless ((a), adapted from figure 3(a) in [8]) and collisional (b) cases. The five different
radii of analysis ρtor = 0.4,0.5,0.6,0.7,0.8 are indicated by different colors. The thick solid lines indicate the results of the nQLkx = 3,
ξ= 2 QL model (‘best model’). The shaded regions represent the error bar associated to the extremal QL results varying nQLkx and ξ. The
square markers are placed at the smallest R/Ln so that ωQL < 0, that is the smallest R/Ln compatible with a TEM dominated regime.
(c) Comparison between QL and NL estimates of TeΓ/Qi, represented versus R/Ln, for the three selected radii ρtor = 0.4,0.6,0.8. The
results at ρtor = 0.6 correspond to those shown in [7] (figure 16(a)). (d) PF radial scan. The circle markers indicate the QL estimates with the
‘best model’, while the error bars correspond to the intersections of the shaded regions of figures (a) and (b) with the Γ = 0 line. The cross
markers indicate the NL local results at ρtor = 0.4,0.6,0.8 they are obtained by linearly interpolating at Γ = 0 the available R/Ln versus
TeΓ/Qi NL data (collisional regime: from (c); collisionless regime: from [7], figure 15(a) and [8], figures 5(a) and (b)). Finally, the R/Ln
that is computed form the experimental fit of ne is shown as a solid green line, while the same values minus 40% are indicated by a green
dashed line. Reproduced from [8]. © 2019 Istituto di Fisica del Plasma IFP-CNR.

the experimental ne fit than the collisionless result (with the
caveat that the NL estimate of the PF at ρtor = 0.8 is PF∼ 4,
also leading to a flattening of PF(ρtor) after ρtor = 0.7 for the
collisional case). However, the collisional results, even more
than the collisionless ones, underestimate the peaking that is
obtained from the experimental fit of ne. This underestimation
should be only partly due to the fact that the carbon impurity
has been neglected (retaining it had a small∼+20% impact on
the PF at ρtor = 0.6, compared with the much larger underes-
timation of the experimental PF by GENE: see [7, figure 14]).

Following what was done in [7] (section IV C), one could in
principle try to independently vary all the parameters together
within the error bars so as to maximize the PF at each radius
and in this way possibly get closer to the local value of R/Ln
from the experimental fit. This is extremely costly from the
two perspectives of time and computational resources, and is
well beyond the purpose of this work. Following an opposite
direction, one could chose to trust the experimental ne data but
not their experimental fit. Then one could consider the numer-
ical PF results obtained in this work, and then radially integrate
the PF to reconstruct the ne profile, comparing the result with

the experimental fit and trying to reinterpret the experimental
data. This analysis is described in appendix. In that section, an
artificial ne pedestal is assumed, to help fitting the data with
the relatively small PF profiles that come from the gyrokin-
etic analysis. However, even if it is possible to get quite close
to the experimental data with this approach, the new obtained
numerical ne profiles do not seem to be preferable to the ori-
ginal data fit. Anyway, this kind of analysis is reported here
in order to present a possible approach that can be followed
in future works to reinterpret the experimental data based on
gyrokinetic results.

7. Conclusions

Ahybrid approach has been applied to the evaluation of a dens-
ity profile satisfying the ZPF condition, by means of global
NL GENE gyrokinetic simulations, consisting in retaining a
GD framework, but removing the numerical particle source
(Krook operator) that is used to keep the density profile close
to the reference one, letting it freely evolve in a flux driven
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(FD) way. This approach has been applied to an ohmic L-mode
TCV discharge of interest for momentum transport study,
which approximately satisfies the ZPF condition in the plasma
core. The density peaking of this pulse, constrained to the
ZPF condition, has been previously analysed for a particu-
lar snapshot by the authors, performing flux-tube and global
GD GENE simulations [7, 8]. The results of the hybrid GENE
ZPF-driven (ZPFD) simulations have been compared with the
ones obtained in [8] within the GD framework. The final ZPFD
simulations density profiles agree within a∼5% error bar with
the one obtained with the GD analysis of [8], thus validating
it. Only a radial annulus 0.4≲ ρtor ≲ 0.8 has been modeled,
and some simplifications had to be assumed in these simu-
lations, due to their computational cost. A lower mass ratio
mi/me = 400 has been assumed, as well as analytic input dens-
ity and temperature profiles, with constant logarithmic gradi-
ents. This reduced physics is consistent with the one con-
sidered in the GD analysis of [8].

Following the work in [8], the impact on the final heat and
particle fluxes of the strength of the numerical Krook-type
sources that are implemented in the GD global GENE simula-
tions, has been investigated. There are three main outcomes:
(1) the strong (>100%) increase of the global fluxes, when
increasing by one order of magnitude the relaxation rate of
the Krook-type sources, can be explained by the larger relax-
ation of the density and temperature profiles when the sources
are weaker; (2) flux ratios are insensitive to the strength of
the sources; (3) finite size (global) effects, compatible with
ρ⋆ ≃ 1/150 at ρtor = 0.6, are small on flux ratios (∼20% on
the ratio of the electron to ion heat fluxesQe/Qi, almost negli-
gible on the ratio of the particle flux to the ion heat flux Γ/Qi),
while they are large on the single fluxes (∼100%), for the con-
sidered case.

A global QL model is developed, which is applied to the
results of linear global GD GENE simulations, to evaluate
flux ratios (Γ/Qi, Qe/Qi). The computationally cheap QL res-
ults are in good agreement with the NL ones, obtained with a
much heavier computational effort. This new QL model, that
has been tested to work well for this particular case, has to be
applied in the future to a wider parameter range, in order to
estimate its range of validity.

A simplification has been introduced in the global analysis,
consisting in adopting analytic density and temperature pro-
files in the GD approach, or still adopting analytic temper-
ature profiles in the ZPFD one, where the analytic profiles
have almost constant logarithmic gradients in the simulated
plasma annulus. As a consequence, the radial dependence of
the density peaking cannot be completely captured by the sim-
ulations. An analysis of the radial variation of the density peak-
ing was then performed in [8], only considering the collision-
less regime. The effect of the collisions on these results has
now been evaluated. The collisional PF, i.e. the logarithmic
gradient of the densitywhich satisfies the ZPF condition, better
reproduces the radial trend followed by the logarithmic gradi-
ent of the experimental fit of the density. The experimental
PF radial dependence is almost perfectly captured by the QL
results, while the agreement is a little worse when also con-
sidering NL results. Still, both the collisionless and collisional

PF estimates underpredict the PF from experimental data fit.
This could probably be overcome by varying together more
parameters within error bars, as was done at ρtor = 0.6 in [7].

A numerical exercise is illustrated in the appendix, where
the available information on the PF, coming from the gyrokin-
etic analysis of this work, together with [7, 8], is used to obtain
‘girokinetic estimates’ of the density profile, accounting for
collisions or neglecting them. These numerical density profiles
are then compared with the experimental data and the exper-
imental density fit. Even though these numerical profiles are
not too far from the experimental ones, the experimental fit of
the electron density remains better for representing the experi-
ment. However, this exercise is intended to illustrate how flux-
tube and global gyrokinetic results can be considered together
and compared with experiment.

The analysis that has been presented in this work could
be extended in different ways. First, a real deuteron-electron
mass ratio mi/me = 3672 could be also set in the global simu-
lations. Then, more realistic density and temperature profiles
could be considered as input to the global GD runs. Collisions
and carbon impurity should be included in the global simu-
lations. The hybrid ZPFD simulations could be replaced by
FD simulations, where the experimental heat ( ̸=0) and particle
(∼0) sources can be imposed as input and both temperature
and density profiles can evolve in time. Finally, the whole ana-
lysis could be generalized to different plasma scenarios, also
considering cases where the particle source is not vanishing
(e.g. cases with neutral beam injection) and/or the neoclassical
pinch is not negligible.
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Appendix. Interpreting the experimental ne data
based on the gyrokinetic analysis

An exercise is presented here, where all the available numer-
ical GENE results that have been collected in this work and
in [7, 8], relative to the peaking of the ne profile for the con-
sidered TCV case, are put together, both retaining collisions
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Figure 16. Collisionless (a) and collisional (b) gyrokinetic PF results. The QL and NL PF values from the flux-tube simulations at
ρtor = 0.4,0.5,0.6,0.7,0.8 correspond to those shown in figure 15, following the same color code. The global PF profile (from the GD
analysis of [8]), is shown for the collisionless case (a) by a magenta solid line. The solid grey (a) and black (b) lines indicate the numerical
PF profiles that are obtained by using piecewise cubic Hermite interpolating polynomial with additional BC: PF(ρtor = 0) = 0,
PF(ρtor = 1) = 100, for the collisionless and collisional cases, respectively. The dashed black line in (b) skips the NL PF value at ρtor = 0.4,
while the dotted black line in (b) indicates a PF that is larger than the dashed one by 20%, accounting for a possible effect coming from
carbon impurity. The R/Ln from the experimental fit is indicated by a solid green line. (c) and (d) ne profiles obtained by integrating the
numerical PF profiles from (a) and (b), starting from (ρtor,ne) = (0,5.694× 1019 m−3) (red circle in (c)) or (ρtor,ne) = (0.89,2.098×
1019 m−3) (red circle in (d)). (c) and (d) follow the same color/line style code of (a) and (b).

or neglecting them, in order to reconstruct the density profile
and compare it with the experimental data and corresponding
fit.

The PF results are collected versus radius in figures 16(a)
and (b), for the collisionless and collisional cases, respectively.

The local QL results correspond to those in figure 15, fol-
lowing the same color code. The NL local results at ρtor =
0.4,0.6,0.8 are obtained by linearly interpolating the avail-
able R/Ln versus TeΓ/Qi data at Γ = 0. The global PF profile
(from the GD analysis of [8], validated by the ZPFD simu-
lation of this work within a 5% error bar) is only available
for the collisionless case, and is here indicated by a solid
magenta line. However, this result should only be trusted in
a reasonably small radial region around ρtor = 0.6, since it
has been obtained assuming analytic profiles with constant
R/Ln,T = R/Ln,T(ρtor = 0.6). The PF data have been interpol-
ated using a piecewise cubic Hermite interpolating polyno-
mial, for both collisionless and collisional cases. The global
collisionless PF profile has been trusted for ρtor = 0.5,0.6,0.7,
then the QL local data have been considered, except for the
collisional case at ρtor = 0.4 and ρtor = 0.8, where the NL PF
values have been used instead. A zero peaking R/Ln = 0 BC

has been considered at ρtor = 0, while a very high R/Ln = 100
value has been forced at ρtor = 1 in order to recreate an artifi-
cial ne pedestal, to help fitting the experimental data with the
relatively low PF values that are found with the GK analysis.
These PF profiles are indicated by grey and black solid lines
in figures 16(a) and (b), respectively. For the collisional case,
two additional PF profiles have been considered. The second
one (dashed black line) has been obtained by skipping the
(ρtor,PF) = (0.4,0) point, since looking at the experimental
data a zero peaking for ρtor < 0.4 seems incompatible, and a
third one (dotted black line) has been computed by increasing
the PF of the second profile by an additional 20%, to account
for a possible effect coming from the carbon impurity (an uni-
form ∼+20% is assumed for simplicity, from the analysis of
[7] at ρtor = 0.6).

These PF profiles have then been integrated, around a
known ne value for ρtor = ρ̄tor, according to

ne(ρtor) = ne(ρ̄tor)e
− a

R

´ ρtor
ρ̄tor

R
Ln

dρ ′
tor . (A1)

Two cases are considered. In the first one (figure 16(c)),
the PF has been integrated starting from ρ̄tor = 0, where ne is
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set equal to the central value ne = 5.694× 1019 m−3 of the
experimental fit. In the second case (figure 16(d)), the PF has
been integrated starting from an experimental ne point at ρ̄tor =
0.89, where ne = 2.098× 1019 m−3. Both starting points are
indicated in (c) and (d) by red circles. Looking at the results,
it is clear that even when considering a possible small ne ped-
estal, all the obtained ne profiles quite poorly reproduce the
experimental ne profile shape. Paradoxically, when consider-
ing collisionless GK results (grey lines), agreement with the
experiment is better. However, for the collisional case, when
considering the possible increase of the peaking due to the car-
bon impurity, the resulting ne profile is reasonably close to the
experimental data. The carbon effect is thus needed to partially
balance the decrease of the peaking due to collisions.
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