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Abstract

We consider the Allen—Cahn equation d,u — Au = u — u°> with a rapidly mixing
Gaussian field as initial condition. We show that provided that the amplitude of the
initial condition is not too large, the equation generates fronts described by nodal sets
of the Bargmann—Fock Gaussian field, which then evolve according to mean curvature
flow.
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1 Introduction

The aim of the present article is to prove that nodal sets of a smooth Gaussian field,
known as the Bargmann—Fock field, arise naturally as a random initial condition to
evolution by mean curvature flow.

This problem is related to understanding the long-time behaviour of mean curva-
ture flow: for a sufficiently generic initial datum composed of clusters with typical
lengthscale of order 1, one expects that at time ¢ >> 1 the clusters have coarsened in

B Tommaso Rosati
T.Rosati @warwick.ac.uk

Martin Hairer
m.hairer@imperial.ac.uk; martin.hairer @epfl.ch

Khoa L&

k.le@leeds.ac.uk

Imperial College London, London, UK

EPFL, Lausanne, Switzerland

TU Berlin, Berlin, Germany

Present Address: School of Mathematics, University of Leeds, Leeds, UK

University of Warwick, Coventry, UK

Published online: 08 April 2023 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00440-023-01198-5&domain=pdf
http://orcid.org/0000-0001-5255-6519

M. Hairer et al.

such a way that the typical lengthscale is of order /7. In fact, one would even expect
that upon rescaling by +/7, the clusters become self-similar/stationary at large times
[3].

An understanding of such a behaviour remains currently beyond the reach of
rigorous analysis although upper bounds on the coarsening rate can be proven via
deterministic arguments, see e.g. [9] for the related Cahn—Hilliard dynamics. On the
other hand, lower bounds on the rate of coarsening can only be expected to hold for
sufficiently generic initial conditions, since for degenerate initial conditions one may
not see any coarsening at all.

This motivates the question, addressed in the present work, of what such generic
initial condition should look like. Notably, the correlation structure we obtain is the
same as the first order approximation of the longtime two-point correlation predicted
by Ohta, Jasnow and Kawasaki [10].

A natural way to construct random initial conditions to mean curvature flow is to
consider the fronts formed by the dynamics of the Allen—Cahn equation with white

noise initial data. Unfortunately this is not feasible, since the scaling exponent —%’

of white noise on R?, with d > 2, lies below or at the critical exponent —1 (or —%

depending on what one really means by “critical” in this context), under which one
does not expect any form of local well-posedness result for the equation.

Instead, we consider the following setting. Let n be a white noise on R? with d >2
and let ¢ be a Schwartz test function integrating to 1. Fix an exponent o € (0, 1), and
foreache € (0,1) and x € R define

P =elpe x—y),  nex) = Sg_an(fpil (1.1)

Here, the exponents are chosen in such a way that ¢ converges to a Dirac distribution
and typical values of 7, are of order e ~*. Our aim is to describe the limit as ¢ — 0 of
the solutions to the Allen—Cahn equation with initial datum 7,

B — Mue = ue —ul, us(0,%) = ne(x). (12)
The reason for restricting ourselves to « < 1 is that 1 is precisely the critical exponent
for which An, and ng are both of the same order of magnitude, i.e. when o 4+ 2 = 3.

For a fixed terminal time #, the behaviour of (1.2) is not very interesting since one
has n, — 0 weakly, so one would expect to also have u, — 0. This is trivially the

case for o < % since one has 7. — 0 in C? for every < —a and the Allen—-Cahn

equation is well-posed for arbitrary initial data in C# if (and actually only if) 8 > —%.
As a consequence of Proposition 3.15 below, we will see that it is still the case that
ugs(t) — 0 at fixed ¢ for any exponent & < 1, but this is a consequence of more subtle
stochastic cancellations.

It turns out that the natural time and length scales at which one does see non-trivial

behaviour are given by

Tsz(g—a)logefl, Lsz\/?.
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The Allen—-Cahn equation with generic initial datum

The main result of this article is that for o > 1, u(oc T, xL,) — =1 on sets Qfl,
which evolve under mean curvature flow. The initial data (at time o = 1) for that flow
is given by the nodal domains of a centred Gaussian field {¥;(x) : x € RY} with
Gaussian correlation function, also known as the Bargmann—Fock field:

12
E[W, (x)¥, (y)] = 07 exp <— X - b ) . o0 (1.3)
lo}

In what follows we will write W short for W;. This Gaussian field emerges from
the linearisation near zero of (1.2), within a time interval of order 1 (in the original
variables) around 7, (¢) with

d d
L) ST+ n.e), i)l 1 logloge ™! +¢, ¢ def 1 log (47 (d — 2w)),
(1.4)

where ¢ is chosen to make certain expressions look nicer. In fact, roughly up to time
t,(¢) the dynamics of u. is governed by the linearisation of (1.2) around the origin, but
at that time the solution becomes of order 1 and starts to follow the flow ®: R xR —
[—1, 1] of the nonlinear ODE

3P =>— P, t_l)ir_nooe_lcb(t,u) =u, (1.5)

which is given by

u
fe—2t + u2

We will show that a good approximation of u, (t.(g), xL;) is given by ® (0, W (x)).

Then, after an additional time of order T, u, is finally governed by the large scale
behaviour of the Allen—Cahn equation with random initial condition ® (0, ¥), namely
by the mean curvature flow evolution of the set {¥ = 0}. To capture the different time
scales we introduce the process

O(t,u) =

Ue(o.x) € (=T v Dug (o Ty + u(e), xLe), (1.6)

and we summarise our results in the theorem below.

Theorem 1.1 The process U, converges in law as follows for e — 0

Ue(0,x) = W5 (x), o€ 1),xeR’,
Us(141/T,, x) = ®(1, ¥(x)), reR,xeR?.
The convergences hold for fixed t or o and locally uniformly over the variable x.
Denote furthermore by QF, Q. respectively the mean curvature flow evolutions of

the sets QT ={x: ¥x) >0}, Q ={x: ¥(x) < O0}. Then, there exist a coupling
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between {Us}sc(0,1) and W such that, for every o > 1, one haslimg_,o Ug (0, x) = £1
locally uniformly for x € Qf, in probability.

Remark 1.2 Although level set solutions to mean curvature flow with continuous initial
datum are unique, they might exhibit fattening, meaning that the evolution of the zero
level set I'y = Rd\(Q;‘ U €7) might have a non-empty interior for some ¢ > 1. In
dimension d = 2 this does not happen, as the initial interface is composed of disjoint
smooth curves which evolve under classical mean curvature flow, c.f. Corollary 5.7.
In dimension d > 3 this picture is less clear, and in addition the initial nodal set was
recently proven to contain unbounded connected components [5].

1.1 Structure of the paper

The rest of this article is divided as follows. In Sect.2, we reformulate Theorem 1.1
more precisely and we provide its proof, taking for granted the more technical results
given in subsequent sections. In Sect.3 we study a Wild expansion of the solution
to (1.2) which allows us to take advantage of stochastic cancellations to control the
solutions on a relatively short initial time interval of length smaller than (1 —a) log e .
In Sect. 4 we then show how the Bargmann—Fock field arises from this expansion and
we track solutions up to timescales of order #,. In Sect.5, we finally conclude by
showing that our estimates are sufficiently tight to allows us to patch into existing
results on the convergence to mean curvature flow on large scales.

1.2 Notations

For a set X" and two functions f, g: X — R, we write f < g if there exists a constant
¢ > Osuchthat f(x) < cg(x)forall x € X.If X is alocally compact metric space we
define Cjoc(X) as the space of continuous and locally bounded functions, equipped
with the topology of uniform convergence on compact sets. We will write P;, Pt1 for
the following semigroups on R?:

Pp=ep, Plo=ey, 1>0.
We denote with sgn: R — {—1, 0, 1} the sign function, with the convention that
sgn(0) = 0.

2 Main results

In what follows we consider (¢, x) — u.(¢, x) as a process on R x R4 by defining
ug(t,x) = ug(0, x) for t < 0. We then show the first part of Theorem 1.1, namely

Theorem 2.1 Let u, solve (1.2) and YV, @, U, be given respectively by (1.3), (1.5)
and (1.6). Then

1. Forany o € (0, 1) the process {Us(o, x) : x € R} converges locally uniformly
inlaw to {V,(x) : x € Rd}.
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The Allen—-Cahn equation with generic initial datum

2. The process {u.(t,(¢) +t,xL¢) : (t,x) € R x RY} converges locally uniformly
inlaw to {® (t, U(x)) : (t,x) e R x R},

Proof The first statement follows, for o € (0, d}z_—f‘a), from similar calculations as in

Lemma 4.4 in combination with Proposition 3.15. For o € [d}2;_“a, 1) it follows again
by similar calculations as in Lemma 4.4, this time in combination with Lemma 4.3.

Let us pass to the second statement. For some @ € («, 1) consider

1
t1(e) = (o — a)logeil, hEe)=T, — 2 loglogeil.

It is shown in Proposition 4.6 that the limit as ¢ — 0 of the process (t, x) > ug(f, +
t, L¢x) is identical, in probability, to that of (¢, x) +— wé\' (t, +1t, Lgx) for some fixed

N sufficiently large. From the definition of wév , we have

P ul (1, x)

wl (. x) = < :
(L4 (1 — 200 (P, ul (11, x))?)!/2
where u! is the Wild expansion truncated at level N given by (3.5). Applying

Lemma 4.4, we see that the process (¢, x) +—> P,i S uév (t1, Lex) converges to

(t,x) = e'W(x) in Cioc(R x Rd) in distribution. Since furthermore ¢, > 1y, it
follows that the process (¢, x) > wév (t« +t, Lgx) converges in Cloc(R X Rd) in
distribution to the process

e'W(x)

R TS R

= (1, ¥(x)),

thus concluding the proof. O

‘We now turn to the proof of the second part of Theorem 1.1. This is trickier to formulate
due to the potential fattening of level sets already alluded to in Remark 1.2. In particular,
let us denote by (o, x) — v(f;0,x) € {—1,0, 1} the sign of the level set solution
to mean curvature flow associated to the initial interface { f = 0} in the sense of
Definition 5.5, with the difference that the initial condition is given at time o = 1
in the present scale. We will then write I for the random interface I' = {(o, x) €
[1,00) x R? : v(¥;0,x) =0} C R and Ty, = {x e RY : (0,x) € T}. In
addition, in order to define locally uniform convergence in the complement of I', let
us introduce for any § € (0, 1) the random sets

Ks={z=(0,x) e (l,00) xRY: |z] <67", 0 > 1+, d(z,T) > 5}
Kl ={xeR?: x| <67, dx, ') <8}. .1

Here d(p, X) is the usual point-to-set distance. Furthermore, we can define the (ran-
dom) norms

Ifllks = sup [f(o,x)]

(0,x)EKs
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and analogously for K 51 With these definitions at hand, the next result describes the
formation of the initial interface, which appears if we wait an additional time of order
loglog e~!. Hence we define, for x > 0:

ts(e) def te(¢) + k loglog gL 2.2)

Proposition 2.2 Consider any sequence of times {t(&)}sc(0,1) € (0, 00) such that for
some k > 0

t — Ie
liminf{r(e) = 1£(e)} 2 0, Timsup 1e) —neE _,
e—

e—0 Ts

Then there exists a coupling between uz and V such that for any 8§, ¢ € (0, 1)
lim P(lus(t(e), -Le) — sgn(W ()l g1 > &) =0.
e—0 3

Proof Up totaking subsequences, it suffices to prove the result in either of the following
two cases:

1 1
lim i(I)lf{l‘(é‘) —t2(e)} > 0, or lim sup{z(e) — 2 (¢)} < 0.
£—>

e—0

In the first case, the result is a consequence of Proposition 5.4 while in the second case
it follows from Lemma 5.3. In both cases the choice of the coupling is provided by
Lemma 5.2. O

In the case t(¢) = tJ (¢) for some « € (0, A—IL) one can also obtain the above result as
a consequence of Proposition 4.6. Finally, we show that if we wait for an additional
time of order Tg, the interface moves under mean curvature flow. This result is a
consequence of Proposition 5.6.

Theorem 2.3 Consider Uz (o, x) asin(1.6)foro > 1,x € RY. There exists a coupling
between u, and V such that for any §, ¢ € (0, 1)

lim P(|U:() = v(¥; Ik, > ¢) =0.

3 Wild expansion
The next two sections are devoted to tracking u, for times up to and around 7, (¢). In
order to complete this study we divide the interval [0, 7, (¢)] into different regions. Let

o € (o, 1) be fixed and define

n(e) L @—a)loge™,

e (d 1
t(e) def (5 — Ol) loge;"_1 — zloglogzs‘1 . 3.1
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The Allen—-Cahn equation with generic initial datum

We observe that for ¢ small one has

0« 11(e) K n2(e) K 1e(e).

The specific forms of these times are chosen such that in complement to the moment
estimates, the error terms in various estimates which appear below remain small when
& — 0. The constant —1/2 which appears in t>(g) can be replaced by any negative
number, and in spatial dimensions 3 or higher can be replaced by 0. The separation of
time scales is due to that fact that the linear and nonlinear terms in (1.2) have different
effects on the solution over each period.

During the time period [0, 71 (¢)], the Laplacian dominates and (1.2) can be treated
as a perturbed heat equation. One expects that a truncated Wild expansion u” (where
N is the level of the truncation) provides a good approximation for u, during this
initial time period, see Proposition 3.15 at the end of this section. During the time
period [#1 (¢), t2(¢)], the linear term increases the size of the solution from O(&?) for
any 0 < 0 < ‘71 — o to almost a size of order 1. During this period, the estimate
(3.27) in Proposition 3.15 does not reflect the actual size of the solution u,. However,
the leading order term X? in uY (which is the solution to the linearisation near 0
of (1.2)) at time #,(¢) is of order (loge™')~4/4. Hence the solution u, still remains
small, and we expect that the non-linear term ug in (1.2) is negligible: see Lemma 4.3.
Eventually one starts to see the classical dynamic of the Allen—Cahn equation during
[t2(e), t.(¢)], as explained in Proposition 4.6.

To establish the aforementioned results, we will frequently make use of the follow-
ing formulation of the maximum principle.

Lemma 3.1 Let (a, b) C Rbeafinite interval andlet G, R be measurable functions on
(a, b) x R? such that G is non-negative. Suppose that v is a function in C*([a, b] x RY)

satisfying
@ —A—1Dv=—-Gv+R on (a,b) x R

Then,

t
lv(t, x)| < Ptl_a|v|(a,-)+/ Pl |R|(s)ds ¥(t,x) € [a,b] x R%.
a

3.1 Moment estimates
Let 73 be the set of rooted ternary ordered trees defined inductively by postulating
that ¢ € 73 and, for any t; € 73, one has t = [11, T2, 73] € 73. In general, for a

finite collection of trees 71, ..., 7, we denote by T = [11, ..., 7,,] the tree obtained
by connecting the roots of the 7; with a new node, which in turn becomes the root of

the tree t:
T T
[T17"'5T}’l]= V.
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These trees are ordered in the sense that [t, 12, T3] # [71, T3, T2] unless ) = 73, and
similarly for all other permutations. For example we distinguish the following two
trees:

N2

For T € 73, we write i (t) for the number of inner nodes of [t] (i.e. nodes which are
not leaves, but including the root) and £(7) be the number of leaves of [7]. Then £ and
i are related by

£(t) =2i(r) + 1. (3.2)
For each positive integer n, m,, = (2n — 1)!! is the number of pairings of 2n objects
so that each object is paired with exactly one other object. For t = [t1, 12, 13] € 73,

we define X inductively by solving

9 XZ = (A+DXZ, X200, =n:0), (3.3)
HXI=(A+ DX, - XIXPXP, XZ(0,)=0. (3.4)

For N > 1, we write T3N C 75 for the trees with i () < N and we define

ud €3 X1 (3.5)

IET3N

which is a truncated Wild expansion of u,. Then uév satisfies the following equation

@ — A= Dul = =@y +RY . ul0.) =u:0,), (3.6)
where
RN = > XUX2XD, (3.7)
71,0,3e5Y 1,0, 51¢ LY
Indeed, using (3.4) and (3.3), we have
B — A= Duy =~ > XIX2XD

t=[1,12,13]€ TSV \{o}

3
=—( X xI) +RY =—@ +RY.

re’]}N

Let us now introduce some graphical notations to represent conveniently X} and the
integrals that will be associated to them. In what follows the negative heat kernel
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The Allen—-Cahn equation with generic initial datum

—P'(t — s, x — y) (here the negative sign appears to keep track of the sign of the
polynomial term in (3.4)) will be represented by a directed edge

(s, y)

—KA((t, x), (5, ) = —P'(t —5,x — y) =/
(,x)

Each endpoint of an edge represents a space-time variable and the kernel is evaluated
at their difference. Three different nodes o, » and e can be attached to an end of an
edge, which represent respectively a fixed space-time variable, integration with respect
to Lebesgue measure ds dy, and integration with respect to the (random) measure
—38(s)ne(y) ds dy. Here, § is the Dirac mass at O and the minus sign is again just a
matter of convention. For example, we have

l(, - fRd Pt x — y)me(y) dy = X2(t. %),

as well as XSw = W.

Since all the edges follow the natural direction toward the root, we may drop the

arrows altogether and just write X7 = { and XSW = ‘E’ For a general tree t € 73,
X} is represented by the tree [7] with its root coloured red and leaves coloured green.

Given a tree T € 73, we would like to estimate the moment E[X] (¢, x)]?. The
contracting kernel (see (1.1))

KA((s, y), G, ) = e9728()3(5) / 9 (295() dz, (3.8)
R

which appears when one contracts two noise nodes (i.e. two green nodes), is repre-
sented as a green edge. Note that since these kernels are symmetric, green edges are
naturally undirected. Moreover, since we are only interested in upper bound and up to
replacing ¢f with |¢?|, we may assume that

@°(x) >0, VxeR

Then for each ¢, we define the positive kernel
pi(x) = /d pi(x = y)ey0)dy,  pi(x) = ——
R
From Young’s inequality, we see that

2.4
||P18||L2(Rd) =< (||Pt||L2(Rd)||§9.€||L1(Rd)) A (||Pt||L1(Rd)||‘P.8||L2(Rd)) <c(ve) 4,
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for some constant ¢ > 0. Another elementary observation is the bound

d—2
(t1, x1) f\o (t2, x2) = et /Rd PGt = 2)p (0 —2) dz

< (ce? 2 v e) T ve) T (3.9)

Here we did not use any green nodes because the distinction between green and black
nodes is captured by the difference between the kernels K~ and KA, and as per
assumption every black node indicates integration over both space and time variables.
L . 2 . .
We begin with an estimate for El (7, x). The second moment is obtained by con-
tracting two leaves,

E (1, x)] = Q < (ce'e? 21 v ed) 5.

(t, x)

For a general tree 7, the second moment E| X (¢, x)|2 is obtained by summing over
all pairwise contractions between the leaves of [z, T], where 7 is an identical copy of
the tree 7. For instance,

B = 6@ + 9@. (3.10)

Let us take a closer look at each term. In particular, we can extend our graphical
notation in order to obtain efficient estimates for such trees.

More tree spaces. First, we observe that each of the graphs above comes with a
specific structure: it consists of a tree with an even number of leaves, together with a
pairing among the leaves. In addition the root is coloured red and every node that is
not a leaf is the root of up to three planted trees in [73]. This suggest the introduction
of the following space of paired forests F (later on it will be convenient to work with
forests and not only trees).

Let 7 be the set of all finite rooted trees and for {t; }{.‘:1 C 7T define £(t1U- - -UT}) =
£(t1) + - - - £(7) the total number of leaves of a forest. Then define F as

]-":{(rll_ln-l_ltk,y): keN, 1,€T,

with £(z; U---U7) € 2N and y € Pg(t],...,tk)}.

where Py is the set of possible pairings among the union of all the leaves of the trees
Tly ooy Tk

We naturally think of elements of F as coloured graphs G = (V, &), with the
pairing y giving rise to green edges. Observe that the forest structure of 77 LI - - - Ll 7%
induces a partial order on the set V of all vertices by defining v > v’ if v’ # v lies on
the unique (directed) path joining v to its relative root. As we mentioned, we will be
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The Allen—-Cahn equation with generic initial datum

especially interested in elements of F where each tree t; is an element of [73], with
the twist that up to two such trees can be planted on the same root:

Each t; consists of eitherlor 2 trees in [73] glued at their roots. (3.1
We then set

F3 = [(n U---UTtg, y) € F such that (3.11) holds true}.

Finally, we want to introduce a colouring for G € F. We already mentioned that y is
represented by green edges among the leaves and that all the roots are coloured red,
but we will also introduce yellow vertices.

Colourings. To simplify the upcoming constructions, let us now write c(e) € {~, ~}
and c(v) € {e, o, ¢} for the colour of edges and vertices of some graph G € F and let
K. denote the kernel associated to each edge colour. As we will see later on, colours
will appear only in certain locations and will be valuated in specific ways. To clarify
these points we compile the following tables for the nodes

Colour Where? Valuation

) Roots Suprema over spatial variables

o Inner nodes of paths Disappear under spatial integration
° Leaves or untouched inner nodes Integrate

and define kernels

1 .
K= (3.8). Kn((t. 2). (5. 7)) = {P t—s,x—y), ift>s,
0 else.

Now, if G = (V, £), we write V. for the set of vertices of colour c. Given zy € (RdJrl )V
and A C V, we write 74 € (Rt1)4 for the corresponding projection, as well as
14 € R* and x4 € (RY)A for its temporal and spatial components. In the particular
case when A = V. for some colour ¢ we will sometimes simply write z. instead of
zy,. Finally, given an oriented edge e € £, we write e = (e_, e4).

Structure of the estimates. With these notations at hand, for any subgraph G’ =
WV',E) CGeF,weset

Kg’(Z) = 1_[ I(c(e)(ZeJr — Ze_)s ze€ (Rd+1)V/~

eck’

We can then evaluate the graph at its red roots by
0o = [ Ko dir,
(Rd+l )I
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where Z = V' \ V. Now, the crux of our bounds is to pick certain spatial variables and
use estimates of the following two kinds, for some F, G > 0

t t
/ / F(x,s)G(x,s) dx ds 5/ sup F(x,s)/ G(x,s) dx ds, (3.12)
0 JR4 0 x R?

sup F(x)G(x) < (sup F(x))(sup G(x)). (3.13)

xeR4
Inoursetting F', G will be two components of K g, linked to two subgraphs G M g? c

G, which, appropriately glued together, form G.
Glueing. In pictures, we describe such a glueing as follows:

C WL Dot v an

When glueing red nodes onto yellow nodes we will be in a setting in which we
use (3.12). As the notation suggests, we also glue red nodes together, and in this case
we will use the estimate (3.13). Glueing red nodes is necessary, say in our running
example, to decompose

T r-r o1us s

The glueing procedure we just informally suggested is formalised like this.

Definition 3.2 Let GV, G@ e Fand consider AV < VP UVEP, A® < VP Given
a bijection ae: AV — A we define

G=0.8=6" u g? =GPV ug?)/se,
(X )

the latter being the equivalence relation generated by v ~ s»(v) forall v € AD In
this way we also obtain two emebddings ¢V, ¢ with ¢ : GO — g |} g@,
oo

which we can combine to a map (which is no longer injective)

e: gD LG® - g | g®.
e

Finally, the colour assigned to an identified node v € V), i.e. some v belonging to
eAD, is

cw)=e ifveeV), @) =e ifveeVV. (3.15)
Here and in what follows we write e A short for ¢(A). In general, via this procedure

the new graph G may not belong to the space of forests F. We therefore introduce the
following notion of compatibility between the colours and the structure of F.
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The Allen—-Cahn equation with generic initial datum

Definition 3.3 A graph G € F has compatible colouring if for any v € V

clv) =e & v is aroot,

c(v) =o = v is neither a leaf nor a root, i.e. an inner node.

Remark 3.4 Note that the rooted forest structure of G is uniquely determined by its
colouring of edges (black or green) and vertices (black, red, or yellow).

From here on we always work with compatible graphs. In particular, we have the
following result.

Lemma 3.5 Given compatible graphs G 6D ¢ F and we as in Definition 3.2,

G U G is a compatible element of F, with the same pairing as GV L G®.
e

Proof Since V£2> consists of roots and since these are always glued onto either roots
or inner nodes by Definition 3.3, G My g again has a natural forest structure. The
e

rule (3.15) furthermore guarantees that the compatibility property is preserved. (Note
also that no new yellow nodes are created.) O

Valuation. Now we define a valuation |G| of a compatible graph G € F as follows:

e Consider the kernel Kg defined by the edges of G and integrate it over all the black
variables (i.e. variables associated to black vertices), with all remaining variables
fixed.

e Second, integrate over all the spatial components of the yellow variables.

e Third, take the supremum over the temporal components of the yellow variables.

e Finally, take the supremum over the spatial components of red variables.

Clearly, the result of such a valuation will depend only on the red temporal variables
|G| = |G|(te). In formulae

1G1(te) = sup / Ko(2) dze dro.

X@,10

Remark 3.6 This definition is consistent with our evaluation of the graph at a given
point in the sense that G(ze) < |G|(%e) if all nodes of G apart from the red roots are
coloured black.

Now, our aim will be to combine the valuation with the glueing of two graphs and
obtain an estimate of the sort |GV L G@| < |GD|-|GP)|. Of course, in this form the
oe

estimate cannot be true, since the right-hand side has more free (red) variables than
the left-hand side; these additional free variables will be integrated over. In addition,
in order to obtain a useful bound we have to also take care of the time supremum over
to: here it will be natural to assume that all yellow nodes are covered by the glueing
procedure, and we call such a glueing onto. We capture this in the following notation.
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Definition 3.7 Consider two compatible graphs GV, G® e F and A C Vél) U
VP, A® c @), together with a bijection s: A® — AMD If

then we say that o/ defines an onfo glueing of G @ onto GV, In particular, for G =
¢ U G® = (v, ) it holds that Vo = @.
L

Now the key result for our bounds is the following lemma. Here we introduce the
temporal integration bound t = max, ¢y, tv-

Lemma 3.8 Consider two compatible M 6@ e F and an onto glueing o®. Then
forG =G0 U G we have
e

(1) X (2
ImmO§WIQWOA;M9WImW0%%»

Remark 3.9 We observe that the temporal variables on which the valuation depends
are inherited from the glued graph G, thus determining a pairing among variables of

GM and G@. This is captured by the map e. We note in particular that eVél) - eVﬁz)

since the glueing is onto, as well as eVﬁl) C Ve. In fact, we can write ¢ £2) as the

disjoint union
eV.(z) = (eVél) N eVﬁz)) LI (V. N eVﬁZ)) .

Remark 3.10 A special case is given by Vél) = V(()z) = ¢ in which case one has
Vo =V5" uV¥ and 1G] < 1G] - 1g@)].

Proof Since by assumption o is onto, we have Vo = ¢ and thus

wmu=w/@@&w

XV.
Note first that we can write

e = Vs L eV eV,

by the assumptions on the colouring of G, G@ (in particular, recall that eVS" € Ve
because we colour nodes black after glueing). As a consequence, we have

/KQ(Z) dZV. = / </ Kg(l)(Z) dZeV:U) . (/ Kg(2)(z) dZer)) dZeVg),
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where we used that eVﬁl) and eV?) do not intersect. It then follows from (3.12) that

/Kg(z) dzy,

:/ v“)/ o) (ng(l)(Z) dzeV‘”) . (/Kg(z)(z) dZEV‘2)> dxevg) dtev(ol)
R¢Yo (R%*¥o
< /RWC(DI) (ngu)(z) dz .y deré”) : < sup /Kga)(Z) dzevf)) dtyo -

X v
eVo

Next, observe that eVél) - eVﬁz), and that from the definition of the kernel the
time variables are ordered so that ¢, € [0, t] for any v € V. In particular the previous
estimate is bounded by

/ Kg(2) dzy,
< K d dx -| su K d dr
_/[o,t]“’g) (/ g (@) dz evg)) (x g)/ g (2) Zer)) ey
Vg
ey (@)
=19 KttV‘l))/[o,t]“’g) G0t p@) dE ey
as required. O

Running example. Finally, we can use Lemma 3.8 to conclude the estimates for
(3.10). It is important to remark that in all cases of our interest the supremum over
tvél) in the valuation of G\ will be superfluous, by an application of the semigroup
property. This can be swiftly seen by proceeding in the calculation for our running
example. Since no confusion can occur, we now write ¢ instead of t, observing that
the latter does indeed coincide in our case of interest with the temporal variable of the

only red node present in the original graph. By (3.14) and Lemma 3.8, we obtain

T V< L > <r)-/{0ﬂz

Regarding the first factor, it follows from the semigroup property and the fact that we
integrate over all yellow spatial variables that

ST

T 7

(to) dte.

) <2 ave)t Ye),  (3.16)
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for some ¢ > 0. Hence, using Remark 3.10, we have

‘@ T Y- ‘ﬁ‘ (1) dio

< s.(1) S¢ (t.,l)ss (IO,Z) dte
[0,1]2

t 2
< (t Ve S(celet )0 (/ (s Ve s ds> © B).
0

< 5:(0)
[0,1]?

The second graph on the right-hand side of (3.10) can be bounded by B, (¢) in an anal-
ogous way. We recall that every smaller tree is evaluated at the temporal variable it has
inherited from the original large tree (so the last two trees have the same contribution,
but they are evaluated at different time variables). We omit writing the dependence on
such variables for convenience. We conclude that

B (1, x) < 15B,(1). 3.17)

Here, the number 15 = 6 + 9 is the total number of ways of pairing 6 green nodes. In
addition, we observe that B, (¢) can be rewritten, by a change of variables, as

-2 14

te
Bo(t) = (tv 82)‘”2’(cefg‘z’—“)2<cefgl—“<f sv1)~2 ds)2> :
0

where 4 = 2(£(t) — 1), for the trees T that we took under consideration. We now claim
that an analogous bound holds for every tree t. More precisely, we have the following
result.

Proposition 3.11 For every T in T3 and q € [2, 00),

(o)—1
1XZ2 (0 o) S (v e~ Feled ™ (e'e! =Ty R e ™)) (3.18)

and

()1
IVXT (1, x) ey < (v ed) § 2eles ™ (e'g‘*arj,ﬁ(refz)) , (3.19)

where for eacha > 0, [',(t) = fé(s v 1)™% ds.
Remark 3.12 We observe that for ¢ > 2 we have

log (te™%) ifd =2,

1<Tyte?) <1+
=Tyte ) = {(1—%)—1 ifd > 2,

which leads to the time scale #(¢) (in particular to the constraint & < 1), since the
estimates in Proposition 3.11 improve as £(t) increases only for times ¢ < #1(¢).
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Proof By hypercontractivity, it suffices to show (3.18) forg = 2 since each X7 belongs
to a finite Wiener chaos. Let T be a tree in 73 and T be an identical copy of t. Let y
be a way of pairing the leaves of [z, T] such that each leaf is paired with exactly one
other leaf. The coloured graph [z, 7], is obtained by connecting the leaves of [z, 7]
with green edges according to the pairing rule y and connecting the two roots to a red
node, so that

EIX (1,0 =) [r,7l,(ze) < ) 1, Tl (t6).
14 Y

As usual, the value associated to the single red node is fixed to (¢, x) and since no
confusion can occur we write ¢ instead of fe. Hence, the estimate (3.18) for g = 2 is
obtained once we show that for any pairing rule y,

d d ! d (-1
[z, T1y1(r) < (t v &%) 72 (ce'e27%) 2 (/ (sved) 2z ds> . (3.20)
0

where | - | is the valuation introduced above. Let us write G = (V, ) € F for the
compatible tree [7, T],, .

To prove (3.20) we introduce an algorithm that allows us to iterate the type of
bounds we described previously. We start by constructing a succession { p,-}lN: 61 of
self-avoiding paths p; = (V,;, &£p,) € (V, €) that cover the entire tree G.

By self-avoiding path we mean a path with endpoints p_, p4 € V (with possibly
p— = p4) such that all points, apart from possibly p_, p+ appear exactly once in an
edge (in particular, all edges are distinct). In addition we ask that the endpoints are
minimal points with respect to the ordering inherited by the forest structure of G.

The paths {p; }lN: 61 will cover the entire tree G in the sense that we will iteratively
define compatible graphs G& € F; fori € {0, ..., N} by onto glueings, satisfying

¢M =9 ¢V =piyug? ¢%¥=g
e

In particular it is useful to note that we obtain the following chain of embeddings

gV 2L gD N Sy g 0y O
Sl R N N
PN-1 pi pi po

where each ¢; is the map of Definition 3.2. Thus we obtain an overall map
e:pol---Upy-1— G, (3.21)
defined by composing ¢ = ¢p o --- o ¢; on p;. The way the paths p; are chosen is

described by the following procedure, starting from the graph G(© = G introduced
above.
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1. Construction of the path. Assume that for some i € N U {0} we are given a

compatible graph G& = (VD £D) ¢ F3, with c(v) € {o, o} for all v € V@
(note that this is the case for GO since we have one red root and no node is
coloured yellow). We define p; by choosing as a starting point any v € V) such
that c(v) = e, namely any root of Ggw,
By assumption, since G®) is an element of F3, we can follow a path up through
any one of the two maximal trees rooted at v and let us call the sub-tree we choose
7(v). Then, because of oddity, we can choose to arrive at a leaf such that the pairing
y leads to another leaf, belonging to some T(v) # 7 (v). We then continue the path
by descending the maximal subtree this leaf belongs to, until we reach its red root
(this may be again v, since v can be the root of up to two trees). We colour all
the nodes of p; yellow, apart from its endpoints and leaves, which are left red and
black respectively.

2. Removal. We then define the compatible graph GU+D = (VD £O\g ) e F
with the colourings inherited by G®). Here VU *1 is obtained from V") by removing
all singletons (meaning the two leafs connected by the only green edge p; has
crossed and possibly the endpoints of p;, if any of them was the root of just one
tree, or p; was a cycle). We finally colour c(v) = e for v € Vit n Vp;- In
particular (3.11) still holds true for G¢*1 | so that GY+D lies in F3. Moreover, we
obtain that G is the onto glueing of G+ onto p;

G» =p;i u gy,
sge

with the map o® defined by inverting the removal we just described.

3. Conclusion. We can now repeat steps 1 and 2 for N times until GV = ¢ (if
not, there must still be a red root available and we can still follow the previous
algorithm). Since at every step we are removing exactly one green edge, we see
that this algorithm terminates in N = £(t) steps.

We are left with a collection of N paths { p[}f(zfg ~! such that

1. & is the disjoint union & = |_|f(:1)_1 Ep;-
2. Every v € V which is not a leaf appears in exactly thee paths, twice as a root

(coloured red) and once as an inner node (coloured yellow). Instead, every leaf
appears in exactly one path, coloured black.

We observe that by the semigroup property, every path p; yields a contribution

mMmE{ﬁA%Q%WL)HM##mﬁ (3.22)

Se(tp;) if p; + = pi,— = pi,

where s, is defined in (3.16). To conclude, we may now use Lemma 3.8 to obtain

1
G(t. x) < 50(1) /[OJ]%O 1901t 00 drev, o
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where the map e is defined in (3.21). And similarly, fori € {1,..., N — 1}, using the
definition of the map ¢, we find

@ . . (+D )
G 1 p0) = 1Pil ey, o) /[o,t]e"pi»o IGT1 i) dley, o

so that overall

£(r)—1

0.5 <50 [ T Ipie, o) drr
0.7 l

where 7 = ufv: 61 eVp; .0 C Vis the set of inner nodes that are not leaves, in view of the
considerations above. Since in addition by our observations every node in Z appears
exactly twice as a root of some path (either a cycle or two different paths), by (3.22)
we finally obtain

t IZ|
G, x) < Ha(t)/ _Se(tp) di < 5a(t)(f 5¢(s) dS>
(0,117 0

d d ! d tm-1
<@V 82)_2(cet82_"‘)2ar)</ (sved) 2z ds) ,
0

which is (3.20). Here we have used that |Z| = 2i(t) since we have two copies of the
same tree, and 2i(t) = £(t) — 1.
As for (3.19), we can follow the same argument as above, to write:

E|VXI(t.x)| =) [V1. VT, (. x),

where V7 indicates the same convolution integral associated to the tree t as above,
only with the kernel —e’V p;(x) used in the edge connecting to the root. Graphically,
if T is built starting from the trees t, 12, T3 we have

T] T2 173 1 T2 13
T = Y , Vtr = . ,

where the dotted line indicates convolution against the kernel —e’V p; (x). In particu-
lar, we can decompose the graph [Vt, VT], into the same set of paths {p; }lN: 61 as for
[z, T1,. The only difference is that now the path py contains two dotted lines com-
ing into the root: all other paths remain unchanged. By the semigroup property the
contribution of the path pg is the same as that of

®
(t,x
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Hence, using the bound (for some ¢ > 0)

IVPil2way < (IVPell 2wy 1951 1 way) A U1Pell i @y IV 9F Nl 12 R ))

<c(tver) 172
we find that the contribution of pg is bounded from above by
(ce?™)2eX (1 v e?) 171,
which together with the previous calculations yields (3.19). O

We can extend the previous result to longer timescales as follows.

Proposition 3.13 For every g € [2,00), T in T3 and every t > t((¢), the following
estimates hold true

_d 12, —2.\{O1
I XE(, 0llag S (Ve Felet™ (el T Sme™)
(3.23)

1 d_ 12 _ £(r)—1
IVPL, XE@ D)l S (v e ™8 0eed ™ (el orRme )
(3.24)

Proof By hypercontractivity it suffices to prove the result for g = 2. We can change the
graphical notation we introduced previously by adding blue inner nodes « associated
to atime #; > O to indicate integration against the measure —d;, (s) ds dy: once more,
the minus sign is a matter of convention. It is natural though since our lines represent
integration against — P! as a consequence of the minus sign appearing in (3.4). With
this notation we have

71 72 13

. !
Ptl t|X5(t17x)= I’l, Ptl th;(t],X)Z \4/ s

° 1
(t,x)
(,x)

for t = [11, 12, 13]. For convenience we denote by Ptl_,l 74, the trees obtained in this
manner. Now we can follow the proof of Proposition 3.11 to write

E[PL, Xt 0 =Y [P, . PL, Tyl (),
Y

where 7 is an identical copy of 7. The possible paring rules y for the tree P, 0T
(with an identical copy of itself) are the same as for the tree t (since we only added
a node to the edge entering the root), and also the set of paths {p; }lN: 61 in which the
tree is decomposed remains unchanged, up to adding the two nodes corresponding to
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11 to the path pg. By the semigroup property, the contribution of the path pg is then
given by

d d
(ce'e279)2(tve?)2,

while the contribution of all other paths remains unchanged, with the additional con-
straint that all temporal variables (apart from the red root) are constrained to the interval
[0, 1]

Hence, following the calculations of the proof of Proposition 3.11 we can bound

. Y 2i(7)
[Pl 7, P, Tl < (ce'e2 )2t ve?) ™2 ( f 56 (5) ds)
0
()1
ST v eI (e R e D)
This completes the proof of (3.23). For (3.24) one can follow the same arguments in

combination with the estimates in the proof of Proposition 3.11. O

Next we can compare the Wild expansion and the original solution via a comparison
principle.

Lemma3.14 Foreverye € (0,1), N > 1 and (t,x) € R}y % Rd, let uév and RV be
as in (3.6), (3.7). Then
lue —ul|(t, x) < P! % |RY|(2, x). (3.25)

Proof From (1.2) and (3.6), it follows that the remainder v, = u, — uév satisfies the
following equation

@ — A —1ve = — (uf +3u v + 3(u£’)2) ve — RV, 0:(0,) = 0. (3.26)

The estimate (3.25) is a direct consequence of Lemma 3.1 and the fact that vg +
3uév Ve + 3(14?’)2 is non-negative. O

Eventually, if we combine all the results we have obtained so far, we obtain an estimate

on the distance of the Wild expansion from the original solution until times of order

(1 —a)loge™!.

Proposition 3.15 Foreveryt < (1 —a)loge™', g € [2,00) and N € N

_ w32, 2\ V-l
e (£, x) — ul (2, )|l Lo () S 2% (e’el “rdjz(te 2)) (3.27)

~

and
_d d_o N/2 _
e (2, ) Loy S (¢ vV e~ 5e'e 2T P (1e72)

N—1
N (e’sl_a I‘jﬁ(z‘s‘%) . (3.28)
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In addition, for every ¢ > 1, uniformly over t;(g) <t < cloge™!

1P oytte (1 (e) Doy S 1 4eled e (3.29)

Proof From the definition of R?’ and the moment estimate in Proposition 3.11, we see
that for every g > 2,

’

_ad d_ 12 () +L(r2)+E(T3) -3
IRY (@ 0loey S (v e (ele T Y (e Ty ue™))

where the sum is taken over all trees 71, 12, 73 in 7'3N such that t = [11, 12, 3] ¢ 7}N .

Since £(t) = £(11) + £(12) + £(13) € [N +2,3N] and ¢ satisfies e’e!~® < 1, each
3

term in the above sum is at most (e’¢!~¢)N—1 LCap (te=2)2N=D This yields

_nd d_ _ _ . 3N—
IRYN (1, )Ly S (1 v e?) 35 (e 273 e ")V Ty n(te™2) 2 V=D |

which, when combined with Lemma 3.14 gives
et 2) — ul (1, D)o@ S @62~ e Ty HN ! / (sveh) ¥

To derive (3.27), we observe that fOt (s Vv 82)_¥ ds < 82_% for d > 2. The estimate
(3.28) is a direct consequence of (3.27) and Proposition 3.11.
Let us now show (3.29). By the triangle inequality, we have

||P,1_tlu,s(t1)||m(sz) < P,I_,I e — u)(E) ey + I|1P —nUe Nl
The first term is estimated using (3.27),

3/2 _
t " (e — ul )(tl)”L‘I(SZ)(x) < ot~ g2 30 3t1(et181 aFd?Z(t 2 )N L

Writing the second termas ) __ T P, 1, Xz (11, x) and applying Proposition 3.13, we
obtain

1 2 d
1Pt ) e S (v e Telet ™,

In the previous estimate, we have used the fact that elgl—@ Féliﬁ(tle’z) < 1 for
sufficiently small ¢. Combining these estimates yields

_ N-—1
2—2a 1— 3/2 -2
1P, et y)llg S 1 Fele?7% 4 o> 2 “(s Aryane ))

for every t > #1. By choosing N sufficiently large, the previous inequality implies
(3.29). O
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4 Front formation
4.1 Tightness criteria

In this subsection we recall a tightness criterion that is useful in the upcoming discus-
sion. Observe that a subset F of Cloc(R?) is compact if and only if for every compact
set K C R?, the projection Fx of F onto C(K) is compact. In particular the following
is a consequence of the Arzela—Ascoli theorem and of the Morrey—Sobolev inequality.

Lemma 4.1 Let {X,}cc(0,1) be a family of stochastic processes with sample paths in
Cloc(R?). Suppose that for every integer n > 1, there exists ¢ > d such that

sup sup E[|X:(2)|? + VX, (2)|7] < oo. 4.1

€ |z|<n

Then the family of the laws of X, on Cioe(RY) is tight. In addition, if for every n > 1,
there exists a ¢ > d such that

lim sup sup E[|X,:(2)|? + |VX,(2)|?] = 0,
el0  |z|l=n
then X, converges to 0 in probability with respect to the topology of Cioc(R?).
In particular, we deduce the following criterion.

Lemma 4.2 Let {g:}cc(0,1) be a family of random fields on RY. Let t(¢) and L(¢) be
positive numbers such that lim,_, o t(¢) = 0o. Assume that there existsa q > d + 1
such that

L)\ e
sup (1 + )e sup [[8e(¥)llLa (@) < 0o.
e NAG) el ©

Then the family {Pll(s)ﬂgg(L(e)x) :(t,x) e Rx Rd}g is tight on Cjpe (R X Rd). In
addition, if

Jim sup (1 + ﬁ) ¢© sup flge(lzocey = 0.
=0 Vi(e) yeR?

then {Pt1(£)+tg5(L(s)x) : (t,x) € R x Rd} converges in probability to 0 in
Cioc(R x RY).
Proof This is a consequence of the following estimates:
1P, 4 8o (LX) < €O sup g (1)l
)7

VP, 8 (L))l S L(e)(t(e) + 1)~ 2" O sup lge (»)lg .
)
y

19 Pley 1 8e (L@)D)lg S (1+ (t(&) + )7 e O sup g ()l -
y
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in conjunction with Lemma 4.1. O

4.2 Weak convergence

Now recall £, (¢) from (3.1) and define

1
t(e )dif(——a)loge ! (K—l-z)loglogs_].

Then we can use the tightness criteria above to describe the behaviour of u, up to
times of order #5 (¢).

Lemma4.3 Forevery N > d/(2 —2a) — 1 and every k > 0 the process
(1,2) 2 (Pl pras o 1605 @), ) = Pl o (16), ) (L),
converges to 0 in probability on Cipe(R x R?).
Proof For each ¢ > t1, we define
SNt x) =ue(t,x) — P ul (11, x).

Since h.(t, x) d;ct , A N (11, x) solves (3; — A — 1)h = 0 with initial condition (at

time t1) h(t, x) = u?](n , X), the difference Sév = u, — h, satisfies
@ —A—1)sV =— ((S;V)2 + 35N )he + 3h§) SV — 3 for t>1

with initial condition SY (t1, x) = u, (t1, x) —ul (#1, x). An application of Lemma 3.1
gives

|SN(I2’X)| </ / p["_g(x }’)|P; 1 Ug (tl }’)|3 dy dY+ t _tl|Mg—M£]|(f],x).

Let g > d + 1 be fixed. Applying Proposition 3.15, we have

153
sup SN (15, )l 5/
y

« d d 3 « _ _ N—1
eh2™s (ess_Zgi_“) ds + ef2 Thg2—3a (sl_“l"%%(tls_z))
1

and hence

3
d _d
e sup ISV (15, Yy S e (e‘z“sz o ) (5 — 1)
y

K = N-1
+et*_t182—306< 1— aF;;%(l‘lé‘_z))
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From the definitions it is evident that
3 d
K Kk d _d —53 kK
el h <elz e27%, 4) (ty — 1) S (log8_1> .

We observe that at this point we used that 7, (¢) contains an additional negative term
—% logloge™!, at least in dimension d = 2, to obtain an upper bound that vanishes
as ¢ — 0. As for the second term, we have

p _ _ N-1 - d - _
ols —11 230 (81—aF2§§(t]8—2)) < s(I—DW+D—9 (k)gg—l) K FS;IZV 1)/2(“8—2),

which also vanishes as ¢ — 0 by our choice of N. It follows that

L K K
lim sup (1 + ;—> e~ sup | SN (15, y)lly = 0.
y

K
e—0

* 2

Applying the second part of Lemma 4.2, the above estimates imply that the process

(t,x) > P _IKHSéV (13 , L¢x) converges to 0 in probability in Cjoc (R X Rd). O
* I

Next, we observe that the truncated Wild expansion converges to the Bargmann—Fock

field around time z,(¢).

Lemma 4.4 Foreveryk >0, as ¢ — 0, we have:

(1) The process {e_’(l"gl‘)g‘fl Ptik_tl_‘_tX;(tl, Lex) : (t,x) € R x RY} converges in

law in Cipe(R x R?) 10 {e' W (x) : (¢, x) € R x RY} with ¥ as in (1.3).
(ii) For each t € T3 \ {e}, the process {e™* 1°g10g871P1£_11+tX§(t1, Lex) : (t,x) €

R x R?} converges in probability to 0 in Cjpe(R x R?).

Proof We first show that the family (e~ %02~ Pl XT (1), Lex) : (t.x) € R

Rd}g is tight in Cloc (R X Rd) for every t € 73. Hence, let us fix ¢ > d + 1. From
Proposition 3.15, we have

1 d_ d
etf -1 +te—f(loglogs sup ”X;' (t1, )|l e 5 el tieh atl q
y

=0(1) as ¢]0.
In addition, we observe that

L
—= _=0O() as €0,
th—1

*

so that an application of Lemma 4.2 implies tightness for the sequence.
Let us now prove the first point. By construction, the process

- = - -
(t,x) > e ¥loglogepl o Xo(t), Lex) = e <1818 X2 (¢8 41, L)
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is a centered Gaussian random field with covariance

E[efk loglogsfl X;(lf +t, Lgx)efl( loglogsfl X;(tf +t, Lé‘y)]

2% 21, d—2
=e"e e T ple x pre (Le(x — ¥)).

Now, it is straightforward to verify that
d d -
lim (£€) 22 ed 2% = (— - Ot) e
e—0

with ¢ as in (1.4) and

) d _d Ix — y|?
glgi})(ff)zprz*Pff+t(Le(x—y))=(87T) ZeXP(— Sy )

so that (i) is verified.
As for the second point, let T € 73 \ {e} and ¢ be fixed such that ¢ > d + 1. From
Proposition 3.13, we have

K_4 -1 =12 _ £(r)—1
et* lle K loglog & sup ||X; (tls y)”q g (81 Dtl—*djz(tlg 2)) )
y

Since ¢ < 1 and ¢(t) > 1, the right-hand side above vanishes as ¢ — 0. By
Lemma 4.2, this implies (ii). O

Remark 4.5 1t is possible to show that the process {PE_IH_,ug(tl, Lc.x) @ (t,x) €
R x R%) converges in law to {e' W (x) : (f, x) € R x R4} in Cioc (R x RY). However,
this fact is not needed in what follows, so its proof is omitted.

In the upcoming result we will work with the flow ®(z, u) given by

eu

(1+ (2 — u2)/*’

D(t,u) = teR, ucR, 4.2)

which solves (1.5) with initial condition ®(0, u) = u (the feature that distinguishes
@ from & is the initial condition). With this definition we have for ¢t > 0

39,0t u) = ' (1 + 1> —1))"2
3350, u) eX—1

3 5(1‘ 0 = Mm and |836(l‘, u)| 5 €2t . “4.3)
u )
To obtain the last bound we observe that
|825(t w)| = 3lule’ (¥ —1)
u ’ °

(42 -1))3
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The Allen-Cahn equation with generic initial datum

Then for |u| < e~ we have [32®(t, u)| < e* — 1 < e, since in the denominator
1 4 u?(* — 1) > 1. Instead for |u| > e~ the leading term in the denominator is
u?e? | so we find

te,2t t(,2t _ 3t
P, w) = L =D Sulel @ - ) S%e_Sez,.
(1 + u2(62’ _ 1))7 MSeSt |u| eSt

Next, let us define for every ¢ > 15
w1 x) = Bt — 15, Py Py (11, %))
- cb(t - t2, 67(1 tz)Ptl_[lug (tlv-x)) .
When « = 0, we simply write wév for wév 0. Now we can prove the main result of

this section, which states that wév ¥ is a good approximation of u, in a time window
of order one about time #; (¢), and at spatial scales of order L,.

Proposition 4.6 For every k € [0, %), the process
(1, %) = Jue (5 (&) + 1, xLe) — w1 (e) + 1, x L),

converges to 0 in probability in Cjoe(R x RY) as e — 0.

Proof From its definition, we see that wév * satisfies for 1 > 15 (¢)
@ — A= Dwl* =~ + [N wl ) = Py ul (1.0,
where
@ = =038 (1= 5, DR ul 0,0) DAL (1, 0.

It follows that the difference v = wl-*

— ug satisfies the equation
B — A = DY = —(MN)? +3u v +3u2)Y + N Ve sk

with initial condition at ¢5 given by vN 5, = t'( _y uN e (t1, ) —ug(t5, -). Applying
Lemma 3.1, we see that

N, 1
e —we 12, %) < Pl P & _ud () — e (5, )| (x)

t
+/f PG = 1N G, ] dy ds
s JRY

for every (¢, x) € [t5, 00) X RY. By Lemma 4.3, the process
(t,2) > (Ply g 1P u™ (01,) = e (15, )[) (Lex)
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converges to 0 in probability in Cloc(R x R?). We also note that in view of (4.3),
|f8 t,x)| SIVP, —t Ue N, x)|2 Hence it remains to show that the process

H&‘(t -x) / / p[ +1— S(L&‘x )’)|V —1 g (lla )’)| dy ds

converges to 0 in probability in Cjoc(R x R?).

For every z1 = (o1, x1), 21 = (02, x2) in R X R?, define the distance d(z1,z2) =
lop — O'2|% + |z1 — z2|. Let K be a compact set in R and q = d + 2. It suffices to
show that

hm supE|H(2)|? + E dzy dzp = 0. 4.4)

zekK

/ |He(z1) — He(22)|7
KxK

d(z1,22)4

In fact, by the Morrey—Sobolev inequality, the above estimate implies that sup, g
| H (z)| has vanishing g-th moment as ¢ — 0, which in turn, implies the convergence
of H to 0 in Cioc (R X Rd) in probability. From Proposition 3.13, we have

_d_ d_q
IV Py ,1 ul (t1, g S s73 Tetet e,

which implies that

K d 2
et sup VR ul ()l S (@5)75 2 e

yER
2k—1 (1o g_l %+1
§<log8*1) < gt:« ) , 4.5)
2

forevery s € (¢, ty + dist(0, K)). It follows that for every z = (o, x) in K

ti+o .
| He (0, )4 5/ e~ sup VP, ul (11, y)3, ds
ty yeR?

%=1 (1]
S (logs‘l) ) ( ng

2

-1

441
) (1 — 5 + dist(0, K)) .

From the definitions of #, and t,, the right-hand side above vanishes as ¢ — 0.

For every z1 = (01, x1),22 = (02,x2) € K, we now estimate the increment
H¢(z2) — H¢(z1). The increment in the spatial variables || H, (01, x1) — H (01, x2) |4
can be estimated uniformly by a constant multiple of

tto1
1 — 2] / / LVpl ., s<y)|dy(sup VR, u . y)uzq)
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The Allen-Cahn equation with generic initial datum

L _Lo
Taking into account the fact that L€||th1*+(,I “slpimey S Le(te + 01 — 5)7 2470
uniformly for every z; € K, this gives the estimate

| He (o1, x1) — He (o1, X2)lg

ty+0o1 1
< Jxp — x| f Le(te + 01— ) 2supe VP, ul (11, y)I3, ds.
5] y
Simplifying the integration on the right-hand side, using the estimate (4.5), we obtain

|He (o1, x1) — He (01, X2) 4

loge™

I 2K—% 1 %_H 1
§|X1—X2|(10g87 ) <I—K) (tf—l§+o')2 .
2

To estimate the increment in the time variables, we assume without lost of generality
that o1 < oy and write

H(o2, x2) — H(o1, x2)

o 1 1 N 2
2/ /d P,f+(,2,X(LeX—Y)|VPS_,1MS (fl,}’)| dy ds
t R

S+oi
o 1 1 1N 2
+/ /d (ptf+g2_s - ptf+g1_A\~> (Lsx - y)|VPs_,1Mg (tlv y)| dy ds
ty R
=1L+1.

The first term is estimated easily

tf+02 p

— 1 N 2

11llq 5/ e sup VP, u (1, y)l3, ds
¥ +oy y

d
21 —1y 2zt
< lo o1 (loge ™)™ (logg )

K
2

For the second term, we use the elementary estimates

o2
1
1Pl roys ) = Pl O] < [ 190 Pl 1oy ()] do
o]
and
||80'ptlf+a'—s||Ll(Rd) S et* o (l + (tf +0o — S)_l)
to obtain

tf+o1 po2 .
14+ +0 —s5)"Y) doe* T2 sup [VPL, u¥(r1, »)|I3, ds.
* p s—1%e 2q
o y

21y S f
X 1

2
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Using the estimate (4.5), it is straightforward to verify that

1

2k—1 (] -
1Bl < lo2 — 1] (loge™!) ( =

§+l
1t —tf d'tOK%
3 (t, — 1, +dist(0, K))2 .

Combining these estimates yields

E/ |H8(Zl)_Hs(12)|q
KxK

dz; dz
d(z1, z2)? el

d

2e—1 1 -1\ 2711 1

< (loge™) 2<°ng ) (1€ — 5 +dist(0, K))? .
2

Since k < }‘, the right-hand side above vanishes as ¢ — 0, which implies (4.4) and
completes the proof. O

5 Front propagation

In this section we prove Proposition 2.2 regarding the formation of the initial front and
Theorem 2.3 regarding its evolution via mean curvature flow. We start by recalling an
a-priori bound on solutions to the Allen—Cahn equation.

Lemma 5.1 For every ug € Cioc(R?) satisfying SUp, cRd luo(x)e ™| < oo, let u be
the solution to the Allen—Cahn equation (1.2) with initial condition uy. Then

t

e
lu(t, x)| < Ta Vi >0, x € RY.
2 _

Proof We observe that with the definition of @ as in (4.2) we have Z(1) =
e'/a/e2 —1 = lim,_ o ®(t,u), so that E(r) is a space-independent solution to
the Allen—Cahn equation on (0, 00). By comparison, since lim,_,¢o E(f) = oo, and
approximating u¢ with uniformly bounded initial conditions, we obtain u(¢) < E(¢)
for all # > 0. Similarly one derives the upper bound. The growth condition on u is
used to justify the approximation procedure, as well as the well-posedness of the heat
flow started in ug. O

Since our results are concerned with convergence in law of the process u,, the choice of
underlying probability space is not relevant. In the next lemma we build a probability
space on which our family of processes converges in probability. We note that the
Skorokhod representation theorem is usually stated for discrete families of random
variables, rather than continuous ones hence, for completeness, we include a proof of
our statement.

Lemma 5.2 There exists a probability space (2, F, P) supporting a sequence of pro-
cesses {ug(t,x) : (t,x) € [t.(g),0) X Rd} with the same law as the solutions
to (1.2), and a Gaussian process {¥(x) : x € Rd} satisfying (1.3), such that
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The Allen—-Cahn equation with generic initial datum

{(ug(t,(e), xLg) : x € RY} converges, as ¢ — 0, to {®(0, ¥(x)) : x € R%} in
probability in Cio.(RY).

Proof Let us consider a probability space (2, F, P) supporting a white noise 1 on
R, Then define, for ¢ € (0, 1), the random fields x +— X2 (t.(g), xL;) by

X;(t*(g)’ xLg) = K¢ % ¢° %1,

272

Ko(x) = @+ e4=a 1% (4rr, (6))~% exp { _ kL }
41, (¢)

Here ¢® isasin (1.1), casin (1.4) and we observe thatin so far x +— X3 (t.(¢), xL;)isa

time-independent Gaussian process constructed to have the same law as the solution to

(3.3) at time #, (¢). From the definition of #, (¢) we obtain the convergence of K (x) —

K (x), with

d
(87)% |x|?
K = - 1,
(X) (47.[)% exp( 4 )

from which we obtain that X2 (#.(¢), xLs) — W (x) uniformly over x, almost surely
(with & having the required covariance structure), as ¢ — 0. In addition, starting from
the process X7 (¢.(¢), -) we can construct a sequence of noises 7, with the same law
as (but not identical to) the initial conditions e%’“n x ¢ appearing in (1.2), and such
that X2 (1,(¢), x) = P}, ne.

Now we can follow step by step the proof of Theorem 2.1, to find that if we
consider u, the solution to (1.2) with the initial condition 7, we just constructed, then
ug(te(€), xLg) — ®(0, ¥(x)) in probability in Cloc(R?) as e — 0. O

The next lemma establishes the formation of the fronts by time ¢ (¢) for some « €
o, %]. We write C ]lj (R?; R) for the space of k times differentiable functions with all
derivatives continuous and bounded. Recall further that

5 (e) = t,(¢) + 2k log L, — 2k log (d /2 — ).
We then define the random nodal set
I ={xeR?: vix) =0},

and recall the definition of K 51 from (2.1). The proof of the following lemma and of
the subsequent proposition follow roughly the approach of [4, Theorem 4.1].

Lemma 5.3 Consider (2, F,P) as in Lemma 5.2. For any 0 < k < % and any

sequence {t(&)}ee(,1) wWith t(e) > t.(¢) such that

lim sup (t(e) - t*% (8)) <0 <lim iélf (t(s) -1 (8)) ,

e—0
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it holds that for all 5, ¢ € (0, 1)
tim P (e (1(e). -Le) = sen(¥ () ) > £) = 0.

Proof Suppose that along a subsequence {&, },eN, With &, € (0, 1), lim,, oo &, = O,
it holds that for some 8, ¢, ¢’ € (0, 1)

Jim P(|lug, (t(en), -Le,) — sgn(PO)llg1 > §) = ¢’
By our choice of probability space, up to further refining the subsequence, we can
assume that u,, (t.(¢,), -L¢,) — ®(0, ¥(-)) almost surely in Cioc (Rd ). We will then
show that our assumption is absurd, by proving that almost surely

lim g, (t(en), 'Ls,,) - Sgn(q/('))”[(1 =0.
n—>00 s

In particular, it will suffice to show that for any xo € I'{ there exist (random)
A(x0), 0(x0), e(xp) > 0 such that for all &, € (0, e(xp)):

1—

d__
T3 < SEn(W() s, ((en). xLe,) < T 2ei . Vx € By(xo). (5.1)
En

For the sake of clarity, let us refrain from writing the subindex n and fix x¢ such
that W (xp) > O (the opposite case follows analogously). For the upper bound we use
Lemma 5.1 to find for some A > 0

t(e)

/e21(e) _

To establish the lower bound, consider for any constant K > 0 and any ¢ € CZ the

lug (t(e), xLe)| < <1+2e'® < 1426272,

following function (here ® is as in (4.2)),
— K
Ve (t, x) = CD(t, U (x) — —t).
Le

We see that, since 9,® > 0

dve = L2 Ave +ve(1 —v2) — KL7'9,® — L7290, DAy — L729°®|Vy |

3, P 91D
< L7280 40 =) — 2 (KL — g - D2 oy ).
L7 0,9

Now we observe that for ¢ > 0, similarly to (4.3) distinguishing the cases |u| < e~

and |u| > e~!, we can bound

d2D(t, u)
9, P(t, u)

%
s' ¢

u
1+ u2(e?

1 < el
|~
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The Allen-Cahn equation with generic initial datum

Hence there exists a K (1) > 0 such that v, is a subsolution to d;u = ngAu +u(l—
u?) on the time interval [0, t(e) — t.(e)] with initial condition 1. Here we use that
1

lim sup,_, o{t(¢) — t2(e)} < 0, so that for a constant C > 0 independent of & we have
exp(t(e) — t.(¢)) < CLg. In particular, by our assumptions and by the upper bound
of (5.1), we can choose ¥ € C,% so that ¥ (x) > 0 for x in a closed ball EQ (x0) about
xo and such that for some () > 0

ue(te(8), xL) > @0, ¥(x)) = ¥(x), Vx € R?, &€ (0,e()).

Now, using that u = 1 is an exponentially stable fixed point for ®, we have that for
every u > 0 there exists a A(u) that can be chosen locally uniformly over u, such that

D(t(e) — to(e), u) > ®2klogLy — C,u) > 1 — 1

for all ¢ sufficiently small, and for C > 0 such that ¢(¢) > #{(e) — C for all €. Then
by comparison, using that % < 10%# — 0, for ¢ sufficiently small:

A
t(e),xLg) > inf t(e) —t(e),y) > 1— , VYxeB .
ug(t(e), xLe) = . ve(t(e) — 1u(€), ¥) 25 x € By(xo)
This completes the proof of (5.1) and of the lemma. O

The following proposition treats slightly longer time scales. Recall the definition of
K} givenin (2.1), for § € (0, 1).

Proposition 5.4 Consider (2, F, P) asin Lemma 5.2 andfix any sequence {t (€)}sc(0,1),
with t(e) > t.(g), and such that

lim inf (t(e) — t? (&) >0, lim 1) — 6@

e—0 T:

Then for any 8, ¢ € (0, 1)
gli_r)r%)P <||ug(t(s), Le) —sgn(W()lg) > §> =0.

Proof As in the proof of the previous lemma, it suffices to prove that for any subse-
quence {&,},eN With &, € (0, 1), lim,,, » &, = 0 for which almost surely

e (1), -Lg) — ®(0, W(-)) in Cioc(R?),
it holds that for all § € (0, 1)

lim |lug, (t(en), -Le,) — sgn(W(-)ll g1 = 0.
n—00 8
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Hence we will work with a fixed realization of all random variables and for the sake of

clarity we will refrain from writing the subindex #. In addition, since the case W < 0

is identical to the case W > 0, let us choose an xo € R such that ¥(xp) > 0 and
1

define s(¢) = #(e) — 12 (¢). We can also assume that s(¢) > 0 for all . Our aim is to
1

prove the convergence lim,_, o 1. (2 (¢) +s(¢), xL,) = 1 holds true for all x in a ball
By (x0) about xq of radius ¢ > 0.

By Lemma 5.3 we already know that there exist A(x0), o0(xp) > Oande(xp) € (0, 1)
such that:

1 A
u&(ttz (8)’-xL8) 2 1 - L_’ VS € (0’ S(XO))a X € Bg(xo)a
&

1 — g
ue(tZ(e), xLe) > —1 —7e7™%,  Vx € RY (5.2)

Here the second bound is a consequence of Lemma 5.1 (in fact in the second statement
A can be chosen deterministic and independent of xp). Our aim is to show that this

1
front does not move after an additional time s(g). Let us define 1, (0, x) = ug (¢t (¢) +
os(e), xL.), which solves

~  s(e)  ~ ~ ~ - -
0gile = — 5 Alle + (0 (1 = @), He(0,) = e 0("), (5.3)
&

1

with an initial condition . o(x) = u. (¢ (¢), xL¢). Our purpose is to construct an

explicit subsolution u, to (5.3) with initial condition “close” to 1, (x,), such that
3

limg_,ou,(1, x) = 1 for all x in a neighbourhood of x¢. Our ansatz is that close to the
interface the subsolution is of the following form, for ¢{(¢) = SE—?:

a(Le d¢ (@) 0. ) + LOE (@) - 0L,

Here d(o, x) is the signed distance function associated to the mean curvature flow
evolution at time o > 0 of the ball B ¢ (xp) with the sign convention d(0, x) > 0 if

X € B%(xo), and d(0, x) < 0ifx € By (xp) and q(u) = tanh(x) is the traveling wave
2

solution to the Allen—Cahn equation:
§+q(1—g%) =0, lim q==+I.
x—+o0

_ Our first step is to construct precisely the subsolution near the interface. Define
d(o,x) = e M"%d(o, x), for some u > 0 that will be chosen later on. We observe that
there are o’ > 0, ¢’ € (0, 0/2) such that d(o, x) is smooth in the set

Qo =1[0,0"Tx{x: |x —x0l € [0/2—0".0/2+ 0]}
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and (see for example [6, Equation (6.4), p. 663]) there exists a constant C > 0,
depending on g, ¢’, o’, such that

od — Ad <Cd on Q,.

In particular, fixing u > C we have (9, — A)d < 0on O, Then consider, for some
Ki >0

— s(e) A
we(0,3) = a(Le dE ()0, x) = K15 —0) = .
L, L,
We claim that for K sufficiently large w; is a subsolution to
dowe — £(&)Awe —s(&)we(l —w?) <0, on QF, (5.4
where

05 =10,2(e) "0l x {x : [x —xol € [0/2— ', 0/2+'1}.

In fact, since g > 0, we can compute

dowe = Le £(e) dod — K sf)q
=¢(&)Aw; + Leg(e) 435 — A)d — ¢(e)L2G|Vd|* — Klsz—g)c'l
s(e) .

< ¢(e)Aw, —s(e)j — K| q

Le

where we used that |Vd|?> = 1 in a neighborhood of the boundary of B g. Now we use
the definition of q to rewrite the last term as

(&) Awe +s(e)q(l — ) — K1 524,

At this point we would like to replace q with w, = q — Lig in the nonlinearity.

We observe that since u +— u(l — u?) is decreasing near ¥ = 1 and u = —1
there exists a y € (0, 1) such that if |q] € (y, 1) and ¢ is sufficiently small, then
q(l — qz) < we(1— wf). On the other hand, on the set |q| < y there exists a constant
c¢(y) > O such that ¢ > ¢(y) > 0. Hence in this last case:

s(e) .
L.
< £(e) Awg + s(e)we (1 — w))
Py A c(y)K 1
+s(8){L—€—3L—8w§— L. 1+O<L_g>}l”qf”

< C(e)Aw; + s(&)we(1 — w?),

¢(e)Aw, +s(e)q(l — g% — K,
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where the last inequality holds for all ¢ sufficiently small, and provided K is chosen
large enough. Hence we have proven (5.4).

The next step is to extend this subsolution w, to all x € RY (at the moment it
is defined only for |x — xo| € [0/2 — 0, 0/2 + 0']). Here we follow two different
arguments in the interior and the exterior of the ball B% . Let us start with the exterior.
We observe that for any fixed ¢” € (0, ¢’) it holds that for all ¢ sufficiently small and
some A" > 0:

)\4/
9 <_1__7
we (o, x) < L.

Vo, x) €[0,2(e) o'l x {x : |x —x0| € [0/2+ 0", 0/2+ 0'1}.

Here we use that asymptotically, for x — —oo, we have q(x) < —1 + 2¢72% 5o that
by definition, for some c(xg) > 0

A
sup we (0, x) < q(=Lg (c(xp) + O (¢)))) — R
lx—xolelo/2+0",0/2+0] €

A
< —1+2exp(— (c(xp) + O(&e)) Le) — . <-1- I
& &

where the last inequality holds for ¢ sufficiently small. Now consider X asin (5.2) and
® as in (4.2). Then let S¢ be the set

S*={x: |x —xol €lo/2+ 0", 0/2+ 01}

Since o > P(s(e)o, —1 — X,s%_“) def D, (0)isa spatially homogeneous solution to
(5.3) we find that for small ¢,

max{we (0, x), @c(0)}, if |x —xol € [§ — ¢, § + 01,

(0. %) = D, (0) else.

is a subsolution to (5.3) in the viscosity sense (cf. the proof of Lemma 3.1) on the set
[0,¢() o'l x {x : |x —x0l = 0/2—0).

Here we use that asymptotically A’ L;l > 8%_“, so that w, (0, x) = @, (o) for all
x € S°.

Finally, we want to extend the subsolution to the interior of the ball Be (xg). To com-
plete this extension we consider a convex combination between w, and the constant
1— L% Let us fix a decreasing smooth function Y: R — [0, 1] such that Y'(x) = 1 if

@ Springer



The Allen-Cahn equation with generic initial datum

x < (Q_TQ/)Z, and Y (x) = 0if x > (Q_g//z)z. Then define, for some constant K5 > 0

u (0,x) = (1= (Ix — x0l* + K2 (e)0))w, (0, x)

2 )\4
+ YT (x — xo|” + K28(e)a) | 1 — )

&

Note that by considerations on the support of T and the domain of definition of w,, u,
is well defined. We claim that if K> is sufficiently large the function u, is a viscosity
subsolution to (5.3) on [0, ((8)_10’ 1 x R?. In fact, by our previous calculations we
find

(s — £(&) A, < 5(e) (1 — 1) w, (1 — wd)
+ o) (wg - (1 - Li))[zwr 4 4F|x — xo? — KQT]
<s(e) (1 =")w, (1 —w

+42e) T Ix — xol(w, — (1 = A/Le)),

assuming K, > 2, and using that w, < 1 — L— and T < 0, as Y is decreasing. Now

on the set {Y > 0}, we have w, > O prov1ded ¢ is sufficiently small. So using the
concavity of [0, 1] 5 u +— u(l — uz).

(1= Dw, (1 —wp) <u (1 —ul) = Y1 —r/L)(1 = (1 —1/L)P).
Furthermore, we can find a constant v € (0, 1) such that
Y>0 if T <v.
Hence we see that on the set {Y < v}

(3o — (&) A, < s(e) (1 =) w, (1 — w7)
< s@u, (1 —u).

On the other hand, on the set {Y > v} we have for some C > 0:

(0 — ¢(&) M, < s(@)u (1 —uf) —vs(e)(1 = A/Le)(1 — (1 = 1/Le)*) + C (o) | T

< s@u,(1 —u?) —2v S()

+ O (e)
< s@u,(1 —up),
where the last inequality holds for ¢ sufficiently small.
To conclude, for ¢ sufficiently small, we have constructed a subsolution to (5.3)
such that, by (5.2) and up to choosing A sufficiently large, the initial condition satisfies

e, 0() = u (0, ).
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By comparison, since limg_ou,(1,x) = 1, for all x in a neighborhood of x¢ and
through the upper bound of Lemma 5.1 our proof is complete. O

The next result establishes convergence to level set solutions of mean curvature flow.
Recall that we have defined

Ue(o,x) = ue(0Te + 7u(e), xLe) = ue(tu(e) + (0 — DTe, xLe).

In these variables the initial condition for the mean curvature flow appears at time
o = 1. The level set formulation of mean curvature flow is then given by viscosity
solutions to the following equation for (¢, x) € [1, co) x R?

(Vw)®? : v2y

ohw = Aw —
Y w |Vw|2

, w(l, x) = wi(x). 5.5)

Here (Vw)®? : V2w = Z?’j:l 0;wdjwd;jw. If wy is uniformly continuous on R
there exists a unique viscosity solution to the above equation, see e.g. [8, Theorem 1.8].
Furthermore, we will be only interested in the evolution of the sets {w > 0}, {w < 0}
and {w = 0}, which motivates the following definition.

Definition 5.5 For any f € Cloc(Rd; R) we define v(f;-,-): [1,00) x R? —
{—1,0, 1} by

v(f;0,x) =sgn (w(a,x)), (0,x) €[1,00) x Rd,

with w the viscosity solution to (5.5) with an arbitrary initial condition w; €
CZ(R?; R) satisfying:

fwr >0} ={f >0}, {w <0} ={f <0} {w =0}={f=0}

The function v(f; -, -) does not depend on the particular choice of w; by [6, Theorem
5.1].

We recall the definition of the sets K as in (2.1) for § € (0, 1):
Ks={z=(0,x)e(1,00) xR : |z] <87, 60 =143, dz,T) > 6).

Now we can state our concluding result.

Proposition 5.6 Consider (2, F,P) as in Lemma 5.2 and let v(V; -, -): [1, 00) X
R? — {—1,0, 1} be as in Definition 5.5. Then for any 8, ¢ € (0, 1)

lim P (| U () = v(W; Illx; = ¢) =0,
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Proof In analogy to the previous results, up to considering suitable subsequences we
can assume that Uy (1, -) — ®(0, W(-)) almost surely in Cjoc(R%) as ¢ — 0. Then it
suffices to prove that almost surely, for any § € (0, 1)

81% 1U:(-) — v(¥; )k, = 0.

In the setting just introduced, our aim is to construct suitable super- and sub-
solutions to u,(t.(¢) + (¢ — )T, x L) with initial conditions that are independent
of ¢ and constant outside of a compact set. After establishing convergence to mean
curvature flow for these super- and sub-solutions we will use comparison to obtain the
convergence of the original sequence. For convenience we will restrict ourselves to the
construction of subsolutions, which will guarantee convergence on the set {v(¥; -, -) >
0}. The construction of supersolutions is analogous.

Consider a smooth function ¢ : RY — [—1, 0] such that ¢ (x) = 0, for all |x| < %
and ¢(x) = —1, for all |x| > 1. Then for any R > 1 define ¢pg(x) = ¢(x/R) and
consider

v -1
ER—§0R+(1+¢R)W—R .

In particular by our assumptions for any R > 1 there exists a ¢(R) € (0, 1) such that
up(x) <Ug(l,x), Vxe RY, &€ (0,e(R)). (5.6)

Here we use the convergence U, (1, -) — ®(0, ¥(-)) in Cioc (R?) together with the a-
priori bound from Lemma 5.1, which guarantees that U, (o, -) > —1 — R~ lforo > 1
and ¢ sufficiently small. Moreover, locally uniformly over x € R?: limg_, o0 1 r(X) =
(0, W(x)). Now, let u Rr.e (0, x) be the solution to the rescaled Allen-Cahn equation

al‘ﬂR,a = AﬂR,s + TSﬁR,a(l - ﬂ%{,s)’ ﬁR,a(l’ x) = ﬁR(x)' 5.7

Then by [4, Theorem 4.1] limg_,ogR,g = sgn(wpg), in Ciec((1, 00) X Rd\{gR =
0}), where wp is the unique level set solution to (5.5) with initial condition u . By
comparison, using the ordering (5.6) and the fact that U, also solves (5.7) with a
different initial condition, we obtain that for any R > 1

lin%) Ug(o,x) =1 locally uniformly over (0,x) € BR,
&—

where PR = {wg(-,-) > 0} € (1, 00) x R,

Now we would like to pass similarly to the limit R — oo, but we have to take
care of the fact that the limiting initial condition img_, oo ur = ¥/+/1 + W2 may not
be uniformly continuous on R?, which complicates the construction of solutions. Of
course, this problem is not significant, since we can rescale the initial condition arbi-
trarily by multiplying with a positive function without modifying the mean curvature
flow evolution.
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Hence consider a partition of the unity {¢;}ren of R?. Namely, for every k € N,
let gr: R — [0,00) be a smooth function with compact support, such that
Y ken 9k (x) = 1. We will assume that the partition is locally finite, in the sense
that there exists an M € N such that for every k1, ..., ky € N with k; # k; for all
. . M _ .,

i # j we have Ny_; supp(¢x) = . In addition we assume that sup; n ll¢x [l c2 < oo.
Then let

ag =1+ sup {[¥@)|+ V¥ + V¥ @)
xesupp(gk)

and define

1
HOEDS OV T+ W20,

keN

Now we can consider the solution v to (5.5) with initial condition v R (x) =gx)-
ug (1, x), so that from the definition of g we obtain:

sup ”ER)] ”C]z(Rd) < OQ. (5.8)
R>1 d

By [6, Theorem 5.1] the evolution of the interface does not depend on the particular
choice of the initial condition, as long as they share the same initial interface. In
particular, since g is strictly positive we find that

P = {ug(,) > 0}

The bound (5.8) now guarantees a uniform bound on the solutions (this is the conse-
quence of the comparison principle in [6, Theorem 4.1]) for any « € (0, 1):

sup [lugllca (1,00 xRd) < O
R>1
Since in addition

lim vpy=) opr— = wy,
R—00

with wy € Cg (R4; R), using compactness as well as stability of viscosity solutions
we find that limg_, o0 Vp (-, -) = w(:, -) in C([1, 00) X RY; R), where the latter is the
unique viscosity solution to (5.5) with initial condition w;. This completes the proof.

]

The following corollary relates level set solutions to mean curvature flow to classical
solutions in the case d = 2. Consider the unit torus T = R/Z. A continuous (resp.
smooth) closed curve is any continuous (resp. smooth) map y : T — R?. We say that
the curve is non self-intersecting if the map y is injective.
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Corollary 5.7 If d = 2, the set Ty = {¥ = 0} consists of a countable collection of
disjoint smooth, closed, non self-intersecting curves: I't = |J;on vi (T). Then, for any
o > 1theset Ty = {v(V; g, ) = 0}, with v(V) as in Proposition 5.6, is the disjoint
union I'y = UieN vi.o (T) of continuous curves y; o which are the mean curvature
flow evolution of the curves y;, in the sense of [7].

Proof The fact that 'y is the disjoint union of smooth closed curves is proven in
Lemma 5.8. Each of these curves evolves according to the level set notion of mean
curvature flow, which for concreteness we denote by M, y; (T), fori €e Nand o > 1.
We observe that [6, Theorem 7.3] implies that the sets M, y; (T) are pairwise disjoint
overi € N, for any o > 1. In addition the level set mean curvature flow evolution of
a smooth closed curve coincides with the classical evolution by [6, Theorem 6.1], as
long as the latter is defined. Since by Lemma 5.8 our curves are non self-intersecting,
[7] proves that the classical evolution is defined for all times, and our result follows. O

Lemma 5.8 Let W be as in (1.3), in dimension d = 2, and consider the random set
N={x: ¥vx)=0}C R2. Then P—almost surely the set "1 is a countable union
of smooth, non self-intersecting and disjoint closed curves: T'1 = |J;on vi (T), with
vi: T — R? smooth.

Proof By [2, Corollary 1.4] there exists a null set 91 such that for all € 917 every
connected component of ' (w), Pj(w) and N (w) is bounded.

Hence the proof is complete if we show that the boundary of every region is given
by a smooth closed curve. Let us first show that there exists a null set 1, such that for
all w € 9 it holds that

VW (w, x)| #0, Vx € T (w). 5.9

This follows from Bulinskaya’s lemma, see for example [1, Lemma 11.2.10], as long
as we can prove the following nondegeneracy condition, namely that the map

h: QxR* >R hw, x)= (V¥ (o, x), Y(o, x)),
satisfies that for any x € R? the probability measure
P, (A) =P(h(x) € A)
has a density p, (y) with respect to Lebesgue measure on R such that for some C > 0:
|px(»)] < C, Vx € R?, y € R3. In our case this condition is trivially satisfied as for

every x € R?, h(x) is distributed as a Gaussian vector in R® with diagonal covariance
matrix (here A = % and C(A) > 0is a constant):

1 2
E[az\p(x)ajlp(x)] = W /RZ e_z%yiyj dy = C()V)l{i=j}a
, — bl
Byl = e [ ey 0y =0
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It follows that (5.9) holds true. An application of the implicit function theorem allows
us to deduce our result. O
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