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Abstract

Over the past few decades, nanostructures have garnered significant attention due to their

potential for embodying new physical paradigms and delivering cutting-edge technological

applications. Dimensionality strongly affects the vibrational, electron-phonon, and transport

properties of materials by carrying unique and profound signatures that are key to spectro-

scopic characterization and, more generally, to the future of nanotechnology. This thesis

aims to contribute to the general progress in understanding and predicting from first princi-

ples these dimensionality signatures. To achieve this goal, we combine analytical modeling

and algorithmic development, as well as automation techniques targeting high-throughput

calculations.

The first part of the thesis focuses on one-dimensional (1D) systems, including atomic chains,

polymers, nanotubes, and nanowires. Our theoretical understanding and computational tools

are less developed in this case compared to higher-dimensional systems, i.e., two-dimensional

(2D) and three-dimensional (3D) bulk materials.

From the modeling perspective, the ability to simulate the physics of 1D systems from first-

principles is highly desirable and density-functional perturbation theory represents a powerful

tool. In the past, its combination with analytical models has allowed us to reach a compre-

hensive understanding of phonons and their coupling to electrons in 3D and 2D materials.

However, most of the available ab-initio codes rely on periodic-boundary conditions in the

three spatial dimensions, which poses some challenges when dealing with reduced dimen-

sionality. Here, we develop an implementation of density-functional and density-functional

perturbation theory tailored for 1D systems. The key ingredient is the inclusion of the Coulomb

cutoff, a reciprocal space technique designed to correct for the spurious interactions arising

between the periodic images in periodic-boundary conditions. Our work restores the proper

1D open-boundary conditions, unveiling the true response of the isolated 1D system.

We then investigate polar-optical, infrared-active, phonons and their coupling to electrons

in 1D semiconductors and insulators. A microscopic understanding of these phonons in 3D

materials is a pillar of solid-state physics, but that same understanding breaks down in lower

dimensions, with key consequences for properties such as transport and for spectroscopic
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characterization. In 3D, the local dipoles parametrized by the Born effective charges affect the

dispersion relations of these phonons by driving a dielectric frequency shift that is constant

across the Brillouin zone: the longitudinal-transverse optical splitting. This shift breaks down

at the zone center in lower dimensions with an asymptotic behavior ruled by dimensionality;

linear in 2D systems, while still debated in 1D. This work provides for the first time, to the best

of our knowledge, a definite answer to this challenge by developing the missing theory for the

1D case, an analytical model, and a validation from first-principles simulations. This is possi-

ble thanks to the newly developed density-functional perturbation theory implementation.

Notably, such a model enables the interpretation of Raman and infrared spectra of 1D systems,

which we expect to be of great use for material characterization at the nanoscale. Additionally,

the same model leads to another relevant analytical result: the Fröhlich electron-phonon

coupling, which plays a crucial role in transport as well as polaritronics and many other fields.

The second part of the thesis focuses on 2D materials, also known as Flatland. Here, we specif-

ically investigate phonon-limited charge transport in electrostatically doped semiconductors

with a two-fold ambition. On the one hand, we are drawn to the computational quest for

high-mobility candidates by exploring large databases of materials. On the other hand, we

focus on individual materials and seek to engineer their transport properties. In this respect,

we discuss our contributions within a joint theoretical and experimental collaboration that

aims to enhance the performances of 2D channels for field-effect transistors by applying a

permanent strain. Both efforts are pursued by combining density-functional perturbation

theory, accounting explicitly for dimensionality and doping, with Boltzmann transport theory

beyond the relaxation time approximation. All this is powered by the AiiDA materials infor-

matics infrastructure, an open-source Python platform designed to automate and manage

simulations and resulting data while ensuring preservation and searchability.

Keywords: Low-dimensional materials, semiconductors, screening, phonons, polar-optical

phonons, Raman and infrared spectroscopic characterization, electron-phonon interactions,

charge transport, material discovery, strain engineering.
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Sommario

Negli ultimi decenni, le nanostrutture hanno suscitato un crescente interesse, motivato dalla

loro promessa di proporre nuovi paradigmi fisici e di consentire applicazioni tecnologiche

all’avanguardia. La dimensionalità di un materiale ha un forte impatto sulle sue proprietà

vibrazionali, di interazione elettrone-fonone e di trasporto, portando a firme ben definite e

fondamentali per la caratterizzazione spettroscopica e il futuro della nanotecnologia. Questa

tesi intende contribuire al progresso generale nella comprensione e nella predizione di queste

firme di dimensionalità, partendo da principi primi. A tale scopo, combineremo modelli

analitici con lo sviluppo di nuovi algoritmi e tecniche di automatizzazione mirate, al fine di

rendere possibili calcoli su un grande numero di dati in tempi rapidi.

La prima parte della tesi è dedicata ai materiali unidimensionali (1D), che includono catene di

atomi, polimeri, nanotubi e nanofili. La nostra comprensione teorica, così come gli strumenti

computazionali a nostra disposizione, sono meno maturi in questo caso rispetto ai materiali

con dimensionalità più elevata, ovvero bidimensionali (2D) e tridimensionali (3D).

Dal punto di vista computazionale, è altamente desiderabile la capacità di simulare la fisica

dei sistemi unidimensionali (1D) partendo da principi primi. A tale scopo, la teoria delle

perturbazioni applicata alla teoria del funzionale densità rappresenta uno strumento po-

tente, già utilizzato in passato in combinazione con modelli analitici per raggiungere una

comprensione completa dei fononi e del loro accoppiamento con gli elettroni nei materiali

3D e 2D. Tuttavia, la maggior parte dei codici ab-initio disponibili si basano su condizioni

al contorno periodiche nelle tre dimensioni spaziali, il che rappresenta una sfida quando si

ha a che fare con materiali a bassa dimensionalità. In questo lavoro, abbiamo sviluppato

un’implementazione della teoria del funzionale densità, e della teoria delle perturbazioni ad

essa applicata, su misura per i sistemi 1D. L’ingrediente chiave è l’inclusione del Coulomb

cutoff, una tecnica in spazio reciproco progettata per correggere le interazioni spurie che

sorgono tra le immagini periodiche in condizioni al contorno periodiche. Il nostro lavoro

ripristina le corrette condizioni al contorno aperte in 1D, svelando così la vera, risposta fisica

del sistema unidimensionale isolato.

Sviluppata l’implementazione, ci concentriamo sull’analisi dei fononi polari-ottici, attivi
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nell’infrarosso, e sul loro accoppiamento con gli elettroni nei semiconduttori e isolanti 1D.

La comprensione microscopica di questi fononi nei materiali 3D rappresenta un pilastro

fondamentale della fisica dello stato solido. Tuttavia, tale comprensione viene meno nelle

nanostrutture, con importanti conseguenze sia per le proprietà dei materiali, come quelle

di trasporto, sia per la loro caratterizzazione spettroscopica. Nei materiali 3D, i dipoli locali

parametrizzati dalle Born effective charge influenzano le relazioni di dispersione dei fononi

polari-ottici, causando un aumento delle loro frequenze (effetto dielettrico) che è costante su

tutta la zona di Brillouin, noto come ‘longitudinal-optical splitting’. Tuttavia, questo shift viene

meno al centro della Brillouin zone nei materiali a bassa dimensionalità, con un andamento

asintotico governato dalla dimensionalità; lineare nei sistemi 2D, mentre ancora oggetto di

dibattito in 1D. Il lavoro presentato in questa tesi propone, per la prima volta, una risposta

definitiva a questo dibattito, sviluppando la teoria dei fononi polarii-ottici mancante per il

caso 1D, un modello analitico e una validazione mediante simulazioni da principi primi resa

possibile grazie alla nuova implementazione proposta. In particolare, il modello sviluppato

consente di interpretare gli spettri Raman e infrarossi dei sistemi 1D; ciò rappresenta un’

importante risorsa per la caratterizzazione dei materiali su scala nanometrica. Inoltre, lo stesso

modello porta ad un ulteriore risultato analitico rilevante: l’accoppiamento elettrone-fonone

di Fröhlich, cruciale per esempio nel canpo del trasporto e nella polaritronica.

La seconda parte della tesi è dedicata ai materiali bidimensionali, noti anche come Flatlan-

dia. In questo caso, l’obiettivo è quello di studiare il trasporto di carica, limitato da fononi,

in semiconduttori drogati elettrostaticamente, con una duplice ambizione. Da un lato, ci

concentriamo sulla ricerca computazionale di candidati ad alta mobilità, esplorando un am-

pio database di materiali. D’altro canto, ci focalizziamo su singoli materiali e lavoriamo per

mettere a punto, o ingegnerizzare, le loro proprietà di trasporto. A tal proposito, in questa tesi

discutiamo gli sforzi intrapresi in una collaborazione congiunta, teorica e sperimentale, che

mira a progettare e ingegnerizzare canali 2D per transistor ad effetto di campo, applicando

una deformazione permanente al materiale. Entrambi gli obiettivi sono perseguiti attraverso

l’uso combinato della teoria delle perturbazioni applicata alla teoria dell funzionale densità,

tenendo conto esplicitamente della dimensionalità e del drogaggio, e della teoria del trasporto

di Boltzmann, oltre l’approssimazione del tempo di rilassamento. Tutte le simulazioni sono

state eseguite utilizzando l’infrastruttura informatica di AiiDA, una piattaforma Python, open-

source, progettata per automatizzare e gestire le simulazioni e i dati risultanti, garantendo al

tempo stesso la conservazione e la ricerca di tali dati.

Parole chiave: Nanostrutture, semiconduttori, screening, fononi, fononi polari ottici, caratte-

rizzazione spettroscopica, Raman e infrared, interazioni elettrone-fonone, trasporto di carica,

material discovery, strain engineering.
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1 Introduction

I would like to describe a field, in which little has been done, but in

which an enormous amount can be done in principle...What I want to

talk about is the problem of manipulating and controlling things on a

small scale.

R. Feynman

Over the past few decades, the world has witnessed tremendous technological advances that

have revolutionized and shaped many aspects of our lives and the society we live in; from the

way we communicate, move, work and entertain ourselves, to our enery consumption and the

way medicine can cure us. Providing more and more high-performing materials, as well as

novel strategies and ideas to engineer and optimize their properties, has now become a central

topic and certainly represents a major challenge for the 21st century. In this context, significant

attention has been captivated by the fascinating world of low-dimensional materials, also

known as nanostructures.

Low-dimensional structures are materials that possess two, one or zero-dimensional peri-

odicity. The non-periodic dimension is small enough (at the nanoscale) for their physical

properties to lay somewhere between those of individual atoms and the bulk material. This

translates into unique and tunable properties, making them appealing for both fundamen-

tal science and technological applications. The potentials of low-dimensional materials for

next-generation devices are virtually unlimited. Quoting the Nobel laureate Richard Feynman,

‘There’s plenty of room at the bottom’ meaning that there is vast potential for miniaturization

in the field of science and technology [3]. Low-dimensional materials are in this sense a

testament to Feynman’s vision, offering a unique opportunity to explore the frontier of the

small and to design novel materials and devices with unparalleled properties. It is not just

Feynman’s mind that has been stimulated by the possibilities these materials come to offer.

Dimensionality is known since a long time to be a critical parameter in solid-state physics

and nanomaterials inspired several pioneering works, such as the ones of Dresselhaus [4, 5, 6],
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Chapter 1. Introduction

Hicks[7, 8], Novoselov and Geim [9], Kroto[10], Taniguchi[11] and Drexler[12], among many

others. Even the European Commission has recognized the potential of these materials, as

testified the Graphene flagship [13, 14, 15, 16, 17].

This wave of excitement and creativity can be better understood if contextualized at a time

when the traditional semiconductor industry is facing challenges in further sustaining the

exponential growth predicted by Moore’s law. To date, the scaling down of traditional semi-

conductor technology has reached its physical limits, and low-dimensional materials hold the

promise of overcoming these limitations. The major issue related to the miniaturization race

is the amount of dissipated heat generated by the building-block of every electronic circuit:

the field-effect transistor. Field-effect transistors rely on the capability of electrostatically

inducing a significant change in the electronic properties of a target material, used as a chan-

nel, by modulating the density of mobile charges. This electrostatic control over the channel

breaks down when reducing the size of the material to a critical length at the nanoscale. As a

consequence the so-called short-channel effects arise, among which the main challenge is

represented by waste heat. In this respect, low-dimensional materials allow for smaller critical

lengths, thus expanding the horizons in terms of achievable miniaturization and further sup-

porting the roadmap dictated by Moore’s law. In particular, after the successful isolation of

two-dimensional materials, such as graphene and transition metal dichalcogenides, a new

class of field-effect transistor has emerged, offering promising electrical and mechanical prop-

erties for practical applications [16, 18, 19, 20, 21]. Similar efforts have been put forward by

exploiting one-dimensional materials such as nanotubes [22, 23].

One-dimensional materials have have historically received less attention compared to bulk

three-dimensional and two-dimensional materials. This is primarily due to the technical

challenges in their synthesis and characterization. However, this is changing rapidly as the

field continues to evolve. Advances in synthesis techniques, such as chemical vapor deposition

and molecular-beam epitaxy, have made it possible to produce high-quality one-dimensional

materials with controlled structures and compositions [1]. Additionally, the development of

new characterization techniques has enabled the study of these materials in greater detail[24].

However, to fully harness the potential of low-dimensional systems, it is highly desirable to be

able to predict and simulate their physics from first principles. For this, density-functional

perturbation theory represents a powerful tool that has been shown to accurately predict

vibrational and electron-phonon properties, which are at the core of this thesis [25, 26, 27, 28,

25, 29]. This modeling capability would allow us to support and complement experiments,

providing deeper insight into the underlying microscopic mechanisms that are essential for

the design and fabrication of new materials and devices. In this quest, machine learning and

automated materials discovery certainly play a crucial role, enabling the search through large

databases of materials and the identification of those with desired properties.

The work presented in this thesis aims to deepen the current understanding of the impact

of dimensionality on materials properties. In the following chapters, we focus on phonons,
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1.1 Organization of the thesis

electron-phonon couplings, and charge transport in one-dimensional and two-dimensional

systems. To investigate these topics, we employ analytical and theoretical modeling, as well

as first-principles simulations and state-of-the-art automation techniques. Our ambition for

one-dimensional materials is to bridge the existing gap in methodological and theoretical

ab-initio understanding. For two-dimensional systems, which are currently more widely

researched, we aim to provide a foundation for further exploration. The results presented in

this work represent a starting point for future research, and we hope they will foster and inspire

both the theoretical and experimental communities to continue pushing the boundaries of

knowledge in the field of nanostructure.

1.1 Organization of the thesis

The thesis is organized as follows.

In Chapter 2 we introduce the main concepts at the center of this thesis. Starting from the

general atomistic picture, we briefly illustrate the exact many-body problem for crystals. After

introducing a useful hierarchy of approximations, we discuss, within the adiabatic approxima-

tion, electrons and phonons. Namely, we focus on polar-optical phonons, anticipating the

critical dimensionality signature on their dispersion relations. Eventually, we reintroduce in

our picture the effect of electron-phonon interactions. This is the starting point for developing

the topic of charge transport and Boltzmann transport theory. All this is discussed keeping

the mathematical formalism to a minimum and framing the whole discussion in terms of

density-functional and density-functional perturbation theory.

In Chapter 3 we present a novel implementation, based on density-functional and density-

functional perturbation theory, to simulate ground-state and linear-response properties of

one-dimensional systems from first principles. The aim is to curate the spurious interactions

due to the periodic images which are present in simulations relying on periodic-boundary

conditions. This is achieved by implementing a modified version of the Coulomb cutoff

technique in our ab-initio code of reference, Quantum ESPRESSO. Our implementation

eventually unlocks the possibility to compute energies, forces, stresses, phonons and electron-

phonon properties for any kind of system periodic only along one dimension.

In Chapter 4 we focus on polar-optical, infrared-active, phonons and we develop the missing

theory for 1D systems: nanowires, nanotubes, and atomic and polymeric chains. We detail

the derivation of an electrostatic model which describes the interplay between the phonon-

induced polarization and electronic screening. From such model, we obtain a fully analytical

expression for the long-wavelength dispersion relations of polar-optical phonons as a function

of phonon momenta and system radius. In addition, the same model leads to another key

analytical result, the Fröhlich electron-phonon coupling, fundamental for transport applica-

tions. We validate and complement these analytical results by comparison with first-principles

calculations thanks to the implementation presented in the previous chapter, thus proving

its effectiveness in restoring the true one-dimensional response. Finally, we show how the
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dielectric properties and the radius of the one-dimensional materials can be linked, by the

present model, to Raman and infrared shifts, opening novel characterization avenues at the

nanoscale.

In Chapter 5 we shift our attention to two-dimensional materials. Namely, we focus on

phonon-limited charge transport in gated semiconductors and on the quest for high-mobility

candidates. To this aim, we improve and extend a previous study by exploring the expanded

version of a curated portfolio of 2D structures. This gives us 1205 novel easily exfoliable

candidates from which we start our quest. We combine density-functional perturbation

theory with Boltzmann transport beyond the relaxation-time approximation, with special

attention to the role of dimensionality and doping in driving electron-phonon interactions.

We discuss the most interesting candidates and the entire discovery workflow powered by the

AiiDA materials informatics infrastructure.

In Chapter 6 we present a joint experimental and theoretical effort aiming at the design

and engineering of MoS2 channels for field-effect transistors. The basic idea is to induce a

permanent strain in the material by deposition on a corrugated substrate and exploit such

strain to enhance carrier mobilities. We introduce in this chapter the preliminary theoretical

results and discuss the future perspectives.
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In this opening chapter we are interested in recalling the main concepts useful to discuss

two key actors in condensed matter physics and in this thesis: electrons and phonons. In

the following we will focus on the big picture, highlighting the central physical concepts

while keeping the mathematical formalism to a minimum. For a more in-depth discussion,

we refer to famous texts such as Refs. [30, 31, 32, 33, 34]. Namely, special attention will be

devoted to the role of materials dimensionality in shaping electrons and phonons behaviors as

well as the ‘dynamics’ of their interaction, which is indeed central for transport applications.

The starting point of the discussion is the well-known atomistic picture, i.e., materials are

made by a large number of elementary constituents, that is atoms. Here we are interested in

crystalline solids in which atoms, bound together by electrostatic interactions, are arranged in

a ordered fashion thus relying on a simple yet powerful property: periodicity. The resulting

quantum-mechanical problem is cumbersome and too complex to be solved by any analytical

or numerical tool at our disposal. For this reason the standard approach is to rely on a hierarchy

of approximations. In this chapter we will make use of the so-called frozen-core approximation

and magnetic and relativistic effects will be neglected unless specified otherwise. Finally the

adiabatic approximation will allow us to recast this complex problem in a solvable form in

such a way to compute all the relevant physical properties of a variety of systems periodic in

three, two or one dimensions. This will pave the way to the concepts of electronic structure

and lattice dynamics, i.e., phonons, in both bulk materials and nanostructures. The need

for understanding the interaction between these two quasi-particles will finally push our

storytelling further in the attempt of reintroducing in our picture the so-called non-adiabatic

effects via perturbation theory.

2.1 Adiabatic approximation

Let us start by constructing our atomistic model for a generic crystal, a collection of interacting

nuclei and electrons. Thanks to the frozen-core approximation, we decompose atoms in

ions, that is nuclei plus core electrons, and valence electrons. The main advantage of such

an approximation is a dramatic reduction of the number of electronic degrees of freedom
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Chapter 2. Quantum picture of solids

explicitly appearing in our problem. Besides, this assumption is well-motivated by the fact

that, to a large extent, the chemical properties of each atom, and thus most of materials

properties, are ruled by valence electrons.

At this point, we can mathematically formulate the full quantum mechanical problem de-

scribing the physics of our crystal. We exploit the two aforementioned approximations (i.e.,

frozen-core and no magnetic and relativistic effects) and the corresponding Schrödinger

equation reads as[
− ℏ2

2

∑
a

∇2
a

Ma
− ℏ2

2me

∑
i
∇2

i +Vne(r,R)+Vnn(R)+Vee(r)

]
︸ ︷︷ ︸

Htot

Φ(r,R) = E totΦ(r,R) , (2.1)

where r and R represent, respectively, the full set of electronic and ionic coordinates. On the

left-hand side of Eq. 2.1, the total Hamiltonian of the coupled nuclear-electronic problem

is composed by the kinetic energy of each ion a and each electron i , and the Coulombic

energy interaction between the constituents (i.e., ions and electrons Vne, ion-ion Vnn and

electron-electron Vee). Clearly our treatment implies that ions and electrons interact only

via Coulomb coupling. This Hamiltonian, despite the approximations we made, still leads

to an unsolvable problem for our means. For this reason, we introduce a third and crucial

simplification: the adiabatic approximation. This consists in noticing that ions, being much

more massive than electrons (i.e., Ma/me ≈ 103 − 105), exhibit a much slower dynamics,

thus hinting to the possibility of decoupling nuclear (slow) and electronic (fast) motions.

In essence, since the electrons move much faster, they adapt very rapidly to any changes

in nuclear geometry and thus are commonly said to ‘follow adiabatically the motion of the

nuclei’. Such an assumption is supported by spectroscopic measurements showing that the

energy scales of these two key players are indeed quite different: photon emission/absorption

mediated by atomic oscillations happens in the infrared region, while electronic transitions

are usually in the visible and ultraviolet regions of the electromagnetic spectrum. In practice,

the key idea is to decouple the electronic and vibrational degrees of freedom, thus writing the

total eigenfunctionΦ as the product of the total ionic χn and electronicΨe wavefunctions:

Φ(r,R) =χn(R)ΨR
e (r) . (2.2)

This implies that there is no exchange of energy between the electrons and the lattice, from

which the term ‘adiabatic’. Thus, our original problem can be recast in a purely electronic one

(depending only parametrically and non analytically on the atomic positions), whose solution

is then needed to solve the ionic/nuclear one. In other words, we can first solve the eigenvalue

equation for the electronic problem[
− ℏ2

2me

∑
i
∇2

i +Vne(r,R)+Vee(r)

]
ΨR

e (r) = E R
eΨ

R
e (r) , (2.3)

whereΨR
e (r) and E R

e are the wavefunctions and energies for the electrons subsystem, corre-
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2.1 Adiabatic approximation

sponding to the clamped-ion configuration parameterized by R (i.e., fixed lattice approxima-

tion). Once the electronic energies Ee (labeled accordingly to all the possible electronic states,

e.g., ground-state, first excited...) are computed for a given ion configuration {R}, the nuclear

energies can be calculated as if the ions move in the associated adiabatic potential energy

surface. This is given by the calculated electronic energy and the restored ion-ion interaction

term: [
− ℏ2

2

∑
a

1

Ma
∇2

a +Vnn(R)+E R
e︸ ︷︷ ︸

U (R)

]
χn(R) = E totχn(R) , (2.4)

where U (R) is often referred to as the Born-Oppenheimer energy surface. As a result, a vast

category of problems in solid-state physics traces back to the solution of these two consti-

tutive equations. Naturally, there exist a wide range of phenomena which to be explained

require to go beyond this adiabatic approximation; those are generically termed ‘non-adiabatic

phenomena’. These effects are usually re-introduced in our picture by treating them as per-

turbations, and as such still within the adiabatic framework, if the induced potential varia-

tion is sufficiently small. Thus, reminding that phonons are the quanta of ionic vibrations,

electron-phonon interactions appear naturally as the first order correction to the adiabatic

approximation here presented. We will come back to this central topic in the following.

2.1.1 Electronic structure

To solve the electronic many-body problem formulated in the above section, different strate-

gies have been developed over the last sixty years and can be adopted nowadays thanks to the

acquired computational capabilities. Most of the methods which are routinely used belong to

the so-called ‘from first-principles’, or ab-initio family. Each of them has its own advantages

and drawbacks. The key difference is the quantity on which they rely to describe the system:

the electronic density, the many-body wavefunction or the Green’s function. Here, we focus

on the first approach which is commonly known as density-functional theory (DFT), based on

the famous Hoenberg-Kohn theorem (1964) and the work of Kohn and Sham (1965) [35, 36].

This approach consists in a reformulation of the many-body problem in Eq. 2.1 by remapping

it into a simpler but equivalent, and in principle exact, single-particle problem in which the

protagonist is the ground-state electronic charge density. Once this density is known, all the

relevant materials properties can be obtained as long as related to physical observables which

can be written as functionals of this density –this includes ground-state properties such as

energy, force and stress tensors, and many others. The advantage with respect to the other

two mentioned approaches is clear: a dramatic reduction of the degree of freedoms since the

electronic charge density only depends on the spatial coordinates in the three dimensions of

space. On the other hand, the main disadvantage consists in the hierarchy of approximations

needed to rewrite the energy of the system as a functional of the charge density [33, 37].

Thanks to the DFT remapping, we are now working in a single-particle framework. Thus, in

the rest of this thesis we will rely on the band theory to describe the electronic structure of

materials. In particular, the electron-ion and electron-electron interactions are now described
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Chapter 2. Quantum picture of solids

by an effective potential sharing the periodicity of the underlying crystal lattice. This is

equivalent to say that each electron independently moves under the action of a local crystal

field potential describing its embedding into a crystalline environment constituted by the

ions and the remaining electrons. However, we remark that we are not treating electrons

as non-interacting particles, we are just remapping our problem in a way that the potential

chosen in the new picture include all the relevant features of electron-electron interactions.

While there exist different ways to describing such potential, one of the most effective is by the

self-consistent-field method. Since DFT literature is mostly written in atomic units, instead of

the international system, we compactly write the many-body problem of the previous section,

Eq. 2.1, within the DFT framework:

[
−∇2

2
+VH([ρ],r)+Vxc([ρ],r)+Vext(r)

]
φi (r) = ϵiφi (r) , (2.5)

where one makes use of the distinction between electron-ion interactions Vext (external poten-

tial term) and electron-electron interactions VH and Vxc (Hartree and exchange-correlation

terms, respectively). This distinction emphasizes that the ions are somehow external to the

electron system, and indeed their charges are the only information needed to solve our prob-

lem, thus justifying the name ab-initio or first-principles methods. Concerning the purely

electronic part of the potential, the Hartree term clearly corresponds to the Coulombic pair-

wise interaction between electrons, while the exchange-correlation potential has the purpose

of reintroducing the many-body effects. There exist many approximated strategies to write

this terms, but its true form is in principle unknown. This latter term is the bottleneck in our

problem and the limiting aspect in most of DFT based calculations.

Up to this point, our discussion implicitly refers to a generic three-dimensional (3D) crystal,

where all the potentials and wavefunctions are considered to be periodic in the three spatial

dimensions, and thus r and R are both vectors living in the 3D space. When we lower the

dimensionality of our systems –that is, we consider one-dimensional (1D) or two-dimensional

(2D) crystals– we are basically reducing the possible configurations that electrons can assume,

i.e., their phase-space. As a consequence of this simple observation, periodicity changes the

analytical dependence of the wavefunctions, and similarly of the potentials, on the spatial

coordinates:

r =


(x, y, z) 3D

(rp , z) 2D

(r⊥, z) 1D

→ k =


(kx ,ky ,kz ) 3D

(kx ,ky ,0) 2D

(0,0,kz ) 1D

→ ψk,s(r) =


wk,s(r)e i k·r 3D

wk,s(rp, z)e i kp ·rp 2D

wk,s(r⊥, z)e i kz z 1D

where w is the periodic part of the Bloch wavefunction, and p indicates in-plane vectors

and vector components in 2D, while ⊥ refers to the transversal ones in 1D. Another critical

aspect introduced by dimensionality, which is a consequence of the previous point, pertains

to the distinct nature of electronic screening. Within our density functional theory (DFT)
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2.1 Adiabatic approximation

framework, screening is incorporated via the Hartree and exchange-correlation terms. These

terms generally describe the electrons’ abillity to rearrange themselves in order to counteract

an external electric field or perturbation to the system. As a result, the effective potential

experienced by each electronic charge is the sum of the perturbing potential and the potential

generated in response, leading to a weaker potential relative to the original perturbation.

The impact of dimensionality on screening is well-documented and can have significant

implications. Mathematically we can understand this by simply considering the Fourier

transform of the Coulomb interaction for an n-dimensional system (with n being 1,2,3) [38]:

vc (|q|) =


4πe2

|q2| 3D
2πe2

|q| 2D

−e2eq2a2
Ei(−|q|2a2) 1D

(2.6)

where Ei(x) is the exponential integral function and a is a short-distance cutoff introduced

to avoid the non-integrable 1D divergence at r = 0. Thus, the reduced phase space manifests

in different ways and in different properties, for which the screening is key. Another related

aspect, in low-dimensional systems, is the sensitivity to the external environment and stimu-

lations (such as light, or the presence of heterostructures and/or substrates). In short, the key

message is that one can exploit this sensitivity, combined with the peculiarity of the materials

response, to tune relevant properties for target applications. To this aim, it is desirable to reach

an accurate understanding of how dimensionality shapes materials properties. This concept

will come back several times in the following sections and chapters.

2.1.2 Lattice dynamics

The electronic problem described in Section 2.1.1 is solvable for any set of clamped ionic

positions {R} within the DFT framework, as in this thesis, or by means of other approaches (see

Sec. 2.1.1). However, the static lattice picture is destined to fail since even at zero temperature

the ions have a non-vanishing square momentum associated to their finite mass. This is

supported by a number of experimental evidences (e.g., specific heat, thermal expansion,

melting, and transport properties in general including superconductivity and interaction with

radiation). From this stems the need of studying, besides purely electronic structure, the

lattice dynamics of crystals in order to reach a comprehensive understanding of the physical

properties of materials. Once the energy of the electronic system is known, this translates into

the potential energy for the ions and thus their dynamics can be derived leading to the concept

of phonons, their dispersion relations and vibrational properties. In a nutshell, within the

adiabatic approximation of Born-Oppenheimer the ions move in a potential energy surface,

U (R), determined by the electronic energy of the system calculated at fixed ions . In this

picture the ions oscillate around their lattice equilibrium positions {R0}, while the electrons

are assumed to be in the ground state for each nuclear configuration. In other words, we

are interested in small displacements around the equilibrium configuration of the ground
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Chapter 2. Quantum picture of solids

adiabatic energy surface (supposed to be non-degenerate). These ionic oscillations can be

described in terms of instantaneous positions:

Rl (t ) = R0
l +ul (t ) (2.7)

where R0
l denotes the equilibrium or rest position of the l th ion and ul is the ionic displacement

with respect to this initial configuration.1 If the displacements ul are small compared to

the lattice spacing, one can expand the total energy in a Taylor series with respect to the

displacements and truncate the expansion after the first non-vanishing term, i.e., second

order expansion:

U (R0
l +ul ) =U (R0

l )+∑
lα

∂U

∂ulα
ulα+

1

2

∑
lα,l ′β

∂2U

∂ulα∂ul ′β
ulαul ′β , (2.8)

where the Greek subscripts indicate the Cartesian components, while the Latin ones here

label the ions (i.e., Bravais lattice and basis). The first-order term is zero, corresponding to the

forces acting on the ions at equilibrium:

∂U

∂ul

∣∣∣∣∣
0

= 0,̇ (2.9)

this is by definition the rest condition for the crystal. Eventually, we are left with an Hamilto-

nian which is quadratic in the ionic displacements:

H =∑
l

p2
l

2Ml
+ 1

2

∑
lα,l ′β

∂2U

∂ulα∂ul ′β
ulαul ′β . (2.10)

This is called harmonic approximation since the nuclear problem is now equivalent to the

classical one of a set of identical harmonic oscillators whose force constants are given by the

derivatives of the potential energy. This approximation has been proven to work very well to

predict the vibrational properties of the majority of crystalline solids. Under such assumption,

the solution to the nuclear problem becomes analytic, showing that the motion of nuclei in

crystals is quantized and the quanta of vibrations are called phonons.

The condition of vanishing forces acting on each atom, Eq. 2.9, provides the equilibrium

geometry of the crystal. However, the vibrational frequencies are obtained by solving the

equations of motion associated to the harmonic Hamiltonian in Eq. 2.10. Thus, we get to the

final secular equation in reciprocal space:

det

∣∣∣∣∣Dαβ

l l ′ (q)−ω2(q)

∣∣∣∣∣= 0 (2.11)

1Note that a rigorous notation would require to write the rest position of the atom within the crystal as
R0 = R0

l +R0
b , where l indicates the cell, while b the position of the atom within the basis in the cell.
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2.1 Adiabatic approximation

where Dαβ

l l ′ (q) is called dynamical matrix and corresponds to the Fourier transform of the

Hessian (also termed force-constants matrix) of the Born-Oppenheimer energy scaled by the

nuclear masses 1p
Ml Ml ′

∂2U
∂Rl∂R′

l
, and ω are the phonon frequencies. Within the DFT framework,

on which this thesis relies, the Born-Oppenheimer energy surface driving the lattice dynamics

can be computed by solving the Kohn-Sham problem in Eq. 2.5, but then, in order to compute

the first and second derivatives of the energy, we need to introduce density-functional per-

turbation theory (DFPT). In practice, to solve the nuclear problem and obtain the vibrational

frequencies of a given material, DFPT exploits the well-known Hellmann-Feynman theorem

and the problem is reduced to compute the density of the ground-state electronic system

n{R}(r) and its linear response to a distortion in the lattice geometry ∂n{R}(r)/Rl . As for DFT,

we refer to dedicated textbooks and reviews for a more detailed explanation [26].

Let us close this section by giving a more intuitive picture about phonons and some useful

comments about their dimensionality signatures. Lattice vibrations are described by waves

corresponding to the displacements of each atom with respect to its equilibrium position. As

for electronic wavefunctions, phonons are labeled by two quantum numbers: the phonon (or

crystal) momentum q in the Brillouin zone (BZ), due to the periodicity of the crystal, and a

band index ν labeling the different branches, in total 3×Natoms. It follows that phonons are

also represented, similarly to electrons, in terms of dispersion relation curves, or phonon

bands, in reciprocal space. By focusing on the long-wavelength limit (i.e., q → 0), it is possible

to classify phonons based on the following two criteria: the propagation direction and their

acoustic or optical character. As regards the direction, for a fixed q one can always specify

one longitudinal and two transverse modes, that is directions of motion for the atoms. Then,

if the unit cell contains at least two atoms, it is possible to distinguish between acoustic

and optical phonons depending if the atoms move in or out-of phase with respect to each

other. In low-dimensional materials, 2D and 1D, in-plane (chain) and out-of-plane (chain)

modes are intrinsically different. This is due to the fact that atomic displacements in the

vacuum direction are necessarily ‘mechanically ’(i.e., due to symmetry and dimensionality

considerations) dissimilar. Naively speaking, the effective springs bringing the atoms back

to their equilibrium positions are characterized by smaller force constants in the vacuum

direction with respect to the in-plane or in-chain direction, and this affects the dispersion

relations. This distinction between longitudinal and transverse modes is crucial both in the

case of acoustic phonons and optical phonons. In the former case, we name those out-of-

plane or chain acoustic modes as ‘flexural’; these are known to exhibit a dispersion relation

which is not linear but quadratic at small momenta ℏωq,ν∝|q|2. As a consequence, flexural

phonons are expected to dominate the physics of low-dimensional systems at low energy

and small momenta. This quadratic behavior has been at the center of a long-standing

debate concerning the stability of free standing 2D materials at finite temperature and the

possible appearance of ripples. At variance, if the material is deposited on a substrate, such

as in field-effect transistors, the energy of the flexural mode will tend to a finite constant

value at Γ. Similar considerations and question marks should be in principle valid for 1D

systems as well. As far as optical modes are concerned, dimensionality gifts us with another
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Chapter 2. Quantum picture of solids

crucial fingerprint, which is even more remarkable in that it is specific of the dimensionality

considered, and not simply related to the presence of vacuum as it was for the acoustic

phonons. The understanding of such signature is crucial and will be at the center of a large

part of this thesis. Thus, this topic deserves a separate section.

2.1.3 Long-wavelength infrared-active phonons

Let us focus the discussion on a specific kind of lattice vibrations, the so-called polar-optical,

infrared-active phonons, and namely their long-wavelength behavior. In any semiconduc-

tor and/or insulator with different atomic sublattices one can associate to atomic bonding

some ionic/polar character (e.g., NaCl, GaAs, BN). Such bonding character, in this context, is

quantified by means of the Born effective charges (BECs) concept [39, 39, 26]. These effective

charges are different from the nominal ionic ones; they are a dynamical concept, related to

the density response to an external perturbation, such as phonons, and are indeed defined as

tensors rather than scalars. The formal definition for the BEC tensor components of an atom

a is [26]:

Z a
α,β =

1

e

∂F a
α

∂Eβ
= Ω

e

∂Pα
∂ua

β

=
∫

rβ
∂ρ

∂ua
β

dr , (2.12)

whereΩ is the volume of the unit cell. Thus, we can interpret these charges as proportional

to the variation of the force, F, acting on the ion along a direction α as a consequence of

an electric field, E, along β, or, equivalently, as the change in the αth component of the

electronic polarization, P, given by the atomic displacement along β. These charges are thus

commonly associated to the polarity of a materials. 2 The intuitive consequence of this polar

character is that long-wavelength optical phonons make the atoms behave as oscillating

dipoles –with charge given by the BECs– interacting with each other. Thus, as soon as the

atoms in the lattice have non-vanishing BECs, optical phonons can generate a polarization

density and couple with electric fields. As a consequence, these modes are termed polar

and are infrared active. In addition, for longitudinal atomic displacement patterns, and

in particular for purely longitudinal optical (LO) modes3, a long-range (LR) electric field is

generated that becomes macroscopic in the long-wavelength limit. Since we are dealing

with semiconductors/insulators rather than metallic systems, the associated LR electrostatic

interactions are only partially screened by electrons and thus the macroscopic electric field

is ultimately felt by the nuclei as an additional restoring force; this dramatically affects the

dispersion of the LO modes. In particular, creating an additional electric energy density in the

material is more costly and thus the frequency of the LO mode is generally blue-shifted. In

3D bulk materials the energy shift of a LO mode can be analytically described thanks to the

seminal work from Cochran and Cowley [40]:

2Here by ‘polar’we do not assume that the material has net electronic macroscopic polarization per se, we
instead refer to the polarization potentially induced by the perturbation.

3These are labeled as such in the long-wavelength limit of q → 0.
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2.1 Adiabatic approximation

ω3D
LO(q → 0) =

√
ω2

0 +
4πe2

ϵ∞Ω

(∑
a

Za ·ea
LOp

Ma

)2
, (2.13)

where ϵ∞ is the macroscopic dielectric tensor, ea
LO refers to LO phonon eigenvectors, and

ω0 is the LO frequency for q → 0 in the absence of polar or dielectric, as will be termed in

the following, effects. The dielectric contribution to the dispersion of the LO mode is clearly

constant around the BZ center (included Γ) as a function of the norm of the momentum, while

its strength is tuned by the screened effective charges. Moreover, the size of the shift depends

on the direction in reciprocal space along which q is tending to Γ. This creates a discontinuity

in terms of dispersion relation for the LO modes. We anticipate here that while this effect is

modulated in strength by the dielectric properties of the material, its overall dependency on

phonon momenta and size is ruled solely by dimensionality.

For 2D materials, the analogous of the 3D expression in Eq. 2.13 has been recently derived,

in 2017, by T. Sohier and coauthors in Ref. [41]. This work highlights a strong momentum-

dependence of the dielectric shift, characterized by a linear asymptotic behavior and vanishing

at Γ exactly. This has led to the name of ‘breakdown of LO-TO splitting’ as opposed to the well-

known 3D splitting. A similar breakdown can be expected in 1D systems as well; nonetheless,

the analytical proof and the details of its actual asymptotic behavior remained, until now, an

open question (see Chapter 4).

Note that the dielectric contribution to the dispersion of the LO mode is often described in

terms of a deviation from the transverse optical (TO) mode: LO-TO splitting. This is because

in many materials (e.g., with cubic/tetragonal symmetries or planar hexagonal) LO and TO

modes would be indeed degenerate in the absence of dielectric effects [40, 42, 26, 39, 26, 27, 25].

However, the lifting of these degeneracies ultimately depends on the symmetries and the

dimensionality of the crystal. In 3D, with 3 equivalent directions at most, optical modes

are up to triply degenerate at the zone center (based on group theory considerations [43]).

In 2D, these modes are up to doubly degenerate, while a splitting with respect to the out-

of-plane optical (ZO) modes always persists since in- and out-of-plane displacements are

nonequivalent, as explained in the previous section. In 1D, the longitudinal direction is clearly

different from the other two, which are instead possibly degenerate with each other. Thus,

there is no degeneracy to recover, even if the polar energy shift vanishes. Accordingly, in

the following we will refer to this phenomenon as dielectric or polar shift rather than LO-TO

splitting.

2.1.4 Towards non-adiabatic effects: electron-phonon coupling

So far we considered the electronic and nuclear problem as decoupled (adiabatic approxima-

tion). First, we assumed that the electrons move in the static periodic potential created by the

ions fixed at their equilibrium positions. In this picture electrons are represented by Bloch

states and can move in the ionic potential without disturbance. Then, we solved the problem
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Chapter 2. Quantum picture of solids

for the ions given a certain electronic configuration. However this is not the whole story since

valence electrons and phonons influence each other in a more complex way, and this mutual

influence is relevant, and sometimes even dominant, for a variety of physical phenomena

in solids. In this extended picture, it comes natural to think of phonons as perturbations

creating a charge imbalance with respect to the unperturbed ionic potential. This ultimately

translates into the possibility for electrons to jump from one electronic state to another, that

is a scattering event (sketched in Fig. 2.1). Such scattering events are characterized by the

exchange of energy and momentum between phonons and electrons, thus breaking indeed

the adiabatic assumption. To address this coupling, one in principle needs to go beyond the

adiabatic approximation exploited in the previous section and expand the total wavefunction

in the form:

Φm(r,R) =∑
n
χmn(R)Ψ{R}

n (r) , (2.14)

with n now labeling the electronic eigenstates. As a consequence, the eigenvalue problem for

the ionic/nuclear subsystem becomes:

[
−ℏ2

2

∑
a

1

Ma
∇2

a +Vnn(R)+E R
n

]
︸ ︷︷ ︸

Hadiab.

χmn(R)+ ∑
n′
∆Hnn′︸ ︷︷ ︸

Hel−ph

χmn′(R) = E tot
m χmn(R) , (2.15)

where the first term in parenthesis is indeed the same nuclear Hamiltonian we obtained

within the adiabatic approximation, while the second term is the correction which accounts

for the coupling between phonons and electrons. ∆H can be actually decomposed in two

contributions, ∆H ′ and ∆H ′′, respectively proportional to the first and second derivative of

the electronic wavefunctions with respect to the ionic displacements, thus reintegrating in

our picture all the possible electronic excitations due to ionic motion. It is common strategy

to truncate the correction to the Hamiltonian after the first term, which is considered to be

the dominant in most of the cases.

In practice, if we assume the electron-phonon coupling to be weak (i.e., no electronic features

at energies similar to phonons) we can treat it in a perturbative way, that is by linear response

within DFPT:

Hadiab. → Hnon−adiab. = Hadiab. +Hel−ph . (2.16)

To go beyond this level of approximation, one can rely on diagrammatic and non-perturbative

approaches. In our framework, the strength of the coupling is given by the electron-phonon

coupling (EPCs) matrix elements gk,k+q,ν. These are defined as the transition probabilities for

any given electron (Kohn-Sham state) to be scattered by a certain phonon into each of the

possible final states as a consequence of the induced change in the self-consistent potential

experienced by electrons. The larger the EPCs, the stronger the coupling, and the more relevant
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2.2 Charge transport and Boltzmann transport equation

are expected to be the non-adiabatic correction to the crystal Hamiltonian:

Hel−ph ∝ gk,k+q,ν =
∑
a,β

ea,β
q,ν

√
ℏ

2Maωq,ν
〈k+q| ∂VK S(r)

∂ua,β(q)
|k〉 , (2.17)

where we are summing over all the phonon displacements of atom a along the direction

β. In actual DFPT calculations, the potential ∂VKS(r) is calculated by explicitly taking into

account the rearrangement of the electronic charge following a small ionic displacement. As a

result, the EPC matrix elements computed are screened via the induced part of the effective

KS perturbation (Hartree and exchange correlation).

Electron-phonon interactions (EPIs) are ubiquitous in condensed-matter physics. Moreover,

reduced dimensionality has interesting and non trivial implications on the interplay between

electrons and phonons. In this respect, a striking example is the Fröhlich interaction, that

is the coupling between electrons and the polar-optical phonons discussed in the previous

section. Because of the LR nature of the Coulomb interaction, this coupling presents a clear

dimensionality signature. In fact, the limit of q → 0 of the Fröhlich interaction is known to

diverge in 3D [44], while it tends to a finite value in 2D [45]. To our knowledge this effect has

not been clarified in 1D systems yet and will discussed in Chapter 4

2.2 Charge transport and Boltzmann transport equation

The ultimate objective of transport theory is to determine the macroscopic transport co-

efficients of a material, such as its electrical conductivity, resistivity, and mobility. These

macroscopic properties are determined by the microscopic behaviors of electrons and holes

within the material. The most rigorous approach to studying charge transport in materials is

to solve the many-body Schrödinger equation for both electrons and phonons. The micro-

scopic behavior of particles involved in transport phenomena is exceedingly complex, and

as such, it is often described using statistical methods. This approach involves formulating

a transport theory that can provide a function that is related to the particles’ positions and

velocities at any given time. While the Liouville equation is the ideal choice for such a theory,

its complexity makes it intractable [46]. However, simplifications of this equation lead to the

Boltzmann transport equation (BTE) and the connected theory of transport.[46, 47, 48, 34]

The BTE provides a probability distribution of a single particle in the phase space as a function

of time, which is representative of the distribution of all the particles.

The key-ingredient here is the electronic distribution function f (k), which is the unknown of

the problem. The rate of change of the distributions consists depends on three different terms,

being the diffusion one, the one related to the external field and the collisional contrribution:

∂ fk

∂t
|diff. =−∂ fk

∂r
·v(k) , (2.18)
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2.3 Summary

we refer to specialized texts and reviews[34, 46, 47], and to Ref. [48] for the specific framework

adopted in this thesis.

Other possible sources of scattering, not included in this thesis, are broadly speaking defects

–usually found to dominate the low-temperature regime– and electron-electron interactions,

which especially at high temperature and high doping (i.e., number of free carriers) could play

an important role. In this thesis, we will focus on moderate-high doping at room temperature,

where the phonon scattering is expected to play a central role, thus setting an upper limit for

the performances achievable in real devices.

2.3 Summary

In this introductory chapter we aimed to qualitatively set and discuss the main topics at the

center of this thesis: phonons, electron-phonon interactions and ultimately charge transport.

In doing this, we attempted to highlight the role of dimensionality in shaping these properties,

setting the ground for the next chapters. We introduced the basic formalism needed and we

anticipate our main computational tools: density-functional and density-functional pertur-

bation theory, and Boltzmann transport equation. In terms of concepts, we have introduced

the many-body problem for crystalline solids within the well-known adiabatic approximation,

and the key aspects of electronic structures and lattice dynamics, as well as electron-phonon

interactions.
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3 Density-functional and density-
functional perturbation theory for
one-dimensional materials

A direct objective of this thesis is to contribute to shedding light on the role of dimensionality in

shaping materials properties, specifically in 1D systems. In this respect, particularly desirable

would be the ability of performing accurate DFT [35, 36, 37, 33] and DFPT [26] calculations

accounting for the correct dimensionality of these nanostructures. The bottleneck is that

most of the available ab-initio codes rely on periodic-boundary conditions in the three spatial

dimensions and this poses some challenges. Our goal here is to provide a reliable computa-

tional framework, based on DFT and DFPT as implemented within the standard Quantum

ESPRESSO code [37, 49], to finally compute ground-state and linear-response properties for

any 1D system. This will be the focus of the present chapter. First, in Section 3.1.1 we discuss

the challenge posed by periodic-boundary conditions and we illustrate how to rigorously

curate this issue by introducing the Coulomb cutoff technique. In Section 3.2, the imple-

mentation of the 1D framework within Quantum ESPRESSO is detailed: the subtleties of the

cutoff implementation, as well as the modifications required throughout the code to compute,

besides the potentials, energies, force and stress tensors, and linear response properties –

that is phonons and electron-phonon interactions. Our developments will be applied in the

next chapter to the study of polar-optical phonons and their coupling to electrons, showing

the profound consequences of materials dimensionality and the relevance of the detailed

implementation. A short summary follows in Section 3.3.

3.1 Introduction

Over the past three decades, nanostructures have captivated increasing interest due to their

promises in terms of embodying novel physical paradigms and delivering cutting edge techno-

logical applications. Dimensionality plays indeed the role of an additional degree of freedom,

expected to be relevant in several fields besides fundamental science. As regards 1D systems,

our true ab initio theoretical understanding and the computational tools are yet less developed

with respect to the higher-dimensional cases, that is 2D and 3D bulk materials. Thus, it rises
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Chapter 3. DFT and DFPT for one-dimensional materials

the urgency to bridge this gap.

On the modelling perspective, highly desirable is the ability of predicting and simulating the

physics of low-dimensional systems from first-principles. For this, DFT and DFPT represent

a powerful tool, proved to be accurately predictive in terms of electronic, structural and

vibrational properties of materials[25, 26, 27, 28, 25, 29]. In particular, the combination of

DFPT along with analytical models has been exploited in the past to reach a comprehensive

understanding of phonons and their coupling to electrons in 3D and 2D materials [40, 41, 45,

29]; topics which are at the center of this thesis. The bottleneck is that most of the available ab-

initio codes rely on periodic-boundary conditions in the three spatial dimensions (3D PBCs)

and this poses some challenges when dealing with reduced dimensionality. While for some

physical properties the spurious interactions between the periodic images can be suppressed

by increasing the amount of vacuum within the simulation cell, many other properties will

always be affected to some extent by the stray fields [45, 41, 50, 51, 52]. This is the case for polar

(i.e., with spontaneous net macroscopic polarization [53, 54]) or charged and doped systems.

More generally this is relevant for long-wavelength perturbations. In all these scenarios, the

physical phenomena are indeed driven by long-range electrostatics which is ultimately ruled

by materials dimensionality; this, in PBCs, is mystified by the presence of the periodic images.

Works have been done in this direction based on the idea of suppressing these stray fields

by smoothly truncating the Coulomb interactions between periodic images. This led to the

capability of accounting for materials dimensionality when dealing with excited and neutral

properties in 2D systems [29, 50], while only partly in 1D [50]. In fact, despite the efforts,

computing linear-response properties of 1D materials via DFPT is still an open challenge.

In the following, we address this topic by developing a DFT and DFPT framework tailored for

1D materials. To this aim, we implement within the Quantum ESPRESSO (QE) distribution our

version of the Coulomb cutoff technique [55, 50, 29] and we compute potentials, total energy,

forces, stresses, phonons and electron-phonon interactions. We also implement the fitting

non-analytic contribution to the dynamical matrix to insure smooth phonon Fourier interpo-

lation. Thanks to our developments, we finally highlight the crucial role of open-boundary

conditions in predicting the correct linear response of 1D systems. Namely, we will focus

the discussion (see Chapter 4) on polar-optical phonons, infrared-active, and the Fröhlich

coupling, showing for the first time in 1D – to our knowledge – their critical dimensionality

signatures. Our work will be applied to a portfolio of relevant 1D systems including chains,

wires and tubes.

3.1.1 Statement of the problem: periodic vs open-boundary conditions

First-principles calculations based on plane-wave basis sets rely on 3D PBCs. When simulating

a system with reduced periodicity, such as 2D or 1D, this implies that periodic images are

present in the non-periodic directions, being respectively one out-of-plane and two out-of-

chain. Our goal consists in isolating the 1D system in such a way that it does not interact with
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its images which otherwise would introduce spurious cross-talks in our calculations, even-

tually hindering the physical 1D response. This is of crucial importance in a variety of cases:

neutral non-polar materials perturbed at long wavelengths, systems with net macroscopic

polarization, and when doping or charging is included. In few words, correcting for the men-

tioned stray fields is essential whenever long-range electrostatics is relevant in nanostructures

[29, 41, 51].

Let us start by framing the main concepts and the nomenclature. A 1D system is described as a

crystal with periodicity only along one direction – ẑ in this case– termed ‘in-chain’, while having

a limited extension (in the range of 1-100 nm) in the the two other out-of-chain directions,

x̂ and ŷ. The cells in the crystal are identified by Rz = m3b3 where m3 is an integer and b3 is

the in-chain primitive lattice vector; the out-of chain components are instead constants. The

position of each atom a within a cell is given by da while its out-of-chain components may

change depending on the structure (e.g., linear or zig-zag chains, tubes, wires). Switching

to the reciprocal space, the crystal is described by the reciprocal vector Gz generated by the

in-chain primitive reciprocal lattice vector b∗
3 . Within DFT, the ground state properties of our

system are fully determined by the charge density

ρ(r⊥, z) = 2e
∑
k,s

f (ϵk,s)|ψk,s(r⊥, z)|2 , (3.1)

where the sum runs over the spin-degenerate electronic states, labeled by the in-chain mo-

mentum kz and the band index s, f (ϵk,s) is the Fermi occupation and ψk,s are the Bloch

wavefunctions. The Kohn-Sham (KS) potential, VKS, for a neutral/undoped 1D system consists

in the external potential Vext, the one created by the ions Vion, plus two electronic contribu-

tions ; that is the Hartree VH and the exchange-correlation Vxc terms. The total potential reads

as:

V 1D
KS (r⊥, z) =V 1D

ext (r⊥, z)+V 1D
H (r⊥, z)+V 1D

xc (r⊥, z) . (3.2)

These three potentials individually share the periodicity of the crystal , i.e., V (r⊥, z +Rz ) =
V (r⊥, z), and the same holds for the electronic density in Eq. 3.1. What is relevant to highlight

here is that materials properties can be derived starting from space integrals of the electronic

charge density times these potentials.

When dealing with 3D PBCs, rather than simulating the isolated 1D system, one actually

simulates an array of 1D systems repeated periodically in the two non-periodic dimensions of

space with a given amount of vacuum to separate them. Thus the total potentials from each

system, given in Eq.3.2, combine as

V 3D
KS (r⊥, z) =∑

i
V 1D

KS (r⊥− i R⊥, z) , (3.3)

where the index i runs over the periodic images along each of the two out-of-chain directions

and R⊥ is given by the distance between the images. The resulting potential V 3D
KS ̸=V 1D

KS satisfies
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3D PBCs. Then, if the 1D system is perturbed at small momenta qz (i.e., long-wavelengths) its

electronic charge density, periodic only along the z-direction, will respond by generating a

potential decaying in the out-of chain directions as e−q·|r⊥|, that is long-range (LR) interactions

in real space. As soon as the range of these interactions is comparable with the distance d

between the periodic repetitions, spurious contributions alter the response of the isolated

system. In essence, PBCs constrain us to simulate a 3D crystal, consisting of weakly bounded

1D substructures, rather than the desired isolated 1D system. Similar considerations are valid,

besides linear response, in charged, doped or polar materials where even the energetic and

forces may be influenced by the presence of the periodic copies.

This issue can be addressed thanks to the Coulomb cutoff technique, as successfully demon-

strated in several works [55, 50, 52, 29]. In fact, the standard method of simply increasing the

vacuum between images only reduces the affected portion of the BZ, while the computational

cost significantly increases. For a more systematic and physical solution, we implement a 1D

Coulomb cutoff based on the one proposed in Ref. [50] in the relevant packages (PWScf and

PHONONS) of the QE distribution [26, 37, 49]. This implementation leads to the correct 1D

open boundary conditions (OBCs) for the computation of potentials, total energies, forces

and stress tensors, phonons, and electron-phonon interactions.

Figure 3.1: Sketch of the supercell construction for 1D systems and the effect of introducing
the Coulomb cutoff.

Focusing, for instance, on linear response, when the electronic charge density is perturbed

at momentum q, the reach of the generated potential scales as λ= 2π/q in the out-of plane

(chain) direction(s). Thus for long-wavelength perturbations the spurious interactions per-

sist even for very large distances [45, 41, 50, 51, 52]. In this light, the strategy of enlarging

the vacuum to curate the stray fields not only increases the computational cost significantly,

linearly (quadratic) with the distance in 2D (1D), but also never fully eliminates the issue.

For momenta smaller than the inverse of the distance between periodic images there will

always be the response of a 3D periodic system, instead of the physical 1D one. Note that these

range of momenta, the closer to Γ the larger is the vacuum slab, are exactly those relevant for

spectroscopic characterization, charge transport and many other prospective applications.
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3.2 Implementation of 1D open-boundary conditions

3.2 Implementation of 1D open-boundary conditions

The Coulomb cutoff technique consists in explicitly truncating the spurious interactions

between the periodic images. This is done by modifying the Coulomb kernel rather than

directly the potentials. The kernel is thus redefined as:

vc (r) = 1

r
→ v̄c (r) = θ(lc −|rp |)

|r| . (3.4)

and all the LR contributions to the potentials (i.e., the ones affected by the stray fields, Vion,VH)

are then obtained by convolution of this truncated kernel with the electronic charge density in

Eq. 3.1

V̄ (r) = e
∫
ρ(r′)v̄c (|r− r′|)dr′ , (3.5)

in such a way that a given charge in the 1D system interacts only with charges within a cylinder

of radius lc built around it. Note that although the kernel is discontinuous, the final potentials

are indeed smooth thanks to the convolution with the charge density. Eventually, the material

is effectively isolated, meaning that there is no physical 3D periodic system anymore; there

is instead a 1D periodic system, repeated in the two additional dimensions of space in order

to build potentials that mathematically still fulfill 3D PBCs but physically lead to the true 1D

response.

3.2.1 1D Coulomb cutoff

In practice, within the code, the potentials (or at least their LR part) are generated in reciprocal

space. Thus the truncated kernel from Eq. 3.4 becomes:

v̄c (G) = 4π

G2
⊥+Gz

2 [1+G⊥lc J1(G⊥lc )K0(Gz lc )−Gz lc J0(G⊥lc )K1(Gz lc )] (3.6)

where Jn(x) and Kn(x) are, respectively, the nth order ordinary and modified cylindrical Bessel

functions and lc is the cutoff length. Note that for the Gz = 0 plane the expression in Eq. 3.6 is

ill-defined since K1(x) diverges logarithmically for x → 0. However, we are interested in the

total potential given as the sum of the Hartree and ionic terms, both modified consistently via

this kernel and each defined up to an arbitrary additive constant. Thus, the strategy proposed

in the original work [50] to treat this singularity is to separate the divergence and include it in

these constants; this is done by passing through a finite cylinder instead of the infinite one

of Eq. 3.6. For the purposes of this work, we follow the same strategy with a crucial variation

which will be highlighted in the following.

We start by defining h = N l0 to be the new height of the finite cylinder, where h0 is an auxiliary

unit length such that h is much larger than the cell size in the periodic direction. We then get

23



Chapter 3. DFT and DFPT for one-dimensional materials

the following expression for the Fourier transform of the cutoff:

v̄c (G⊥,Gz ) =
∫ lc

0

∫ 2π

0

∫ h

0

e−i (G⊥r⊥cosθ+Gz z)√
r 2
⊥+ z2

r⊥ dr⊥dθd z . (3.7)

Focusing on the Gz = 0 plane, we are now left with

v̄c (G⊥,Gz = 0) =
∫ lc

0
2πJ0(G⊥r⊥) log

(
h +

√
h2 + r 2

⊥
r⊥

)
dr⊥ , (3.8)

where we can substitute h = N l0 and then split the expression in two integrals, I1 and I2, of

which only the first one depends on the height of the cylinder. The truncated kernel now

reads:

v̄c (G⊥,Gz = 0) =−2π
∫ lc

0
J0(G⊥r⊥) log(r⊥/l0)dr⊥+

+2π
∫ lc

0
J0(G⊥r⊥) log(N +

√
N 2 + (r⊥/l0)2)dr⊥ .

(3.9)

The first integral, not dependent on h, has the following well-defined solution:

I1 = 2π
1− J0(G⊥lc )−G⊥lc J1(G⊥lc ) log(lc /l0)

G2
⊥

, (3.10)

while the second integral, I2, depends on h (i.e., on N ) and gives:

I2 = 2πlc log(2N )
J1(G⊥lc )

G⊥
. (3.11)

Clearly this latter term contains the singularity we wanted to isolate (i.e., limN→∞ I2 =∞), and

we can drop it by invoking charge neutrality as long as we apply the same cutoff to both the

Hartree and the ionic potentials. Finally, we are interested in the v̄c (G = 0) value of the cutoff.

Thus, if we consider the limit of I1 for G⊥ → 0, we get the limit behavior :

lim
G⊥→0

I1 ∼−π
2

l 2
c [2 log(lc /l0)−1] . (3.12)

In all this, the true novelty of our approach with respect to what proposed by Rozzi and

coauthors [50] is the ex novo parameter l0, defined as l0 = lc
exp(0.5) .This parameter carries out

two crucial functions: (1) it enables the use of a dimensionless argument for the logarithm

log(lc /l0) and (2) it sets the average potential over the unit cell to zero, i.e., V̄ (G = 0) = v̄c (G =
0) = 0, which is the conventional choice in QE for both 3D and 2D materials.
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3.2 Implementation of 1D open-boundary conditions

The final expression for our 1D Coulomb cutoff is:

v̄c (G) =


4π

G2
⊥+Gz

2 [1+G⊥lc J1(G⊥lc )K0(Gz lc )−Gz lc J0(G⊥lc )K1(Gz lc )] , G⊥,Gz ̸= 0

4π
G2

⊥
[1−G⊥lc J1(G⊥lc ) log( lc

l0
)− J0(G⊥lc )] , G⊥ ̸= 0,Gz = 0

0 G = 0
(3.13)

Since the K (x) functions damp the oscillations of the J(x) functions very quickly, as pointed

out in the original paper [50], the cutoff is expected to act only on the smallest values of G,

while the bulk behavior is soon recovered for larger values. Note that the cutoff lc needs to be

at least as large as the maximum distance between electrons belonging to the system, i.e. the

effective thickness of the material 2t , otherwise some physical interactions of the 1D system

itself are erroneously cut. In turn, the size of the simulation cell in the non-periodic directions

d should be such that electrons belonging to different periodic images are separated by at

least lc . In practice, the cutoff is chosen to be lc = d/2, and the supercell built such that d > 4t .

In the following, we detail the implementation of the relevant physical ground-state (potentials,

energies, forces, stresses) and linear-response (phonons and electron-phonon coupling)

properties. For the sake of simplicity, we follow the same steps involved in the implementation

for 2D systems [45], limiting the present discussion to what is different in 1D with respect to

this previous case.

Potentials

The KS potential is the sum of the external (in this case simply ionic) the Hartree, and the

exchange-correlation contributions:

VKS(r⊥, z) =Vext(r⊥, z)+VH(r⊥, z)+VXC(r⊥, z) , (3.14)

Here we are interested in modifying only the long-range part of these potentials and thus we

can neglect the exchange-correlation term which is short-ranged. Note that this implemen-

tation holds for all types of pseudopotentials (i.e., norm-conserving, ultrasoft and projector

augmented wave function). Following the conceptual steps proposed in the 2D paper [45],

we proceed by modifying in the QE 3D code the Fourier transform of the local ionic potential

and the Hartree potential by substitution the reciprocal expression of the truncated Coulomb

kernel. Thus in our implementation with the 1D cutoff we define the local ionic potential as:

V loc
ion (G) =∑

a
e−i G·da (vSR

a (G)+ vLR
a (G)) → V̄ loc

ion (G) =∑
a

e−i G·da (vSR
a (G)+ v̄LR

a (G)) , (3.15)

25



Chapter 3. DFT and DFPT for one-dimensional materials

where the relevant term, that is the LR part, transforms as

vLR
a (G) =−Za

Ω
vc (G)e−|G|2/4η→ v̄a

LR(G) =−Za

Ω
v̄c (G)e−|G|2/4η , (3.16)

and for the Hartree term we have trivially

VH (G) = vc (G)n(G) → V̄H (G) = v̄c (G)n(G) . (3.17)

As a first validation of our method, we check the modifications introduced so far by by focusing
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Figure 3.2: In the first panel (a) we show the KS potential (inverted y axis) averaged along the
wire, with (green) and without (red) the inclusion of the cutoff. In the second panel (b) we
focus on the x-axis cross-section of the KS potential and we highlight the physical region. Also
the electronic charge density is reported for reference. In the last panel (c) we zoom on the
physical region and we plot besides the KS potential also the ionic and Hartree terms, always
comparing each potential with and without the 1D cutoff.

on the simplest system in our portfolio: an atomic chain of BN. Thus, we plot in Fig. 3.2 the

total potential, as well as the single contributions, without the cutoff (3D PBCs) in red, and

after its inclusion (1D OBCs) in green; this is shown in three different panels. The first panel

offers a three-dimensional representation of the total KS potential averaged along the wire

direction, ẑ, and plotted as a function of the two out-of chain directions, x̂ and ŷ (which in

26



3.2 Implementation of 1D open-boundary conditions

this case are equivalent by symmetry). To better comprehend the effect of the cutoff, in the

second panel of Fig. 3.2 we focus on the cross section of the total potential along one of the

two equivalent out-of-chain directions. Together with the KS potential in this case we plot

the electronic charge density, and we highlight the limits of the physical region defined by

the 1D cutoff by shading the rest of the plot, i.e., for x >+d
2 − t or x <−d

2 + t with t being the

radius of the 1D system (here estimated based on the charge density). Within this physical

region, VKS with and without the cutoff is expected to be the same up to a constant. This

constant comes from the fact that both KS potentials average to zero but the one with the

cutoff exhibits artifacts, i.e., ‘bumps ’, outside the physical region, as already discussed for the

2D implementation [45]. Eventually, in the third panel we zoom on the physical region and

we add to the picture also the ionic and Hartree potentials, with and without the 1D cutoff.

Within 3D PBCs, the choice of setting the G = 0 value of the ionic or Hartree potential to zero

is equivalent to the inclusion of a compensating jellium background. At variance with the 2D

case, in 1D the potential generated by a linear infinite distribution of charge in the surrounding

is logarithmic instead of linear, while the jellium bath adds a quadratic contribution to the

potential between periodic images. The correct 1D behavior is restored once the cutoff is

applied, however the effects observed on the cutoff are more subtle with respect to what

observed in 2D systems when applying the cutoff[29].

Energies

The total energy per unit cell is:

Etot = Eki n +Eext +EH +EXC +Ei−i (3.18)

the sum of, respectively, the electronic kinetic energy,the energy of the electronic in the

external potential created by the ions, the Hartree energy, the exchange-correlation energy

and the ion-ion interaction energy. Similarly to what we did for the potentials, for the energy

we only need to modify the LR contributions. These modifications are straightforward: we

simply need to propagate consistently throughout the code the modification of the truncated

kernel by substituting vc (r) → v̄c (r).

Forces

Once the 1D potentials and energies are known, the forces acting on each ion a are obtained by

the derivative of the total energy with respect to the displacement ua,i along a given cartesian

direction i :

Fa,i =−∂Etot

∂ua,i
=−

∫
Ω

n(r)
∂V̄ion

ua,i
dr− ∂Ei−i

∂ua,i
(3.19)

where all the terms which do not involve explicitly interaction with ions have been dropped
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Chapter 3. DFT and DFPT for one-dimensional materials

and we always imply derivatives at zero displacement ua,i . Thus, for neutral systems we are

left with only two terms: the force on the ion from the electrons and the contribution given

by the interaction with the other ions. Both terms can be obtained as detailed in Ref. [45] for

the 2D case, simply taking care of substituting the truncated potential consistently within the

code.

Stresses

In addition to atomic forces, another important quantity for structural optimization is the

stress. Stresses are computed as derivatives of the total energy with respect to the strain tensor:

σi , j =− 1

Ω

∂Etot

∂ϵi , j
(3.20)

where i and j represents Cartesian coordinates. Once again, we need to modify only the terms

derived from the LR potentials which may be affected by the periodic images, this is the case

for the Hartree term σH
i , j and for the contribution coming from the LR part of the local ionic

potential,σloc,LR
i , j . In this case the formula is different with respect to the 2D case and is specific

of the 1D implementation. In fact, modifying the kernel and potentials is not enough, we also

need the derivative of the Coulomb kernel with respect to the strain tensor appearing in the

energy terms respectively:

EH = Ω
2

∑
G̸=0

n∗(G)VH (G) (3.21)

and

E loc,LR
ion =Ω ∑

G ̸=0
n∗(G)

∑
a

e i G·da vLR
a (G) (3.22)

Thus, we need to compute ∂vc (G)/∂ϵi , j . It follows:

∂vc (G)

∂ϵi , j
=−∂vc (G)

∂Gi
G j (3.23)

and in the 1D case we have, based on Eq. 3.13:

∂v̄c (G)

∂Gz
=− v̄c (G)

G2
⊥+G2

z
2Gz

[
1−βz (G⊥,Gz )

]
, (3.24)

∂v̄c (G)

∂|G⊥|
= − v̄c (G)

G2
⊥+G2

z
2G⊥

[
1−β⊥(G⊥,Gz )

]
, (3.25)
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3.2 Implementation of 1D open-boundary conditions

with βz and β⊥ defined as follows:

βz = |G|2
2Gz v̄c

[
−G⊥l 2

c J1(G⊥lc )K1(Gz lc )−

lc J0(G⊥lc )K1(Gz lc )+
Gz l 2

c

2
J1(G⊥lc )(K0(Gz lc )+K2(Gz lc ))

]
,

(3.26)

β⊥ = |G|2
2G⊥v̄c

[G⊥l 2
c

2
K0(Gz lc )[J0(G⊥lc )− J2(G⊥lc )]+

lc J0(G⊥lc )K1(Gz lc )+
Gz l 2

c J1(G⊥lc )K1(Gz lc )
]

.

(3.27)

Phonons and EPC

The key-ingredient to compute phonon dispersion relations and electron-phonon interactions

is the response of the electronic density to a phonon perturbation. This is obtained in DFPT

by solving self-consistently a system of equations in which the unknown is the lattice periodic

part (in italics) of the perturbed KS potential ∂V̄KS(r⊥,z)
∂ua,i (qz) . In practice, what is needed to compute

linear-response properties are the derivatives of the previously defined potentials and energies,

already modified, consistently, via the Coulomb cutoff. Once again we are interested in

modifying only the LR terms of the perturbed KS potential, that is the local ionic V̄ loc
ion (q+G)

and Hartree V̄H(q+G) contributions. The truncated response is thus obtained by propagating

the truncation of these potentials consistently. Once this is done, the implementation of the

dynamical matrix, from which we get the phonon dispersion relations, and the EPC matrix

elements are straightforward. The crucial consequence of the cutoff implementation on these

quantities will be at the center of the discussion in the following section. For more details

about how these are effectively implemented within QE, the reader can refer to Ref. [45].

3.2.2 Phonon interpolation and non-analytical corrections

Besides the implementation of the 1D Coulomb cutoff, another relevant modification in the

code concerns the Fourier interpolation of phonon dispersions. This scheme enables to

efficiently compute the full phonon dispersion on a dense momentum grid, first computing

the dynamical matrix on a coarse momentum grid, Fourier transforming it into finite-ranged

interatomic force constants (IFCs), and finally Fourier transforming the IFCs back in reciprocal

space on a finer momentum grid. However, in most of semiconductors and insulators, non-

vanishing BECs drive LR dipole-dipole interactions, as we have seen in Section 2.1.3. These are

dimensionality dependent and lead to IFCs slowly decaying in real-space [56, 41, 51, 57, 42, 40].

The Fourier interpolation scheme is then not able to fully capture these non-analytic terms
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Chapter 3. DFT and DFPT for one-dimensional materials

since it is based, instead, on the real-space localization of the IFCs [27, 26, 58, 25, 59, 41].This

prevents us from getting accurate phonon interpolation when dealing with polar-optical

phonons in a generic n-dimensional material. The standard solution is to build a reciprocal

space model for these dipolar interactions and separate the dynamical matrix into a short-

range and long-range component,

Dai ,b j (q) = DSR
ai ,b j (q)+DLR

ai ,b j (q) (3.28)

such that the correct long-ranged contribution to the dynamical matrix can be excluded and

then re-added in the interpolation procedure [25, 41, 57]. This contribution DLR
ai ,b j (q) in 1D

corresponds to the one already presented in Ref. [57] and will be at the center of the following

chapter of this thesis. It is worth mentioning that the dipole-dipole terms considered here are

the leading contribution to the long-range IFCs, but higher orders may be present as well with,

in general, minor consequences on the phonon dispersion relations [51, 60].

The implementation of DLR
ai ,b j (q) requires the explicit analytical form (which will be given in

the following chapter) and the knowledge of several physical quantities. Masses, eigenvectors,

eigenvalues and BECs are directly obtained from the underlying DFT and DFPT calculations.

What need to be parametrized are instead the effective radius t of the 1D system and its

macroscopic dielectric tensor ϵ1D , as will be explained in i.e., Chapter 4. This 1D dielectric

tensor differs from the one computed in QE ϵQE, which strongly depends on the size of the

simulation cell. We will come back to this point in the following chapter, Section 4.4. In

practice, in implementing the correction to the dynamical matrix, we automatize the choice

of the effective radius as t = d/4, where in the most general case d is the size of the cell in the

non-periodic direction. This choice is reasonable assuming that d has been chosen as the

minimum size to satisfy the cutoff requirements as explained in Sec. 3.2.1.

3.3 Summary

In summary, in this chapter we presented a novel DFT and DFPT framework to simulate

ground-state and linear-response properties of 1D systems from first-principles. This is

achieved by implementing our modified version of the Coulomb cutoff technique for 1D

systems in the QE distribution package (namely, pw.x and ph.x codes). Our implementation

[61] starts from modifying the Coulomb kernel and thus the relevant potentials; this eventually

unlocks the possibility to compute energies, forces, stresses, phonons and electron-phonon

properties for any kind of system with 1D periodicity (chains, wires, tubes, polymers...). We

then apply our developments to a simple yet representative portfolio of neutral systems with

no net spontaneous polarization. These results will be presented in the following chapter,

cross-validated and supported by novel theoretical developments. There we will focus on polar-

optical phonons, their dispersion relations and their coupling to electrons and the related

electronic lifetimes, showing how these are dramatically affected by materials dimensionality.

All this will demonstrate the fundamental role of the 1D cutoff here presented in restoring the
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3.3 Summary

true physical response of 1D systems and its physical signatures.
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4 Infrared-active phonons in one-
dimensional materials, their coupling
to electrons and spectroscopic signa-
tures

Vibrations are key to understanding materials -their thermodynamic and transport properties

as well as their spectroscopic signatures. The microscopic understanding of polar-optical,

infrared-active, phonons in 3D materials is a pillar of solid-state physics. However, the same

understanding breaks down in lower dimensions, with profound consequences for physical

properties and spectroscopic characterization; both of which are key to the future of nanotech-

nology. To date, we have reached a well established understanding of these vibrations in 2D

materials based on theoretical models, describing the long-wavelength details of the related

dielectric shift, and tailored algorithmic developments. In contrast, the same understanding in

1D is still missing and calls for further investigation. In this chapter, we answer this challenge

by unveiling the character of vibrational excitations and their coupling to electrons in 1D

systems, including nanotubes, nanowires, atomic chains and polymers –systems extensively

discussed in the literature. We accomplish this aim by developing a novel theory for the 1D

case and validating it through first-principles simulations using the newly implemented 1D

DFT-DFPT framework introduced in the previous Chapter 3. After reviewing the state of the

art in the field and the motivations behind this work (see Section 4.1), we fully detail our

analytical derivation in Section 4.2, and we discuss the central results in terms of polar-optical

phonons, their dispersion relations, and their coupling to electrons. Finally, Section 4.4 is

devoted to the application of our developments to a portfolio of prototypical 1D systems: BN

atomic-chains and nanotubes, and GaAs nanowires. To conclude, we discuss the experimental

relevance of this work in Section 4.5, showing that the proposed model not only offers a clear

and unprecedented understanding but also represents a practical tool for the experimental

community to aid in the spectroscopic characterization of nanostructures. The chapter is

closed by a summary of the key concepts in Section 4.6.
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Chapter 4. Infrared-active phonons in one-dimensional materials, their coupling to
electrons and spectroscopic signatures

4.1 State of the art and motivation

Phonons and their interactions with electrons and photons are key ingredients in determining

the thermodynamic, transport, and optical properties of materials, to name a few [34, 30].

Notably, as described in Chapter 2, long-wavelength optical phonons in semiconductors and

insulators can give rise to electric fields which strongly affect not only their dispersion relations

[41, 51, 62, 63, 64, 64, 65] but also the physics of Fröhlich electron-phonon interactions [45, 66,

67] and phonon polaritronics [68].

To summarize the content of section 2.1.3, when atoms in the lattice have non-vanishing

BECs, optical phonons can generate a polarization density and couple with electric fields.

Those modes are then termed polar and are infrared active. In addition, for longitudinal

atomic displacement patterns, and in particular for purely longitudinal optical (LO) modes,

a long-range electric field is generated that becomes macroscopic in the long-wavelength

limit [39, 69, 42]. Creating an additional electric energy density in the material is more costly,

and thus the frequency of the LO mode is usually blue-shifted. While the strength of this

effect is well-known to depend on the dielectric properties of the material, i.e., BECs and

macroscopic dielectric tensor, its dependency on phonon momenta and size is ruled solely by

dimensionality and is still poorly understood.

In 3D bulk materials, the energy shift of the LO mode is constant around the BZ center as a

function of the norm of the momentum (i.e., the famous LO-TO splitting). At variance, in 2D, it

has been shown to depend linearly on momentum and to vanish at Γ exactly [41, 51, 70]. This

breakdown can be expected in 1D systems as well [71, 72, 73, 62, 74]; nonetheless, its actual

behavior remains an open question. So far, several theoretical and experimental studies have

addressed polar-optical phonons in 1D. It is generally claimed thatthe polar contribution to

the LO energy should vanish at qz = 0 in low-dimensional materials [71, 72, 73, 62, 74]. Despite

this, to the best of our knowledge, the peculiarity of this polar shift at finite qz in 1D is still

debated, since the long-range dipole-dipole interactions and their screening have not yet been

fully derived. In the Raman spectra of these materials, a general red-shift and asymmetric

broadening of the main peaks is found with respect to their bulk counterpart, as well as the

appearance of new modes such as surface optical phonons (SO) and radial breathing modes

(RBM)[75, 76, 77, 78, 79, 80, 71, 70, 81, 63, 82, 73, 72]. However, these features are shared with

non-polar phonons and are generally argued to depend on quantum confinement, curvature

effects, and relaxation of the q = 0 selection rule.

While the initial motivation behind this work was to fill this theoretical gap, our inspiration

was fueled by the experimental work described in Ref. [1]. In that paper, Kim Wonjong

and coauthors presented a novel self-assisted technique to grow GaAs nanowires of reduced

size and controlled shape. Following the proposed strategy, they were able to grow arrays

of nanowires characterized by a bulkier nanowire (NW) structure at the base (≈ 100 nm in

radius) while terminating with quantum-thin nanoneedles (NN) on top (≈ 10 nm). Raman

investigation showed a downshift of 2.5 cm−1 in the position of the LO peak towards the TO one
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4.2 Analytical model

as the radius of the wires was shrunk. The fact that the TO peak remained unchanged suggests

that this shift is dictated by the discussed dielectric effect. Unfortunately, the lack of a theory to

support this hypothesis hampered a more in-depth understanding of the phenomenon. Thus,

the goal here is to provide such a theory that links the unique dimensionality fingerprint on

the dispersion relations, and hence the information of the 1D radius, to Raman and infrared

shifts in real experiments on single isolated 1D systems.

Bistability of Contact Angle and Its Role in Achieving Quantum-Thin
Self-Assisted GaAs nanowires
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ABSTRACT: Achieving quantum confinement by bottom-up growth of nanowires
has so far been limited to the ability of obtaining stable metal droplets of radii around
10 nm or less. This is within reach for gold-assisted growth. Because of the necessity
to maintain the group III droplets during growth, direct synthesis of quantum sized
structures becomes much more challenging for self-assisted III−V nanowires. In this
work, we elucidate and solve the challenges that involve the synthesis of gallium-
assisted quantum-sized GaAs nanowires. We demonstrate the existence of two stable
contact angles for the gallium droplet on top of GaAs nanowires. Contact angle
around 130° fosters a continuous increase in the nanowire radius, while 90° allows for
the stable growth of ultrathin tops. The experimental results are fully consistent with
our model that explains the observed morphological evolution under the two different
scenarios. We provide a generalized theory of self-assisted III−V nanowires that
describes simultaneously the droplet shape relaxation and the NW radius evolution. Bistability of the contact angle described
here should be the general phenomenon that pertains for any vapor−liquid−solid nanowires and significantly refines our picture
of how nanowires grow. Overall, our results suggest a new path for obtaining ultrathin one-dimensional III−V nanostructures
for studying lateral confinement of carriers.
KEYWORDS: III−V semiconductors on silicon, nanowires, nanoneedles, regular arrays, self-assisted growth, droplet size engineering,
crystal structure, growth modeling

Fundamental physical properties and applications of
semiconductor nanowires (NWs) may benefit from

quantum confinement due to size-dependent modulation of
the density of states as well as modification of the photon
energy for the allowed optical transitions.1 In GaAs, quantum
confinement occurs for a size below 25 nm.2,3 In addition to
quantum confinement, the optical properties can be
engineered by modifying the NW shape. For example,
progressively tapered nanowires have exhibited adiabatic out-
coupling in the emission of quantum dots, thereby enhancing
their brightness.4 A similar design may improve the light
extraction or absorption in different optoelectronic devices
including light emitting diodes, solar cells, and optical
biosensors.5−11 Quantum confinement in the core of radial
NW heterostructures allows for the fabrication of high quality
NW-based quantum dots, which are a perfect platform for
delicate quantum transport experiments.12,13

It is admittedly challenging to obtain very thin (quantum-
confined) III−V NWs directly by the vapor−liquid−solid
(VLS) growth technique. There are several reasons for that
(see ref 14 for a review), including the Gibbs−Thomson effect
of elevation of chemical potential due to the curvature of the

droplet surface and difficulties in obtaining very small droplets
on the substrate surface. Thin tips of VLS GaAs NWs with a
stable radius down to 5 nm have previously been grown by
hydride vapor phase epitaxy15,16 (a technique that involves
very large material inputs and consequently high super-
saturations in the liquid phase) but with low density and
random position. III−V nanoneedles (NNs) with atomically
sharp tip (∼1 nm in radius) have also been fabricated in the
catalyst-free approach in ref 17. Gallium-assisted growth of
GaAs NWs is of particular interest as a platform for monolithic
integration of III−V photonic nanostructures with silicon
electronics. It has been demonstrated that ordered arrays of
GaAs NWs with high yields can be obtained by the gallium-
assisted molecular beam epitaxy (MBE) growth on patterned
SiOx/Si(111) substrates.18−20 In this specific case, achieving
small NW radii is even more challenging because gallium-
assisted GaAs NWs are usually grown under effectively
gallium-rich conditions to maintain the gallium droplets on
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Figure 4.1: Figure readapted from Ref. [1]. In the first panel, the Raman spectra of the NW
stems (red) and the NNs (blue) are shown, obtained in the backscattering geometry at room
temperature. On the right, a scanning electron microscopy (SEM) image of the regular array of
NNs on top of NWs is reported.

4.2 Analytical model

In the following we will have in mind, for the sake of simplicity, the limit case of the ultimate

1D system: a linear chain of atoms. However, the derivation proposed here still holds for

any 1D materials, including nanowires, nanotubes, and polymers. Let us start by framing the

discussion, setting the nomenclature, and introducing the electrostatic model at the center

of this chapter. The 1D system can be described as a charge distribution periodic along

the ẑ direction, aligned with the chain axis in this case, and homogeneous in the two radial

directions within an effective radius t . We consider vacuum outside, but the generalization

to other surrounding media is straightforward, as will be highlighted in the following. As a

consequence of the cylindrical symmetry of our problem, it comes naturally to separate the

variables both in real and reciprocal space as follows:

r → (r⊥, z) q → (q⊥, qz ) , (4.1)

where ⊥ stands for transverse to the chain axis, i.e., out-of-chain, while z indexes the in-chain

components. We then model the dielectric properties of the system with

ϵm =


ϵm
⊥ 0 0

0 ϵm
⊥ 0

0 0 ϵm
z

 Z a =


Z a
⊥ 0 0

0 Z a
⊥ 0

0 0 Z a
z

 ,
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4.2 Analytical model

sizable electric field and experience the dielectric shift we want to investigate. Thus, in the

following, we will focus on strictly in-chain atomic displacements ua
ν → ua

LO . The potential

in Eq. 4.3 needs to fulfill the proper electrostatic boundary conditions (i.e., continuity of the

potential and its derivatives at the interfaces, and no divergences):

1. Continuity of the parallel electric field E∥ (from Maxwell’s equation ∇×E = 0);

2. Continuity of the orthogonal dielectric displacement D⊥ (from Maxwell’s equation

∇·D = 0);

3. No divergences in VFr;

4. Continuity of VFr ,

where parallel and orthogonal are defined with respect to the chain axis. It is worth notic-

ing that the continuity of the parallel component of the electric field guarantees also the

potential to be continuous. At this point, our problem reduces to solve a second order non-

homogeneous linear partial differential equation. Thus, the most general solution of the

potential can be expressed as sum of the homogeneous solution, Vh , and a particular one,Vp :

VFr =Vp +Vh , (4.4)

where Vh actually corresponds to a family of possible solutions of the homogeneous equa-

tion defined up to one or more constants; these constants are determined by enforcing the

desired boundary conditions. Note that it is the complete solution VFr which has to satisfy the

boundary conditions enumerated above, not the single Vp and Vh . Once the Poisson equation

is solved, the knowledge about the electrostatic potential gives access to the long-wavelength

dispersion relations of polar-optical phonons. This interaction potential, integrated in the

non-periodic directions, that is VFr(qz ), is related to the Coulomb screened interaction, Wc (qz ).

In this context:

Wc (qz ) = VFr(qz )

qz P (qz )
, (4.5)

where qz P (qz ) corresponds to the real-space divergence of the polarization density, i.e., the

perturbing charge density within our problem. Once we obtain the screened Coulomb interac-

tion, the electric field and the forces acting on each ion a can be computed, being respectively:

E(q) =−∇V (qz ) =−Wc (qz )P (qz )q2
z ẑ , (4.6)

and

Fa(q) = E(q) ·Z a . (4.7)

Eventually, this new contribution to the atomic forces turn into a LR and non-analytical term
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in the dynamical matrix:

Dai ,b j =− 1√
Ma Mb

∂Fa,i

∂ub, j
= e2

L
Wc (qz )

(q ·Z a)i (q ·Z b) j√
Ma Mb

, (4.8)

which is ultimately responsible for the dielectric shift we are interested in. Here a and b

indicate the atoms, while i and j the Cartesian directions. In the following, we will solve

the Poisson equation, as described in this section, in the attempt of answering fundamental

questions such as: what is the dimensionality signatures on polar-optical phonons in 1D

materials? How does it compare to the 3D and 2D cases? Are we able to shed light on the

transition between different materials dimensionalities?

4.2.1 Solving the Poisson equation

To solve the Poisson equation we exploit the periodicity of the 1D system along the z-axis and

its cylindrical symmetry. First, we will look for the particular solution Vp and then we will

proceed to compute the homogeneous one Vh . Before diving into the details of the analytical

derivation, we apply the separation of variables to our definition of the polarization density in

Eq. 4.2 and we write the LO atomic displacement pattern as a superposition of phonon waves

of momenta qz :

P(r⊥, z) = e2

L

∑
a

Z a ·ua(r⊥, z) = e2

L

∑
a

∑
qz

ea(qz )p
Ma

e i zqz f (r⊥) . (4.9)

Here {ea
LO(qz )} are the eigenvectors of the dynamical matrix scaled by the nuclear masses Ma

and f (r⊥) models the out-of-chain profile of the polarization density. One can adopt several

functional forms for this profile f (r) (such as Delta, Gaussian or Lorentzian distribution

functions). Here we choose a Heaviside step function in the radial coordinate, r⊥,

f (r⊥) = h(t −|r⊥|)
πt 2 , (4.10)

normalized to unity over the cross-sectional area , that is∫ ∞

0
const.×h(t −|r⊥|)2πr⊥dr⊥ = 1 → const. = 1

πt 2 ,

where we have integrated in radial coordinates. Note that here the same effective radius t is

used to define the extent of the dielectric medium (ions and electrons) and the polarization

density: this is an approximation of the model.

(I) Particular solution

We can now start computing the particular solution of Eq. 4.3. Thus, similarly to what we did

for the polarization density in Eq. 4.9, we write down Vp (r⊥, z) by exploiting the periodicity
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4.2 Analytical model

along the z-axis and the radial symmetry:

Vp (r⊥,z) =
∫
R2

∑
qz

V (q⊥, qz )e i q⊥·r⊥e i qz z dq⊥ , (4.11)

and we substitute it in the left-hand side of Eq. 4.11:1

∇· [ϵm∇Vp (r⊥, z)] =∇· [ϵm∇
∫
R2

∑
qz

V (q⊥, qz )e i q·r dq⊥] =

=∇· [ϵm
∑
qz

∫
R2

V (q⊥, qz )i qe i q·r dq⊥] =

=−∑
qz

∫
R2

V (q⊥, qz )[e i q·r(ϵm
⊥

∣∣q⊥
∣∣2 +ϵm

z

∣∣qz
∣∣2)dq⊥ .

(4.12)

Similarly, the right-hand side of the Poisson equation can be written as:

∇·P(r⊥, z) = e2

L

∫
R2

∑
qz

[∑
a

i q
Z a ·ea

LO(qz )√
2Maωqz LO

f (q⊥)]e i q·r
]

dq⊥ . (4.13)

The Fourier transform2 of the radial profile is:

f (q⊥) = 1

4π2

∫
R2

f (r⊥)e i q⊥·r⊥ dq⊥ =

= 1

4π2

∫ ∞

0

∫ 2π

0
r⊥

h(t −|r|)
πt 2 e i |q⊥||r⊥|cos(θ+φ) dθdr

= 1

4π2

∫ ∞

0

h(t −|r|)
πt 2 2πr⊥ J0(q⊥r⊥)dr⊥ ,

(4.14)

where we manipulate the argument of the exponential function in order to solve the integral

over the angle θ :

qx cosθ+qy si nθ =
√

q2
x +q2

y cos(θ+φ) = ∣∣q⊥
∣∣cos(θ+φ) . (4.15)

It follows that

f (q⊥) = 1

2π2t

J1(t |q⊥|)
|q⊥|

. (4.16)

Finally we can insert the radial profile in the second term of the Poisson equation (Eq. 4.13),

and we get:

∇·P(r⊥, z) =
[

e2

2π2tL

∫
R2

∑
qz

∑
a

i q
Z a ·ea

LO(qz )√
2Maωqz LO

J1(t |q⊥|)
|q⊥|

e i q·r dq⊥
]

. (4.17)

1Note that in the following we drop the index m in the components of the dielectric tensor for the sake of
simplicity.

2Note that in the current work we are systematically inserting a factor of 4π2 when we use the Fourier transform
(r → q) and no prefactor for the inverse transform (q → r ).
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Substituting 4.12 and 4.17 in Eq. 4.3, we obtain the particular solution inside the cylinder (i.e.,

the 1D system) we were looking for

Vp (q⊥, qz ) = 2e2

πtL

J1(t |q⊥|)
|q⊥|

∑
a(i qZ a ·ea

LO(qz ))/
√

2Maωqz LO

(ϵ⊥
∣∣q⊥

∣∣2 +ϵz
∣∣qz

∣∣2)
. (4.18)

Outside the cylinder, we can simply choose a solution of the corresponding equation, i.e.

∇2Vp (r⊥,z) = 0, such that the out-of-plane component of the electric field is continuous at the

interface.

(II) Homogeneous solution

It is now possible to proceed to find the homogeneous solution Vh . This solution has to solve

the homogeneous Poisson equation:

∇· [ϵ∇Vh(r)] = 0. (4.19)

Once again, exploiting the periodicity of the potential along the 1D axis, we can write:

Vh(r⊥, z) =∑
qz

Vh(r⊥, qz )e i qz z (4.20)

where the dielectric tensor is the usual one, ϵm , inside the material, while outside it reduces

to the vacuum dielectric constant, i.e., ϵ0 = 1 (identity matrix). Substituting into the homoge-

neous equation written before, we obtain:

∂2Vh(r⊥, qz )

∂r 2
⊥

+ 1

r⊥
∂Vh(r⊥, qz )

∂r⊥
=


ϵm

z
ϵm
⊥

∣∣qz
∣∣2 Vh(r⊥, qz ) i f |r⊥| < t∣∣qz

∣∣2 Vh(r⊥, qz ) i f |r⊥| > t ,

and the solution is:

Vh(r⊥, qz ) =

c1 J0

(
i

√
ϵm

z
ϵm
⊥

r⊥qz

)
+ c2Y0

(
−i

√
ϵm

z
ϵm
⊥

r⊥qz

)
i f |r⊥| < t

c3 J0(i r⊥qz )+ c4Y0(−i r⊥qz ) i f |r⊥| > t .
(4.21)

We have now four different constants which we can fix in order to fulfill the electrostatic

boundary conditions enumerated above. We can already apply the third enumerated condition

(i.e., no divergences in the potential) by considering the asymptotic behavior of Eq. 4.21.

Namely, we notice a divergent behavior for r⊥ → 0 for the solution inside the wire, and for

r⊥ →∞ as far as the external solution is concerned; both related to the Bessel function of

the second kind Y0(i r⊥qz ). To constrain the constants, we can exploit the properties of the

canonical and modified Bessel functions, that is

Y0(−i x) = i I0(−x)− 2

π
K0(−x)

J0(i x) = J0(−i x) = I0(x) = I0(−x) .
(4.22)
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Thus, the homogeneous solution inside the wire becomes

c1 J0

(
i

√
ϵm

z

ϵm
⊥

r⊥qz

)
+ c2Y0

(
−i

√
ϵm

z

ϵm
⊥

r⊥qz

)
= (c1 + i c2)I0

(√
ϵm

z

ϵm
⊥

r⊥qz

)
− c2

2

π
K0

(
−

√
ϵm

z

ϵm
⊥

r⊥qz

)
(4.23)

and the only way to avoid the divergent behavior (K0(0) =∞) is to set c2 = 0. Outside the wire

instead we have :

c3 J0(i r⊥qz )+ c4Y0(−i r⊥qz ) = (c3 + i c4)I0(r⊥qz )− c4
2

π
K0(−r⊥qz ) (4.24)

and thus we set c4 = i c3. The final homogeneous solution to the Poisson problem, Eq. 4.3, is:

Vh(r⊥, qz ) =

c1I0(

√
ϵm

z
ϵm
⊥

r⊥qz ) i f |r⊥| < t

− i 2
π c3K0(r⊥qz ) i f |r⊥| > t

. (4.25)

For the sake of simplicity, in the following, we rename c3 → c2.

(III) Electrostatic boundary conditions

In the previous section we treated the divergent behavior of the total interaction potential

inside and outside the material, that is the cylinder in our model. We are then left with two

more constants (i.e., c1 and c3 in Eq. 4.25) which have to be fixed in order to satisfy the

remaining boundary conditions: continuity of E∥ and of D⊥. The orthogonal component of

the dielectric displacement reads:

D⊥(r⊥, z) =
−ϵm

⊥
∂VFr(r⊥,z)

∂r⊥
i f |r⊥| < t

−ϵ0
∂VFr(r⊥,z)

∂r⊥
i f |r⊥| > t

, (4.26)

while the condition on the the electric field is simply equivalent to impose the continuity

of the Fröhlich potential. The two boundary conditions are thus imposed by means of the

following set of equations:V −
p (t , qz )+V −

h (t , qz ) = 0+V +
h (t , qz )

−ϵm
⊥

dVp

dr⊥

−
(t , qz )−ϵm

⊥
dVh
dr⊥

−
(t , qz ) = 0−ϵ0

dVh
dr⊥

+
(t , qz ) .

(4.27)

This set of equations can be conveniently written in matrix form: −I0(
√

ϵz
ϵ⊥

t qz ) K0(t qz )

−ϵm
⊥

√
ϵm

z
ϵm
⊥

qz I1(
√

ϵz
ϵm
⊥

t qz ) −ϵ0 qz K1(t qz )

(
c1

c2

)
=

(
V −

p (t , qz )

ϵm
⊥

dVp

dr⊥

−
(t , qz )

)
. (4.28)

To solve such system, one needs to Fourier anti-transform with respect to q⊥ the particular

solution in Eq. 4.18; this has to be done in order to compare it with the homogeneous one in
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Eq. 4.25. The particular solution, Eq. 4.18, once anti-transformed, reads:

Vp (r⊥, qz ) = 2e2

πtL

∫ ∑
a(i qZ a ·ea

LO(qz ))√
2Maωqz LO

J1(t |q⊥|)
|q⊥|

1

(ϵm
⊥

∣∣q⊥
∣∣2 +ϵm

z

∣∣qz
∣∣2)

2π|q⊥|J0(q⊥r⊥)d q⊥ =

= 4e2

tL

∫ ∑
a(i qZ a ·ea

LO(qz ))√
2Maωqz LO

J1(t |q⊥|)J0(r⊥|q⊥|)
(ϵm

⊥
∣∣q⊥

∣∣2 +ϵm
z

∣∣qz
∣∣2)

d q⊥ .

(4.29)

Let us note that the two Bessel functions, J1(x) and J0(x), have different arguments (depending

respectively on t and r ). However, for the specific task of solving the system and setting the

constants, we only need to impose the boundary conditions on the specific surface given by

r⊥ = t . Thus, we compute the value of Vp (r, qz ), and its derivative with respect to the radial

coordinate, at r⊥ = t . We then get the following result:

Vp (t , qz ) = Aqz
1

2
p
π
ϵm

z
ϵm
⊥

q2
z t

G22
24

(ϵm
z

ϵm
⊥

q2
z t 2

∣∣∣ 1
2 1 − −
1 1 0 0

)
, (4.30)

where Gmn
pq

(
a1, ..., ap

b1, ...,bq

∣∣∣∣∣x
)

is the Meijer G-function, and the constant A in the prefactor of the

particular solution reads:

A = 4e2

Ltϵm
⊥

∑
a

Z a ·ea
LO(qz )√

2Maωqz LO
. (4.31)

Then, the derivative of the potential is instead computed as follows:

dVp

dr
(t , qz ) = 4e2

tL

∫ ∑
a(i qZ a ·ea

LO(qz ))√
2Maωqz LO

J1(t |q⊥|) d J0(r⊥|q⊥|)
dr⊥

|(r⊥=t )

(ϵm
⊥

∣∣q⊥
∣∣2 +ϵm

z

∣∣qz
∣∣2)

d q⊥

=−qz A
∫

q⊥ J1(t |q⊥|)J1(t |q⊥|)
(
∣∣q⊥

∣∣2 + ϵm
z
ϵm
⊥

∣∣qz
∣∣2)

d q⊥ =−qz AI1

(√ϵm
z

ϵm
⊥

qz t
)
K1

(√ϵm
z

ϵm
⊥

qz t
)

.

(4.32)

Substituting these expressions (i.e., Eq. 4.30 and Eq. 4.32) in the system of equations 4.28 one

gets:

c1 = A

2 ϵ
m
z
ϵm
⊥

p
πqz t

2
p
πqz t

√
ϵm

z ϵ
m
⊥ I1

(√
ϵm

z
ϵm
⊥

qz t
)
K0(qz t )K1

(√
ϵm

z
ϵm
⊥

qz t
)
−K1(qz t )G22

24

(
ϵm

z
ϵm

p
q2

z t 2
)

√
ϵm

z ϵ
m
⊥ I1

(√
ϵm

z
ϵm
⊥

qz t
)
K0(qz t )+ I0

(√
ϵm

z
ϵm
⊥

qz t
)
K1(qz t )

.

(4.33)

The constant c2 is not reported since it is not relevant for the solution inside the wire, which is

what we are ultimately interested in.

(IV) Computing phonons and EPIs

Once the system in Eq. 4.28 is solved, in principle we have the final total potential VF r =Vp+Vh
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which is the solution to the Poisson equation 4.3. The last step we miss is its integrated value

VFr(qz ) in the out-of-chain direction. From this, we can finally determine the consequences

on phonons and EPC. That said, we will first compute directly the Vp (qz ) without passing

through Vp (r⊥, qz ) (which we understood in Eq. 4.29 to be a far from trivial task) and then we

will sum directly Vp (qz ) to Vh(qz ), both integrated separately. Let us start from the particular

solution in Eq. 4.18:

Vp (qz ) =
∫

Vp (r⊥, qz )
h(t −|r⊥|)

πt 2 2πr⊥dr⊥ =

= 4e2

tL

∫ ∫ ∑
a(i qZ a ·ea

LO(qz ))√
2Maωqz LO

J1(t |q⊥|)J0(r |q⊥|)
(ϵm

⊥
∣∣q⊥

∣∣2 +ϵm
z

∣∣qz
∣∣2)

h(t −|r⊥|)
πt 2 2πr⊥ dr⊥ d q⊥ =

= 4e2

tL

∫ ∑
a(i qZ a ·ea

LO(qz ))√
2Maωqz LO

J1(t |q⊥|)
(ϵm

⊥
∣∣q⊥

∣∣2 +ϵm
z

∣∣qz
∣∣2)

(∫
J0(r |q̄⊥|) h(t −|r⊥|)

πt 2 2πr⊥ dr⊥
)

d q⊥ .

(4.34)

The integral in the round bracket is the Fourier transform of the Heaviside step function, that

is 2J1(t |q⊥|)
t |q⊥| so we obtain

Vp (qz ) = 8e2

t 2L

∫ ∑
a(i qZ a ·ea

LO(qz ))√
2Maωqz LO

J1(t |q⊥|)J1(t |q⊥|)
|q⊥|(ϵm

⊥
∣∣q⊥

∣∣2 +ϵm
z

∣∣qz
∣∣2)

d q⊥ =

= 8e2

t 2Lϵm
⊥

∑
a(i qZ a · ēa

LO(qz ))√
2Maωqz LO

1−2I1

(√
ϵm

z
ϵm
⊥

qz t
)
K1

(√
ϵm

z
ϵm
⊥

qz t
)

2 ϵ
m
z
ϵm
⊥

q2
z

.

(4.35)

In a similar way, we obtain the final homogeneous solution inside the wire as a function of qz :

Vh(qz ) = c1

∫
I0

(√ϵm
z

ϵm
⊥

qz r⊥
)h(t −|r⊥|)

πt 2 2πr⊥dr⊥ = c1
2

t

I1

(√
ϵm

z
ϵm
⊥

qz r⊥
)

√
ϵm

z
ϵm
⊥

qz

. (4.36)

Eventually, by summing the particular and homogeneous solutions we get the total Fröhlich

potential:

VFr(qz ) = 2Aqz

t

1−2I1

(√
ϵm

z
ϵm
⊥

qz t
)
K1

(√
ϵm

z
ϵm
⊥

qz t
)

2 ϵ
m
z
ϵm
⊥

q2
z

+ c1
2

t

I1

(√
ϵm

z
ϵm
⊥

qz r⊥
)

√
ϵm

z
ϵm
⊥

qz

. (4.37)

By substituting the expression obtained for c1, and exploiting an isotropic assumption3 on the

3Note that a similar assumption was done also in the 2D derivation [45] and has been proven to be effective for
our scopes.
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dielectric tensor (ϵm
⊥ =ϵm

z → ϵ1D), the final results is:

gFr(qz ) = 4πe2

ϵ1Dπt 2Lqz

(∑
a

Z a ·ea
LO(qz )√

2Maωqz LO

)[
1−2I1(qz t )K1(qz t )

(
1− 2ϵ1D

p
πqz t I1(qz t )K0(qz t )−G22

24(q2
z t 2)

2
p
πqz t (ϵ1DI1(qz t )K0(qz t )+ I0(qz t )K1(qz t )))

)]
,

(4.38)

where we have termed VFr as gFr exactly to highlight that this potential is the one describing

the interaction between LO phonons and electrons and thus leading to the Fröhlich EPC; we

will come back to this in the following sections. From gFr(qz ), in Eq. 4.38, we now have the

possibility of obtaining a fully analytical expression for the dielectric shift experienced by the

LO phonons. To this aim, following the prescriptions given at the beginning of this section, we

compute the Coulomb screened interaction Wc (qz ) as follows:

Wc (qz ) = gFr(qz )

qz P (qz )
. (4.39)

From the Coulomb interaction we finally derive the associated dielectric contribution to the

dynamical matrix, according to Eq. 4.8, and the final LO frequencies as a function of phonon

momentum qz and radius t :

ωLO =
√
ω2

0 +Wc (qz )
e2|qz |2

L

(∑
a

Za ·ea
LOp

Ma

)2

. (4.40)

4.3 Analytical results

So far, by solving the Poisson equation, we have derived two key analytical results: the interac-

tion potential between LO phonons and electrons, and the dielectric shift experienced by LO

phonons. After some algebraic manipulation, we managed to highlight a term, in the above

expressions (i.e., Eq.4.40 and Eq. 4.38), that depends on the dimensionality of the material. In

other words, we will refer to it, in the following, as the dimensionality signature or fingerprint.

Let us focus first on the central object of the chapter, that is polar-optical phonons and their

dispersion relations. In this case, the general expression for a n-dimensional material can be

recast in the form

ωLO =
√
ω2

0 +∆ω2
max

[
1−∆nD(q, t )

]
, (4.41)

where ω0 is the reference value for the LO branch in the absence of any additional contri-

bution from polarity (which can be or be not equal to the TO depending on dimensionality

and simmetry considerations). To ease the comparison between dimensionalities, we have

highlighted two main contributions: ∆ω2
max and ∆nD. The prefactor ∆ω2

max = 4πe2

ϵm
i Ω

(
∑

a
Za ·ea

LOp
Ma

)2

corresponds to the maximum value of the shift set by the dielectric properties of the nD crystal.

Here, Ω is the volume of material in a cell, i.e., the volume of the unit cell in 3D, or the cell
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area times the thickness in 2D, or the cell length times the section in 1D. ϵm
z is the dielectric

tensor component for the propagation direction ẑ and ea
LO is the LO eigenvector for an atom a

scaled by its mass Ma . This prefactor is then modulated by ∆nD, whose expression depends

on dimensionality: it is zero in 3D [40] (corresponding thus to the maximum value of the

shift), while dramatically dependent on phonon momenta (in-plane or in-chain) and size

t (thickness or radius) in 2D and 1D. The 1D fingerprint is the true novelty provided by the

model here presented. If we assume a diagonal and isotropic ϵ∞ (i.e., ϵm → ϵ1DI), this 1D

fingerprint reads

∆1D(qz , t ) = 2I1(|qz |t )K1(|qz |t )
(
1− 2ϵ1D

p
πqz t I1(|qz |t )K0(|qz |t )−G22

24(|qz |2t 2)

2
p
πqz t (ϵ1DI1(|qz |t )K0(|qz |t )+ I0(|qz |t )K1(|qz |t ))

)
,

(4.42)

where In(x), Kn(x) are the nth-order modified cylindrical Bessel functions, and Gmn
pq

(
a1, ..., ap

b1, ...,bq

∣∣∣∣∣x
)

is the Meijer G-function. Here we mention the limit behaviors. By Taylor expanding ∆1D(qz , t )

of Eq. 4.41 in the vicinity of Γ, we can extract a ‘logarithmic ’ overbending, which goes as

q2
z log(qz ), and the 3D limit (i.e., qz t →∞):

∆1D(qz , t ) =
1−q2

z t 2(C (ϵ1D)−ϵ1D log(qz t )) for qz t → 0

0 for qz t →∞
(4.43)

where C (ϵ1D) is constant with respect to qz t but it depends on the dielectric tensor and is

equal to −3
4 +

γ
2 (1−2ϵ1D)+ ψ(3/2)

2 + log(2)(ϵ1D+1). Note that the equivalent in 2D would be [41]

∆2D(q⊥, t ) = 1− ϵ2Dt |⊥|
2+ϵ2Dt |q⊥|

,

leading in that case to a linear collapse of the dielectric shift in terms of in-plane phonon

momentum q⊥. It appears evident that the transition between the two limit behaviors is some-

how more complex in 1D with respect to what shown in 2D [41], with (qz t )critical ∝ const.
ϵ1D

. Eqs.

4.41 and 4.42 are the central analytical result of the model here developed. In particular, ∆1D

dictates the transition from a momentum-dependent (1D-like) to a momentum-independent

(3D-like) shift, similar to what is observed in 2D [41]. In the qz t → 0 limit, ∆1D → 1 and the

shift breaks down at Γwith an overbending at small but finite qz [71, 72, 73, 62, 74]. Instead, if

considering the opposite qz t →∞ limit, the modulation typical of low-dimensionality van-

ishes and one is left with the well-known constant 3D shift. The reason behind this transition is

intuitive. For small perturbing momenta (real-space long-range interactions), the electric-field

lines associated with the polarization density spread far away in the surrounding medium,

leading to vanishing dipole-dipole interactions and shift: the material perceives itself as an

infinitely thin 1D system surrounded by vacuum. As the momentum increases (short range in

real space), these lines get more and more confined within the material and the dipole-dipole

interactions eventually resemble those of a bulk material, insensitive to the boundaries.
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(a) (b) (c)

Figure 4.3: Crystal structure of BN atomic-chain (a), armchair BN armchair nanotube (4,4)
(b), and GaAs nanowire (c).

Similar considerations are valid for the Fröhlich coupling:

gF r (qi ) = 4πe2

ϵm
i Ωqi

(∑
a

Za ·ea
LOp

Ma

)[
1−∆nD(qi , t )

]
. (4.44)

where, once we fix the direction,i , of the phonon propagation (and thus the relevant compo-

nent of the dielectric tensor within our model), we find that the prefactor 4πe2

ϵm
i Ωqi

is the same as

in the 3D model [44]. Then, the ∆nD carries the same dimensionality signature as for phonons,

converging to the bulk 3D limit for qz t →∞, while exhibiting a specific 1D asymptotic behav-

ior in the opposite limit. When this dimensionality term goes to zero we are then left with the

well-known 3D like prefactor from the Voigl model [44]. For a similar result and analytical

expression for 2D materials, the reader can instead refer to Ref. [45]. The key message here

is that this dimensionality contribution we highlighted can have relevant consequences on

transport and polaritronics, among other applications, because of this coupling. In fact, the

dimensionality term is responsible for a |g 2
Fr| which in the long-wavelength limit is known to

diverge in 3D, while it tends to a finite value in 2D. From this model we show that it goes to 0 in

1D with a peculiar behavior at small but finite qz , as will be further discussed in the following

section.

4.4 Application to chains, wires and tubes

In this section, we apply our analytical results and the newly implemented 1D-DFT and DFPT

methods from Chapter 3 to the following systems: BN atomic chains, armchair BN nanotubes

with increasing radii, and GaAs nanowires. Specifically, we demonstrate the impact of our

developments on polar-optical phonons and their coupling to electrons, with a view towards

understanding their significance in terms of charge transport.
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depolarization fields coming from the periodic images [85]. The well defined physical quantity

is the product A1Dϵ1D. Taken individually, A1D and ϵ1D are just parameters of the model.

There is thus a level of arbitrariness in choosing A1D and ϵ1D individually, keeping the product

constant. Being mostly interested the long wavelength limit qz → 0, we use the A1D → 0 limit

of this equation, while A1Dϵ1D is constant and determined by first-principles calculations. We

then get:

ϵ1D = c2

πt 2 (ϵQE
z −1) , (4.46)

where c is the out-of-chain length characterizing the supercell geometry (assumed to be

the same in the x and y directions). Within our model, t characterizes both the electronic

charge density and the out-of-chain polarization density profile. Thus, a reasonable choice

to determine this parameter would be to rely on the radial electronic charge density profile,

averaged on the cross-sectional planes along the 1D-axis, and set a meaningful threshold (see

Fig. 4.4).

An improved agreement of our model with DFPT could probably be obtained, in general, by

replacing the isotropic approximation with the full dielectric tensor (i.e., ϵm
z ̸= ϵm

p ). Then, for

nanotubes in particular, one could modify the choice made for the shape of the radial polar-

ization density profile f (r⊥) in Eq.4.13. In fact, we are here proposing a filled-cylinder model,

while nanotubes are more likely hollow-cylinders. The reason why, despite this approximation,

the model works so well may be linked to the pz orbitals pointing inwards and thus filling the

cavity of the tube. The smaller the nanotube, the more it should resemble, in this sense, a

filled cylinder for our purposes. Nonetheless, since we are interested in the long-wavelength

description of polar-optical phonons, the agreement we get in the first tenth of the Brillouin

zone is more than satisfactory even for the larger materials, and a further improvement is

beyond our scopes.

4.4.1 Polar-optical phonons

We now combine our analytical findings with first-principles calculations within the newly

developed 1D framework.

In the following, we focus on BN atomic chains, BN armchair nanotubes, and GaAs nanowires.

The scope is threefold: to show the relevance of the open-boundary conditions for linear

response in 1D, to validate Eq. 4.42, and to discuss the underlying physics and the transition

between dimensionalities. The details of the calculations and model parametrization (also

independently obtained via 1D DFPT) are given in Appendix A. For each material we compute

the phonon dispersions and we plot it in full in the left panel, zooming around the LO-TO

splitting in the right panel (see Fig. 4.5). We focus on the modes similar to those of the

bulk 3D or 2D parents, identifying the purest longitudinal mode (hLO), highest in energy

and associated to the largest polarization density, as well as the corresponding tangential or

bulk-like transverse modes. For clarity, colors are meant to highlight these phonon branches,

while the others are left in gray in the background.

48



4.4 Application to chains, wires and tubes

0.00 0.25 0.50 0.75 1.00

qz/|�� Z|
0

500

1000

1500

2000

2500

3000

!
[c

m
�

1 ]

TO

LO 1D

LO 3D

1700

1800

1900

2000

2100

2200

2300

Direct 1D DFPT

Model
(ab initio param.)

0.00 0.05 0.10 0.15 0.20

qz/|�� Z|
400

450

500

550

600

650

700

20 bohr

40 bohr

60 bohr

BNatomic chain

0.00 0.25 0.50 0.75 1.00

qz/|�� Z|
0

250

500

750

1000

1250

1500

1750

2000

TO

LO 1D

LO 3D

other modes

0.00 0.05 0.10 0.15 0.20

qz/|�� Z|
1250

1300

1350

1400

1450

1500

Direct 1D DFPT

Model
(ab initio param.)

(4,4)BNnanotube

0.00 0.25 0.50 0.75 1.00

qz/|�� Z|
0

50

100

150

200

250

300

350

TO

LO 1D

LO 3D

other modes

0.00 0.05 0.10 0.15 0.20

qz/|�� Z|

240

242

245

247

250

252

255

257
Direct 1D DFPT

Model
(ab initio) param.

GaAsnanowire

Figure 4.5: Phonon dispersion of BN atomic-chain, (4,4) nanotube, and wurtzite GaAs
nanowire of 24 atoms including the hydrogen atoms saturating the surface dangling bonds.
For each material, left panel compares 3D-PBC and 1D-OBC DFPT calculations, explicit for
1D (symbols) and interpolated for both (lines). Right panel shows the agreement of our model
with 1D DFPT for the LO branch in the long-wavelength limit.

Fig. 4.5 shows the effect of the spurious interactions between periodic images. In 3D DFPT

(i.e., 3D PBCs), we always recover a rather flat LO branch (red) with a finite dielectric shift at

Γ, which possibly adds up to the splitting with respect to TO phonons (blue) due to crystal

symmetries and dimensionality. This is the 3D response of an array of interacting 1D materials.

On the contrary, with 1D DFPT (i.e., 1D open-boundary conditions), the amount of energy

built by LO phonons (green) is shown to vanish at the zone center and the branch exhibits a

logarithmic overbending in the long-wavelength limit: this is the response of the isolated 1D

material given by Eq. 4.42. The correction introduced by the Coulomb cutoff is shown to be

significant for small qz , where low-dimensionality comes into play. The Brillouin zone range

over which the discrepancy between 3D and 1D DFPT extends is determined by the amount of

vacuum in the simulation cell. In PBCs, the larger the vacuum, the smaller the region affected

by the stray fields, and the softer the LO branch; this latter asymptotically converges to the 1D

limit. This is shown in the inset of the left panel for the BN atomic-chain, where different LO

modes, obtained within 3D PBCs, are plotted corresponding to different vacuum choices. The

true physical behavior is fully recovered only in the presence of the cutoff, since for momenta

smaller than the inverse of the distance between periodic images there will always be the

response of a 3D periodic system, i.e., a non vanishing polar shift.

In the right panels of Fig. 4.5 we present the comparison between 1D DFPT and the analytical

model we have derived. For all materials, an excellent agreement is found at the very least

within the first 10%-20% of the Brillouin zone, that is the long-wavelength limit targeted by the

model. The strength of the effect, being the range of frequencies over which the overbending

extends, is material dependent and ruled by the square of the screened effective charges, i.e.,
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Z 2
a

ϵ1D
(see Eq. 4.41). By comparing the materials in Fig. 4.5, the polar shift is obviously most

pronounced in BN: around 200 cm−1 in the case of nanotubes, consistently with 2D and 3D

hexagonal BN [41, 92, 93], and around 400 cm−1 for the chain.4 In the BN chain, the larger

increase is due to the crystal structure differing from the hexagonal one common to the other

allotropes. The effect is more subtle in GaAs, of about 10 cm−1, because of the significantly

smaller BECs 5.

In low-dimensional materials, as a consequence of the vanishing polar shift, the remaining LO-

TO splitting at the zone center is purely ‘mechanical’, i.e., due to structurally different atomic

displacements because of symmetry and dimensionality. Among the selected materials, the

chain represents the ultimate 1D system and exhibits the largest mechanical splitting (i.e.,

larger asymmetry between displacement directions). Instead, nanotubes and nanowires sit

in between 1D and 2D and 3D, respectively, as a function of their diameter. The mechanical

splitting at Γ is expected to decrease as t →∞, converging to the 2D or 3D case. Similarly, the

polar shift asymptotically converges to its higher-dimensional limit. Here, ‘asymptotically’

is key, since the 1D nature of the material will always suppress the polarity-induced electric

field at small enough momenta. Thus, the effect of the radius increase is visible in the long-

wavelength regime: the range of momenta over which the shift vanishes shrinks and the

discontinuity at Γ due to direction-dependent BECs is transferred from the prefactor of the

logarithmic overbending (1D) to the slope[41] (2D) or the value[40, 42, 26, 39, 26, 27, 25] (3D)

of the polar shift.

Focusing on nanotubes, Fig. 4.6 compares the first-principles results for (4,4), (5,5) and (6,6)

BN tubes. In the right panel, decreasing the curvature is shown to stiffen the logarithmic LO

behavior and approach the linear signature of 2D materials [41]. The left panel shows instead

the absolute values of the optical frequencies for each tube and focuses on the mechanical

size effects. There, one can observe two trends. On one hand, it is known throughout the

literature that increasing the radius mechanically blue-shifts both TO and LO phonons at

zone center [75, 76, 77, 78, 79, 80, 71, 70, 81, 63, 82, 73, 72]. On the other hand, the same

radius increase progressively reduces the mechanical splitting, converging towards a finite

or null gap depending on the symmetries of the 2D parent (as sketched in Fig. 4.6). Note

that the mechanical shifting is much stronger for the TO mode, which can be understood by

considering that the atoms are displaced in the non-periodic direction. Furthermore, since

the mechanical contribution to the LO shift actually opens the LO-TO gap (pushing LO up),

the closing of the gap can be attributed to the stronger increase of the TO frequency. A similar

analysis holds for nanowires as well, but in this case the transition is from 1D to 3D. The

4The strength of the shift is estimated based on the green curve only (1D OBCs), by considering the difference
between the maximum frequency (i.e., qz ≈ 0.25% of the BZ, where the transition towards a 3D regime happens)
with respect to the Γ value (i.e., 1D null shift).

5As a consequence of the pseudopotentials used in this work, the GaAs frequencies of the nanowire are strongly
underestimated. The actual range of the polar effect should be approximately 20cm−1. However, here the
focus is mainly on the qualitative trend of the polar effect more than the exact frequencies. Note that different
pseudopotentials are instead used for bulk GaAs to compare with experiments in the following section and these
lead to phonon frequencies in agreement with the literature.
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Figure 4.6: Size effects (mechanical and polar) on LO and TO modes for BN (6,6), (5,5) and (4,4)
armchair nanotubes from 1D-DFPT. Right panel compares both modes. Left panel focuses on
the polar shift for the LO branch by setting as common offset ω0 = 0. The sketch represents
the mechanical evolution of tangential TOT vs radial TOR optical modes.

mechanical effects are shared with nanotubes, depending only on crystal symmetries. As

regards the dielectric shift, the range of momenta over which the splitting goes from zero to

its constant 3D value progressively shrinks around Γ, the dispersion becoming progressively

steeper and only asymptotically approaching the well-known discontinuity in the bulk.

4.4.2 Electron-phonon interactions

The interaction of electrons with phonons is also dramatically shaped by materials dimension-

ality. In this regards, one major example is the Fröhlich interaction discussed in the previous

section. Because of the LR nature of the Coulomb interaction, this coupling presents a clear

dimensionality signature to simulate which our implantation Coulomb cutoff is crucial. The

limit of q → 0 of the Fröhlich interaction is known to diverge in 3D [44], while it tends to a

finite value in 2D [45]. To our knowledge, similarly to the case of polar-optical phonons, this

effect, to date, had not been clarified in 1D systems yet. In this regards, our developments

(both analytical and in terms of simulation) can provide novel physical insights.

Here we apply our developments to the simplest yet instructive system in our portfolio, the

BN chain. The dispersion relations for small-momentum LO phonons were already shown

in the second panel of Fig. 4.5. We focus on how this mode couples with electrons in the

system by considering phonon-scattering of an electron from an initial state |ki 〉 to a final

state|ki +q〉 within a given band n (i.e., intraband scattering only). Namely we restrict our

analysis to the conduction and valence bands with initial states being at the Γ and Z points,

that is respectively at the center and edge of the BZ. The EPC matrix elements are defined in

DFPT as proportional to the potential perturbation induced by a phonon displacement of
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atom a in direction i :

g DFPT
ν (qz ) =∑

a,i

ea,i
ν (qz )√

2Maων(qz )
〈ki +q|∆a,i

qz
VKS(r)|ki 〉 , (4.47)

where VKS is the lattice periodic part of the Kohn-Sham potential.

Figure 4.7: EPC matrix elements obtained from DFPT for LO phonons. We consider only
intraband scattering within the valence or conduction band near Γ and Z . In red we report the
results for the standard QE code, relying on 3D PBCS, and in green the ones obtained within
1D-DFPT. Last, we plot our analytical model on top of explicit DFPT results.

Our ab-initio results, specifically focusing on Fröhlich coupling, are presented in Fig. 4.7,

where we compare, as we did for polar-optical phonons, the 3D PBCs with the novel 1D OBCs.

The results obtained from the two codes show very different trends for the small momenta limit

of |g LO(q)|2. When periodic images are included, that is in 3D PBCs, the Fröhlich interaction

diverges as q → 0, which is exactly the behaviour expected in 3D bulk materials [44]. This

divergence appears no matter the amount of vacuum in the simulation cell, i.e., the separation

between the images, and is dictated by the non-vanishing spurious cross talks between the

periodic copies. Once again, the larger the vacuum, the closer one asymptotically gets to

the isolated case. This isolated case, that is the response from the isolated 1D system, is

however recovered only thanks to the Coulomb cutoff. In this case the coupling with LO

phonons exhibits a more complex and non-monotonic behavior with respect to both 3D and

2D materials. In particular, |g LO(qz )|2 goes to 0 at Γ while it reaches a maximum at small
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momenta and then converge to the 3D limit for larger momenta, i.e., vanishing values.

This trend is confirmed by our analytical model as shown in the second panel of Fig. 4.7. Note

that the g LO(qz ) from the model actually represents the average potential generated by LO

phonons and felt by the electrons inside the material, thus losing the information about the

dependence on the initial and final electronic states considered instead in DFPT calculations.

In this sense, the comparison between first-principles calculations and our analytical results is

not as quantitative as in the case of phonons, and depends in a more delicate way on the choice

of the radius t with respect to what observed for phonons. However, this comparison is still

enlightening in showing that the qualitative trend characterizing this coupling is confirmed,

and the position of the peak, being at finite but small qz is only slightly dependent on t . This

information is crucial and can lead to key consequences for several technological application,

including transport, where the longwavelenght coupling of electrons to LO phonons is often

the main limiting factor in polar semiconductors and insulators.

4.5 Experimental relevance

Once the relevant parameters in Eqs. 4.41, 4.42 are known, empirically or from first-principles,

our model provides us with a one-to-one relationship between first-order LO Raman/infrared

lines (i.e., frequencies) and radius t of the 1D material. In other words, the model promises to

become a valuable tool for spectroscopic characterization. Notice that the phonons probed in

experiments are those characterized by small but finite momentum qz , depending primarily

on the laser wavelength λ by momentum conservation law (qz = 2π/λ). Thus, the larger the λ,

the closer to Γ is the qz probed. On top of this, it is well known that when the crystals size is

reduced to the nanoscale, the momentum selection rule of the first-order Raman spectrum

is relaxed, thus allowing additional phonon scattering away from the zone center and an

overall broadening of the spectrum. In addition, the non perfectly mono-chromatic nature

of the laser (dependent on the type of source used) affects the set of qz phonons effectively

excited and thus contributing to the final spectrum. Temperature and laser heating are also

crucial parameters affecting the final spectra. As a consequence of all these factor, the long-

wavelength behavior of the LO mode, which in 1D dramatically depends on momentum at

variance with the 3D case, joint with the relaxation of Raman selection rules, makes extremely

delicate yet crucial to account for this finite qz contributions when investigating experimental

spectra of nanomaterials. In this respects, the proposed model could be an important ally

to support and complement these kinds of experiments. It is important to specify that the

comparison between theory and experiments is justified only if the nanostructures are isolated.

In fact, isolated materials are needed to avoid cross-talks between the systems in the array.

This happens if the spot size of the laser is comparable to the inter-systems distance, and/or

for every phonon qz smaller than the inverse of this distance.

Now we would like to explain how the analytical model can be turned into a tool to comple-

ment and interpret photon scattering experiments on a variety of 1D systems. To this aim, we
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Figure 4.8: Evolution of the LO branch as a function of the radius of the BN chain (toy model)
obtained by the model. The color bar indicates different Raman/infrared wavelengths in
experiments.

consider first a toy model, a sort of gedankenexperiment, and then we compare to the actual

experiment which inspired this work in the first place [1]. Let us start from an instructive

toy model. Fig. 4.8 shows the evolution of the hLO mode with size for the BN atomic chain,

modified by progressive addition of atomic shells around its axis. This evolution is given by Eq.

4.41, where size effects are conveyed by the radius explicitly appearing in the ∆1D(qz , t ,ϵ1D)

term. Note that the dielectric properties and the absolute positions of LO/TO modes may

actually change with size due to mechanical reasons, as well as the q-dependency of the

eigenvectors. We emphasize that the roles of t and qz in ∆1D are symmetric (i.e., ∆1D depends

on the product qz t ). Thus, the behavior of the frequency versus size ωLO(t ) at fixed phonon

momenta is the same as the phonon dispersion ωLO(qz ) at fixed radii and the presented plot

is indeed similar to the standard phonon dispersion with the difference that, instead of the

phonon momentum qz across the Brillouin zone, on the x-axis we have a possible range of

radii. The color-bar corresponds to the experimental laser wavelength λ which is related to

the probed phonons by momentum conservation law (i.e., qz = 2π/λ) . The larger the λ, the

closer to Γ is the momentum probed. By increasing t , the logarithmic overbending gradually

stiffens and tends to align parallel to the energy-axis, while the short-wavelength part of the

‘branch’ becomes progressively flatter and wider, asymptotically converging to the 3D limit

given by∆ω3D. These considerations are fully in agreement with what we found for nanotubes

from DFPT, as shown in Section4.4.

As a general comment, in Section 4.4 the model has been shown to perform remarkably well

for different 1D prototypes (chains/tubes/wires) and different sizes. In this sense, the only

caveat if one wants to use it as a complementary tool for Raman and infrared experiments

is the accuracy of the parametrization: radius, BECs, dielectric tensor, eigenvectors and

reference frequency ω0. Depending on the size of the system, two possible strategies are

viable. When dealing with small radii (such as for the BN chain above), whose dielectric and
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Figure 4.9: Evolution of the LO branch in the long-wavelength limit for the two GaAs nanowires
from Ref. [1] (10 and 100 nm in radius) obtained by the model. The comparison with experi-
ments [1] is reported.

mechanical properties are expected to differ significantly from the ones of the bulk parent, the

parametrization is more delicate and computationally expensive. In fact, DFPT gives access to

the above parameters at the cost of a single Γ calculation except for the q-dependency of the

eigenvectors. These eigenvectors, away from Γ, lose more or less rapidly their LO character

depending on the size; thus additional DFPT calculations for all the needed q-points involved

in the spectrum are in principle needed, and in practice this is crucial for smaller systems. On

the other hand, for larger systems closer to bulk conditions, e.g., the nanowires from Ref. [1]

a different approach can be more convenient. This basically consists in assuming that the

mechanical and dielectric properties required by the model are the same with respect to the

bulk 3D or 2D parent and can be extracted from a single phonon calculation at the zone center.

In this case, as commented in the main text, the mechanical size-effects are only ruled by the

symmetries, and the dielectric effects are fully conveyed by the radius explicitly appearing in

the long-wavelength modulation ∆1D(qz , t ).

In order to validate the model, we would need Raman/infrared experiments on single, isolated

and semiconducting wires/tubes. Unfortunately these are mostly missing, and closest to the

conditions discussed here is the already cited work of Ref. [1], where the authors propose a

new strategy to grow ultrathin GaAs nanoneedles with atomically sharp tips (t ≈ 10 nm, mostly

wurtizte) on top of thicker bases (t ≈ 100 nm, zincblend). The nanowires are arranged in

regular arrays with a spacing of 1000 nm. This distance, compared with the laser spot, is large

enough to avoid significant inter-wire cross-talks hindering the response of the single wire.

Then, size effects are investigated with room-temperature Raman spectroscopy by pointing a

semiconducting laser probe at 785 nm on either the tip or the base. The observed spectra are

composed of two peaks each. For the base, the TO and LO modes are found at 268 cm−1 and

285 cm−1 (LO-TO splitting ≈ 17 cm−1), respectively. The tip spectrum, instead, systematically

exhibits, besides broadening, a stable TO mode and a down shift of about 3 cm−1 for the

LO mode. The observed change in the LO-TO separation, switching from the base to the

tip, appears to be almost entirely due to the change in LO position. A mechanical red shift

is expected to affect equally the two modes or mostly the TO, which is instead stable. This
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points to the dielectric nature of the phenomenon, i.e., the vanishing polar shift and its size

dependence. In Fig. 4.9 the hLO mode for the two nanowires as given by the present model

is compared with the data from Ref. [1]. We assume both systems to be large enough that

we can parameterize (ab-initio at T = 0 K) Eq. 4.41 using the bulk ϵm and BECs, and purely

longitudinal and constant eigenvectors. This results in an upper limit in terms of frequencies

for each qz and t . Shrinking the size corresponds to a decrease in the branch steepness close

to Γ and to the observed blue shift. The agreement between experiments and the model is very

good for the thicker base of the nanowire and semiquantitative with respect to the measured

blue shift for the tip. There are multiple plausible reasons behind the discrepancy, such as

temperature effects and mechanical contributions (not accounted for in this parametrization),

but especially the uncertainty on the phonon momenta probed experimentally. For instance,

as regards the temperature impact, the LO (TO) Raman peak at 12 K is reported in the literature

to be 293±1cm−1 (271±1cm−1) [94] which is in agreement with our predictions at 0 K, while

at 296 K is 285±7cm−1 (267±3cm−1)[95], closer to Ref. [1]. This could help explaining the

few cm−1 in excess which separate theory and experiments for the larger base. An additional

positive note in this case is that the branch is extremely steep and the steepness seems to

match well with the experimental value reported, that is the experimental data lies on the line

of the model even if for slightly different qz . As regards the smaller nanowire (i.e., the tip), the

difficulty to focus exactly the laser spot seems to be the most evident explanation behind the

discrepancy. In other words, base and tip signals are not fully decoupled. Thus experiments

probe effectively a mixture of base and tip phonons and fall in between theoretical predictions

for the two nanowires’ size. In this regards, further comparison with experiments on single

(that is isolated) wires/tubes with constant radius will serve to validate the details of the

proposed model.

4.6 Summary

Dimensionality provides a clear fingerprint on the dispersion of infrared-active, polar-optical

phonons. For these phonons, the local dipoles parametrized by the Born effective charges drive

the LO-TO splitting of bulk materials; this splitting actually breaks down in 2D while up to date

has not been addressed in 1D materials yet. In this chapter we developed the missing theory for

1D systems -nanowires, nanotubes, and atomic and polymeric chains. Namely, we detailed the

derivation of an analytical model which describes the interplay between the phonon-induced

polarization and electronic screening. This model consists in solving an electrostatic problem

and its solution requires to account for the correct dimensionality of the system, its reduced

periodicity and cylindrical symmetry, as well as to apply the proper electrostatic boundary

conditions. From such model, we eventually obtained a fully analytic expression for the long-

wavelength dispersion relations of LO modes as a function of both phonon momenta and

material size. The key result is thus a logarithmic collapse (symmetric in terms of momentum

and size) of the dielectric shift at the zone center. In addition, the same model leads to an

other analytic result, the Fröhlich electron phonon coupling, playing a crucial role in transport
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4.6 Summary

as well as polaritronics and several other fields. To support and complement these analytical

results, we validate them by comparison with the newly implemented 1D density-functional

perturbation theory. Our theoretical developments, presented in this chapter, are available

in Ref. [57]. To put this in perspective, the developed implementation gives access to both

ground-state and linear-response properties for any kind of 1D systems. Notably, the dielectric

properties and the radius of the 1D materials are linked by the present work to these red shifts,

opening novel infrared and Raman characterization avenues.
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5 Charge transport in 2D gated semi-
conductors

After having faced some of the challenges, theoretical and methodological, posed by 1D sys-

tems, we now shift our attention to the rich realm of 2D materials, the so-called Flatland. As

a natural continuation of the 1D effort, our interest in this chapter lies on phonon-limited

charge transport. Namely, we focus on electrostatically doped semiconductors, that is materi-

als having an electronic band gap and charged by field effect via planar counter-charges, as

it happens in common field-effect setup in experiments. Our ambition here is twofold. On

one side, we are drawn to the computational quest for high mobility candidates by exploring

large databases of materials. On the other hand, we focus on single materials and we are

interested in tuning, or engineering, their transport properties. To pursue these goals, we

combine accurate first-principles calculations (i.e., DFT and DFPT, accounting for materials

dimensionality and electrostatic doping) with Boltzmann transport theory and an automated

discovery workflow powered by the AiiDA materials informatics infrastructure. The ultimate

goal of this study goes well beyond pinpointing outstanding candidates for transport appli-

cations and optimize their properties; it aims to investigate the role of dimensionality in

shaping the electron-phonon dynamics, and identify original and reliable descriptors for these

interactions. This could be of particular interest for several applications beyond transport (e.g.,

thermoelectricity, superconductivity), as well as for future machine learning developments.

The chapter starts with a general introduction and the main motivations in Section 5.1. Then

it follows a summary of the key theoretical and methodological aspects at the center of the

present study, Section 5.2. Major attention is devoted to the actual search for outstanding can-

didates within the selected database of materials, that is the Materials Cloud 2D database. The

details of the database, the screening strategy adopted, and the computational methods are

presented in Section 5.3.1. The results follow in Section 5.3.2. The present chapter represents

a work in progress, and is part of the future developments following the research presented in

this thesis.
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5.1 Motivation

After the successful production of graphene in 2004 [96, 97, 98], a significant effort has been

devoted over the last two decades to the discovery, synthesis and characterization of novel 2D

materials targeting specific technological applications at the nanoscale [20, 17, 99, 100, 101,

102, 103, 104, 105]. This eagerness for discovery has been nourished by the semiconductor

industry on one side, and a more general fundamental interest on the other. The Moore’s

law (1965) [106]initially inspired the race towards downscaling in the attempt of increasing

the attainable number of transistors into a single chip by reducing their size. The achieved

miniaturization has led to higher performance devices with increased functionality, but also

to a major challenge: how to dissipate the heat generated by the electronic components.

The accumulated heat can indeed negatively impact the performance and reliability of the

devices and is largely attributed to the basic building-block of every modern circuit: the

field-effect transistor (FET) [96, 20]. FETs work on the principle of controlling the flow of

current in a channel by applying an electric field through a gate voltage. As the channel

length decreases and reaches a few tens of nm, the so-called short-channel effects (SCEs)

arise. In short, when shrinking the size, the gate control over the channel becomes more

difficult, leading to various undesirable effects and mainly to a great amount of dissipated

heat. To overcome these undesired effects, one of the most promising strategies is to focus

on low-dimensional materials [107, 108, 109, 110, 111]. In particular, after the discovery of

graphene, 2D materials have received great attention since they offer several advantages over

3D bulk materials, such as high carrier mobilities (resulting in high switching speed and output

current), enhanced tunability, high mechanical strength and, most importantly, an improved

electrostatic control. In fact, the reduced thickness of these materials allows a better control

of the gate over the channel, reducing the SCEs, the amount of heat dissipated, and improving

the overall performance of the devices. At first, graphene held the stage thanks to its novelty

and exceptional properties, namely its outstanding mobility [112, 113, 21]. However, it soon

became clear that graphene is not ideal as a channel material in FETs. This is manly due the

absence of a bandgap which makes it difficult to achieve a high on/off ratio in FET and is

linked to poor tunability. As a consequence, despite the fact that the potential use of graphene

in FETs is still researched, novel alternative materials have also been explored, and particular

attention has been drawn to the family of transition metal dichalogenides (TMDs) [20, 97].

Nowadays, the interest in 2D materials has become more general, that is not restricted simply

to FETs, and is linked to the potential benefits deriving from the reduced dimensionality.

Besides the small size, materials dimensionality brings indeed the role of an additional degree

of freedom dramatically shaping materials properties and often leading to new physics ad

outstanding electrical, mechanical and optical properties. Moreover, the sensitivity of these

properties to external stimulation (e.g., electric and magnetic fields, light, temperature, strain)

is relevant for many practical applications whenever a switching mechanism is desirable. Our

interest in the discovery and design of novel atomic-thin materials stems from these exciting

properties and prospective applications.
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5.2 Mobilities from first principles and from Fermiology

Given the excitement and relevance of 2D materials in terms of technological applications,

it follows that accurate methods to compute intrinsic (i.e., phonon-limited) mobilities from

first principles are vital to the microscopic understanding and engineering of these properties,

as well as to find the best candidates for specific applications, including transport. Never-

theless, the computation of transport coefficients is not straightforward; it requires first the

description of the electron-phonon interactions (EPIs) and then the solution of the transport

equation. In particular, the computation of EPC matrix elements represents a true bottleneck

in terms of computational costs. As such, various degrees of approximations are often used at

different stages when computing transport coefficients. In this work, our method of choice

is the BTE for electrons and holes [34, 114, 48] (see Chapter 1). There, the main ingredients

are the EPC matrix elements entering the expression for the scattering rates [34, 115, 116].

These can be computed from first principles within linear response, that is DFPT [26], or

with finite-differences schemes [117, 118]. However, similarly to the case of 1D systems dis-

cussed in Chapter 3, 3D PBCs used in plane-waves codes introduce spurious interactions in

calculations due to the presence of periodic images, thus posing some challenges in dealing

with dimensionality and doping. These critical points are yet often neglected in the literature

leading to an erroneous description of the long-wavelength electron-phonon dynamics (in

particular Fröhlich and piezoelectric scattering) and the inclusion of doping as a mere post-

processing step, i.e., frozen band approximation. The latter one is a strong approximation

motivated only in the limit of low-doping. A more realistic description has been proposed in

the past and consists in a 2D-DFPT framework for gated materials [29]. In terms of BTE, its

general formulation does not have a closed-form solution and thus various simplifications

have been put forward, consisting in different flavours of the relaxation-time approximation

(RTA) [48, 34, 30]. One of the most rudimentary approximation is the constant relaxation-time

approximation (CRTA) [119, 120], but there are also intermediate approaches such as the

electron–phonon averaged (EPA) approximation [121]. Alternatively, in the attempt of going

beyond RTA, more expensive, yet accurate, schemes have been proposed based on either

iterative [122, 123, 124] or variational approaches [125, 126] as well as direct diagonalization

[127, 128] of the scattering matrix, each with specific drawbacks and advantages.1

At the macroscopic level, the proportionality coefficient between the measured current density

J in a given material and the applied field E is the conductivity tensor σ, as described by the

famous Ohm law

J =σE .

In the attempt of providing a microscopic description of σ, let us consider a generic 2D

material lying in the x-y plane with an applied in-plane electric field E = E ûE . The solution

of the BTE that we adopt in the following is detailed in Ref. [48] and relies on a minimum

set of approximations ( i.e., first order in the electric field, steady state, equilibrium phonon

1Note that the similarity between electron and phonon BTEs implies that the same solvers can actually be
applied generically to either the electron or phonon transport.
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distribution and mean free path displacements along the band velocity). Within this formalism,

the conductivity –and its inverse, the resistivity ρ– is computed as follows:

σ= 1

ρ
=−2e2

∫
dk

(2π)2 (v(k) ·uE)2τ(k)
∂ f 0(ϵk)

∂ϵ
(5.1)

where each electronic state is labeled by the band index n (here contracted) and the momen-

tum k, corresponding to a given ϵk energy and v(k) velocity. Then, uE is the unit vector in

the direction of the applied electric field, e is the electronic charge, and τ(k) represents the

scattering time for a carrier from an initial state labeled by k towards all the possible final states

k′. Finally, f 0 is the Fermi Dirac distribution. The derivative of such distribution plays the

role of weighting the electronic states and thus selecting only those within an energy window

centered around the chemical level (dependent on temperature and doping conditions, in the

following commonly referred to as Fermi level) and few kB T wide, the so-called thermal layer.

In this sense the integral in Eq. 5.1 reduces to a sum over the electronic states identifying the

relevant pockets or valleys, α, within the BZ, that is
∫

B Z → ∑
α. Being ultimately interested

in the mobility, in addition to the conductivity, we recall the following relationship from the

Drude model [30]:

µ=σ/n (5.2)

where n (p) is the electron (hole) density as induced by different kinds of doping; in our case

moderate or high doping (1012 −1013 cm−2) via field effects, thus turning our pristine material

in a system with screening and transport properties intermediate between semiconducting

and metallic. Despite being derived within a specific formalism [48], the integral of Eq. 5.1

is instructive in showing what are the main ingredients behind transport. Namely, we can

identify two main contributions: carrier velocity and scattering times (in this work related

only to electron-phonon interactions). To maximize the conductivity, we need to optimize,

that is maximize, both quantities. The velocities projections are uniquely determined by band-

structure properties and thus we generally look for small effective masses for the electronic

states around Fermi level. On the other hand, the scattering times τ are inversely proportional

to the electron-phonon interactions (EPIs) and to the amount of states available for scattering,

density of states (DOS). However, the DOS contribution in terms of τ is essentially compen-

sated when summing over the electronic states when performing the integral in Eq. 5.1. For

this reason, to maximize τ the most effective strategy is ‘simply’to minimize the EPI strength.

Based on the position of the Fermi level and the morphology of the valleys, materials can be

generally distinguished in two macro categories: single-valley and multi-valley materials. The

nomenclature is based on whether one or more valleys lie within the thermal layer relevant

for transport. As shown in Fig. 5.1, a zoology of possible situations exists, ranging from single

valleys well separated in energy from the others (that is, single-valley materials), to cases

in which multiple valley are comparable in energy, thus all contributing to transport. On

top of this, the valleys can be shallow or deep, isotropic or anisotropic, and can mix in the

k-pace more or less frequently. All these features influence transport, not only in terms of the

carrier velocity involved, but also, and in a more subtle way, tuning the type and strength of
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2D structures (Materials Cloud 2D database) [17, 129]. This gives us 1205 easily exfoliable

candidates to start our new quest. After further restricting the number of candidates, as will

be discussed in the following, we combine DFT and DFPT for gated 2D materials [29] with a

previously implemented solution, the BTE, beyond the relaxation-time approximation [48].

In the following, we present and discuss the most interesting candidates found so far, as well

as the entire discovery workflow powered by the AiiDA materials informatics infrastructure

[130, 131, 132].

5.3.1 Database, method and screening strategy

The starting point of our search is the expanded version of a curated set of 2D exfoliable

materials derived from the 3D parents (mostly experimentally known) collected in ICSD [133],

COD [134], and MPDS [135] databases using vdW correction [17, 129]. This database already

contains useful information at the PBE-DFT level, such as the band structure along the high-

symmetry path, valley structure across the BZ, and phonon bands. All of this is computed for

neutral materials at 0 K temperature, using the 2D-FET version of the QE distribution [29].

Starting criteria
(Eg, Nat, phonon stability)

Fermilogy:  SV candidates

Mobility: EPCs + BTE

Figure 5.2: Sketch of the computational protocol for the screening of high-mobility single-
valley (SV) candidates.

Having in mind the ultimate goal of (i) finding materials characterized by high electron/hole

mobilities, and (ii) providing a robust and automated way of screening the database and

computing the transport coefficients, we have decided to first focus on single-valley materials.

This choice offers the twofold advantage of pinpointing a large portion of the best conductive

materials in our database, and at the same time testing and improving the full protocol on a

restricted, and thus computationally less expensive, dataset of materials. As briefly discussed

in the previous section, selecting only single-valley materials does not automatically guarantee

finding the best candidates, but it is a simple yet effective starting point. In fact, even within

single-valley materials, there are different and often competing mechanisms that can strongly

reduce (or enhance) the electron-phonon EPC and mobility. Similarly, there exist multi-valley
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materials that are known to exhibit excellent transport properties for the same reasons. All

of this relies on a fragile and delicate balance between valley structures, bare EPC (i.e., not

screened), screening, and available electronic states, which are tuned by temperature and

doping conditions.

From the original database, we focus on the new additions that are absent in previous studies

[2]. We then select only non-magnetic semiconductors (or at least identified as such at PBE

level) with a DFT-PBE energy gap Eg ≤3 eV and a number of atoms in the unit cell nat ≤ 6.

Then, we further reduce the number of candidates for the full mobility calculation2 based

on fermiology analysis. To this aim, we scan the full dataset and construct a dictionary of

relevant properties for each material to identify the most promising candidates. We classify

materials based on the Fermi level, the number and degeneracy of the valleys in the relevant

energy window, the relative energy position of these valleys (i.e., the depth of the main valley),

effective masses, Fermi velocities, and electronic DOS at the Fermi level. This classification is

done considering room temperature and high doping conditions, that is 1013,electrons/cm2,

and is based on the valley structure of the neutral candidate already present in the database,

thus rigidly shifting the Fermi level across the bands as a preliminary indication. One could,

in principle, easily customize these dictionaries by adding the desired information depending

on the target. Based on the previous step, we select only single-valley materials for the reasons

explained above. For these materials, we further assess their dynamical stability by computing

the full phonon dispersion by means of 2D DFPT in both neutral and FET doped cases. Finally,

we compute the electron or hole mobilities (depending on the material) by exploiting a

workflow powered by the AiiDA infrastructure. A schematic representation of the screening

process is reported in Fig. 5.2. Note that relativistic effects due to spin-orbit coupling are

neglected here but could actually be relevant for transport depending on the atomic numbers

in the compounds. However, this is beyond the scope of the present study.

For a more detailed explanation of the code and tools used to calculate transport coefficients,

we refer the reader to Ref. [48]. Here, we briefly review the key aspects of the applied method

that has already been developed and the general workflow that we aim to improve. To solve the

BTE and obtain the mobilities based on Eq. 5.1, the electronic structure and electron-phonon

couplings need to be computed. Therefore, the proposed workflow is divided into two parts:

linear response calculation and solution of the BTE. In the first part, the linear response of the

system is computed with respect to a given set of phonon momenta selected in such a way as

to sample the whole valley. The derived electron-phonon coupling matrix elements, originally

reduced by symmetry, are then projected onto the full set of initial states and interpolated on

the relevant final ones. These, together with band properties, are the essential ingredients

to solve the LBTE, which is the second part of the workflow. To date, the only step that is

not automated yet is the sampling of the valleys. The user can choose a grid to select initial

and final states across the valleys. The code automatically identifies all the phonons q that

2Note that at this level of theory and within the proposed computational framework, accurate mobilities require
approximately the phonon calculation for 50 momenta q. If multiple valleys are present, the sampling is more
delicate and the number of calculations, and thus the computational cost, increases further.
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connect the initial and final states and reduces them by symmetry. However, the choice of

the final and initial states depends on the specifics of the valley structure and its single- or

multi-valley nature. As a future perspective, we would like to establish a standard protocol

such that there is a default choice for the sampling, and no human intervention is required

anymore. An example of the sampling procedure is shown in Fig. 5.3 for a multivalley material.

The second step, once again interfaced with AiiDA, is the solution of the BTE, which, within

this framework, is solved iteratively, accounting for the full dependence of the scattering rates

in terms of the energy and momentum of the carriers and without the need for smearing or

other computational parameters requiring further convergence tests.

Figure 5.3: Representation of the sampling grid used for transport calculation. The initial
electronic states are represented in green, while the final ones in blue, and the phonons which
enable these scattering processes in red.

Finally, we would like to acknowledge the existence of numerous HT studies exploring high-

mobility materials in both 3D [136] and 2D forms [137]. It should be noted that these studies

differ from the one presented here in terms of the materials databases, screening methods,

and overall strategies employed.
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red shades) candidates. Additionally, we also include, in the background, the results from a

previous study [2] in grey. Please note that different screening criteria were used in the previous

study. It is important to note that a conductivity value of approximately 10,e2/h is considered

to be of interest for practical applications. Unfortunately, graphene, a semimetal, still remains

the best material with a reported mobility value of up to 500,e2/h in the best devices. The

11 electron-doped single-valley candidates are: C2F2, AsLi3, Cl2N2Zr2, As2Cd2K2, SSb2Te2,

BiBrTe, Ca2O2, Cu2Rb2Te2, Br2F2Yb2, I2F2Yb2 and OHZnN3. The 4 hole-doped single-valley

candidates are instead: N4, Cl2N2Zr2, Br2Ga2Te2 and I2Lu2S2. Among this small data-set,

the most promising ones are found to be C2F2, SSb2Te2,N4 and BiBrTe, while Cu2Rb2Te2,

Br2F2Yb2 and I2F2Yb2 are still under ongoing investigation. In the following we focus on C2F2,

SSb2Te2 and N4, highlighted with red circles in Fig. 5.1, to discuss how different ingredients

can combine to give high mobility/conductivity (see Tab. A.1 for a summary of the relevant

properties computed). The case of BiBrTe also deserves attention, however, despite being

more known and discussed in the literature, a full accurate treatment in this case would require

the inclusion of SOC which is computationally expensive an thus is still an ongoing effort.

The top candidate we found so far is electron-doped C2F2, also known as fully fluorinated

graphene. This structure comes from computational exfoliation of the 3D parent, with the

same chemical formula, hosted in the MPDS (Materials Platform for Data Science) database

[135] and derived from an experimental structure. The conductivity we found is 42 e2/h with

a corresponding mobility above 1000 cm2/Vs in the high-doping regime we are exploring here.

This material is not new to the literature neither to the field of transport [138, 139, 140, 141,

142, 143, 144]. It has already attracted great attention since chemical functionalization is one

of the main strategies proposed to achieve a gap in graphene in the attempt of preserving

some of the exceptional properties of the pristine semimetallic material. However, to the

best of our knowledge, no ab-initio studies at this level of theory have been reported so

far. In this work, fluorinated graphene is found to exhibit an outstanding electron-mobility,

which in conjunction with the wide band-gap (3.1 eV at PBE-DFT level) and its tunability,

is extremely attractive for electronic devices as well as many other relevant applications.

The secret behind such outstanding transport properties lies in the weak electron-phonon

coupling characterizing this material. In fact, effective masses and Fermi velocities are among

the most important features, in terms of band properties, hinting to high mobilities. Their

anisotropy could also play a beneficial role. However, in this case we have relatively large

effective masses, moderate velocities at the Fermi level, and a rather isotropic valley-structure,

as one can observe from Fig. 5.5, especially if compared with InSe [2] which is the prototypical

single-valley candidate for transport, with a steep and deep isotropic valley. Thus, there is

no reason a priori to expect exciting transport performances based on fermiology arguments.

The reason behind the exceptional results runs deeper and leads to the peculiarity of its

electron-phonon coupling. To investigate further, in Fig. 5.6 we plot the interpolated EPC

matrix elements across the single-valley in the conduction band. We have one plot for each

phonon mode of the system, energetically ordered; this means that modes are not decoupled

and thus whenever they mix or cross this reflects into the EPC plots shown. The color bar
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N4

SSb2Te2

C2F2

Figure 5.5: We report three plots for each of the selected candidates (C2F2, SSb2Te2, N4 respec-
tively). In order, we first show (left panel) the structure of the valley relevant for transport.
Then, we report (central panel) the ‘velocity plot’which shows for each k state in the valley
the energy from the band edge versus the norm of the velocity. The red-shaded region identi-
fies the states within the transport energy window (∂ f 0/∂ϵ). Last, we show (right panel) the
‘scattering plot’, showing the probability, given by the red color-map, for the initial state (black
square) at the Fermi level to be scattered in any other final state within the valley.

represents the strength of the coupling across the valley given an initial state at the bottom

of the conduction band at Γ, here represented by a white star. In this case, and for all other

candidates presented here, the Fermi level is situated just below the bottom of the valley,

near the degenerate regime. As a result, the mobility is expected to be close to its peak with

respect to doping. It is a well-established fact that mobility increases with doping and then

peaks around the degenerate regime, i.e., when the Fermi level hits the band edge [145]. The

existence of a mobility peak with respect to doping is linked to the fact that the enhancement

of conductivity σ due to screening and the increased number of electronic states available for

transport is eventually outweighed by the inverse dependency of mobility on carrier density,
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Chapter 5. Charge transport in 2D gated semiconductors

Figure 5.6: Interpolated EPC in C2F2. The color plot show the strength of the coupling by
considering an initial electronic state (white star) and all the possible final states covering
the full extent of the valley. Each plot represents a different phonon mode considered for the
coupling. Phonon modes are ordered based on their energy associated to each transition:
from left to right, from top to the bottom. Note that the color scale is different for each plot.

µ=σ/n. However, the position of the peak depends on the details of the scattering processes

involved. Here we are considering only intravalley transitions, given the single and deep valley

structure of C2F2. By looking at the plots it appears that scattering via acoustic phonons is

rather weak in this material, while optical modes play a major role as summarized by the

7th and 8th mode. The 12th mode would be the most deleterious for transport but we do

not expect it to be populated at room temperature. In a nutshell, we may conclude that,

besides its single-valley nature suppressing intravalley scattering, the ingredients behind the

high mobility of C2F2 are the weak electron-phonon coupling from the acoustic modes, and

high-energy optical phonons, thus not significantly populated at the room temperature we

are interested in this work.

An other successful output of our quest is electron-doped SSb2Te2, whose 3D parent comes
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Figure 5.7: Interpolated EPC in SSb2Te2. The color plot show the strength of the coupling by
considering an initial electronic state (white star) and all the possible final states covering
the full extent of the valley. Each plot represents a dieffernt phonon mode considered for the
coupling. Phonon modes are ordered based on their energy associated to each transition:
from left to right, from top to the bottom. Note that the color scale is different for each plot.

from MPDS as well. In this case the high mobility is the combined result of a promising valley

structure on one side and moderate electron-phonon coupling on the other. In terms of

valley analysis, this material is characterized by a single and deep valley, leading to moderately

high velocities at the bottom of the conduction band, and relatively small effective masses.

Similarly to the previous case, the valley is isotropic and the main contribution to scattering

comes from center and edge zone optical phonons. Similar considerations are also valid for

an other champion identified in this work, As2Cd2K2: outstanding band properties ( isotropic

and deep, m∗ ≈ 0.09me combined with moderate EPCs on average to give a significantly high

mobility. For this material some refinement calculations are ongoing, thus we do not discuss it

here. An interesting observation lies in the fact that in Ref. [2], as shown in Fig. 5.4, e-SeSb2Te2

was identified among the interesting candidates. The two materials, belonging to the same

family, share strong similarities in terms of both electron and phonon band structures and
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Chapter 5. Charge transport in 2D gated semiconductors

EPIs. However, the simple substitution of the heavier selenium atom with the lighter sulfur

leads to a decrease of a factor of two on the mobility, and thus on the conductivity. This simple

fact raised the question of the role of chemistry in shaping EPC as a results of electron and

phonon modifications. We are thus inspired, as a future perspective, to investigate further

the key factors for this interaction and link them to chemical and structural properties of

materials.

Figure 5.8: Interpolated EPC in N4. The color plot show the strength of the coupling by
considering an initial electronic state (white star) and all the possible final states covering
the full extent of the valley. Each plot represents a different phonon mode considered for the
coupling. Phonon modes are ordered based on their energy associated to each transition:
from left to right, from top to the bottom. Note that the color scale is different for each plot.

The last candidate represents a different case with respect to the ones previously proposed:

N4. To start, this material is hole-doped and we focus on the valence rather than conduction

bands. Moreover, it is still a single valley material but in this case the valence valley is deep yet

anisotropic, reminiscent of the case of hole-doped phosphorene P4 [2]. Since its discovery,

phosphorene has attracted significant attention due to its unique properties, such as bandgap

tunability and the anisotropy of its lattice, ductile along one in-plane crystal direction but
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stiff along the other. This results in promising mechanical, electronic, optical and transport

properties reflecting the same anisotropy. On top of this, besides graphene, P4 is one of

the few monoelemental 2D materials, and this makes it of great relevance for bio-inspired

applications besides standard electronics and optoelectronics. Similar structures are known

and have partially been investigated, such as antimonene, arsenene, silicene, and germanene;

none of them comparable to phosphorene in terms of transport yet. The N4 structure hosted

in the Materials Cloud database comes from a 3D structure in the ICSD database and derives

from a theoretical [146]rather than experimental study. Moreover, it is not exactly an analogous

of black phosphorene; it is very similar both in the structural and in the electronic properties,

though it possess a different point group. Despite experimental studies available for similar

structures in the literature [147], it appears to not have been investigated in terms of transport

yet, not even theoretically. Thus, given the outstanding conductivity we obtain from our

calculations, this material certainly deserves some attention. The key feature that made

phosphorene the champion of the previous study[2] is exactly the high degree of anisotropy

of its valence valley. This is shared with our structure. The valley anisotropy provides a

mechanism to exploit moderate or large velocities along one direction. This direction can

then be used for transport, while the large DOS in the opposite direction allows for a high

number of electronic states contributing to transport without the risk of filling the valley and

possibly activating intervalley scattering. In addition, the other crucial similarity between the

two structures, which lies at the origin of their success, is their monoelemental nature. This

feature kills the Fröhlich and piezoelectric coupling due to vanishing BECs, mechanisms well

known to play a crucial role. If we further explore the EPC plot in Fig. 5.8, we can indeed assess

the main contribution to the overall coupling comes from the last two acoustic modes and

the first and fourth optical mode, which are scarcely populated at room temperature once

again. In addition, the anisotropy of the valley, similarly to phosphorene, reflects in mostly

side-scattering, which is not detrimental for transport [2].

2D system Eg (eV) ∆E(eV) vϵF (ARU) m∗ (me ) ωmax (cm−1) τav (fs) σ (e2/h) µ (cm2/Vs)

C2F2 −e 3.1 4.0 2.3 0.47 1300 331 42 1016

SSb2Te2 −e 0.8 0.407 6.4 0.13 250 41.9 15 360

N4 −h 0.9 2.6 1.3 -10.38,-0.37 1000 266 17 419

Table 5.1: Ab-initio properties computed in this work for three of the best candidates discussed
( electron or hole doped). In order, we list the energy gap, the energy separation with respect to
the next available valley, the highest carrier velocities at the Fermi level, the effective masses (x
and y components, explicitly indicated when non isotropic), the maximum phonon frequency,
the average computed electronic lifetime, conductivity and mobility.

5.4 Summary

In this chapter we entered into the realm of 2D materials. We focused on the HT search

for semiconducting 2D candidates to target high-mobility applications. To this purpose,
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we exploited the Materials Cloud 2D database curated within our group. We focused on

the new additions to this database, complementing a previous study. This part of the work

had a threefold goal: (i) finding outstanding candidates, (ii) test the machinery and setting

protocols and useful guidelines for future studies, and (iii) understanding the physics and

design new descriptors. Refinement mobility calculations are still ongoing on the set of

selected candidates. We here focused on the most promising candidates identified so far

–C2F2,SSb2Te2 and N4 – and we discussed the key ingredients responsible for their predicted

outstanding performances. In doing this, we emphasize the fragile balance and interplay

between band properties, phonons and EPIs, competing to determine the mobilities in these

materials. The study presented here [148] is only the prelude to a future and larger investigation

aiming to scan the whole database of 2D materials in a robust and automated way. Besides the

methodological and discovery purposes, the idea is to identify trends and descriptors which

could be relevant, besides fundamental science, for several technological application beyond

transport. In this regard, the construction of databases of key-properties associated to each

material can be a powerful tool at the disposal of the whole scientific community.
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6 Engineering mobility by permanent
strain: the MoS2 case

Besides the HT quest for high-mobility candidates, which broadly focuses on the concepts of

materials discovery and automation, we are also interested in learning how to engineer the

transport properties of a given material. Within this context, it is framed a collaboration with

the group of Microsystem Laboratory, led by Professor Jürgen Brugger here at EPFL, aimed at

designing and engineering MoS2 channels for FETs. The basic idea is to induce a permanent

strain in the material by depositing it on a corrugated substrate. This is the first time, to our

knowledge, that MoS2 channels have been realized by inducing a permanent strain, paving the

way for further developments in the field. On the theoretical side, the complex multi-valley and

spin-textured nature of the transition metal dichalcogenides family, to which MoS2 belongs,

calls for tight interactions between the experimental and theoretical communities. The final

goal is thus to understand and master the delicate competing mechanisms shaping electron

mobility, as well as the ways in which this is affected by the applied strain. This brief chapter

begins with an introduction in Section 6.1, while in Section 6.2 we focus on our theoretical

contributions. The summary, including key conclusions and future perspectives, follows in

Section 6.3.

6.1 Introduction

Transition metal dichalcogenides (TMDs) are a family of layered materials characterized by

the formula MX2, where M indicates a transition metal element from group IV, V, or VI of the

periodic table, while X stands for a chalcogen atom. Similarly to graphite, these materials are

characterized by atomic bonds that are strong within the plane, while weak in the out-of-plane

direction. This is a crucial requirement for exfoliation into 2D crystals. Although they have

been known and researched for a long time, recent advances in nanoscale characterization and

device fabrication, inspired by graphene, have renewed interest and opened new perspectives.

Besides their atomic thickness, TMDs offer a plethora of relevant and intriguing properties –

electronic, optical, and mechanical [149, 138, 20, 108, 150]. Among this broad family, MoS2,

MoSe2, WS2, and WSe2 have attracted special attention because they have sizable bandgaps

(1-2 eV) that change from indirect to direct when isolating single layers from the bulk structure
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(a) (b) (c)

Figure 6.1: Crystal structure of MoS2, top (a and b panels) and lateral (c panel) views. Mo
atoms are depicted in red and S atoms in blue.

[151, 109]. Furthermore, these materials are characterized by the lack of dangling bonds and

high mobilities [152, 153, 154, 155, 156, 157] comparable to those of silicon, on which the

entire modern semiconductor industry is still based. These features are relevant for many

applications, particularly for optoelectronic devices and as channel materials in FETs. In this

latter field, TMDs offer an exciting alternative to graphene.

Strain engineering is recognized as a valuable method for tuning the electrical properties of

semiconductors and is currently used to improve the performance of silicon-based technology.

Inspired by this, the idea behind this project is first to experimentally investigate strain effects

on the performance of monolayer MoS2 channels in transistors, and then to fabricate FETs

in which the induced strain is permanent and can thus be fully exploited. Recently, our

experimental colleagues succeeded in developing strained monolayer MoS2 transistors with a

nanoscale corrugated surface which features permanent strain and enhanced performance.

This is achieved thanks to a newly developed technique in which the 2D channel varies along

with substrate topography, and the corrugated substrate is fabricated by thermal scanning

probe lithography [158, 159]. So far, the reported measurements show an increase in the

electron mobility upon strain. The range of tensile (uniform) strain associated with the

corrugations, based on Raman analysis, varies between 0 and approximately 2%, leading to an

overall factor 10 of improvement in terms of mobility, up to ≈ 100,cm2/Vs in the best devices.

On the theoretical side, our goal is to support the experiments by investigating, from first prin-

ciples, the effect of strain on the electron mobility of MoS2 and provide useful insights into the

mechanisms responsible for the observed enhancement. To reach such an understanding, we

exploit the same computational tools and methodologies introduced in the previous chapter.

In short, we combine 2D-DFT and DFPT for gated materials, as implemented within the QE
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package, with Boltzmann transport theory. All of this is wrapped into an automated workflow

handled by the AiiDA infrastructure (see Chapter 5, and Appendix A) for the computational

details). Let us stress once again that in our ab initio calculations, we explicitly include the

effect of electrostatic doping. The latter is of crucial importance since it allows us to get as

close as we can to the experimental conditions in which the material properties and FET

performances are investigated.

6.2 Theoretical analysis

Our aim here is to support and complement experiments by shedding light on the microscopic

mechanisms governing transport and the role of strain. In fact, straining a generic material

is expected to affect its electronic band structure, which could result in alterations of the

relative energy positions of the valleys, as well as phonons and electron-phonon dynamics.

Therefore, the question arises as to whether the observed improvement in terms of mobility is

primarily driven by strain-induced changes in the valley profile or if the effect is more complex

and depends on the details of the interaction between electrons and phonons. To answer

this, we focused on a systematic comparison of these properties for the strained system (up

to 2% tensile strain) with respect to the unstrained structure. Since many factors hinder a

quantitative comparison between theory and experiments (as further discussed below), our

ambition is to show the qualitative trend of EPC and mobility with respect to the applied

strain. Lastly, we set a target electrostatic n-doping of n = 5 ·1012cm−2 and room temperature

conditions (i.e., T=300 K) in agreement with the experiments. Since we are interested in

electron doping (n), we focus here on the low-energy valley structure of the conduction band

of MoS2 (two examples for different strain values are shown in Fig. 6.2). This is common to

several TMDs and consists of an almost spin-degenerate valley at K/K′ (twice degenerate) and

a six-fold degenerate spin-split Q valley situated between the K and Γ high-symmetry points.

Note that the time-reversal-related valleys (K/K′ or Q/Q′) have opposite out-of-plane spin

polarization, which is captured in our simulations by explicitly including spin-orbit effects.
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Figure 6.2: Valley profile of MoS2 unstrained in the first panel (blue), and after applying a
tensile strain (red) in the second panel. The arrows indicate the relative energy distances
between the K and Q valleys.

It is widely discussed in the literature that charge mobilities in TMDs, including MoS2, are
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strongly dependent on the details of their complex multi-valley nature and spin texture

[145, 160, 161]. Namely, the EPIs are expected to be influenced by the number of valleys that

are populated, which ultimately depends on the relative positions of the K and Q valleys

and can be further tuned by doping and temperature. The closer the two valleys, the more

contributions from intervalley scattering one can expect at fixed conditions. This is known

to degrade the mobility of the free carriers as a general trend, both because more states

are available for scattering and because the coupling between different valleys is usually

rather strong. In this respect, tensile strain is expected to increase the energy separation and

eventually isolate the K(K’) valleys in such a way that these are the only ones contributing to

transport; the Q valleys are not populated and lie too high in energy with respect to the bottom

of the conduction band.
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Figure 6.3: Electronic band structure and density of electronic states for the unstrained system
(blue) and the 2% tensile strain (red). The zero of energy is set at the top of the valence band
for each case: the Fermi level, accounting for doping and electronic temperature, is shown.

Figure 6.2 illustrates exactly the shift mechanism induced by a generic tensile strain in terms

of the 3D valley profile. In our calculations, we observe an increase in energy separation ∆EKQ

of approximately 200 meV after a 2% strain is applied. This energy shift is large enough to push

the Q valleys outside (up) the thermal layer relevant for transport. The same variation can

be observed by looking at the band structures in Fig. 6.5. Here, the two band structures are

aligned with respect to the bottom of their valence band, and we observe a marked downward

shift of the K valley towards the valence band in the strained case, responsible for the above-

mentioned ∆EKQ. Also, note that the Fermi level is reported, being located in both cases just

below the bottom of the conduction band and thus close to the degenerate case. This hints

at the fact that the computed mobility is probably close to its peaked value (see discussion

in Chapter 5). Another modification, which has to be taken with care, is the switch from a

direct gap in the unstrained material to an indirect one in the strained case. However, this

relies on subtle differences in the energetic of the Γ, K, and Q valleys, and strongly depends on

the equilibrium structure used in the simulations.
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Figure 6.4: Phonon dispersion curves for unstrained MoS2 (blue) in comparison with the
strained case, 2% tensile uniform strain (red).

Similarly to the electronic band structure, phonons are also considerably affected by the

applied strain, as shown in Fig. 6.4. The major modifications in this case concern the out-

of-plane acoustic mode (ZA) and the optical homopolar mode, which are characteristic for

layered structures and correspond to a change in the layer thickness. This is given by the

sulfur layers vibrating in counterphase in the direction normal to the layer plane, while the Mo

layer remains fixed in its position. Regarding the acoustic modes, the major change concerns

center or edge zone phonons, thus mainly affecting intravalley scattering. On the contrary,

the optical homopolar mode experiences a drastic rigid blue shift of approximately 100 cm−1

across the whole BZ, which is expected to significantly affect intravalley scattering as well.

In terms of EPC, the analysis becomes more complex. However, it is well-established [145,

162, 156, 157], and confirmed by our present results, that acoustic phonons are the main

contributors to transport. Not only is their coupling with electrons among the most relevant,

but, at room temperature, they are also the only ones significantly populated. To confirm

this, we solve the BTE by including only the three low-energy modes corresponding to the

acoustic displacements, and we find that these modes contribute almost 80% of the total

value of the mobility. Of course, this is just a qualitative check, since the overall BTE solution

cannot be trivially decoupled as a sum of contributions from each mode. Motivated by this,

we further focus on the EPC plots only for the three acoustic modes (which are well separated

in energy from the others and thus we can isolate the plots), shown in Fig. 6.7. By looking at

these plots, it seems that the largest variation concerns the third phonon mode which, after

strain, couples to electrons up to one order less strongly (this depends if we consider the initial

electronic state to be in the K or K’ valley). By looking at these plots, it seems that the largest

variation concerns the third phonon mode, which, after strain, couples to electrons up to one

order less strongly (this is the case if we consider the initial electronic state to be in the lowest

K valley). This mode corresponds to the shifted ZA under strain. The other variations are

subtle and non-intuitive due to the crossing of low-energy phonon modes. In general, we can
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observe that intervalley scattering is suppressed in the strained system, as expected, where

mainly long-wavelength and zone edge phonons still couple with electrons, thus potentially

hindering transport. The reduction in ZA coupling is finally reflected in an overall increase in

mobility from the unstrained to the strained case of about 15%, i.e., from 450 cm2/Vs to 520

cm2/Vs.

Overall, we conclude that the increase in the computed mobility in the strained material is

mainly due to variations in phonons and EPC, dictated by ZA phonons and their coupling to

electrons. However this does not lead to dramatic consequences in terms of transport, i.e.,

only 15% increase in mobility for the higher strain considered. The fact that we do not get

an increase significant as the one in experiments can be explained since, even in the pristine

unstrained system, the DFT equilibrium structure corresponds to a large energy separation

between K and Q valleys of 220 meV. This means that, even if the Q valleys fall in the thermal

layer, they are not expected to be significantly populated, and thus they will contribute scarcely

to transport in either case, strained or unstrained. In this respect, it is important to highlight

that the exact energy of the valleys, in TMDs in particular, is extremely sensitive to a number of

parameters in ab-initio simulations (pseudopotentials, exchange-correlation functional), and

namely on the details of the equilibrium structure, as well as the characteristics and details of

the experimental setup (substrate, contacts...). Experiments on the energetic of the K and Q

valleys in MoS2 are rare, but it is commonly understood that ∆EKQ is smaller with respect to

what we obtain in DFT and in the present work. Such a smaller energy difference between

the valleys, to start, could explain the exceptional increase found by our colleagues. In that

case, the pristine mobility would be much lower due to the important effect of intervalley

scattering, which is underestimated in this work as a consequence of the erroneous energy.

This is in agreement with what is suggested in a recent work [145], providing a tool to estimate,

based on doping and thickness (which could easily be substituted with strain), the relative

position of the valleys, and as a function of such position, the final mobility.

To push our theoretical analysis further and support the experimental results, we perform the

same calculations presented above, but taking as a reference structure the experimental one

[163], which corresponds to the the correct ∆EKQ. The idea is to first quantify the shift of the

position of the Q valley with strain. For this, we use the experimental structure [163] and we

determine a reference value for the unstrained case: ∆EKQ = 340 meV. We then evaluate the

evolution of ∆EKQ with strain. Unfortunately, the relaxation of out-of-plane atomic positions,

which is essential for strain calculations, leads to an increase of ∆EKQ even before applying

any strain to the structure. Thus, we evaluate the variation of ∆EKQ with respect to the relaxed

unstrained case ( the starting point is the experimental structure), and apply this to the Q-

valley position of the unrelaxed experimental structure. We apply a tensile uniform tensile

strain from 0% up to 2%. In Fig. 6.5 we report the electronic band structure and density of

states for different strain values, i.e., 0,0.5,0.8,1,2%. There, all structures are relaxed. The

bands structures, in this case, are aligned with respect to the bottom of the conduction bands,

that is the K valley, and we observe a marked upward shift of the Q valley upon strain (with

a linear trend), responsible for the mentioned ∆EKQ increase of approximately 300 meV for
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Figure 6.5: Electronic band structure and density of electronic states for the unstrained system
(blue) and the 2% tensile strain (red). The zero of energy is set at the top of the valence band
for each case: the Fermi level, accounting for doping and electronic temperature, is shown.

the highest strain. Since we have observed minimal variations to the phonons and electron-

phonon interactions between the unstrained and strained setups at similar valley occupations,

we can claim that the main strain-induced variations of mobility are thus due to the changes in

valley occupations occurring due to the shift in the valley positions. We then use the model of

Ref. [145] to obtain the mobility as a function of strain (via ∆EKQ). We start from the difference

in the valley position in the experimental structure and shift the Q valley according to the

strain. The electron-phonon interactions are corrected and the Boltzmann transport equation

is solved at each value of the shift to get the mobility as a function on the valley positions,

following the model of Ref. [145], which is parametrized ab initio. Our results are summarized

in Fig. 6.6 and show an increase up to a factor of 10 with respect to the unstained structure,

which is in agreement with the experimental findings. In addition, the mobility increase is

found to quickly saturate for relatively small strain, i.e., 0.8% as a consequence of the shift of

the Q valley away from the thermal layer, i.e., energy window significant for scattering.

Nevertheless, in general, quantitative agreement between experiments and theory is often

difficult to achieve. In fact, the measured and computed mobilities can differ by an order of

magnitude, and this is probably linked to the presence of defects in real experiments, which

we neglect here. Further improvements and insights could be achieved by measuring the

experimental mobility at different temperatures to extrapolate the overall dependence on

defect scattering and adding it as post-processing on top of our ab initio results. Thus far, this

indicates the resistance to defect formation as a crucial parameter to incorporate in future

screening, being one of the most important sources of discrepancies between computational

and experimental studies in the literature.
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Figure 6.6: Variation of (a) valley energy separation, ∆EKQ, and (b) room-temperature electron
mobility as a function of the applied strain.

6.3 Summary

In this chapter, our focus shifted from materials discovery to engineering, and we focused

on an experimental collaboration aimed at tuning the mobility of MoS2 channels for FETs

using permanent strain. The experimental approach involves depositing the channel on

a corrugated substrate. On the theoretical side, we investigated the effect of strain on the

electronic band structure, phonon dispersion, EPC, and electron mobilities. Our aim was to

support and complement the experimental evidence. However, our results have highlighted

that the main mechanism in tuning FET performance is the energetics of the K and Q valleys

as a function of strain. This knowledge is essential for further comparison with experimental

results and accessing the expected increase in the mobility ratio.
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(a)

(b)

(c)

(d)

Figure 6.7: Interpolated EPC for three acoustic modes (i.e., LA, TA, ZA) in MoS2. The first
and third panels (a, c) refer to the unstrained material and differ in the initial electronic state
(white star), with one being in the lowest K ( a) or K’ valley (c). The second and fourth panels
(b, d) show the corresponding cases for the 2% strained system, with the Q valleys absent
and lying outside the thermal layer. The color plot shows the strength of the coupling to all
possible final states for each phonon mode (energetically ordered from left to right).
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7 Conclusions

This thesis represents an effort to further the interest in both fundamental and technological

research on nanostructures, namely 1D and 2D materials. Here, we attempted to emphasize

the role of dimensionality in shaping materials properties – such as phonons, electron-phonon

coupling, and transport – suggesting how these dimensionality signatures could be exploited

for practical applications and potentially engineered. To this aim, we combined analytical and

algorithmic developments along with automation strategies aiming to accelerate materials

discovery.

First we discussed a novel implementation of DFT and DFPT tailored for 1D systems. The key

ingredient in this case is the inclusion of the Coulomb cutoff, a reciprocal space technique de-

signed to correct for the spurious interactions between periodic images in periodic-boundary

conditions. We thus implemented a modified version of the cutoff, tailored for 1D materials,

within our ab-initio code of reference, Quantum ESPRESSO. In short, the described implemen-

tation consists in modifying the Coulomb kernel on which all the relevant potentials are built.

This eventually unlocks the possibility to compute energies, forces, stresses, phonons and

electron-phonon properties for any kind of system with 1D periodicity, including chains, wires,

tubes, and polymers. Our work thus aims to restore the proper open-boundary conditions,

unveiling the true response of the this changes do no isolated 1D system.

Supported by the presented first-principles developments, we focused on the theoretical

challenge of developing the missing theory for polar-optical, infrared-active phonons in 1D

systems. We discussed in detail the derivation of the proposed analytical model, describing

the interplay between the phonon-induced polarization and electronic screening. From such

model, we eventually obtained a fully analytic expression for the long-wavelength dispersion

relations of LO modes, as well as for the induced interaction potential felt by the electrons.

Based on these results, we argued for a breakdown of the dielectric shift experienced by LO

phonons in 1D and showed its logarithmic asymptotic behavior in terms of phonon momenta

and material size, thus highlighting the peculiarity of this dimensionality signature. This
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signature also affects the electron-phonon interactions, leading to a peaked long-wavelength

behavior that promises to be relevant for many applications, including transport. This novel

understanding is supported by the accurate first-principles description provided by the im-

plemented open-boundary conditions, which are shown to be fundamental in restoring the

true physical response of 1D systems. Notably, the dielectric properties and the radius of the

1D material are linked by the present model to the red shifts observed in infrared and Raman

spectra, opening new characterization avenues. Overall, our effort revolving around 1D mate-

rials unlocked the possibility to accurately compute linear response in these systems, shed

light on the transition between dimensionalities, and paved the way for similar developments

in the field of charge transport, optical coupling and polaritronics.

In the last part of this thesis, we focused on 2D materials, namely gated semiconductors. In

this case, the tools at our disposal already allowed for an accurate microscopic investigation of

charge transport, which was the application we had in mind. Thus, we devoted ourselves to

the hunt for high-mobility candidates, which involves materials discovery and engineering.

We first focused on the computational quest for high-mobility candidates by exploring the

Materials Cloud 2D database. In this respect, we discussed the workflow exploited, the main

results in terms of promising materials, and the future perspectives. In the context of materials

engineering, we presented an ongoing project that involves both theory and experiments. The

idea is to tune the mobility of MoS2 channels for FETs by permanent strain. This is achieved

experimentally by depositing the channel on a corrugated substrate. On the theoretical side,

we investigated the effect of strain on electronic band structure, phonon dispersion, EPC

and electron mobility to support and complement the experimental evidences. Besides a

qualitative explanation of the measured mobility enhancement upon strain, we discussed the

difficulties and possible solutions to reach a quantitative agreement between simulations and

experiments. In both projects, our methodological approach consisted in combining accurate

first-principles calculations (i.e., DFT and DFPT, accounting for materials dimensionality and

electrostatic doping) with state-of-the-art Boltzmann transport theory; all of this is handled

by a workflow powered by the AiiDA materials informatics infrastructure.
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A Computational details

A.1 One-dimensional materials: model and first-principles calcula-

tions

The analytical and first-principles developments of this work are applied to the following

systems: BN atomic-chain, armchair BN nanotubes of increasing radius (i.e., (4,4,),(5,5),(6,6)),

and a small wurtizte GaAs nanowire passivated with H atoms to saturate the dangling bonds

on the surface (24 atoms in total).

Here, we report fully in Fig. A.1 the phonon dispersion relations for BN-nanotubes (5,5) and

(6,6), which are used for comparison to the (4,4) tube in the main text. Also, in Tab. A.1 we

summarize the key parameter of the model (i.e., the radius) and the LO and TO frequencies at

Γ to support the discussion on mechanical effects. Referring also to Fig. 4.5 from the main

text, it is worth mentioning that the dispersion of the acoustic phonons in the proximity of

Γ are slightly negative and exhibit a characteristic ‘wing’. These wings stem from violation

of the invariance and equilibrium conditions on the lattice potential. In fact, DFPT derived

interatomic force constants satisfy the proper conditions (depending on the dimensionality

of the system) only approximately due to numerical convergence issues such as insufficient

k-sampling or incomplete basis sets. The customary approach is then to enforce them, as a

post-processing, via a specific set of relations called acoustic sum rules [39, 164, 165]. During

the elaboration of this work, the suitable acoustic sum rules, restoring the correct quadratic

dispersion for flexural phonons in 1D, has been implemented as described in Ref. [166].

First-principles calculations of structural properties and phonons are performed with the

Quantum ESPRESSO package [167, 37, 49], by combining DFT and DFPT. We use the PBE

exchange-correlation functionals for all materials, with the exception of bulk wurtzite GaAs

for which we use norm-conserving pseudopotentials within the local density approximation

from the Original QE PS Library [168]. For 1D-DFT/DFPT calculations, newly implemented

1D periodic-boundary conditions (i.e., the 1D cutoff and the 1D phonon Fourier-interpolation

based on the analytical model) are applied to properly describe linear response to a phonon
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1D system t (bohr) ωLO (cm−1) ωTO (cm−1) ∆ωmech (cm−1)

BN-chain 1.70 1804 489 1315

BN-NNT (4,4) 10.15 1306 1275 31

BN-NNT (5,5) 11.49 1319 1299 20

BN-NNT (6,6) 12.84 1326 1312 14

GaAs-NW 24 10.41 244 240 4

Table A.1: Ab-initio zone-center values for ωLO, ωTO and the mechanical splitting ∆ωmech,
and the effective radius t . This is computed by averaging the electronic density profile in the
out-of-wire directions and performing a gaussian fitting for the chain (t=2σ), while setting a
meaningful threshold for the other systems.

perturbation [61]. The pseudopotentials (except for the ones used for bulk GaAs) are taken

from the Standard Solid-State Pseudopotentials (SSSP) library (precision version 1.1) [169] and

the wave-function and charge density energy cutoff have been selected accordingly: 110 and

440 Ry for the chain, 80 and 440 Ry for nanotubes, and 90 and 720 Ry for the GaAs nanowire.

For bulk GaAs, we selected instead a wave-function cutoff of 80 Ry. We treated all the materials

under study as non-magnetic insulators (i.e., fixed occupations) and a fine electron-momenta

distance of approximately 0.2 Å−1 (unshifted mesh) has been used to sample the Brillouin

zone. The convergence of all the relevant parameters have been performed aiming to an

accuracy on the final phonon frequencies of few cm−1.

A.2 Two-dimensional materials: mobility calculations

First-principles calculation of structures, electronic properties, phonons and EPCs are per-

formed within the Quantum ESPRESSO (QE) package [37] in the framework of 2D-DFT and

DFPT [29] within the PBE or PBEsol approximations (depending on the material).Here by

‘2D-DFT/DFPT’ we mean that the 2D open-boundary conditions are applied: this is essential

to capture the dimensionality signature of polar-optical phonons, screening and thus the

long-wavelength electron-phonon dynamics in case of Fröhlich or piezoelectric coupling.

To explicitly include doping in our calculations, and thus mimic the common experimental

FET setup, we exploit the electrostatics of a symmetry double-gate field-effect setup. This is

implemented in QE according to Ref.[29] and we use it to induce an electron or hole density

of n/p = 1013cm−2, corresponding to a high-doping regime in 2D systems. These calcula-

tions are handled and interfaced via the AiiDA material informatics infrastructure [130, 131]

which also keeps trace of the provenance of calculations and data by storing all the informa-

tion concerning our transport calculations in a database: this will be soon available in the

Archive section of the Materials Cloud [170]. The standard protocol consists in using a 32x32x1

Monkhorst-Pack k-point grids to sample the BZ, 0.02 Ry Marzari-Vanderbilt cold smearing

and the SSSP Pseudopotentials (efficiency version 0.7) with the suggested cutoffs. PAW pseu-

dopotentials are incompatible with the use of symmetry set in place to minimize the number

of EPCs to be explicitly computed, for this reason, when present in the selected library, they

are substituted with pseudopotenials selected from the pseudodojo [171] or PS libraries [168].
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Figure A.1: Phonon dispersion relations of (5,5) and (6,6) BN nanotubes, respectively. On the
left panels, we compare the ab-initio results using DFPT in 3D (no cutoff between period
copies and 3D long-ranged electrostatic dipole-dipole long-range interactions) and using
1D-DFPT (1D Coulomb cutoff and 1D long-range interactions). On the right panels, the
interpolated and explicit DFPT results are shown for long-wavelength polar-optical phonons
and compared with the analytical model.

These details along as the related minor changes in the calculation parameters will be soon

accessible on the Materials Cloud archive, as mentioned. Finally, the initial valley structure is

computed non-self-consistently in the neutral material on very fine grids 90x90-120x120 for

the preliminary screening analysis. The same grids are then used when doping is included

to establish the proper sampling of the relevant valleys to compute EPIs. After symmetry

reduction, the number of phonons necessary to compute the needed EPIs is approximately

50 for our single-valley materials. Spin-orbit coupling is not included and all materials are

considered non-magnetic herein.

A.3 Theoretical methods and computational details for MoS2

First-principles calculations are performed also in this case within the Quantum ESPRESSO

(QE) package [37, 116] in the framework of 2D-DFT and DFPT [29], including a cutoff on the

Coulomb interaction to implement the correct 2D boundary conditions and gates to simulate

electrostatic doping as induced in common FET setups. The exchange-correlation functional

is approximated using the Perdew-Burke-Ernzerhof (PBE) formulation of the generalized-
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gradient approximation [172]. We explicitly include in our simulations spin-orbit coupling

by using fully-relativistic norm-conserving pseudopotentials [173] from the Pseudo-Dojo

library [171]. To ensure fine sampling close to the Fermi level, we use a non-uniform grid

[145] with the equivalent of a 96×96×1 grid for electron momenta and Fermi-Dirac smearing

corresponding to room temperature (0.002 Ry). A denser grid of 120× 120× 1 is used for

the non-self-consistent calculation of the valley structure. The mobility is simulated by con-

sidering electron scattering with phonons within a full energy- and momentum-dependent

Boltzmannn transport equation [48, 2]. We start from the position in the experimental struc-

ture and shift the Q valley according to the strain. The electron-phonon interactions are

corrected and the Boltzmann transport equation is solved at each value of the shift to get

the mobility as a function on the valley positions, following the model of Ref. [145], which

is parametrized ab initio. The mobility is simulated by considering electron scattering with

phonons within a full energy- and momentum-dependent Boltzmannn transport equation

[48, 2].
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