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Abstract
Starting from our big universe to the microscopic world, phase transitions play an

important role in nature. Just after the Big Bang our universe experienced multiple

phase transitions, from high-temperature plasma to the matter we know today.

Phase transitions involve many properties, including mechanical, thermal, optical,

electric, and magnetic, which represent the bedrock of our scientific and technological

advances. Understanding the phase transitions and revealing their mechanism is a

key step to controlling them and manipulating the desired properties of matter.

It has been demonstrated that the dimensionality of a system is a crucial parameter in

the involvement of phase transformations. The 3D phase transformations are classi-

fied into two categories: discontinuous ones, called first-order, and continuous ones,

called second-order. In contrast to 3D systems, 2D ones admit intermediate phases

which are not present in purely 3D systems, for example, a mixed state between solid

and liquid, which is known by the name of hexatic phase.

In this thesis, two systems with different dimensionality, 2D and 3D, are studied.

In the 2D system, the phase diagram of a prototypical 2D material, which is argon

adsorbed on graphite, is investigated. This system exhibits a complex phase diagram

of pressure vs. temperature which is explored at low temperatures and low pressures

constructing a deposition kinetic diagram. The presence of a mixed configuration

exhibiting characters common to hexatic and liquid crystal configurations is hypothe-

sized. The melting process of this material is explored in two ways: quasi-adiabatic

and out-of-equilibrium driven by ultrafast laser pulses. The ultrafast dynamics in a

timescale of picoseconds revealed an expansion of the argon films as a reaction to the

dynamics of the substrate (graphite) photoexcited at 1.55 eV.

In the 3D case, the first-order transition in magnetite, which involves structural and

electronic transitions, the so-called Verwey transition is investigated. Following the

transition from cubic to monoclinic in the quasi-adiabatic regime (temperature de-

pendence) allowed tracking the symmetry of the order parameter involved in this

structural transition. Photoexciting magnetite with two different photoexcitations,

1.55 and 3.10 eV, in the monoclinic phase below Verwey temperature, revealed two

different processes, each one involving metastable intermediate states that are thermo-

dynamically inaccessible. The photoexcitation at 1.55 eV promoted a phase separation
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Abstract

between cubic metallic islands and monoclinic insulating zones. The photoexcitation

at 3.10 eV reinforced the monoclinic insulating state by optimizing the long-range

network of the trimerons.

These investigations are conducted by means of Ultrafast Electron Diffraction (UED),

thanks to the capabilities of this technique of probing the structural properties of

crystals based on diffraction phenomena, with femtosecond (10−15 s) and atomic

(10−10 m) temporal and spatial resolution.

The results in this thesis validate the capability of this technique of studying complex

phenomena, such as phase transitions, in both regimes, thermodynamic equilibrium

and out-of-equilibrium.
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Zusammenfassung
Angefangen von unserem großen Universum hinunter bis hin zur mikroskopischen

Welt spielen Phasenübergänge in der Natur eine wichtige Rolle. Unmittelbar nach

dem Urknall ereigneten sich in unsem Universum mehrere Phasenübergänge, vom

Hochtemperaturplasma bis zur Materie, die wir heute kennen. Phasenübergänge

involvieren viele Eigenschaften, darunter mechanische, thermische, optische, elek-

trische und magnetische, die die Grundlage für unsere wissenschaftlichen und tech-

nologischen Fortschritte bilden. Das Verständnis der Phasenübergänge und die Auf-

deckung ihrer Mechanismen ist ein wichtiger Schritt, um sie zu kontrollieren und

die gewünschten Eigenschaften der Materie zu manipulieren. Man konnte zeigen,

dass die Dimensionalität eines Systems ein entscheidender Parameter im Prozess

vonPhasenübergängen ist. Die 3D-Phasenübergänge werden in zwei Kategorien ein-

geteilt: diskontinuierliche, genannt erste Ordnung, und kontinuierliche, genannt zwei-

te Ordnung. Im Gegensatz zu 3D-Systemen sind in 2D-Systemen Zwischenphasen

möglich, die in reinen 3D-Systemen nicht vorkommen, z. B. ein Mischzustand zwi-

schen fest und flüssig, der unter dem Namen hexatische Phase bekannt ist. In dieser

Arbeit werden zwei Systeme mit unterschiedlicher Dimensionalität, 2D und 3D, unter-

sucht. Als 2D-System wird das Phasendiagramm eines prototypischen 2D-Materials:

Argonadsorbiert auf Graphit, ermittelt. Dieses System zeigt ein komplexes Phasendia-

grammals Funktion von Druck und Temperatur, das bei niedriger Temperatur und

niedrigem Druck untersucht wurde, indem ein Diagramm der Depositionskinetik

erstellt wird. Es wird die Hypothese aufgestellt, dass eine gemischte Konfiguration exi-

stiert, die gemeinsame Merkmale von hexatischen und Flüssigkristallkonfigurationen

aufweist. Der Schmelzprozess von Argon auf Graphit wird auf zwei Arten untersucht:

quasi-adiabatisch und außerhalb des Gleichgewichts, angeregt durch ultraschnelle

Laserpulse. Die ultraschnelle Dynamik in einer Zeitskala von Pikosekunden zeigt eine

Ausdehnung der Argonfilme als Reaktion auf die Dynamik des Substrats (Graphit),

das bei 1.55 eV photoangeregt wurde. Im 3D-Fall wirdder Übergang erster Ordnung in

Magnetit untersucht, der strukturelle und elektronische Übergänge beinhaltet, den so

genannten Verwey-Übergang. Die Verfolgung des Übergangs von kubisch zu monoklin

im quasi-adiabatischen Bereich (Temperaturabhängigkeit) ermöglicht es, die Symme-

trie des an diesem Strukturübergang beteiligten Ordnungsparameters zu verfolgen.
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Zusammenfassung

Die Photoanregung von Magnetit mit zwei verschiedenen Photoanregungen, 1.55

und 3.10 eV, in der monoklinen Phase unterhalb der Verwey-Temperatur, offenbart

zwei verschiedene Prozesse, die jeweils metastabile Zwischenzustände einschließen,

die thermodynamisch unzugänglich sind. Die Photoanregung bei 1.55 eV erzeugt

eine Phasentrennung zwischen kubischen metallischen Inseln innerhalb monokli-

nen isolierenden Zonen. Die Photoanregung bei 3.10 eV verstärkt den monoklinen

isolierenden Zustand durch Optimierung des weitrechenden Netzwerk der Trimero-

ne. Diese Untersuchungen wurden mit Hilfe der ultraschnellen Elektronenbeugung

(UED) durchgeführt, da diese Technik die strukturellen Eigenschaften von Kristallen

auf der Grundlage von Beugungsphänomenen mit einer zeitlichen und räumlichen

Auflösung von Femtosekunden (10−15 s) und atomarer Distanz (10−10 m) untersuchen

kann. Die Ergebnisse dieser Arbeit bestätigen die Fähigkeit dieser Technik, komplexe

Phänomene wie Phasenübergänge in beiden Regimen, d. h. im thermodynamischen

Gleichgewicht und außerhalb des Gleichgewichts, zu untersuchen.
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Résumé
De l’univers infini au monde microscopique, les transitions de phase jouent un rôle

important dans la nature. Juste après le Big Bang, notre univers a connu de multiples

transitions de phase, du plasma à haute température à la matière que nous connais-

sons aujourd’hui.

Les transitions de phase impliquent de nombreuses propriétés, notamment méca-

niques, thermiques, optiques, électriques et magnétiques, qui constituent le fonde-

ment de nos avancées scientifiques et technologiques. Comprendre les transitions de

phase et révéler leur mécanisme est une étape clé pour les contrôler et manipuler les

propriétés souhaitées de la matière.

Il a été démontré que la dimensionnalité d’un système est un paramètre crucial dans

le processus des transformations de phase. Les transformations de phase en 3D sont

classées en deux catégories : les transformations discontinues, dites de premier ordre,

et les transformations continues, dites de second ordre. Contrairement aux systèmes

3D, les systèmes 2D admettent des phases intermédiaires qui ne sont pas présentes

dans un système purement 3D, par exemple un état mixte entre solide et liquide,

connu sous le nom de phase hexatique.

Dans cette thèse, deux systèmes de dimensionnalité différente, 2D et 3D, sont étudiés.

Dans le système 2D, le diagramme de phase d’un matériau 2D prototypique, l’argon ad-

sorbé sur le graphite, est étudié. Ce système présente un diagramme de phase pression

versus température complexe qui est exploré à basse température et à basse pression

en construisant un diagramme cinétique de dépôt. L’hypothèse de la présence d’une

configuration mixte présentant des caractéristiques communes aux configurations

hexatiques et aux cristaux liquides est avancée. Le processus de fusion de ce matériau

est exploré de deux manières : quasi-adiabatique et hors équilibre sous l’effet d’im-

pulsions laser ultrarapides. La dynamique ultrarapide sur une échelle de temps de

l’ordre de la picoseconde a révélé une expansion des films d’argon en réaction à la

dynamique structurelle du substrat (graphite) photoexcité à 1,55 eV.

Dans le cas 3D, la transition du premier ordre dans la magnétite, qui implique des tran-

sitions structurelles et électroniques, appelé transition de Verwey, est étudiée. Le suivi

de la transition structurelle passant d’une phase cubique à phase monoclinique dans

le régime quasi-adiabatique (dépendance en température) a permis de déterminer
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la symétrie du paramètre d’ordre impliqué dans cette transition structurelle. La pho-

toexcitation de la magnétite avec deux énergies de photoexcitation différentes, 1,55 et

3,10 eV, dans la phase monoclinique en dessous de la température de Verwey, a révélé

deux processus dynamiques différents, chacun impliquant des états intermédiaires

métastables qui sont thermodynamiquement inaccessibles. La photoexcitation à 1,55

eV a favorisé une séparation de phase induisant des îlots métalliques cubiques immer-

gés dans des zones isolantes monocliniques. La photoexcitation à 3,10 eV a renforcé

l’état isolant monoclinique en optimisant le réseau à longue portée des trimérons.

Ces recherches sont menées au moyen de la diffraction électronique ultrarapide

(UED), grâce aux capacités de cette technique à sonder les propriétés structurelles des

cristaux sur la base des phénomènes de diffraction, avec une résolution temporelle et

spatiale de l’ordre de la femtoseconde (10−15 s) et de l’atome (10−10 m).

Les résultats de cette thèse valident la capacité de cette technique à étudier des phéno-

mènes complexes, tels que les transitions de phase, dans les deux régimes, à l’équilibre

thermodynamique et hors équilibre.
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Sommario
Dal nostro grande universo al mondo microscopico, le transizioni di fase svolgono

un ruolo importante in natura. Subito dopo il Big Bang, il nostro universo ha speri-

mentato molteplici transizioni di fase, dal plasma ad alta temperatura alla materia

che conosciamo oggi.

Le transizioni di fase coinvolgono molte proprietà, tra cui quelle meccaniche, termi-

che, ottiche, elettriche e magnetiche, che rappresentano la base dei nostri progressi

scientifici e tecnologici. Comprendere le transizioni di fase e svelarne il meccanismo

è un passo fondamentale per controllarle e manipolare le proprietà della materia

desiderate.

È stato dimostrato che la dimensionalità di un sistema è un parametro cruciale nel

processo delle trasformazioni di fase. Le trasformazioni di fase 3D sono classificate in

due categorie: quelle discontinue, dette del primo ordine, e quelle continue, dette del

secondo ordine. A differenza dei sistemi 3D, quelli 2D ammettono fasi intermedie che

non sono presenti nei sistemi puramente 3D, ad esempio uno stato misto tra solido e

liquido, noto con il nome di fase esatica.

In questa tesi vengono studiati due sistemi a diversa dimensionalità, 2D e 3D.

Nel sistema 2D, viene studiato il diagramma di fase di un materiale 2D prototipico,

l’argon adsorbito sulla grafite. Questo sistema presenta un complesso diagramma di

fase pressione/temperatura che viene esplorato a basse temperature e basse pressioni

costruendo un diagramma della cinetica di deposizione. Si ipotizza la presenza di una

configurazione mista che presenta caratteri comuni alle configurazioni esatiche e ai

cristalli liquidi. Il processo di fusione di questo materiale viene esplorato in due modi:

quasi-adiabatico e fuori equilibrio guidato da impulsi laser ultraveloci. La dinamica

ultraveloce in tempi di picosecondi ha rivelato un’espansione dei film di argon come

reazione alla dinamica del substrato (grafite) fotoeccitato a 1,55 eV.

Nel caso 3D, viene studiata la transizione del primo ordine nella magnetite, che

coinvolge transizioni strutturali ed elettroniche, la cosiddetta transizione di Verwey.

Seguire la transizione da cubico a monoclino nel regime quasi-adiabatico (dipenden-

za dalla temperatura) ha permesso di tracciare la simmetria del parametro d’ordine

coinvolto in questa transizione strutturale. La fotoeccitazione della magnetite con

due diverse fotoeccitazioni, a 1,55 e 3,10 eV, nella fase monoclina al di sotto della
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temperatura di Verwey, ha rivelato due diversi processi, ciascuno dei quali coinvolge

stati intermedi metastabili che sono termodinamicamente inaccessibili. La fotoecci-

tazione a 1,55 eV ha promosso una separazione di fase tra isole metalliche cubiche e

zone isolanti monocliniche. La fotoeccitazione a 3,10 eV ha rafforzato lo stato isolante

monoclino ottimizzando il reticolo a lungo raggio dei trimeroni.

Queste indagini sono state condotte per mezzo della diffrazione elettronica ultravelo-

ce (UED), grazie alle capacità di questa tecnica di sondare le proprietà strutturali dei

cristalli sulla base dei fenomeni di diffrazione, con risoluzione temporale e spaziale di

femtosecondi (10−15 s) e atomica (10−10 m).

I risultati di questa tesi convalidano la capacità di questa tecnica di studiare fenomeni

complessi, come le transizioni di fase, in entrambi i regimi, equilibrio termodinamico

e fuori equilibrio.
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1 Ultrafast Electron Diffraction

In this chapter, we will illustrate the basic principles of diffraction, as well as Ultrafast

Electron Diffraction and its implementation at LUMES.

1.1 Principles of diffraction

Let’s consider a plane wave of wavelength λ impinging on a crystal: if λ is comparable

to the interatomic distance d every atom hit by the radiation can be considered as a

scatterer thus emitting a spherical wave centered on the atom. A representation is

depicted in Figure 1.1. These spherical waves propagate in space and can interfere

constructively or destructively resulting in a diffraction pattern. The pattern is charac-

teristic of the crystal structure taken into consideration and holds information about

its unit cell, lattice parameters, atoms distribution, etc...

If we consider a mono-crystalline specimen the diffraction pattern will exhibit sharp

and well-defined features called Bragg peaks, each of them representing the interfer-

ence of all the atomic planes in the same direction. If, instead, we consider a powder

where all grains are microscopic monocrystals their random orientation to the inci-

dent radiation will produce concentric cones of constructive interference. Projected

on a flat screen perpendicular to their propagation direction, these cones originate

concentric rings called Debye-Scherrer rings, see Figure 1.6g.

The conditions for which the diffraction occurs can be visualized using the geometrical

approach of Henry and Lawrence Bragg, developed in 1913 [1]: when the difference

in the pathway between the incident wave and the exit wave diffracted by the same

family of lattice planes is an integer multiple of the wavelength the interference

is constructive. This concept is visualized in Figure 1.2 for the constructive and

destructive cases respectively. This condition can be described by a mathematical

1



Chapter 1. Ultrafast Electron Diffraction

Figure 1.1: Schematic of spherical waves originated by the interaction between matter and radiation
of wavelength λ comparable to the interatomic distances in the investigated sample. Reprinted with
modification from Christophe Dang Ngoc Chan, under GNU Free Documentation Licence.

Figure 1.2: Geometrical representation of Bragg diffraction for an incident wavelength λ and lat-
tice spacing d . The two situations represent constructive and destructive interference respectively.
Reprinted with modification from Christophe Dang Ngoc Chan, under GNU Free Documentation
Licence.

relation, called the Bragg condition:

2d sinθ = nλ (1.1)

where d is the spacing between lattice planes belonging to the same family, θ is the

angle between the incident wave and the family of planes, λ is the wavelength and n

is an integer number defining the order of diffraction.

The occurrence and angular distribution of diffraction peaks depend on the dispo-

sition of the atoms in the crystal. The minimum repeated units (can be atoms but

also groups of atoms) are arranged in a periodic array called the Bravais lattice which

represents only the geometry of the crystal, regardless of the repeated units. One way

to define the Bravais lattice is to consider all the points with a position vector R of the

form R = n1a1 +n2a2 +n3a3, where n1, n2 and n3 are integers and a1, a2 and a3 are

three vectors all not in the same plane called primitive vectors [2].
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1.1 Principles of diffraction

While the real space describes the position of the units, a lattice describing their

periodicity can be constructed by vectors K = k1b1+k2b2+k3b3 satisfying e i K·R, where

again k1, k2 and k3 are integers and b1, b2 and b3 are the primitive vectors of the so-

called reciprocal lattice.

The incident radiation along a direction n̂ can be expressed as a wavevector k = 2π
λ

n̂.

Calling d the vector separating two lattice points scattering the incident radiation k, k′

the scattered wave, the Bragg condition can be rewritten as:

d · (k−k′) = 2πm (1.2)

where m is an integer. The lattice points are separated by the lattice vectors R, so

Equation 1.2 will become:

R · (k−k′) = 2πm (1.3)

which can be written in an equivalent form as e i (k′−k)·R = 1. Again this implies that,

for constructive interference,

(k′−k) =∆k = R (1.4)

called the Laue condition. A useful way to visualize this condition is the Ewald con-

struction, Figure 1.3

Figure 1.3: Scheme of the Ewald construction. Considering a reciprocal lattice point O, a sphere of
radius k is drawn so O lies on the circumference. Given a reciprocal lattice vector K, diffraction peaks
will be observed only if the point corresponding to K lies on the circumference. Image adapted from
[2].

To show the equivalence between the Bragg and Laue formulations it is sufficient to

consider the following relationships: |g⃗ | = 2π/d , ∆⃗K = 2k sinθB and |⃗k| = 2π/λ. Once

applied the substitution the equivalence is verified.

3



Chapter 1. Ultrafast Electron Diffraction

1.2 Electron diffraction

The diffraction condition requires that λ must be comparable to the atomic spacing,

which is in the range of 0.1-10 Å. X-rays, with their wavelength in the range of 10-100 Å,

can be used for this purpose in conditions of grazing incidence since their penetration

through several µm at higher angles probes mainly the bulk of the substrate and

constitutes an important limitation. Alternatively, other sources for the incident

radiation can be used, for example, particles such as neutrons and electrons with a

de Broglie wavelength tunable with their kinetic energy and smaller than the typical

atomic spacing. The penetration depth of neutrons is even longer than the one of

x-rays so they may not be the first choice for a surface-sensitive experiment. On the

other hand, the penetration depth of electrons can be estimated considering the mean

free path (IMFP) of the electrons in the material, which is in the range of 1-10 nm for

energies below 50 keV. Considering that, for the energy of tens of keV, the wavelength

of an electron is small enough so the Bragg condition is verified for small angles, a

few degrees, the probed depth of the specimen can be estimated as the product of

the IMFP and the sine of the angle of incidence respect to the surface. Wavelength

and IMFP (calculated using the parameters in [3]) are shown in Figure 1.4. For an

energy of 30 keV, the wavelength is approximately 0.07 Å and the IMFP is 9.35 nm.

Considering an angle of incidence of 4 degrees and that the electrons need to get out

of the material, the probed depth will be approximately 0.3 nm, hence the topmost

layer of atoms will be probed. With this scale of energy and diffraction condition, this

technique is called Reflection High Energy Electron Diffraction (RHEED) and it has

been particularly useful for the growth of thin films with different methods [4–7].
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Figure 1.4: Blue: the de Broglie wavelength of an electron with different kinetic energies; Orange:
inelastic mean free path of an electron through a material.
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1.2 Electron diffraction

The intensity of a Bragg peak is defined as:

I ∝|Fhkl |2 (1.5)

where Fhkl is the structure factor:

Fhkl =
n∑
1

e2πi (hx+k y+l z) fn (1.6)

with n the number of atoms in the unit cell, x, y , and z the fractional coordinates

of the atoms in the unit cell, h, k, l the indexes of the reflection, and fn the atomic

scattering factor, which for electrons can be retrieved from the X-Rays one through

the Mott-Bethe formula [8, 9]. Thus, a change in the atomic structure/positions will

be reflected in a change in the intensity of the Bragg peaks. Such a change can occur

because of a phase transition, strain, incoherent thermal motion, or coherent lattice

vibrations. A phase transition will change the distribution and intensity of the Bragg

peaks, while strain will change the lattice parameters and the Bragg peaks will be

shifted. The incoherent thermal motion will change the positions of the atoms around

their equilibrium positions and the Bragg peaks will be attenuated. This attenuation

depends on the temperature and it is described by the Debye-Waller factor e−2W (T ):

e−2W (T ) = 〈
exp

(
i q ·u

)〉= exp
(−q2 〈

u2〉/3
)

(1.7)

Where q is the scattering vector, u is the atomic displacement, which depends on the

temperature.

Considering d [hkl ] the distance between the atomic planes, a deformation ϵ[hkl ] along

the [hkl ] direction of the lattice will change such distance modifying the scattering

vector q :

ϵ[hkl ] = q1 −q0

q0
= d [hkl ]

1 −d [hkl ]
0

d [hkl ]
0

(1.8)

denoting with 0 and 1 the quantities before and after the deformation. Measuring the

shift q1 −q0 will allow us to retrieve the amount of deformation.

Depending on the physical characteristics of the sample (such as quality and size) the

diffraction peaks can appear differently. If the probed specimen is not a single crystal

but rather a polycrystal or is amorphous, the Bragg condition will be satisfied for a

range of angles leading to the appearance of Debye-Scherrer rings (see Figure 1.6g),

allowing to distinguish between an ordered and disordered structure. The thickness of

the sample can also play a role in determining the shape of the diffraction peaks. the

reciprocal lattice is retrieved by performing the Fourier transform on the real space

lattice. In the case of an infinite perfect crystal the reciprocal lattice is composed of
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Chapter 1. Ultrafast Electron Diffraction

points, so the Ewald sphere will intercept only one point and only one diffraction

spot will be visible. In the case of a finite sample with not too small dimensions, the

reciprocal lattice points will be enlarged by the effect of finite sample dimensions

on the Fourier transform, therefore if the radius of the Ewald sphere is large enough

several lattice points will be intercepted and several enlarged diffraction spots will

be visible. A third case consists of a thin sample, where the reciprocal lattice points

will be elongated along the direction of the thin dimension. In this case, the Ewald

sphere intercepts the elongated points and the diffraction peaks will be elongated

along the direction of the thin dimension, ultimately giving rise to streaks. In the same

category falls the case of a thick sample but where the penetration depth of the beam

is sufficiently small to probe only the topmost layers of the surface. The three cases

are represented in Figure 1.5a, b, and c, respectively.

a)

k

b)

k

c)

k

Figure 1.5: Intersection of the Ewald sphere with the reciprocal lattice of a) A perfect infinite crystal, b)
a crystal with finite dimensions, and c) a thin crystal or a thick crystal with short penetration depth of
the beam.

Furthermore, the quality of the surface (domains, roughness, islands) will affect the

diffraction pattern. Some examples are shown in Figure 1.6.

1.3 Ultrafast Electron Diffraction

Depending on the flux of electrons and the speed of the detector, it is possible to

observe changes in the structure under investigation on a timescale of the microsec-

ond, where the limitation lies primarily on the speed of the detection electronics.

This timescale is too long compared to the dynamics timescales smaller than picosec-

onds proper of many structural phenomena such as phase transitions and molecular

dynamics. The development of pulsed laser sources with pulse duration of femtosec-

onds allows the exploration of out-of-equilibrium states in such phenomena [10–12]

and the development of several complementary techniques including the Ultrafast

Electron Diffraction (UED) [13, 14].

In UED the use of an electron probe and an optical pump, see scheme in Figure 1.7,

allows to achieve a sub-picosecond time resolution and spatial resolution below 0.01 Å.

Both pump and probe originate from the same source, a fs-laser, and their delay is
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1.3 Ultrafast Electron Diffraction

Figure 1.6: Examples of diffraction patterns. Panels from a) to f) are from [7], and panel g) represents
Debye-Scherrer rings from adsorbed Ar on graphite (from this work).

Figure 1.7: Scheme of a pump-probe diffraction experiment.

controlled by varying the relative length of the optical path of the two branches. In

this way information such as the strain, Bragg peak position, intensity, and shape can
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Chapter 1. Ultrafast Electron Diffraction

be acquired at different delays and the evolution of the structure can be followed on a

timescale of the picosecond and below.

We present now the experimental setup, which is mostly based on the work of G. F.

Mancini [15] and F. Pennacchio [16] but we describe also the important modifications

and improvements necessary for the following work.

1.4 The UED at LUMES

Figure 1.8: Schematic representation of the experimental setup.1) DC gun; 2) collimation solenoid; 3)
focusing solenoid; 4) RF cavity; 5) DC gun turbo pump; 6) HV connection; 7) main turbo pump; 8) ion
gauge; 9) gas inlet; 10) detector; 11) leak valve; 12) 4-axis manipulator; 13) flow cryostat entrance; 14)
cryostat vacuum port; 15) sample position; 16) 5th-axis housing; 17) sample temperature sensor.

The experimental setup is represented in Figure 1.8 and it’s mostly the same built

and used by Mancini and Pennacchio with some modifications. The light source is
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1.5 Upgrades to the setup

a KMLabs Wyvern Ti:sapphire amplified laser with a 20 kHz repetition rate and 50 fs

of pulse duration at 800 nm. The beam is split into two branches for the pump and

probe. The pump (red pulses in the Figure 1.8) is directed through a translation stage

moving a retroreflector to adjust the delay between pump and probe, then directed

into the chamber to the sample. The probe beam is generated as follows: the 800

nm beam is used to generate 266 nm pulses via Third Harmonic Generation (THG)

(blue pulses in Figure 1.8) utilizing nonlinear crystals. It is then focused inside the

DC gun onto the back of a silver-coated sapphire window positioned on the cathode,

the photocathode. The energy of the 266 nm light, 4.74 eV, is slightly higher than the

work function of silver, 4.66 eV at maximum, therefore electrons are photogenerated

with an energy dispersion of at maximum 80 meV. The cathode is connected to a

−30 kV voltage source, while the anode is a complementary plate connected to the

body of the gun, therefore to ground. The emitted electrons are accelerated by the

potential through a pinhole of 150µm diameter and then collimated and focused

via respectively two solenoids. A radio-frequency (RF) cavity allows the temporal

compression of the electron bunches (yellow pulses in Figure 1.8) below 500 fs pulse

duration (see [15]). The sample is mounted on a 5-axis manipulator which houses a

liquid helium flow-cryostat allowing it to reach a minimum temperature of 6 K on the

sample without a thermal shield. Sample and temperature sensor positions are visible

in the inset in Figure 1.8. The pressure in the chamber is monitored through an ion

gauge located behind the sample holder.

1.5 Upgrades to the setup

We describe the crucial upgrades to the setup which were functional and necessary to

perform the experiments presented in this work.

1.5.1 Detector upgrade

The first upgrade to this setup compared to the previous version is represented by the

detector: the system phosphor screen-gated MCP-CCD camera has been replaced by

a DECTRIS Quadro hybrid pixel detector which allows for direct electron detection

and single electron counting as well as high dynamic range, no saturation damage

and high frame rate (up to several 100s of kHz) and the possibility to be triggered

both via software and through an external signal. The detection principle relies on

the interaction of the electrons with a thin slab of silicon, the active area, generating

localized charges which are then collected by the readout electronic. As a further
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Chapter 1. Ultrafast Electron Diffraction

consequence, the detector is not sensitive to light with energies below x-rays, which

is a useful feature in a setup where light is used both to generate the electron beam

(and leaves a residual beam), to photoexcite the sample, as a heat source and as well

to observe the sample position and alignment and to measure the pressure via an ion

gauge. All of the above light sources can be detrimental to a detection system based

on a phosphor screen. The detector has an image resolution of 514×514 pixel with

up to 32-bit depth (in auto-summation mode) and a pixel size of 75µm, therefore

total dimensions of 38.4×38.4 mm2. A comparison between two patterns of the same

sample taken in similar conditions is shown in Figure 1.9. The new detector presents

little to no background noise thanks to the direct detection of the electrons and a pre-

existing dark noise subtraction. The ADC range of the two detectors for a single frame

is the same, 16-bit, but the absence of spurious background in the Quadro system

results in a higher effective dynamic range. Furthermore, the previous system showed

a subpattern in the intensity of the pixels, visible in the inset in Figure 1.9a, which is

not present in the Quadro system. This subpattern is due to the coupling between

the optical fibers and the MCP-CCD camera and it reduced the signal-to-noise ratio

and the effective resolution of the detection. The previous system had a thin layer of

aluminum (200 nm) deposited over the phosphor screen to reduce the sensitivity to

light but allow the electrons to pass through. This layer proved to be not sufficient to

block all the light, especially in case of high pump powers, and defects on its surface

limited the maximum exposure time. The Quadro detector is not affected by this

problem and can be used with high pump powers and long exposure times.
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Figure 1.9: Graphite patterns acquired with a) previous detection system and b) Quadro detector. The
insets show a magnified view of a portion of the image.

In this new configuration, the distance between the detecting surface and the sample

(camera length, CL) is 425 mm; for this reason, the detector is mounted on a bellow

which allows it to be moved depending on the requirements of the experiment. In this

configuration, the Quadro doesn’t need a beam-blocker so also the direct beam can be

10



1.5 Upgrades to the setup

monitored. Such a capability is of paramount importance in diffraction experiments

for several reasons:

• it allows monitoring the beam intensity and positional stability over time;

• the distance between the diffraction features and the direct beam can be moni-

tored to retrieve structural information;

• the relative changes between the direct beam and the diffraction pattern can be

used to decouple structural effects on the sample from changes in the electron

beam, including charge accumulation on the sample.

1.5.2 Improvements to the DC gun

When we started working with the setup we noticed two main issues with the DC

electron gun: the first one was the unusual amount of time required to reach the

accelerating voltage of −30 kV, lasting up to several days with slow increments of the

voltage, and the second was the complicated process of replacing the photocathode.

The first issue was attributed to the formation of an electric arc between the pho-

tocathode and the anode due to dirt on the two surfaces and incorrect gluing of

the photocathode. We accurately cleaned the surfaces and repeated the procedure

without any improvement in the situation. We then focused our attention on the con-

nection between the cathode and the HV source and we suspected that the insulation

of the connecting cable degraded over time and was not able to withstand the high

voltage. We found out that this was indeed the case and we identified a point in the

body of the DC gun where the arcing was taking place, visible in Figure 1.10.

We replaced the cable with a solid core copper cable and we shielded it with three

concentric Teflon tubes. We also suspected that excessive wear on the potentiometer

of the HV source caused sudden changes in the voltage and increased the probability

of arcing. We, therefore, changed the control mode of the HV source from the internal

system to an external one to rule out the effect of the damaged potentiometer.

These two actions combined allowed us to reach the accelerating voltage in a matter

of less than a minute without sign of arcing or damage, reducing the startup time of

the setup by a considerable amount.

The second issue that increased the downtime was related to the replacement of the

photocathode. The photocathodes were sourced from a company that required a

considerable amount of lead time and the order of several photocathodes at once.

This led to possible degradation of the photocathodes while not in use, which com-
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Figure 1.10: Inside part of the DC gun, with visible blackening on its body due to arcing.

promised the emission efficiency. Furthermore, the photocathodes were glued to the

cathode using epoxy glue which required curing with heat and we noticed that the

curing process damaged the silver coating. The removal of the epoxy from a previous

photocathode proved to be a time-consuming process involving mechanical action

on the cathode with a considerable risk of scratching the polished steel surface. We

replaced the commercial photocathodes with ones made in-house using silver sput-

tering on a sapphire optical window and a thickness of the coating of 40 nm. We also

replaced the epoxy glue with a silver paste compound which allowed us to avoid the

use of heat for curing and mechanical action to remove the old photocathode. As

a result, we can prepare the photocathodes when needed and we can replace them

without having to dismantle the DC gun assembly and in a matter of minutes without

any risk of damaging the cathode. With the commercial photocathodes the UV power

used for the photoexcitation was about 6 mW while the same amount of signal was

obtained with the homemade photocathodes using only 0.5 mW of UV power. We

associate this increased signal with a lower work function of the in-house-made pho-

tocathodes, which, in turn, leads to a higher energy spread of the emitted electrons.

Despite the higher spread, we are still able to compress the pulses up to 1 ps, which is
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a sufficient resolution for the experiments described in this work, despite being worse

than what was previously achieved on this setup. Concerning the durability of the

cathodes, we noticed that under 6 mW UV illumination both cathodes, commercial

and in-house-made, showed a degradation of the emission efficiency after about a

few months of operation, while under 0.5 mW UV illumination, the in-house-made

cathodes showed no appreciable degradation after more than a year of operation.

1.5.3 Gas injection system

Another important hardware upgrade to the setup (and vital for this work) is repre-

sented by the installation of a gas injection system, represented in Figure 1.11. The

system is composed of a gas bottle, a pressure regulator that reduces the pressure to

1.5 bar, an isolation valve to separate the main chamber from the gas bottle, and a leak

valve. We motorized the leak valve with a NEMA 17 stepper motor controlled by an

Arduino board interfaced with the acquisition computer. This allows us to program

the valve to open the gas in a repeatable way and with controlled movements with a

resulting pressure control below 1×10−9 mbar. To prepare the system we close the

valve on the gas bottle and open all the other valves when the main vacuum chamber

is at atmospheric pressure. When we start evacuating the main chamber the gas injec-

tion system gets evacuated and once the chamber reaches the minimum pressure we

close the leak valve and the isolation valve. We then open the bottle valve to fill the

tube with gas regulated at 1.5 bar, in this way if there are leaks in the tube connections

the positive pressure will ensure that no contamination will occur on the argon.

1.5.4 Cryostat and temperature sensors

The experiments presented in this work require a reliable reading of the temperature

of the sample. The previous temperature sensor was not suitable for the temperature

ranges we aimed to explore, therefore we replaced it with two Cernox® sensors capable

of measuring temperatures as low as 1.5 K. We installed them one on the cold finger

and the other on the sample holder as close as possible to the sample, and we ensured

a good thermal contact between all the surfaces interfacing them with thin indium

foils.

1.5.5 Heating control

To accurately control the temperature and achieve temperature ramps we installed

a green (532 nm) 8 W ns diode laser as a heat source. We install a target made of
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Figure 1.11: Gas injection system.

low-quality graphite next to the sample object of the measurement. This target will

be illuminated by the green laser and transfers the heat to the sample holder. The

laser is controllable with a serial communication protocol and it is interfaced with the

acquisition computer.

1.5.6 I/O interfaces

The nature of the experiments in this work required the control and acquisition of

several parameters together with the diffraction patterns. It was therefore necessary to

interface the acquisition computer with the different instruments via several hardware

interfaces and protocols. We used an Arduino UNO board to interface the leak valve

while an Arduino DUE is connected to the analog output of the pressure gauge. This

board represents the best choice since the resolution of its ADC (12-bit) matches the

resolution of the DAC at the output of the pressure gauge. The temperature controller

is interfaced via serial communication through a USB connection.

1.5.7 Software

Part of this work consisted of the development and implementation of a software

interface capable of collecting all the vital information about the experiment parame-

ters and controlling them in a reproducible and reliable way. We developed a second
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software capable of analyzing the data in volumes and in a repeatable way providing

immediate feedback to the user. A version of the software to be publicly released is

under preparation. More details about the software can be found in Appendix A.
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2 Growth and investigation of Argon
thin films adsorbed on graphite by
means of Ultrafast Electron Diffrac-
tion

2.1 Introduction

For longer than 100 years the scientific community has been fascinated by phase tran-

sitions. In 3D systems, two types of transition are known: a discontinuous one where

the order parameter changes abruptly, the so-called first-order, and a continuous

one where the order parameter changes gradually and two phases coexist at a critical

temperature Tc , the so-called second-order. By changing the dimensionality to 1D

Peierls showed that long-range positional order can exist only at T = 0 K[17].

In 2D systems, Mermin suggested the presence of an intermediate state where the

long-range order is replaced by a quasi-long-range positional order[18]. The transition

between these two orders is called continuous melting.

These works attest that the dimensionality of the system plays a crucial role in the

mechanism of the phase transition and raise the importance of understanding such a

process, particularly in 2D materials. In this regard, Kosterlitz and Thouless proposed a

theory (KT theory) to describe the phase transitions in 2D systems such as superfluids,

superconductivity, and XY models[19, 20]. KT theory is based on the idea of the
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formation and dissociation of dislocation pairs. A dislocation can be seen as an

extra row of atoms in the lattice and, if a closed path around it is taken the path will

fail to close by an amount given by the Burgers vector b, see Figure 2.1a. Bound

dislocation pairs can be created as the temperature rises and their unbinding leads to

a continuous transition from a low-temperature quasi-long range ordered phase to

the high-temperature disordered phase.

In the continuity of the work of KT, Halperin, Nelson, and Young (HNY) [21, 22]

noticed the presence of an intermediate phase, called hexatic phase, represented in

Figure 2.1b.

The degree of order of the structure can be estimated evaluating the decay of the

density-density correlation function for the positional order and the bond-angular

correlation function for the orientational order. The former is defined as:

gG⃗

(∣∣⃗r− r⃗′
∣∣)=〈

e
i G⃗

[⃗
u(⃗r)−⃗u(⃗r′)

]〉
(2.1)

where G⃗ is the reciprocal lattice vector, u⃗(⃗r) is the thermal atomic displacement and

〈. . .〉 is the statistical average over all atomic positions.

In case of a solid, the density-density correlation function is long ranged, therefore

gG⃗ (r ) ∝ r−η, an algebraic decay, while in a liquid such positional order is short ranged,

therefore gG⃗ (r ) ∝ e−r /η, where η is the correlation length.

The bond-angular correlation function is defined as:

g6
(∣∣⃗r− r⃗′

∣∣)=〈
e

i 6
[
θ(⃗r)−θ(⃗r′)

]〉
(2.2)

where θ(⃗r) is the angle between the bond between a particle at position r⃗ and its

nearest neighbors relative to an arbitrary axis.

In a solid, for long distances the bond-angular correlation function is constant, there-

fore g6 (r ) ∝ const , while in a liquid such orientational order is short ranged, therefore

g6 (r ) ∝ e−r /η6 , an exponential decay, where η6 is the correlation length of the orienta-

tional order.

The peculiarity of the hexatic phase is being an intermediate configuration between

the solid and liquid phases, where the density-density correlation function is short

ranged, therefore gG⃗ (r ) ∝ e−r /η, while the bond-angular correlation function is long

ranged and depends on the temperature, therefore g6 (r ) ∝ r−η6(T ).

Thanks to the sensitivity to the structural arrangement, diffraction patterns hold

valuable information about the order of the system. In a solid, which is defined by

18



2.1 Introduction

Figure 2.1: a) Simple dislocation, adapted from [23]. The Burgers vector is represented by the b vector.
Scheme of the hexatic phase, adapted from [24].

a long-range positional order, the diffraction pattern is generally characterized by

Bragg peaks, which are reflecting the periodicity of the lattice, (Figure 2.2a). In the

liquid phase, the long-range positional order is absent leading to a diffraction pattern

without Bragg peaks, instead the presence of a ring (Figure 2.2c). The latter is due only

to the average of the random distances between the atoms.

In the hexatic phase, the presence of short-range positional and quasi-long-range

bond-orientational orders causes an isotropic ring in the diffraction pattern from an

infinite sample, while in a finite sample, the intensity of the ring exhibits a maximum

every 60 degrees, following the six-fold symmetry of the hexatic phase, for example in

Refs. [24–26] (Figure 2.2b).

In this chapter we aim to investigate the phase transitions in 2D systems, therefore,

we choose rare gases adsorbed on graphite as a prototype for a pure 2D system. These

systems present the advantage of having a simple unit cell, containing only one atom,

on a well-known substrate, and the weak interaction between substrate and adsorbate

results in a weak coupling of the two. In this work, we start our investigation with

Argon (Ar) adsorbed on graphite. This choice is justified by the thermodynamic

constraints accessible by our experimental setup, which are low temperature, in the

range of 10-40 K, and low pressure, in the range of 1×10−9- 1×10−6 mbar. We use

Reflection High Energy Electron Diffraction (RHEED) technique to investigate the

structural transformation accompanied by the thermodynamic transition of Argon

films adsorbed on graphite. Thanks to the structural information we can retrieve

a deposition kinetics diagram of the Argon films to reveal the presence of a mixed
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Figure 2.2: Diffraction patterns from: a) solid, b) hexatic and c) liquid phases. Adapted from [26]

.

crystalline configuration.

2.2 Previous works on Argon films adsorbed on graphite

As a noble gas, Argon does not form a strong ionic or covalent bond with the other

atoms. Instead, its interaction consists of weak omnidirectional Van der Waals forces

which can be described by the Lennard-Jones (LJ) potential, Figure 2.3a, where σ
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Figure 2.3: a) Lennard-Jones potential for Ar-Ar. b) Preferential adsorption sites for Ar on graphite,
adapted from [27].

represents the particle-particle distance at which the potential is zero and ϵ is the

depth of the potential well. This potential is composed of two terms: the first term is a

short range repulsive term originating from the Pauli repulsion of the atomic orbitals,

which is a twelfth power of the distance between the particles, and the second term is

an attractive term from Van der Waals forces, which is a sixth power of the distance

20



2.2 Previous works on Argon films adsorbed on graphite

between the particles and acts at long distances. The equilibrium distance between

two particles is given by the position of the minimum of the potential, which is at

r0 = 6
p

2σ. In case of Argon-Argon interaction, such parameters are: σ = 3.4 Å and

ϵ= 0.0103 eV , with r0 = 3.82Å [28].

The interaction of Argon with graphite has different LJ parameters and they have been

investigated teoretically by Ambrosetti et al. [29] and by Maiga et al. [27] similarly

on graphene using a corrected Lennard-Jones potential. In both works, Argon shows

three possible sites for adsorption on graphite, Figure 2.3b:1) the top of the carbon

atom, 2) the hollow hexagon, 3) the top of the bond, with the hollow site being the most

attractive. Ambrosetti found an adsorption energy of −0.107 eV, which is 10 times

higher than the energy between Ar atoms. The shape of the LJ potential is asymmetric,

steep at the repulsive part and smoother in the attractive part. Therefore compres-

sions below r0 require more energy than an equivalent expansion. The equilibrium

distance r0 for Ar-Ar interaction respect to the graphite surface structure imposes

that the Argon atoms are adsorbed preferentially on hollow sites forming a lattice

close to the (
p

3×p
3)R30 mesh of graphite, which has a lattice constant of 4.26 Å, see

Figure 2.4. An adsorbed layer with the same lattice constant as the (
p

3×p
3)R30 mesh

would result in a commensurate structure, but since the r0 distance is slightly smaller

than the mesh lattice constant, the structure is expected to be incommensurate. The

Figure 2.4: a) Representation of the (
p

3×p
3)R30 mesh on graphite. b) LEED pattern of adsorbed Ar

on graphite, from [30]

incommensurate phase is confirmed by experiments in Low Energy Electron Diffrac-

tion by Shaw et al. [30, 31]; the authors found that the Argon atoms are adsorbed

with the nearest-neighbor (NN) distance between 3.82 Å and 3.94 Å, depending on

the density, at 42 K. The authors also claim the presence of a rotation of the adsorbed
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Chapter 2. Argon thin films

layer with respect to the substrate, see Figure 2.4b, previously predicted by Novaco

and McTague [32]. The latter predicted that, due to the incommensurate structure,

the adsorbed layer would rotate as much as 4 degrees around the normal vector to the

plane. Adsorption isotherms experiments by Jura et al. [33] showed unusual disconti-

nuities at around 65 K, Figure 2.5a, attributed to the heterogeneity of the substrate.

Further experiments by Crowell et al. [34] found no evidence of a first-order phase

transition above 67 K, Figure 2.5b.

Figure 2.5: a) adsorption isotherms from [33]; b) adsorption isotherms from [34]; c) heat capacity from
[35]; d) Bragg peak intensity from [36].

Shaw et al. found as well a change in the slope of the adsorption isotherms at 50 K,

which they attributed to the transition from a 2D fluid to a 2D incommensurate

solid phase. Neutron diffraction experiments by Taub et al. [37] found the same

incommensurate structure but no evidence of a first-order transition. Such evidence

was brought forward by Migone et al. with heat capacity measurements [35] finding

a peak at 47.2 K associated with a weak first-order transition, and a broader peak at

49.5 K associated with a KTHNY melting, Figure 2.5c. Another neutron diffraction

study of the melting has been conducted by Larese et al. [36] and showed instead that

the melting of a multi-layer system happens layer by layer every single layer melts

continuously, Figure 2.5d. Another work by McTague and Nielsen [38] with x-ray

diffraction found evidence of the continuous melting and has been interpreted as a

hexatic phase. The authors constructed a phase diagram for temperatures above 40 K,

visible in Figure 2.6. At temperatures below 40 K, the authors report a gas (G) plus

incommensurate solid (IS) phase but such a range of temperatures was not explored

by their experiment. All these previous works show that the physics of the Ar films

adsorbed on graphite is complex and highly disputed. The purpose of this work is to

bring new insights into the mechanism of the deposition and the melting processes of

Ar films adsorbed on graphite. We rely on structural transformations to identify the

different orders possible in the system. The novelty of this work is the investigated

area of the phase diagram pressure vs. temperature in a range never explored before
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Figure 2.6: Phase diagram of Argon adsorbed on graphite by McTague and Nielsen [38] as density of
the layer versus temperature expressed as a ratio to the triple point TP = 84K.

(below 40 K and below 1×10−6 mbar).

2.3 Experimental procedure

In the following section, we will discuss the experimental procedures used to achieve

the results presented in this work, including the substrate characterization, the calibra-

tion of the diffraction patterns, the deposition and melting of Argon films protocols.

2.3.1 Characterization of the substrate

The chosen substrate consists of natural graphite flakes acquired from Naturally

Graphite and sent by Prof. John Jaszczak from Michigan Technological University.

The sample provider sorted the samples into three categories after characterizing

them with Laue diffraction: excellent, high, and normal quality. The flakes have a

size of 1-2 mm and are provided in batches of 10-20 flakes from different countries

of the world, see inset in Figure 2.7a. We chose graphite because the symmetry of its

surface matches the six-fold symmetry of the close-packed structure of solid Ar. We

prefer natural graphite to synthetic ones (e. g. Highly Oriented Pyrolytic Graphite,

HOPG) because the latter exhibits a considerable surface roughness and it is difficult

to obtain a clean flat surface. The surface flatness is important for two reasons: firstly,

RHEED is a surface-sensitive technique and a high roughness can lead to a total loss of

diffraction peaks at low orders. Secondly, the high roughness can hinder the uniform

adsorption of the Argon and prohibit a layer-by-layer deposition (see subsection 2.4.1).
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The substrate is glued to the sample holder with an electrically conductive compound

(Silver paint) and freshly cleaved at room temperature with adhesive tape just before

closing the vacuum chamber. We investigate the condition of the graphite surface at

room temperature; this operation is necessary firstly because the exfoliating procedure

can leave a damaged surface or semi-detached graphite layers that can block the beam

and compromise the surface quality, and secondly, because the graphite pattern is

used to calibrate the diffraction pattern, see subsection 2.3.2. This information can be

retrieved by acquiring the diffraction pattern as a function of the incidence angle θ, a

so-called rocking curve. To represent it we sum all the patterns acquired resulting in

a single frame with all peaks visible. Figure 2.7a shows the rocking curve of natural

graphite at 300 K. The field of view of the detector is sufficiently wide to capture up to

the [008] peak in the out-of-plane (OOP) direction [001]. The in-plane (IP) direction

shows the [01̄l ] and [01l ] peak families. The indexing of the pattern can be retrieved

by measuring the ratio of the distances between the peaks, while the zone axis can be

calculated by the cross product between the IP and OOP vectors [39]. For the pattern

in Figure 2.7a the zone axis is [210], inset in Figure 2.7b.

The optimal alignment of the sample requires that the intensities of the [01̄l ] and

[01l ] peak families are equivalent. Figure 2.7b shows the rocking curve of graphite at

19 K. At low temperatures, the pattern appears sharper, due to a smaller Debye-Waller

factor. In addition, the pattern reveals the presence of multiple domains with similar

orientations. Since the sample is of natural origin and mm-sized, the presence of

domains is not surprising and their good alignment is a sign of a good quality sample.

No transmission spots are present, which means that the exfoliation procedure didn’t

leave any partially bent and lifted layer of graphite (at least in the area probed) and

the surface is flat.

We notice that the Bragg peaks are elongated along the OOP direction due to the short

penetration depth of the electrons on graphite in grazing incidence. The estimation

of the peak center position with respect to the direct beam is affected by an error that

becomes greater the lower the diffraction orders.
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Figure 2.7: Diffraction pattern of graphite at a): 300 K, b) 19 K, obtained as a superposition of all the
patterns acquired during the rocking curve. The peaks are indexed with respect to the zone axis [210].
The inset in a) shows the sample surface under the microscope before the exfoliation, inset in b) shows
a top view of the graphite structure with the crystallographic directions and in purple the zone axis
used for the diffraction patterns.

2.3.2 Calibration of the diffraction patterns

To retrieve the lattice parameters of an unknown sample it is necessary to calibrate

the diffraction pattern from pixels to Å−1. This can be done either by geometrical

considerations on the setup or by using a well-known sample as a reference, in our

case it is the substrate, graphite.

Geometrical approach

A scheme of the geometry of the experiment is represented in Figure 2.8.

The distance between the detector and the sample (called camera length CL) must

be known, together with the physical size of each pixel δ of the detector and the

wavelength λ of the electrons. It is important to remember that the angles measured

on the detector with respect to the direct beam are 2θ, where θ is the angle of the

scattered radiation from the Bragg law. The distance x between one diffraction spot

and the direct beam can be expressed as: x = CLtan(2θ), while, from the Bragg law:

θ = arcsin
(
λ

2d

)
where d is the interplanar spacing of the diffraction peak, which in this

case can be kept as 1 Å. In our case: CL = 42.5 cm, λ= 0.0698Å, δ= 75µm. Therefore:

x = CLtan

(
arcsin

(
λ

2d

))
= 2.972cm (2.3)
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x =nδ
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detector
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Figure 2.8: Schematic of the geometry used to calibrate the diffraction pattern. The distance between
the sample and the detector is CL, the physical size of each pixel is δ and the distance of the diffracted
beam from the direct one on the detector is x = nδ where n is the number of pixels.

This physical distance of 1 Å corresponds to x
δ = 397 pixel. Since the diffraction pattern

is an image of the reciprocal lattice, the calibration constant will be k = 1
397 pixels Å

=
0.00251 Å−1 pixel−1.

Calibration with graphite

For this method the lattice parameters of graphite must be known, in this case, we use

the parameters from Trucano et al. [40] a = b = 2.464Å and c = 6.711Å. The distance

x in pixel between the direct beam and a known diffraction peak is measured: for the

pattern in Figure 2.7a and b, the best choice is the [008] peak. The distance between

the direct beam and the [008] peak is 466 pixel, while its interplanar spacing d is

0.8389Å and the reciprocal d∗ is 1.1921 Å−1. The calibration constant is therefore

k = d∗
x = 0.00256 Å−1 pixel−1. Another possibility is to use the distance between

peaks in the IP direction, which is not affected by the OOP elongation due to the low

penetration depth. In our case the distance D = 320 pixel between the [01̄7] and [017]

peaks can be used, which corresponds to 0.812 Å−1, therefore k = 0.00254 Å−1 pixel−1.

These values are in agreement with the geometrical approach within a few %. This

method can also be used to estimate the camera length.

It is important to note that in principle the images also need to be corrected for

spherical aberration since the detector is flat and we want to measure angles. The

difference in the peak position for an angle θ = 5◦ can be estimated as: CL(tanθ−θ) =
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94µm, which is comparable to the size of one pixel. Therefore, the correction is

negligible if compared to the distances used to calibrate, and the calibration constant

is not affected by it in a meaningful way.

2.3.3 Deposition of Argon

To prepare for Argon deposition the graphite is cooled with a maximum ramp of ap-

proximately 4 K/min to prevent sudden thermal contraction that can lead to damage

to the substrate. In addition, while cooling down, a CW laser can be pointed on the

sample to reduce the probability of condensation of impurities and residual gases

(CO2, H2O, N2, O2). During the cooling ramp, the surface of the substrate is monitored

paying attention to the movement of the sample holder due to the thermal contraction

of the cryostat. The deposition is carried out at a constant temperature and the gas

is injected with the leak valve increasing pressure with a logarithmic constant rate.

We set a maximum pressure value to not exceed 1× 10−6 mbar to ensure that the

propagation of the electron beam is not affected by the reduction of the mean free

path and to prevent damage to the turbopumps. To construct the deposition kinetics

diagram we used the same protocol at different temperatures from 10 K to 40 K.

2.3.4 Melting of the Argon films

We carry out the melting of the Argon films by heating the sample with a constant ramp.

In the meanwhile, we continuously acquire the diffraction patterns. The intensity

of the diffraction pattern sets an upper limit in determining the speed of the ramp

since for each acquired pattern the temperature must not vary excessively between

the beginning and the end of the acquisition. A lower limit is set by the long-term

stability of the system which is subjected to drifts of the laser and electron beam. We

set the maximum ramp to 0.5 K/min. Unfortunately, during the melting our setup

does not allow us to correlate the measured pressure with the acquired pattern and

the measured temperature: the deposition procedure allows us to observe the growth

of the Argon films on the graphite substrate but the condensation of the gas occurs

over the entire sample holder and the cold finger, which are exposed to the gas and at

temperatures between the one recorded on the sample and the lower one at the cold

finger, and have a surface area orders of magnitude larger than the graphite sample.
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2.4 Results and discussion

In this section, we will discuss the process of deposition of Argon, determine the

structure and its lattice parameters, and construct its deposition kinetics diagram

pressure vs. temperature. Finally, will discuss the thermodynamic melting of the

Argon films within the KTHNY theory.

2.4.1 Deposition process

Figure 2.9 demonstrates the deposition process of Argon on graphite at 25 K. Without

gas injection, we see the graphite pattern Figure 2.9a, characterized by a streak relative

to the [002] peak which indicates a high quality surface of graphite. While increasing

gradually the pressure the intensity of the graphite peak decreases. When it reaches

the minimum value at 1.4×10−8 mbar we start seeing a streak which we attribute

to the formation of a monolayer of Argon, Figure 2.9b. Increasing the pressure to

2.9× 10−8 mbar mixed diffraction features of streaks combined with Bragg peaks

appear, Figure 2.9c. At around 8.9×10−8 mbar the Bragg peaks disappear and only

the streaks remain. At high pressure, above 6×10−7 mbar, the pattern shows mainly

sharp Bragg peaks. To determine the growth mode of the adsorbate we followed the

evolution of the intensity of the peaks with increasing pressure, Figure 2.9k. The curve

indicates that the growth is not layer-by-layer but rather is very similar to an epitaxial

growth following the Stranski-Krastanov model [41]. In our case the growth shows

intermediate steps and the whole process is sketched in panels (f) to (j): starting from

the graphite surface with some defects (f) a monolayer is formed (g) and diffraction

streaks are visible; the defects favor the nucleation of crystalline Ar (h) generating

the weak transmission spots visible in (c), then the gaps between defects are filled

creating a flat multi-layer film (i) where the diffraction pattern loses the peaks and

shows mainly streaks, and finally, the growth of islands continues (j) producing again

transmission spots. We take note of the pressure at which this first layer is half-filled,

which we call p0. Such pressure can be used as a qualitative reference to estimate the

transition point from the gas phase to adsorbed phases (solid, liquid, hexatic).

2.4.2 Determination of the structure of the adsorbate

Thanks to the diffraction pattern we retrieve the crystal structure of the adsorbed Ar

and its relative orientation with respect to the graphite substrate.

Figure 2.10a shows the rocking curve of adsorbed Ar deposited at 19 K with a maximum

pressure of 5×10−7 mbar. without changing the azimuthal angle φ while Figure 2.10b
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shows the rocking curve of the same deposition with φ = 30◦. Both patterns are

consistent with a Face Centered Cubic (FCC) structure with the [111] direction parallel

to the out-of-plane axis of graphite and the [4̄22] axis parallel to the b axis of graphite,

as shown in panel (c). The patterns are indexed consequently.
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Figure 2.9: Patterns and peak intensity during Ar deposition at 25K. Panels a-e show the pattern
evolution from graphite to Ar peaks; panels f-j show a schematic representation of the growth stages.
Panel k shows the evolution of the intensity of the peaks with increasing pressure. The dashed lines
mark the values of pressures corresponding to the patterns shown in (a-e) and growth stage sketches
(f-j).

The Argon atoms form layers on the graphite sitting preferentially on the center of

the honeycomb hexagons in a (
p

3×p
3)R30 mesh, which means a triangular lattice

with nearest-neighbor separation of
p

3×a, where a = 2.46 Å is the lattice constant of

graphite, and rotated 30 degrees respect to the graphite unit cell.

On graphite, there are 3 possible kinds of hexagon sites, A, B, C, and each layer sits on

the same kind of site, leading to stacking of the form ABC, see Figure 2.10c left side.

The growth of the first layer can start from any of the three sites from different areas

of the substrate but maintains the three stacked layers thus originating a two-fold

twinning configuration. Such twinning is revealed on the pattern by the double peaks,

i.e. 311 and 022 in Figure 2.10a, which are labeled with different colors.
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Figure 2.10: a) Rocking curve of adsorbed Ar with azimuthal angle φ= 0 and b) rocking curve of the
same adsorbed structure with φ= 30◦, both obtained at 19 K. The two twins are labeled with red and
blue labels, while the black labeled peaks are common between the two. c) Top and perspective views
of 3 layers of adsorbed Ar on the graphite substrate with FCC unit cell and axes orientation.

If the stacking would have involved only two layers the double peaks would have been

replaced by a single peak from a Hexagonal Close Packed (HCP) structure which has a

stacking of the form ABAB.

The interlayer distance and the NN distance can be estimated from the OOP and IP

directions respectively. For the former, considering the d∗ for the [444] peak as the

distance from the direct beam on the calibrated pattern, the interplanar spacing will

be 4/d∗ = 3.58Å . For the IP direction, instead of using the single peaks it is more useful

to take advantage of the entire horizontal rows and estimate the distance between
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parallel rows. Considering that the distance between the row from [200] to [533] and

the row from [400] to [155] is equal to the [4̄22] vector, the NN distance dNN can be

calculated using the formula:

dNN =
√

−42 +22 +22

d∗2

1p
2

(2.4)

The factor 1p
2

after geometrical considerations: on the FCC cell the [111] plane cuts the

faces of the cube along the diagonal, therefore the distance between nearest neighbors

will be a′
p

2
2 = a′p

2
, where a′ is the lattice constant of the FCC cell. During this work,

we used several natural graphite samples with different quality, and depositions

performed with the same procedure led to NN values between 3.92 Å and 3.97 Å. Since

the (
p

3×p
3)R30 mesh has a NN distance of 4.26 Å, the value of dNN is compatible with

an incommensurate phase, which has been observed in previous experiments [30, 37,

38]. However, one sample batch showed a NN distance of 4.26 Å, which is the expected

value for a commensurate phase. Depositions on these samples were performed

at different temperatures and consistently resulted in a commensurate phase never

observed before and represented in Figure 2.11 with a comparison between the two

in-plane distances. It is clearly visible that Dc > Di . We suspect that the change

from incommensurate to commensurate is related to the quality of the samples. The

commensurate phase was observed only on samples with excellent-quality while high

and normal-quality samples always resulted in incommensurate phases.

Figure 2.11: a) Diffraction pattern of solid Argon at 19K on a sample with a commensurate phase.
b) Diffraction pattern of solid Argon at 19K with an incommensurate phase. Dc and Di represent
the distance in-plane between the peak rows of the commensurate and incommensurate phases
respectively. Dc > Di .
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2.5 The possibility of the hexatic phase

The depositions at temperatures below 18 K and above approximately 30 K show a

pattern slightly different from the one observed between 20-25 K, proper of a pure

crystalline phase with long-range positional order. Patterns for two temperatures, 12 K

and 35 K, are shown in Figure 2.12. Both patterns present the coexistence of rings and

peaks elongated along the circumference of the rings. Such patterns are not proper

for either a fully crystalline solid phase or a liquid phase. It is therefore possible that

these particular patterns describe the presence of a transient configuration which

could have a character close to a hexatic phase. Since the geometry of the experiment

is not ideal for the study of such kind of complex crystalline configuration, as a first

approximation we performed diffraction simulations with two different atomic dispo-

sitions: one which resembles a pure hexatic phase and another where the in-plane

orientation of the hexatic is combined with an out-of-plane partial orientation typical

of liquid crystal characters. The simulation is performed in a brute-force approach,

evaluating the interference from each atom for each pixel of the simulated detector.

The simulation algorithm used does not allow for an accurate estimation of the inten-

sities of the diffraction features but allows for a qualitative comparison of their shape

and position. The simulated system in the hexatic phase is composed of crystallites of

Argon with a thickness of 11 Å and a diameter of 80 Å. In the first case, the crystallites

are disposed on a triangular lattice with a lattice constant slightly bigger than the crys-

tallite diameter and a total size of 3200×3200 Å2. A random distance from the lattice

point is introduced to simulate the effect of the short-range positional order. The

orientation of the crystallites is the same for all crystallites. In the hexatic combined

with liquid crystal disposition, a rotation along the zone axis of graphite is introduced,

with a normal distribution of angles centered around 0 and a standard deviation of

0.08 rad. Comparing the simulations with the experimental data, we clearly observe

that between the two simulated configurations, the one with hexatic combined with

liquid crystals is the one that better resembles the experimental patterns. Therefore

we think that our intermediate configurations observed below 18 K and above 30 K

exhibit characters similar to an hexatic phase combined with the partial out-of-plane

orientation of liquid crystals.

The presence of atom vacancies and dislocations can induce the formation of crys-

tallites with short-range positional order and quasi-long-range orientational order

in-plane [42]. An out-of-plane component is present and it’s responsible for the

elongation of the peaks along the circumference of the rings which we related to the

presence of a few Argon layers and islands.
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e)

Figure 2.12: Experimental (a-b) patterns for two deposition temperatures, 12K and 35K.Panel (c), simu-
lated reflection pattern of the hexatic configuration, (d) simulated pattern of the hexatic configuration
with a tilt of the crystallites along the electron beam axis. e) Exaggerated view of a portion of the liquid
crystal configuration used in the simulation with the axis of rotation/direction of electron beam marked
in blue.

2.6 Deposition kinetics diagram of Argon films

To construct a deposition kinetics diagram for the deposition process, the experiment

is repeated in a range of temperatures from 10 K to 40 K. For each deposition, the

p0 is reported in a graph versus the deposition temperature, and the depositions are

performed on the substrates exhibiting the incommensurate phase. The resulting

graph is shown in Figure 2.13. The general behavior is an increase of the deposition
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pressure with the temperature, with a minimum deposition pressure of 2×10−8 mbar

at low temperatures. At pressures below p0 the adsorption is very little so no sub-

stantial change in the diffraction pattern of graphite is noticed, therefore in these

regimes, Ar can be considered as a gas (G). At pressures above p0 the diagram can

be divided into three regions: at temperatures between 19 K and 30 K the pattern

shows diffraction spots proper of a long-ranged 3D solid phase (S) which is shown

to be mostly incommensurate with the chance of commensurate one, while in areas

outside this interval, the pattern incorporates as well partial rings and elongation of

the diffraction peaks. Such a pattern could be associated with the presence of a hexatic

characters (H) in combination with a liquid crystal (LC) configuration, as seen from

the simulations. The inset shows our data together with the phase diagram from the

work of Maiga et al.[27] on graphene. As they point out the graphene curve presents a

shift to higher pressures compared to the graphite one in their simulations, but the

general trend is the same.

S

G

H+LC

H+LC

Figure 2.13: Deposition kinetics diagram. The red line is an eye guide to identify boundary between the
gas phase (G) and the adsorbed configurations. The dashed lines represent hypothetical boundaries
between mixed configurations (H+LC) and solid (S). The inset shows our data together with the data
simulated by Maiga et al.[27].
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2.7 Thermodynamic melting process

Now we focus our attention on the thermodynamic melting process by increasing the

temperature of the system quasi-adiabatically above the melting temperature.

The sample is heated at a speed of 0.5 K/min. Figure 2.14 reports the melting process

after a deposition at 24 K and maximum pressure of 5×10−7 mbar. In the same way

as before, panels (a-e) show the diffraction pattern of the sample captured at the

temperatures marked by the black dashed lines in panels (f) and (g).

The bottom panels show the height of the [222] Ar peak with its FWHM in the OOP

direction in panel (f) and the calculated NN distance and interlayer distance in panel

(g). The pattern initially shows a 3D solid with elongated peaks due to the layered

structure at the starting temperature slightly above 24 K. The increasing temperature

does not create any considerable effect until reaching 30 K, except for a slight decrease

in the height of the peak. Above this temperature, at around 33 K, the interlayer

distance decreases slowly, accelerating with higher temperatures, sign of relaxation

of the structure in the OOP direction while the IP NN distance remains constant.

Such relaxation reaches a minimum above 35K at which point the pattern suffers a

considerable change with the disappearing of the peaks elongation, visible also from

the decreasing of the FWHM. The system transitions to a fully ordered 3D islands

structure with transmission spots. The height of the diffraction peaks then drops

quickly and the pattern disappears completely close to 36K, the melting point, leaving

only a faint ring which persists until 45 K. Such a ring was almost invisible at 25 K

but its intensity increases with temperature and its position is strictly related to the

[111] peak position. The presence of this ring can be associated to the existence of a

liquid phase. Since a liquid does not possess positional and orientational long-range

order, the diffraction pattern associated with this phase would be a ring with its radius

related to the average distance between the atoms/particles. In this case, such a

distance would be the same as the interlayer distance, around 3.53 Å which is too

small for the Ar-Ar Lennard-Jones r0 = 3.72 Å . A second explanation for the ring could

be that defects on the graphite surface can trap small crystallites of Argon in random

orientations that cannot desorb as easily as the ones in the flat areas and require

higher temperatures. Since such quantities are small and the experiment is performed

at grazing incidence higher order rings, if present, are too faint to be visible so from

this data it is not possible to distinguish between the two explanations.
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Figure 2.14: Diffraction pattern evolution during slow melting (a-e) and the height of the [222] Ar peak
with its FWHM in the OOP direction (f) and the calculated NN distance and interlayer distance (g)
during the same process.

Our data suggest that the Argon films are the first to melt in contrast to the 3D islands

nucleated around the defects which remain resilient until the melting point leading

to the transmission spots. The melting of the films exhibits a continuous transition

between 30 and 35 K, while the 3D islands show a first-order transition denoted by the

abrupt change in the peak parameters around 36 K. This observation is in agreement

with the two peaks observed by Migone in specific heat measurements [35] where

the broader one is associated with the continuous melting and the sharp one with a

weak first-order transition. In our case, the continuous melting happens before the

first-order transition, which we speculate is due to the different ranges in temperature

and pressure. The melted Argon could be either in a liquid phase or a gas phase. We

suspect that it is in the isotropic liquid phase.

2.8 Conclusions

This work demonstrates the capability of RHEED to investigate the deposition and

the melting processes of Argon on graphite based on structural transformation in a

regime of temperatures and pressures so far never explored.

We revealed that the growth process is similar to a Stranski-Krastanov one where the

adsorption of one monolayer is followed by a growth of 3D islands pinned to surface

defects.
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The solid phase is an FCC structure following ABC stacking with a NN distance of

3.95 Å, which is consistent with an incommensurate phase, predicted and observed in

previous works.

For the first time, a commensurate phase with a NN distance of 4.26 Å is reported by

us. We attribute this phase to the quality of the substrate since it manifests only in a

specific batch of samples with higher quality.

The deposition performed in a temperature range between 10 and 40 K revealed the

presence of a cystalline configuration exhibiting mixed traits between an hexatic

phase and a liquid crystal one at temperatures below 18 K and above 30 K. We report a

deposition kinetics diagram in a range of temperatures and pressures that has been

never reported before.

The melting process of the Argon films shows a two-fold mechanism: a continuous

melting of the films followed by a first-order transition of the 3D islands.

2.9 Perspectives and oulook

To achieve a layer-by-layer deposition we suggest the use of samples with a high

degree of flatness and coherence of the surface. We propose to anneal the samples in

vacuum at 1000 K to relax the structure, thus reducing the defects on the surface.

To favor the deposition in a commensurate phase we suggest the use of substrates

with very good quality without domains, ideally monocrystalline.

A highly interesting prototypical 2D system with exotic thermodynamic properties

can be explored by replacing Argon with helium. At very low temperatures, helium

admits a small zero-point energy which gives rise to quantum effects that can generate

a quantum phase transition in two dimensions.

The melting of the films showed an interesting behavior with the continuous melting

of the films followed by the abrupt melting of the 3D islands. We propose to perform a

time-resolved experiment to investigate the melting process in more detail. We carry

out such investigation in the following chapter and we illustrate the results we found.
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3 Ultrafast dynamics of Ar films on
graphite

3.1 Introduction

In this chapter, we focus our interest on out-of-equilibrium phenomena in argon films

adsorbed on graphite. We aim to investigate the structural changes of the films under

ultrafast pulsed excitations by means of Ultrafast Reflection High Energy Electron

Diffraction (URHEED) and reveal their dynamics involved in the relaxation processes.

So far this kind of investigation on argon films adsorbed on graphite has never been

conducted, thus any ultrafast dynamics observed will have major importance in the

physics of melting in 2D systems.

In this project, we use the photon energy of 1.55 eV (800 nm) to pump the system and

the electrons at 30 keV to probe the dynamical structural changes.

Argon interacts via Van der Waals forces, there are no shared electrons between Ar-

Ar and Ar-C atoms. As a consequence, there will not be any available electronic or

phononic excitation in the range of energies between UV and near-infrared. Thus

argon cannot absorb photons in this energy range. For this reason, we exclude any

possible dynamics faster than some tens of ps.

However, graphite (the substrate) is the only component of the system that absorbs

this light, generating electronic and phononic excitations which can propagate and

be transferred to the argon films, leading to possible ultrafast dynamics.

3.2 Experimental procedure

In this section, we will discuss the experimental protocol adopted to conduct pump-

probe measurements on argon films adsorbed on graphite. We start with the proce-

dure of the spatial and temporal overlap determination; secondly, we investigate the
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Chapter 3. Ultrafast dynamics of Ar films on graphite

dynamics of graphite and, finally, we explore the dynamics of argon films.

3.2.1 Spatial and temporal overlap determination

Before any pump-probe experiment, the determination of the spatial and temporal

overlap is a crucial step. The pump and the probe beams must converge to a single

point in space and time. The point at which this condition is met is called time zero t0.

An efficient method to determine spatial and temporal overlap is to use the plasma-

lensing effect [43] on the electron beam. We generate the plasma by focusing ultrashort

laser pulses on a copper target. The electric field of the plasma is strong enough to

deflect our electron beam and when the laser pulses and the electron pulses are in

spatial and temporal overlap the deflection is visible on the detector as a displacement

of part of the beam, see Figure 3.2d.
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Figure 3.1: a) Picture of a sample on the sample holder with the schematic representation of the
electron beam and the pump laser on the corner of the copper plaquette. b) Picture of the collimated
electron beam being clipped by the copper plaquette (shadow on the right).

The generation of the plasma leaves a superficial charge σ on the surface of the target.

Since σ∝ 1/R, where R is the radius of curvature of the target, a sharp object will

generate a stronger and more localized electric field than a flat surface. We exploit the

fact that our sample is mounted on a square copper plaquette to use the sharpness

of its corners to intensify the plasma. A schematic representation is depicted in

Figure 3.1a, where the sample holder is moved along y and z to clip the beam and

position it on the corner of the plaquette. Figure 3.1b shows the shadow of the
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3.2 Experimental procedure

copper plaquette and it can be seen that the edge is not particularly flat but presents

some scratches and irregularities. Ultimately this does not constitute a problem

since asperities will increase the localized electric field. The fact that the plaquette

is oriented as in the picture presents another advantage: the position in z can be

adjusted so the portion of the area illuminated by the laser is as long as the sample in

order to achieve the same spatial overlap. To see the plasma generation we perform

−25000 −20000 −15000 −10000 −5000 0 5000 10000 15000 20000 25000

Counts

Figure 3.2: Effect of the plasma on the electron beam at different times from an arbitrary time before
the plasma generation.

a scan changing the delay between the pump and the probe pulses and we observe

the effect on the electron beam as in Figure 3.2. The resulting lensing effect consists

of a displacement of the electrons leaving a hole (blue area) in the beam and with

increased counts in other areas (red areas) since the charge must be conserved.

A simple model to represent the two effects is the following: the electron pulse is a

Gaussian G(t ;µ,σ) with a center µ in time and a width σ; given its fast generation the

plasma can be considered as instantaneous with an exponential decay Γ(t ;λ) with

lifetime τ and rate λ= 1
τ

. The two functions are represented in Figure 3.3a. The result

of the interaction between the electron pulse and the plasma can be retrieved by

convolving the two functions; for this simple model this can be done analytically:

f (τ;µ,σ,λ) = (G ∗Γ)(t ) = A
λ

2
exp

{(
λ

2
(2µ+λσ2 −2t )

)}
erfc

(
µ+λσ2 − tp

2σ

)
(3.1)
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Chapter 3. Ultrafast dynamics of Ar films on graphite

where A is a normalization factor and erfc(x) is the complementary error function.

Equation 3.1 is referred to as an exponentially modified Gaussian distribution. The

result of the convolution is shown in Figure 3.3a with the green trace. We take a

small ROI inside the hole, typically 3x3 pixels, and average the counts as a function

of the delay. The result is shown in Figure 3.3b with the blue dots while the fit is

represented by the red line. Despite being a simple model the fit approximates the

experimental data in a satisfactory way and the temporal overlap can be retrieved by

the fit parameters in the following way: the parameter µ defines the moment in time

when the center of the Gaussian is at the maximum of the exponential decay but this

is not the moment at which the electrons begin to interact with the plasma, t0; taking

into account the width of the Gaussian σ we can define the temporal overlap as the

time at which a little portion, e. g. 2.5%, of the electron bunch starts to interact with

the plasma. This also means that 97.5% of the electrons are still unaffected by the

plasma and such percentage corresponds to shifting the entire electron pulse by 2σ

towards earlier times, Figure 3.3b.

−100 −50 0 50 100 150 200 250 300 350

Delay (ps)

0.0

0.2

0.4

0.6

0.8

1.0

N
o
rm

al
iz

ed
co

u
n
ts

a) El. pulse
(35 ps FWHM)

Plasma
(76 ps decay)

Convolution

µ− 2σ µ

550 600 650 700 750 800 850 900

Delay (ps)

10000

20000

30000

40000

50000

C
ou

n
ts

b)

Counts

Fit
µ = 699 ps
σ = 16.6 ps
τ = 76 ps

Figure 3.3: a) Models of the electron pulse and the plasma with their convolution. b) Data from the
time scan and its fit, with µ and µ−2σ at the dashed lines. The delay is not yet adjusted for t0 but it’s
relative to an arbitrary point.

The time resolution can be estimated as the FWHM of the electron pulse as 2
p

2ln(2)σ

= 39 ps.

In this case, the electron beam is collimated so the plasma-lensing effect can be easily

visible, and this allows for the improvement of the spatial overlap: the pump beam

can be moved independently from the electron beam, therefore, at times around t0,

the hole can be moved to be centered on the beam. Provided a correct alignment

of the solenoids, the pump and probe beams will maintain the spatial and temporal

overlap also after the beam is focussed on the detector.

To ensure the best possible measurement conditions, we refine the overlap by per-
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3.3 Ultrafast dynamics of graphite

forming the same scan on graphite, which has a known fast dynamic, and we adjust

the parameters to maximize the observed effects. For our pump-probe measurement,

the typical diameter of our probe beam at the position of the sample is approximately

500 µm and its footprint on the sample spans along the length of the sample, 2 mm.

We always make sure that the pump beam is bigger than the probed area to ensure a

homogeneous effect of the photoexcitation.

3.3 Ultrafast dynamics of graphite

The ultrafast dynamics of graphite is shown in Figure 3.4. Panel a shows the intensity

of the (0014) Bragg peak as a function of the delay between the pump (800 nm) and

probe pulses. The intensity exhibits a drop of around 70% in a timescale of 10-20 ps

for a fluence of 44.5 mJ/cm2. This drop indicates a significant disorder induced by the

photoexcitation [44], and lasts at least up to 700 ps without showing a recovery toward

the initial state. As described in the work Carbone et al. the drop in intensity depends

strongly on the fluence used for the photoexcitation [45, 46].

Following the position of the same Bragg peak, information about compression/ex-

pansion of the lattice can be extracted. In case of graphite, the lattice expands by

around 8 pm in the first 100 ps after the photoexcitation Figure 3.4b. Differently from

the intensity, the expansion starts a slow relaxation at approximately 200 ps but at

700 ps it is still not yet fully recovered. The timescale of the relaxation is indicative

of phononic origin. In the same paper, the authors demonstrated the presence of

a coherent oscillation in the lattice expansion along c-axis, with a period of ≃ 1 ps,

see Figure 3.5a, which is assigned to the shear mode E2g at 43 cm−1. The interlayer

expansion follows a compression that is expected to occur with a characteristic time

of around 500 fs, depending on the photoexcitation fluence. Refined measurements

on HOPG with better time resolution revealed this fast dynamic confirming that it

occurs as fast as 500 fs [16], see Figure 3.5. The 1.5 eV photons excite electrons around

the M point in the graphite bands, from a bonding π band to the antibonding π∗

band, resulting in an effective weakening of the bond along c-axis generating the

compression. A visual representation of the dynamic is shown in Figure 3.6.

Before investigating the ultrafast dynamics of argon films we explore first the dynam-

ics of our substrate, natural graphite, at room temperature and low temperature (the

temperature of the deposition of the films). Below, in Figure 3.7 we show the results for

the temperatures of 300 K, red line, and 20 K, blue line. We can observe the same dy-

namics as the higher fluence case but less pronounced. The drop in peak intensity and
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Figure 3.4: Ultrafast dynamics on HOPG graphite at fluence of 44.5 mJ/cm2 at 300 K retrieved from the
(0 0 14) Bragg peak. a) Bragg peak intensity, b) lattice expansion. Data digitized from [45]
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Figure 3.5: Ultrafast dynamics on HOPG graphite. a) Effective speed of the peak as d/dt(position),
inset with coherent oscillations, from [45]. b) Electronic dynamics of HOPG graphite, from [16]

the displacement along the c-axis are consistent with what we described previously.

The expected dynamics of argon films is of the order of 100 ps, therefore we decided to

work with a lower time resolution (without utilizing the RF pulse compression system)

to try to minimize the sources of noise and beam drifts.
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Figure 3.7: Graphite dynamics at 300 K /blue) and 22K (red) at a fluence of 1.6 mJ/cm2: a) intensity of
the [006] peak, b) displacement. The lines are eye guides.
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t0 t = 500 fs t = 10 ps

π

π∗e−

Compression

Expansion

c-axis

Figure 3.6: Sketch of the lattice dynamics on graphite at different times after the photoexcitation, with
the change of the π orbital from bonding to antibonding, adapted from [45]

3.4 Ultrafast dynamics of argon thin films

We perform the time-resolved experiment on argon films adsorbed on graphite in the

solid phase, indicated in the deposition kinetics diagram by the red dashed line at

T = 20 K, see Figure 3.8. We used 1.55 eV (800 nm) laser pulses with 45 fs pulse duration.

The deposition conditions of these films are: temperature of the substrate T = 20

K, maximum pressure of argon p = 1×10−6 mbar. The determination of the right

fluences for our pump was highly challenging because of two main constraints: we

wanted to use the highest possible fluence to maximize the effect on graphite, and thus

on the argon films, but we also wanted to avoid desorption of the films due to heating

from the pump. We observed that at fluences higher than 3.5 mJ/cm2 the argon films

start desorbing quickly and the graphite peaks appear again, see Figure 3.9a and b.

For lower fluences the desorption process is still present but slower. Therefore we

limit our total acquisition time accordingly, which affects the signal-to-noise ratio of

the experiment.
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Chapter 3. Ultrafast dynamics of Ar films on graphite

Figure 3.8: Deposition kinetics diagram of argon adsorbed on graphite. The red dashed line indicates
the temperature at which we perform the photoexcitation.

Figure 3.9: Diffraction peak of Ar films a) after the deposition without pump beam, b) with pump beam
at 3.5 mJ/cm2 of fluence. The peak of graphite is visible on the left side of the argon peak.

In Figure 3.10 we present time-resolved data of argon films at 20 K and fluence of 1.6

mJ/cm2. The main result of argon dynamics it’s observable in the position shift of the
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3.4 Ultrafast dynamics of argon thin films

[333] Bragg peak of argon, see panel b. We notice a positive shift that starts after 150

ps and lasts approximately until 500-600 ps. The high level of noise present in the

data does not allow us to be accurate in the determination of the lifetime. We note

that nothing is visible at t0. In the intensity graph, Figure 3.10a, it is less apparent the

presence of dynamics, but we suspect that a decrease may be present around 100 ps.

We don’t see any noticeable dynamics after the photoexcitation in the FWHM, see

Figure 3.10c. The possible intensity drop at 100 ps could be justified by the disorder

created in the graphite layer within 10 ps after the photoexcitation Figure 3.4, which,

by consequence, transfer this disorder to the argon sites since the argon atoms are

constrained by the honeycomb lattice of graphite.
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Figure 3.10: Pump-probe experiment on adsorbed argon at 20 K and fluence of 1.6 mJ/cm2: a) intensity
of the [333] peak, b) relative displacement, c) FWHM change, d) in-plane lattice spacing change. The
black lines mark the t0 position.

The observable shift of the argon peak at 150 ps, calculated with Equation 1.8, indicates

an expansion along the [333] direction of the argon films. This expansion occurs only

between the layers since we don’t observe any change in the in-plane lattice spacing,

see Figure 3.10d. One possible explanation for this expansion is that, as we presented

previously, it is a reaction to the dynamics of the graphite. After the photoexcitation

of 1.55 eV, an electronic excitation from the band π to π∗ is created in a time of 500

fs. After the compression, the graphite starts expanding in a timescale from 10 to

100 ps along the c-axis. The expansion is accompanied by the propagation of an

acoustic wave along the c-axis which will be transferred from the graphite to the argon

films. The observed expansion of the argon films is the reaction to the expansion of

the graphite, and the delay between the two is justified by the time needed for the

propagation of the acoustic wave from the graphite to the films. We represent this
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process in Figure 3.11.

t0 t = 500 fs t = 10 ps t = 100 ps t = 200 psc-axis

Figure 3.11: Schematics of the proposed plane dynamics, greatly exaggerated for clarity.

To confirm our results of the expansion dynamics of the argon films we repeated

the experiment using different lower fluences, see Figure 3.12. Unfortunately, the

used fluences are too small to induce any dynamics on graphite, therefore we cannot

observe any dynamics on the argon films.
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Figure 3.12: Pump-probe experiment on adsorbed argon at 20 K at fluences between 28µJ/cm2 and
278µJ/cm2. a) Peak intensity, b) Relative peak displacement, c) Change in the FWHM. The black lines
mark the t0 position.
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3.5 Conclusions

In conclusion, the pump-probe investigation on argon films adsorbed on graphite

revealed that the argon films are influenced by the ultrafast dynamics of graphite.

The photoexcitation of 1.55 eV induces an electronic excitation which is followed by

an interlayer compression of the graphite planes thanks to strong electron-phonon

coupling. This compression evolves in a timescale of 500 fs and it is followed by

an expansion that reaches its maximum after approximately 100 ps, generating an

acoustic wave propagating along the c-axis. The adsorbed argon films are affected

by this acoustic wave after a timescale of 150 ps, which is translated in a shift of the

Bragg peak position in the diffraction pattern.

3.6 Outlook

The experiment presents several challenges mainly due to the nature of the probed

system. One possible way to maximize the observed effect on the argon films is to

repeat the experiment on a system with a mono- or bi-layer of argon. The proximity

of these thin layers to the graphite potential would result in a clearer response of the

adsorbed gas.

In the link with the previous chapter, it will be interesting to perform time-resolved ex-

periments in the proximity of the mixed crystalline configuration, at low temperature

or at high temperature in the proximity of the melting point with the aim to drive this

configuration toward another by photoexcitation.

As another intriguing experiment, we propose to investigate the dynamics of graphite

and adsorbed argon at a high angle of incidence where a higher penetration depth

of the electrons would allow monitoring diffraction peaks from both graphite and

argon. It would be interesting to see how the dynamics of graphite are influenced by

the adsorbed gas.

Furthermore, we propose to replace the argon with lighter gases, such as neon and

helium, expecting more pronounced ultrafast effects, while heavier gases, such as

krypton and xenon, would lead to smaller effects and slower dynamics.
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4 Ultrafast generation of hidden phases
via energy-tuned electronic photoexci-
tation in magnetite
4.1 Introduction

Magnetite, with its chemical formula Fe3O4, is a compound member of the transi-

tion metal oxides class. It has been discovered more than 2500 years ago as the first

magnetic material and its uncommon properties propelled our civilization towards

considerable discoveries and technological advancements. In 1939, the Dutch chemist

Verwey found a up to 2 orders of magnitude discontinuity in the temperature depen-

dence of the electrical resistivity [47]. This discontinuity was also dependent on the

stoichiometry of the compound (Figure 4.1) and the transition temperature, called

Verwey temperature TV associated with this discontinuity, was found to be in a range

between 100 K and 120 K [48].

Figure 4.1: Resistivities of different magnetite compounds as a function of temperature [48].
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Due to the discontinuity in resistivity, the low-temperature (LT) and high-temperature

(HT) phases are referred to as insulator and conductive phases, respectively, therefore,

the Verwey transition (VT) can be referred to as a metal-insulator transition (MIT).

Bragg determined that the structure of magnetite is a spinel with the form AB2O4

where A and B are two non-equivalent metal cations et al. [49]. in 1947 Verwey

proposed instead an inverse spinel structure, in order to account for the discontinuity

in the resistivity. In such a structure A is the Fe2+ cation occupying the tetrahedral

sites and the B octahedral sites are occupied by both Fe2+ and Fe3+ cations. This

particular arrangement results in the formation of a charge-order observed later by

Weng et al . [50], which explains the change in resistivity. Despite the agreement

with the conductivity and diffraction data, this model failed to explain the transition

from a cubic F d 3̄m structure at HT to a monoclinic C c at LT with a small tilt angle of

90.20◦ observed in neutron diffraction [51]. More steps towards the explanation of the

VT were taken by Senn et al. with the attribution of a structural distortion to a new

bond-dimerized state in combination with Jahn-Teller effect [52] called trimeron, see

Figure 4.2. This quasiparticle involves the formation of a bound state between two

Fe3+ ions separated by a Fe2+ ion in a linear arrangement through the delocalization

of the minority spin electron in the middle ion. At LT the trimerons form an almost

perfect Wigner crystal and their fluctuations with increasing temperature are deemed

responsible for the VT in the quasi-adiabatic regime, persisting from below TV until

the Curie temperature and defining the VT as an order-disorder transition [53–56].

The advent of out-of-equilibrium techniques allowed investigation of the speed of

the VT and revealed the presence of a hidden phase separation [57]. In this work, we

aim to shine new light on the nature of the MIT through the generation of hidden

phases thermodynamically unaccessible and investigating the structural response

of the system following different electronic excitations. The method we used is the

Ultrafasr Reflection High Energy Electron Diffraction (URHEED), which allows for

direct observation of the structure through the diffraction pattern and the selection of

the electronic excitations tuning the energy of the incident light.

The content of this Chapter is adapted from the preprint "Ultrafast generation of

hidden phases via energy-tuned electronic photoexcitation in magnetite" by B. Truc,

P. Usai, F. Pennacchio, G. Berruto, R. Claude, I. Madan, V. Sala, T. LaGrange, G. M.

Vanacore, S. Benhabib, and F. Carbone, arXiv:2210.00070 [58].

It is divided into two main parts: the first one deals with the investigation of the sample

in equilibrium conditions and with the subsequent considerations, and the second

one is dedicated to the investigation of the sample in out-of-equilibrium conditions.
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4.1 Introduction

Figure 4.2: a) Single trimeron. Fe2+ and Fe3+ sites are represented with blue and yellow respectively, the
green arrows represent the spin while the purple ones are related to the structural distortions induced
by the bonding. b) Long-range order of the trimerons. c) Persistence of the trimerons from below TV

until the Curie temperature of 850 K, from [55]

This work was started in 2015 by former members of the group and I provided my

contribution through the preparation and calibration of the experimental setup, col-

lection of equilibrium data and part of the 800 nm photoexcitation data together

with B. Truc and R. Claude, preliminary analysis of ours and previous datasets with B.

Truc and simulations of the diffraction patterns. The remaining data presented (400

nm photoexcitation and second 800 nm dataset) were taken by F. Pennacchio and G.

Berruto. The project was supervised by I. Madan, V. Sala. G. M. Vanacore, S. Benhabib,

and F. Carbone.
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4.2 Verwey transition in equilibrium conditions

The sample studied in this work is a single-crystal synthetic magnetite polished to

achieve optical flatness. The TV has been retrieved from resistivity measurements,

shown in Figure 4.3a, and it is found to be approximately 117 K. The hysteresis visible

between the curves is attributed to irreversible twinning effects. To find the crystal

orientation and its lattice parameter x-ray diffraction at room temperature has been

used, shown in Figure 4.3b, and the resulting orientation for the out-of-plane direction

is [110]. The lattice constant is found to be a = 8.385 Å.

Figure 4.3: a) Resistivity of the sample as a function of temperature for heating and cooling ramps. b)
X-ray diffraction peaks of the sample at 300 K.

We performed a rocking curve of the sample at room temperature from 0.5◦ to 5◦ in the

UED setup and its result is shown in Figure 4.4a as a stack of all the frames. The zone

axis is identified to be the [11̄0] and the peaks are indexed consequently. From now on,

the peaks are named with the subscript c if belonging to the HT cubic phase and with

subscript m if belonging to the LT monoclinic phase. The evolution of the (660)c peak

is shown in Figure 4.4b as intensity (color) and position (black trace) as a function

of the temperature between 300 K and 38 K. It can be seen that the peak, which is

sharp and intense at high temperature, suddenly drops in intensity after the transition

temperature. Additionally, it shifts in position and gets considerably broader, see also

Figure 4.7b, and Figure 4.7c. The changes in intensity and the broadening, especially

the increased gaussian contribution to the FWHM, are attributed to the multiple

domains and the strain in the LT phase which reduce the coherence length of the

crystal. In Figure 4.6a the rocking curve as a function of the scattering angle 2θ is

shown for the LT phase, together with its profile in panel b.
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Figure 4.4: a) Rocking curve of the sample at room temperature. b) Evolution of (660)c peak intensity
with temperature. The black line indicates the position of the peak’s center. c) and d) Change of the
(660)c peak before and after the transition.

At low temperatures the only peak that remains resolvable is the highest order, there-

fore this peak will be the one monitored from now on. Considering the monoclinic

structure, the closest peak to the HT (660)c with a shorter scattering vector q would be

the (1̄200)m corresponding to the zone axis [010]m , see Figure 4.5b, while the (0120)m

overlaps with the (660)c . The measured intensity ratio between the two is found to

be 0.62±0.2, with a theoretical value of 0.68. Despite this agreement, only one peak

is clearly visible after the transition and more are needed to obtain a correct peak

assignment.

Figure 4.5: Simulated patterns of the F d 3̄m HT (red) and LT C c (blue) phases for the [1̄10]c zone axis
and [100]m (a) and [010]m (b) zone axes.

The peaks are fitted with a Voigt profile which best approximates the peak shape

and allows distinguishing between inhomogeneous (Gaussian) and homogeneous

(Lorentzian) broadening contributions. From the evolution of the peak position, it

is possible to obtain the change in lattice plane distance d and with that the strain

generated by the transition, Figure 4.7a. As a reference, the value at 150 K is taken and
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a strain of 1% is found at the lowest temperature, corresponding to an elongation of

∼1 pm on the [110] direction. Such deformation is consistent with the shear strain

component εx y expected in the cubic to monoclinic transition. All the extracted

quantities show the character of a first-order transition, while the spikes visible at

170 K and 230 K in the strain are experimental artifacts.
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Figure 4.6: a) Rocking curve of the sample at room temperature. b) Evolution of (660)c peak intensity
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(660)c peak before and after the transition.
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Figure 4.7: a) Evolution of the strain in the [110] direction as a function of temperature. b) Evolution of
the intensity (integrated area) of the (660)c peak as a function of temperature. c) Evolution of the FWHM
of the (660)c peak as a function of temperature. The inset shows the contribution of the Gaussian to the
Voigt with a fluctuation of about 20 K above the transition.

Ultrasound measurements showed a softening of the c44 elastic constant at the Verwey

transition, which corresponds to a shear strain [59]. The observation of the strain in

the [110] direction is coherent with what was observed in ultrasound measurements

and proves that despite our technique is generally not a bulk sensitive one in this case
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4.2 Verwey transition in equilibrium conditions

it is possible to approximate the system as a bulk one.

The shear strain can be correlated to the order parameter using the Ginzburg-Landau

(GL) theory obtaining a constraint on the possible candidates. Denoting the order

parameter with ∆, the free energy can be expressed as:

F = F0 + gε∆︸︷︷︸
coupling term

+α∆2 + β

2
∆4 + ·· ·︸︷︷︸

higher order terms

(4.1)

with α and β as coefficients and g is the coupling constant. Since the coupling term is

an energy as well, it must be invariant under any symmetry operation. For magnetite,

whose point group in the HT phase is Oh, the only possible invariant representation is

the A1g, cfr. Table 4.1.

Table 4.1: Character table of the Oh point group [60].

Table 4.2: Product table of the Oh point group [60].
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This means that the product between the symmetry representation of εx y , which is

T2g, and ∆ must as well belong to the A1g representation. As seen in Table 4.2, the

only possible representation multiplied by T2g that gives A1g is T2g itself. Therefore

the order parameter ∆ must belong to the T2g representation and can be expressed

with its three components, ∆= (∆x y ,∆y z ,∆xz). The free energy will be rewritten as:

Fcoupling = g1εx y∆x y︸ ︷︷ ︸
α1

+g2εy z∆y z︸ ︷︷ ︸
α2

+g3εxz∆xz︸ ︷︷ ︸
α3

(4.2)

which leads to three possible scenarios, represented in Figure 4.8:

• α1,α2,α3 ̸= 0, all the angles are different from 90◦ and the system is trigonal,

Figure 4.8a;

• α1,α2 ̸= 0 and α3 = 0, the system is triclinic with a ̸= b ̸= c, Figure 4.8b;

• α1 ̸= 0 and α2,α3 = 0, the system is monoclinic, Figure 4.8c, so a and b are

unchanged and only c suffers a modification and only one angle is different

from 90◦.

Figure 4.8: Possible strain configurations from the initial cubic lattice: a) trigonal, b) triclinic, and c)
monoclinic.

Since the strain in the [110] direction originates from the formation of the trimeron

network, the latter can be considered a valid order parameter as it fulfills the symmetry

criterion.
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4.3 Verwey transition under out-of-equilibrium conditions

4.3 Verwey transition under out-of-equilibrium condi-

tions

The possibility to prompt the metal-to-insulator transition by ultrashort light pulses

has opened new opportunities to understand the dynamics of such mechanisms and

the possibility to explore hidden phases otherwise unachievable. A phase consisting of

cubic domains surrounded by the rest of the monoclinic structure has been discovered

in an ultrafast resonant x-ray diffraction experiment utilizing ultrashort 800 nm laser

pulses as excitation [61]. Such a process happens in two steps, destruction of the

trimerons and recovery to the cubic phase, with characteristic times of 300 fs and 1.5

ps. Another study about optical reflectivity showed the existence of three excitation

regimes and suggests that the 800 nm pulses used as excitation act as heating similarly

to the equilibrium thermodynamic of magnetite [57]. To date, all the previous studies,

including simulations, considered only the 800 nm excitation wavelength, which

corresponds to 1.55 eV and will excite the d-d Fe2+
B t2g −→ Fe3+

B t2g optical transition

[62]. In this work, we study the evolution of the (660) Bragg peak under 800 nm

and 400 nm photoexcitation with pulse duration of 45 fs and fluences of 2.9 mJ/cm2

(intermediate regime [57]) and 1.2 mJ/cm2 respectively. The sample is maintained at

a temperature of 80 K. The results are shown in Figure 4.9.
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Figure 4.9: Evolution of the lattice compression/expansion (a-b), normalized intensity (c-d), and
FWHM (e-f) along the [110] direction under 800 nm (red traces) and 400 nm (blue traces) photoexcita-
tion. In (a), the shaded areas show multiple compression stages. Solid lines are guides to the eye.
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Figure 4.10: Evolution of the lattice compression/expansion (a), normalized intensity (b), and FWHM
(c) along the [110] direction under 800 nm photoexcitation until 1.3 ns.

We discuss first the case of 800 nm photoexcitation.

The observation of the lattice dynamics shows a compression of approximately−0.06 %,

which reveals a change toward the cubic phase. Our data expands the range of previ-

ous works [54, 57, 61] and demonstrates that the hidden phase lasts for about 50ps and

is divided into three compression stages, marked by the shaded areas in Figure 4.9a:

the first one shows a sudden compression of about −0.03 % and lasts 22 ps; in the

second one a minor compression is visible and lasts approximately 5 ps; the third

one adds a further compression of 0.03 % in the last 23 ps. The presence of several

steps is a distinctive trait of separate processes such as electron-phonon coupling and

phonon-phonon interaction [54, 63] but with our time resolution of several ps is not

able to distinguish electron-electron interaction contributions since it is supposed

to have a timescale of <300 fs [61]. A multi-stage behavior is observed as well in the

relaxation process, with an expansion between 50 ps and 126 ps of about 0.03%, which

is the same amount as the compression in the third compression stage. Finally, the

last and fifth step in the evolution of the lattice is a further expansion towards the

equilibrium phase which is still not recovered after 1.3 ns, as shown in Figure 4.10a.

Concerning the intensity of the Bragg peak, Figure 4.9c, a drop is visible after the

photoexcitation. The recovery towards the HT cubic phase is expected to increase

the intensity of the peak, but such behavior is not observed, even after 1.3 ns. This

could be explained by the fact that the photoexcitation increases the temperature of

the lattice with a consequent structural disorder due to the motion of the atoms, a

phenomenon called induced Debye-Waller effect [44]. A similar long-lived state is vis-

ible also in the FWHM which drops, recovers after 200 ps, and keeps broadening after

1.3 ps. Such long dynamics are a sign that the phase induced by the 800 nm photoex-

citation is metastable and the relaxation process involves a complex pathway with the

interplay of electron-electron, electron-phonon, and phonon-phonon interactions.

The lifetime marks as well the existence of a hidden phase in the out-of-equilibrium
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4.3 Verwey transition under out-of-equilibrium conditions

regime, therefore the observed phase separation between cubic islands and mon-

oclinic background is rather a local minimum in energy than an equilibrium state.

The formation of the cubic islands is consequent to the destruction of the long-range

order in the trimeron network due to the optically triggered d-d excitations. In fact,

the excited minority t2g electrons see their mobility restored and change the valency

of the Fe2+ and Fe3+ obtaining the destruction of the trimeron in a timescale <300 fs.

Therefore, the FeB-FeB bond is restored to its original length removing the strain, the

long-range order of the trimerons is destroyed and the structure is allowed to return

to the cubic high-temperature phase. The data shows that the relaxation process back

towards the monoclinic state is a two-step process via the interaction of the electrons

with high-energy optical phonons first which in turn decay anharmonically into acous-

tic modes through a three-phonon scattering process [64–67]. A possible scenario

explaining the multiple compression stages is as follows: during the first compression

stage the conduction electrons in the trimeron couple with the X3 phonon mode (TO)

[56] while during the second one, the X3 (TO) phonons couple with the ∆5 mode and

the residual local stress on the structure is distributed through percolation. Such

a scenario is supported by another UED experiment showing that, under the same

excitation, the X3 (TO) mode is prompted through the electron-phonon coupling [54]

while the ∆5 modes are deemed the most susceptible to the lattice transformation

[53].

We repeated the same experiment under 400 nm excitation, which corresponds to

3.10 eV, and it is shown in the second row of Figure 4.9. In this case, the lattice expands

about 0.4 % which is an opposite behavior compared to what was observed in the 800

nm case and implies that the monoclinic distortion is reinforced by this photoexcita-

tion. Since only one Bragg peak is visible in this LT phase, it is not possible to measure

accurately the value of the monoclinic angle βM , whose nominal value before the

photoexcitation is 90.236◦ [52], but, upon the excitation, it is expected to increase.

Such modification of the lattice occurs in a phase that is not showing any thermal-

induced modification, therefore it is only optically accessible and it is another hidden

phase with an increased monoclinic angle. While the one induced by the 800 nm

excitation is a mixed phase with the coexistence of cubic and monoclinic domains,

this one is fully monoclinic and its manifestation is evident after approximately 50 ps

in a single stage and it is attributed mainly to electron-phonon coupling. The phase

remains stable and there is no sign of recovery for a duration up to 200 ps, which

marks again a metastable state. Concerning the intensity and the FWHM, a drop in the

former is observed consistently with what is expected for the structure factor, while

the latter shows a shrinking instead of the broadening expected by a thermal effect.

This reinforces the conclusion that it is indeed an only-optical accessible state with an

increased long-range structural order. X-rays measurements show that a maximum of
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three trimerons are allowed for a Fe3+
B site but only four of the eight sites participate

in the trimeron formation while the others remain inactive [52], and our data shows

that below 90 K the monoclinic distortion remains stable until 40 K, so no further

trimerons are created. From the optical reflectivity data, it is visible that the 400 nm

excitation is responsible for a ligand-to-metal charge transfer from the 2p oxygen

bands to the 3d bands of FeB. This results in a change of the valence of the inactive

FeB from Fe3+ to Fe2+, increasing the t2g orbital ordering and creating new trimerons.

As a consequence, the monoclinic distortion is reinforced in a region where it is not

thermally accessible and the trimeron lattice is further populated. One effect at play is

represented by the Jahn-Teller distortion induced by the orbital ordering and another

is caused by the localization of the charge in the newly formed trimerons, which

creates additional stress on the structure reducing the FeB-FeB bond length. Another

x-ray experiment showed that doping the magnetite would introduce selective Fe2+

sites vacancies replacing them with Fe3+ which in their case weakens the trimeron

network [68]. In our case the opposite effect is observed, the Fe3+ become Fe2+ due to

the ligand-metal charge transfer, and the trimeron network is reinforced leading to an

increased expansion of the lattice in the [110] direction.

The Figure 4.11 summarizes the evolution of the trimeron lattice based on the different

photoexcitations.

Figure 4.11: Sketch summarizing the evolution of the trimeron lattice based on the different photoexci-
tations.
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Limitations and open questions

According to the simulations more reflections are expected, even with a much lower

intensity, but they are not observed in LT phase. This could be explained by the

presence of microsized domains (twins) and the increasing strain on the structure

combined with the physical size of the probe (electron beam). Since the latter is

around 500µm at the sample position, and it is a convergent beam, the intensity of

the expected peaks is not seen both because the domains and the strain reduce the

overall coherence of the surface along the beam footprint and also because the area

probed could include several domains, therefore the total intensity of those reflections

would be a superposition of peaks of different domains and hidden in the signal noise.

Also, since during the phase separation the coherence length of the trimeron lattice

shrinks to hundreds of nanometers [69], the size and footprint of our beam probe an

average of several phases, reducing the ability to distinguish the specific mechanism

at the origin of the observed multi-stage compression. In this regard, techniques that

make use of nano-sized electron beams such as CB-UEM [70] could help to better

understand the origin of the observed phenomena.

Furthermore, our work is based on the observation of the distortion of the lattice in the

[110] direction with only one visible peak, which limits our ability to detect distortions

in the other two directions. The investigation of different Bragg peaks and different

zone axes would provide additional information on the direction of the strain.

4.4 Conclusions

In this work, we observed the evolution of the diffraction pattern of magnetite along

the [110] direction in the temperature range 40 K-300 K, detecting changes to the

diffraction peak at the Verwey transition. Exploiting the framework of the Ginzburg-

Landau theory we were able to identify the symmetry of the proposed order parameter,

which is the trimeron arrangement along the probed crystallographic direction. We

exploit two different excitation energies, 1.55 eV and 3.10 eV to drive the magnetite

from its equilibrium state at 80 K to two distinct metastable states inaccessible by

thermal excitation. The first one, triggered by the 800 nm photoexcitation, is a hidden

mixed phase with the coexistence of cubic and monoclinic domains, while the second

one, triggered by the 400nm photoexcitation, leads to a ligand-to-metal charge transfer

and the formation of new trimerons, which reinforce the monoclinic distortion. We

expose the key role of the trimeron network in inducing the structural transition

and demonstrate the ability to establish different hidden phases through selective

electronic excitations.
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A Software

A.1 Acquisition software

The software is written in Python and it is based on the PyQt5 library for the graphical

interface and the pyqtgraph library for the display of the data. The use of Python

language allows the software to be easily customized and adapted depending on the

kind of experiment to be performed and the preferences of the users.

Figure A.1: Screenshot of the UED software. The main window is divided in three parts: the left part
displays the acquired image and eventual cross sections, the middle part mostly controls the acquisition
settings for the detector and some basic image information, the right part controls the movement of
the sample, monitors temperature and pressure and controls delay scans and rocking curves.
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Figure A.1 shows the main window of the acquisition software which can acquire in

two modes: live and full. In live mode the detector only acquires one frame with the

specified exposure time and it requires less time to be initialized; in full mode the

detector allows for more parameters to be tuned, more details below, but requires

more time and it is less suitable for continuous acquisition. The interface is divided

into three main areas:

• the left panel displays the last acquired image in a colormap together with its

cross sections at the cursor position (or horizontal/vertical binning in case of a

ROI). A colorbar allows adjustment of the displayed range of data.

• the middle panel houses different subpanels:

– the first subpanel allows to control the live acquisition settings (display or

save, exposure time) and to start and stop the acquisition. In live mode the

image can be acquired at a maximum frame rate of 15fps (if only displayed)

or 4fps if it is also saved to disk. Details on the file format will be discussed

later;

– the second subpanel displays information about the counts in the selected

pixel and the total counts in the selected ROI as well as the possibility to

disable the ROI, enable a fit of the two binnings (which will be displayed

together with the cross sections) and the fit parameters;

– the third subpanel controls the acquisition parameters for the full acqui-

sition mode. These include the exposure time and the number of frames

per single exposure, allowing to take frames up to the maximum frequency,

which is one of the main advantages of this detector. This mode does not al-

low to view the frames during the acquisition but only after the acquisition

is finished;

– the fourth subpanel controls a shutter which will enable/disable the pump

beam;

– the last panel allows to store information about other acquisition param-

eters such as UV and pump power, area, cavity parameters and general

notes;

• the third panel hosts the movement controls for all 5 axes, pressure and temper-

ature monitoring and logging, delay scan and rocking curve controls.

In addition to the main window, two more windows (in Figure A.2) allow to control

the temperature of the sample and the leak valve:
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Figure A.2: Heating laser control with PID, setpoint and ramp controls and leak valve control.

• Figure A.2a shows the controls for the green laser used as a heater. The settings

include power and repetition rate (which are not fully decoupled, the repetition

rate will affect the maximum power available) as well as a PID panel to set the

parameters. A setpoint can be chosen as well as a temperature ramp. The PID

allows to maintain the setpoint to a fluctuation below 5mK. The emission can

be turned on and off with the button on the bottom left;

• Figure A.2b shows the controls for the leak valve. Since it is operated by a stepper

motor the interface allows to set the amount of steps the motor has to move

and the delay between each step in µs. Once the valve is closed the counter on

the top right shows 0 and the red CLOSE button allows to close the valve fully

regardless of its current status. This function is used to quickly close the valve

after an experiment or in case of emergency. A PID to control the valve based

on the current pressure is under development.

File formatThe file format of choice is the HDF5 (.h5). Among its advantages, the

important one to us is the possibility to store different kind of data, like numbers,

strings, 1-2-3dimensional arrays, which fits well with the needs of this experiment.

The data collected is composed by:

• the image itself as a 2D array of integers (or 3D array in case of multiple frames);

• the time of the acquisition in two format: a Windows timestamp which repre-

sents the number of 100-nanosecond intervals since January 1st, 1601 UTC and

its conversion in a human readable format;

• the temperature of the sample and the cold finger of the cryostat, and the raw
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value of the sensors in Ohm (these values can be single numbers or arrays in

case of multiple frames);

• the pressure inside the chaeber in mbar (single number or array);

• positions of the manipulator (useful for rocking curves);

• position of the delay stage in mm;

• detector parameters (exposure time, number of frames, threshold energy);

• other parameters and notes;

A.2 Data analysis software

The data analysis software is as well written in Python and based on the PyQt5 library

for the graphical interface and the pyqtgraph library for the display of the data. The

software supports several formats as input: .tiff, .h5, .SPE, and .pickle, both in single

folders and in .zip archives. The entire datasets can be exported as .pickle files or just

the images as .npy files.

The capabilities of the software are briefly discussed below, but a full manual is still

under development and will be released with the final version of the software.

The main window is shown in Figure A.3. It is divided in three main areas: on the left

side there are the controls for the displayed image, for the ROIs, for the fit and the

output of the measurement ruler; the middle part is dedicated to display the acquired

images and the profiles of the ROI, with a scrollbar to navigate the dataset; on the right

part a tab selector allows to view multiple information such as the metadata of the

acquisitions, Figure A.3, the temperature and pressure plots and the live fit parameters

Figure A.4.

The image controls allow to:

• change the image to grayscale or colormap;

• copy the image to the clipboard;

• sum all frames or a selected range;

• rotate by an arbitrary angle:

The ROI controls allow to:
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• enable the ROI;

• autoscale the image based on the ROI content;

• add or remove multiple ROIs;

All ROIs are movable, resizable and rotatable.

The fit controls allow to:

• enable the fit;

• select the fit function between Gaussian and Voigt;

• fit all data and all ROIs;

The ruler panel shows the output of the measuring tools which can be pixels, mm or

Å−1, together with the orientation of the ruler in degrees.

In the image panel the ROIs are visible as magenta boxes with handles for their

manipulation. If the fit is enabled a crosshair will show the center of the fit and an

ellipse will show the contour of the fit at the FWHM. The imaged can be moved and

enlarged at will. The two profile plots show the horizontal and vertical binnings of the

ROI and the fit, if enabled.

The top menus grant access to additional analysis tools: a radial average tool Figure A.5

which allows to define a circular sector around a peak and average the counts as a

function of the distance from the peak, a calibration tool Figure A.6 which allows to

retrieve the calibration constant from a known pattern or apply a previously calculated

one, a plotter tool Figure A.7 which allows to plot the result of a fit and holds also

previous datasets for comparison, and a simulator tool Figure A.9 which allows to

simulate a diffraction pattern from any crystal structure or atom distribution. The

pump-probe menu allows to perform basic analysis of pump-probe experiments such

as the grouping of the frames by delay, the selection of the loops, and the calculation

of t0 and the time resolution.
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Appendix A. Software

Figure A.3: Screenshot of the UED data analysis software in the main window.
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A.2 Data analysis software

Figure A.4: Screenshot of the UED data analysis software showing the hidden tabs.
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Appendix A. Software

Figure A.5: Screenshot of the radial average tool.

Figure A.6: Screenshot of the calibration tool.

72



A.2 Data analysis software

Figure A.7: Screenshot of the plotting tool.
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Appendix A. Software

Figure A.8: Screenshot of the plotting tool.
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A.2 Data analysis software

Figure A.9: Screenshot of the time resolution tool.
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