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Abstract
Tokamak devices aim to magnetically confine a hydrogen plasma at sufficiently high pressure

to achieve net energy production from nuclear fusion of light isotopes. Predictive modeling

and optimization is crucial for reliable operation of tokamak reactors, like ITER and DEMO,

due to the smaller margin for experimentation, contrarily to current devices.

Exploitation of a fusion reactor requires a reliable stationary operating point, maximizing the

reactor performance, whilst maintaining a safe margin from physics instabilities and engineer-

ing limits. Active control of plasma profiles aims to improve confinement quality and MHD

stability. Of particular interest are rational values of the safety factor q , where instabilities can

be triggered: periodic sawteeth and neoclassical tearing modes (NTMs). Hybrid and advanced

scenarios prolong the pulse duration by shaping the q profile.

Fast and reliable access to the desired operating point needs to be ensured during the plasma

current ramp-up phase. In addition, an optimized ramp-down strategy is critical for safe and

fast termination, both in planned and emergency shutdown scenarios. Navigating the plasma

state through a stable envelope within the operating space demands proper understanding of

the non-linear plasma dynamics, including the impact of actuators like heating, (localized)

current drive, gas injection and plasma shaping.

By combining fast numerical schemes with reduced physics models, the RAPTOR transport

solver achieves rapid simulation of plasma profile dynamics, including current diffusion and

transport of heat and particles. A range of transport models is available, varying from empirical

to scaling-law-driven to first-principles-based. A new stationary state solver is developed for

rapid plasma scenario optimization. Coupled to a neural network surrogate transport model,

the ITER hybrid scenario is optimized at different plasma currents, densities and pedestal

heights and for varying heating mix. We show how the electron cyclotron current drive (ECCD)

deposition can be optimized to shape the q profile, aiming for a maximum fusion gain Q,

while maintaining q > 1, avoiding sawtooth oscillations. We find the optimum plasma current

for maximizing Q and describe the operating ranges enabled by 20 MW and 40 MW of EC

power.

ASDEX Upgrade (AUG) allows to study advanced scenarios with centrally elevated q profile

in reactor-relevant conditions. Fast formation of an elevated q profile is achieved through

heating during the ramp-up, and maintained stationary by off-axis neutral beam injection

(NBI) and central, counter-current ECCD. Inter-discharge modeling in RAPTOR is successfully

applied to optimize the NBI onset time and ECCD deposition, aiming for an early stationary

phase, while avoiding the onset of NTMs. We demonstrate how trajectory optimization allows
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to obtain and sustain the desired q profile, with qmi n between 1 and 1.5, including an early

qmi n < 1.5 condition.

Terminating a DEMO plasma is a daunting challenge, due to the variety of constraints and

the highly non-linear and self-organized nature of a burning plasma. As the plasma current is

reduced, the current density tends to peak, complicating control over the vertical plasma posi-

tion. Furthermore, strong impurity radiation can trigger a radiative collapse, requiring careful

control of the plasma state. We propose the application of non-linear, dynamic optimizations

in RAPTOR to achieve a safe pulse termination. Plasma current, shaping, heating and impurity

gas injection are optimized to maintain the plasma stable throughout the ramp-down. The

importance of heating throughout the ramp-down and optimized plasma current traces are

confirmed by dedicated AUG ramp-down experiments, successfully simulated in RAPTOR.

keywords: integrated tokamak simulation, profile control, transport modeling, plasma sce-

narios, RAPTOR, ASDEX Upgrade, ITER, DEMO, numeric optimization, partial differential

equations, optimal control.
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Résumé
Les tokamaks visent à confiner magnétiquement un plasma d’hydrogène à une pression suff-

isamment élevée, pour obtenir une production nette d’énergie à partir de la fusion nucléaire

d’isotopes légers. La modélisation et l’optimisation prédictives de la décharge complète

sont cruciales pour le fonctionnement fiable des réacteurs tokamak, comme ITER et DEMO.

L’exploitation d’un réacteur de fusion nécessite un point de fonctionnement stationnaire,

maximisant la performance du réacteur, tout en maintenant une marge de sécurité vis-à-vis

des instabilités physiques et des limites techniques. Le contrôle actif des profils cinétiques

et de densité de courant du plasma vise à améliorer la qualité du confinement et la stabilité

Magnétohydrodynamique. Des scénarios hybrides et avancés permettent de prolonger la

durée de l’impulsion en façonnant le profil q . Cette thèse se concentre sur l’optimization de

ces scénarios ainsi que sur la meilleure méthode de les atteindre et de terminer la décharge

correctement.

Naviguer le plasma d’un tokamak dans une région stable à l’intérieur de l’espace de fonction-

nement exige une bonne compréhension de la dynamique non linéaire du plasma, y compris

de l’impact des actionneurs tels que le chauffage, le courant (localisé), l’injection de gaz et

la forme du plasma. Un accès rapide et fiable au point de fonctionnement stationnaire doit

être assuré pendant la phase de montée du courant du plasma. A la fin de la décharge, une

stratégie optimisée pour la diminution du chauffage et du courant du plasma est essentielle

pour un arrêt sûr et rapide, tant dans les scénarios d’arrêt planifié que d’urgence.

En combinant des méthodes numériques efficaces avec des modèles physiques réduits, le

code de transport RAPTOR permet de simuler rapidement la dynamique des profils radiaux

du plasma, y compris la diffusion du courant et le transport de la chaleur et des particules.

Une gamme de modèles de transport turbulent est disponible, allant des modèles empiriques

aux modèles basés sur des lois d’échelle et un modèle dérivé des premiers principes.

Un nouveau solveur, résolvant directement l’état stationnaire des équations, permet une

optimisation rapide des scénarios de plasma. Couplée à un modèle gyrocinétique repro-

duit grâce à un modèle de réseaux de neurones, la méthode proposée est appliquée pour

optimiser le scénario hybride d’ITER, pour différentes valeurs du courant de plasma, de la

densité du plasma et de la hauteur de ‘piédestal’ du profil de la température, ainsi que pour

des différentes combinaisons de systèmes de chauffage. La distribution du profil de densité

de courant générée par le système de chauffage à résonance cyclotronique des électrons

(ECRH/ECCD) est optimisée pour modifier le profil de q , en visant un gain de fusion maximal

Q (rapport en la puissance de fusion obtenue et la puissance de chauffage auxiliaire injectée),
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tout en maintenant q > 1, pour éviter les oscillations de dent-de-scie et maintenir un bon

confinement.

ASDEX Upgrade (AUG), permet d’étudier des scénarios avancés avec un profil q élevé au cen-

tre dans des conditions réalistes par rapport à un réacteur de fusion. La formation rapide d’un

profil q élevé est obtenue par chauffage pendant la phase de montée du courant du plasma

et maintenue stationnaire par l’injection d’un faisceau neutre hors axe (NBI) et du courant

entraîné par le système ECCD au centre du plasma, avec une direction opposée au courant

total du plasma. La modélisation et l’optimisation entre deux expériences du plasma ont été

réalisées avec le code RAPTOR, en optimisant le temps d’activation du faisceau neutre et le

profil de densité de courant entraîné par le système ECCD, en visant une phase stationnaire

au début de la décharge, tout en évitant l’apparition des îlots magnétiques NTM (neoclassical

tearing mode).

Terminer un plasma DEMO est un défi extraordinaire, à cause de la variété des contraintes et

de la nature hautement non linéaire et auto-organisée d’un plasma en combustion. Lorsque

le courant du plasma est réduit, la densité de courant tend à atteindre un profil radial plus

concentré au centre, ce qui complique le contrôle de la position verticale du plasma. En outre,

un fort rayonnement dû aux impuretés dans un plasma DEMO peut déstabiliser la phase

de terminaison. En appliquant des optimisations non linéaires et dynamiques avec le code

RAPTOR on obtient des scénarios de terminaison plus fiable. Le courant, la géométrie du

plasma, le chauffage et l’injection des impuretés sont optimisés pour maintenir le plasma

stable. L’imporance du chauffage tout au long de la phase de terminaison et de l’optimisation

de trajectoire du courant du plasma sont validés par des expériences de terminaison des

décharges dans le tokamak AUG. Les effets observés sont simulés avec succès avec le code

RAPTOR.

Mots clés: simulation intégrée de tokamak, contrôle des profils, modélisation du transport,

scénarios plasma, RAPTOR, ASDEX Upgrade, ITER, DEMO, optimisation numérique, équa-

tions différentielles partielles, contrôle optimal.
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1 Introduction

Non est ad astra molle e terris iter.

There is no easy way from the earth

to the stars.

verse 437 of Hercules,

Seneca the Younger (c.4BC-AD65)

1.1 Global energy perspective

Throughout human history, harnessing novel primary energy sources for the provision of heat

and useful work has propelled technological progress. The discovery of fire, the deployment of

animal power and the exploitation of fossil fuels have each allowed humans to construct an

exceedingly intricate civilization, raising the overall welfare. However, ever since the end of

the 20th century, a rising awareness of the unsustainable nature of our society has become

increasingly pervasive: anthropogenic carbon emissions are altering the climate, while the

primary resources of our planet are being exhausted. Furthermore, struggles over the control

of primary reserves and trade routes continuously cause geopolitical tensions, occasionally

triggering armed conflicts. To avert irreversible and catastrophic events caused by climate

change, and to alleviate the radically unequal distribution of welfare over an evergrowing world

population over the coming decades, a massive pivot towards more sustainable practices is

essential.

Today, about 80% of all primary energy required to power industry, transportation and our

everyday life is extracted from fossil resources like coal (26.8%), natural gas (23.2%) and oil

(30.9%) [IEA 2019]. In the absence of affordable carbon capture and storage technologies and

abundant CO2 sinks, a zero carbon future will eventually require the replacement of all fossil

fuels. To limit global warming to 1.5◦C above pre-industrial levels, net-zero anthropogenic

carbon emissions need to be achieved by mid-century [Rogelj et al. 2016].

In the past decades, electric energy became increasingly pervasive in final energy consump-
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Chapter 1. Introduction

Figure 1.1: Cartoon representation of a primary energy production technology transition towards a
phase-out of carbon technologies, while feeding an ever-growing demand. Source: [The DIFFER Team
2017].

tion. Electrification is reinforced as robots and 3D printing transform manufacturing, while

the future of both transport and heating could well be electric.

Solar and nuclear technologies have a huge potential to generate the bulk of electric energy.

Optimism fetched by impressive falls in costs of renewable technologies must be tempered

by the vast growth of electric power demand in developing countries, the large system costs

to accommodate decentralized electric power generation in the grid and the need for fossil

fuel back-up to guarantee security of supply in the absence of large-scale and cheap energy

storage. Furthermore, the large land use of renewables has to be contrasted with increasing

urbanization, as megacities develop around the world.

Whenever commercially viable next-generation nuclear fission or fusion reactors will be con-

nected to the grid, they could be of key importance to power highly urbanized regions with a

low potential for renewables [Nicholas et al. 2021], represented schematically in Figure 1.1.

In the meantime, demand side activation and novel storage technologies can enhance the dif-

fusion of renewables. Energy storage (large-scale batteries, power-to-gas, power-to-hydrogen),

activated demand side (smart meters, smart grids) and interconnection with neighbouring

grids are all required in order to sustain high penetration of intermittent renewables in the

electric power system. Battery technologies are promising, although major cost and capacity

issues remain. Electrification of transport, reinforced by urban pollution regulation, would

imply a major influx of storage capacity in the electric power system.

The variety of technologies which could sustain a post-fossil fuel era is impressive. The time

horizon for these technologies to become competitive with conventional technologies will be

decisive for mankind’s success in mitigating climate change.

1.2 The development of nuclear energy sources

During the 1920s, tremendous progress in the understanding of nuclear physics led to the dis-

covery that the interior of stars is powered by nuclear fusion, through the continuous merging

of light isotopes into heavier elements [Eddington 1920; Atkinson and Houtermans 1929]. The
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1.3 Nuclear fusion and the plasma state

incurred mass deficit through the creation of a more stable nucleus is converted into energy,

through Einstein’s famous relation E = mc2. The binding energy per nucleon starts increasing

for elements heavier than iron. Likewise, breaking up larger atoms such as uranium isotopes

leads to exothermal reactions.

Scientists and engineers quickly realized that tantalizing quantities of energy could be har-

vested from nuclear reactions. Compared to the chemical reactions that liberate energy from

fossil fuels, synthesized in the Earth’s crust over the timespan of geological eras, nuclear reac-

tions generate an energy density over a million times higher.

In the context of the Second World War and the following Cold War, American and Soviet

scientists quickly mastered the technology to apply the power of the atom for warfare pur-

poses. However, in 1942, the Chicago pile of Enrico Fermi demonstrated the potential of

nuclear fission as a controlled power source. As early as the 1950s, nuclear fission power plants

started being deployed on both sides of the Iron Curtain. Today, nuclear fission contributes

significant amounts of power to the electricity mix in various countries. Nevertheless, the issue

of long-lived radioactive waste and the risks of catastrophic chain reaction events and nuclear

proliferation are prone to fervent criticism and unfavorable public opinions throughout the

world. Furthermore, large investment costs and limited uranium reserves make the future

perspectives of nuclear fission as an energy source unclear.

The controlled application of nuclear fusion for peaceful purposes stands in stark contrast to

its nuclear fission counterpart: after more than 70 years of research, a demonstration fusion

power plant is still elusive. However, the history of the nuclear fusion research programs

throughout the world is a remarkable story of international collaboration and human in-

genuity and tenacity in the face of the scientific and engineering challenges posed by the

endeavor.

1.3 Nuclear fusion and the plasma state

The astronomical size of stars allows them to confine the fusion fuel, i.e. hydrogen isotopes, by

the gravitational pull of their own mass. In the star’s interior, the temperatures and densities

are such that matter exists in the plasma state, a collective of charged particles with (fully)

ionized atoms and electrons. For nuclear fusion reactions to occur, bringing matter to the

plasma state is essential, as individual ions need sufficient kinetic energy to overcome the

barrier created by the repulsive Coulomb force amongst equally charged particles.

In the 1950s, John Lawson applied a simple, generic 0D power balance equation to derive a

necessary criterion for achieving a net power gain in a fusion reactor containing a plasma

constituted by deuterium and tritium ions, the elements featuring the highest fusion reaction

cross section at technologically relevant temperatures [Lawson 1957]. Note that this criterion

is valid irrespective of the confinement principle and technological implementation of the

reactor. Writing a steady state power balance and neglecting bremsstrahlung losses, one
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obtains a condition to achieve plasma conditions beyond break-even1:

nτE ≥ 10T

〈σv〉DT∆E f
(1.1)

with 〈σv〉DT the average of the DT reaction cross-section multiplied with the relative velocity

v =| vD −vT |, averaged over the D and T velocity space distributions2, ∆E f = 17.6Mev, the

energy produced by a single DT fusion reaction, n the plasma density, T the plasma temper-

ature and τE the energy confinement time, a metric for thermal insulation, defined as the

ratio between the total plasma energy and the heating power required to sustain it. From this

expression, estimates of the orders of magnitude of temperature, density and confinement

time can be extracted: for low temperatures, the right hand side is a decreasing function with

temperature, reaching a minimum in the range T = [20keV 30keV]. In this temperature regime,

break-even roughly requires nτE ≥ 0.6×1020m−3s. To achieve terrestrial nuclear fusion, two

confinement technologies are under development:

• Inertial confinement relies on powerful lasers to heat a hohlraum that encloses a small

target containing the fuel. The hohlraum irradiates the fuel pellet with an X-ray bath,

causing ablation of the outer layers of the pellet and, through momentum conservation,

a strong inward compression of the fuel in the center of the pellet. Extremely high

densities (n ∼1031m−3) can be confined for a very short time (τE ∼ 10−11 s), leading

recently to the achievement of a burning plasma (predominantly self-heated) at the

Lawrence Livermore National Laboratory in Livermore, USA [Zylstra et al. 2022].

• Magnetic confinement of the electrically charged particles that form a plasma is achieved

by applying strong magnetic fields with magnetic field coils. Typically, magnetic reactor

concepts, like the tokamak and the stellarator, aim for n ∼1020m−3 and τE ∼ 1s.

While the DT reaction 2D + 3T → 4He+1n+17.6MeV, is the most favorable regarding the tem-

peratures, density and thermal insulation to be achieved to realize a net fusion power gain,

it gives rise to various difficulties. While deuterium is abundant in seawater, the short-lived

tritium has to be synthesized in situ, by irradiating lithium blankets in the reactor wall with the

fusion-born neutrons 6Li + 1n → 4He+3T+4.8MeV. Furthermore, the radiation of the reactor

wall with 14.1MeV neutrons poses extreme material science challenges.

A plasma is a quasi-neutral ionized gas, in a sense that neutrality can only be violated on

spatial scales small compared to the Debye length3, exhibiting collective, non-linear dynamics.

1The fusion plasma reaches break-even when the produced fusion power P f us equals the injected auxiliary
heating power Paux . This corresponds to a fusion gain factor Q = 1, with Q = P f us /Paux . Note that this condition
is necessary but not sufficient for a fusion power plant. An engineering gain factor for the total facility is defined
in [Freidberg 2007] as QE = (P el ec

out −P el ec
i n )/P el ec

i n , including a finite conversion efficiency of fusion power into
electricity, and of electricity into plasma heating power.

2Formally, nD nT 〈σv〉DT = ∫ ∫
dvD dvT fD (vD ) fT (vT )σDT (v)v . Assuming two Maxwellian distributions with

TD = TT = T , 〈σv〉DT increases with T until it reaches a maximum for T ∼ 60keV.
3The Debye length λD is the spatial distance beyond which the electric field of an individual particle inside the

plasma is shielded by surrounding particles [Debye and Hückel 1923].
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The ions and electrons that make up the plasma give rise to electromagnetic fields and are at

the same time subject to the action of the resulting electromagnetic forces. On spatial scales

large compared to the Debye length, and on time scales large compared to the time scale of

plasma oscillations caused by local neutrality violations, the plasma can be described as a

single fluid, with the magnetohydrodynamics (MHD) theory developed by Hannes Alfvén

[Alfvén 1950].

Based on the basic understanding of MHD theory and the guiding center movement of charged

particles4 in the presence of a magnetic field, researchers embarked on the quest to design a

viable magnetic confinement device for fusion plasmas. The global MHD stability of a plasma

configuration is a fundamental requirement for any confinement device. A variety of projects

were started in the USA, the UK and the USSR to develop a scheme to confine a plasma with

the temperature and density required for nuclear fusion, among which magnetic confinement

devices like linear and toroidal pinches and magnetic mirrors. In 1958, after years of parallel

scientific programs under a shroud of secrecy, the declassification of nuclear fusion research

was announced at the second Atom for Peace United Nations conference in Geneva.

1.4 The tokamak: historical perspective, concept and challenges

I believe the author has formulated

an extremely important and not

necessarily hopeless problem.

Andrei Sakharov (1921–1989)

This was the reaction of Soviet scientist Sakharov after reading through the notes of Lavrentyev,

an autodidact Red Army Sergeant stationed in the remote peninsula of Sakhalin, proposing

the use of controlled nuclear fusion reactions for energy production [Clery 2013].

1.4.1 Origin of the tokamak

Even though Lavrentyev’s concept for electrostatic confinement of a DT plasma was relatively

naive, it sparked the creativity of great minds: with the help of his colleague Tamm, Sakharov

came up with a clever idea for a plasma confinement device: the tokamak, an acronym for

‘toroidal’naya kamera s magnitnymi katushkami’ (toroidal chamber with magnetic coils).

At the 1968 IAEA conference in Novosibirsk, Lev Artsimovich, leader of the tokamak endeavor

at the Kurchatov Institute in Moscow, reported the achievement of 1 keV on their T-3 tokamak

[Artsimovich 1969]. The scepticism of Western scientist was profound. But when a team of

4The motion of electrons and ions in a magnetized plasma can be described as the superposition of a fast
gyrating motion around the magnetic field lines and a slow drift of the center of the gyro-orbit (guiding center),
perpendicular to the magnetic field lines. The charged particles stream unconstrained in the direction parallel to
the magnetic field lines.
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Figure 1.2: Illustration of the tokamak concept. Source:EUROfusion.

British scientists were invited behind the Iron Curtain to install their brand new Thomson

scattering system temperature diagnostic on T-3, the bold claims of Artsimovich were con-

firmed [Peacock et al. 1969]. Nuclear fusion as an energy source, boasting the tantalizing

promise of capturing a star on Earth, seemed imminent. Worldwide, the tokamak program

gained unprecedented momentum: the stellarator in Princeton was quickly refurbished into a

tokamak and Euratom initiated the JET project, to construct a flagship European tokamak.

1.4.2 Tokamak confinement scheme: global MHD stability

The confinement of individual charged particles in a tokamak plasma can be understood by

following the trajectory of their guiding centers. In the presence of a magnetic field B and an

electric field E, particles with charge q and velocity v, experience a Lorenz force F = q(E+v×B).

As a result, they describe tight orbits around magnetic field lines, while streaming freely along

the parallel direction. The electric currents driven in the toroidal field coils indicated in

Figure 1.2 give rise to a toroidal magnetic field, with closed field lines. However, the inherent

non-uniformity of the magnetic field strength and curvature of a tokamak give rise to charge

separation in the vertical direction5 and consequent expulsion of the plasma due to the

resulting E×B drift. To stabilize the configuration, a poloidal magnetic field is added, resulting

in helical field lines, wrapping around toroidal surfaces. Particles that follow the field lines

pass periodically through the upper and lower parts of the tokamak. With respect to the

axis of the torus, the vertical drift will alternatingly cause inward and outward excursions,

causing the guiding center to remain in close proximity of a toroidal surface. As a plasma is an

5The guiding center velocity due to ∇B and curvature drifts has opposite sign for ions and electrons.

6



1.4 The tokamak: historical perspective, concept and challenges

excellent conductor, with a decreasing resistivity for increasing electron temperature [Spitzer

1962], the poloidal magnetic field can be created by driving a toroidal current in the plasma

column. Usually this is achieved by ramping the current in a central solenoid, hence inducing

an electromotive force in the plasma by changing the enclosed magnetic flux (as described by

Faraday’s law). Sustaining this flux change with a central solenoid makes tokamak discharges

inherently pulsed.

A key quantity to describe the MHD stability of tokamak plasmas is the safety factor profile q ,

defined as ∂φ/∂ψ, with φ and ψ representing respectively the toroidal and poloidal magnetic

field flux. This parameter provides a metric for the helicity of magnetic field lines: it describes

how many toroidal turns a field line must complete to perform a full turn in the poloidal plane6.

The early tokamak researchers in the Soviet Union found that by limiting the plasma current

so that edge q value could be maintained above 2, the most aggressive MHD instabilities,

like the m/n=2/1 external kink mode (with m and n respectively the poloidal and toroidal

mode numbers), could be eliminated [Artsimovitch et al. 1964] (to avoid higher order external

kink modes, preferably qed g e > 3 [Wesson 2004]). The external kink mode had been predicted

theoretically in [Kruskal et al. 1954]. The longitudinal magnetic field needs to be sufficiently

strong to withstand a plasma current driven kink motion of the plasma column.

1.4.3 Heated plasmas, neoclassical theory and plasma turbulence

As the oil crisis of 1973 convinced policy makers around the world to invest in the develop-

ment of alternative energy sources, a golden era for tokamak science heightened the hope

for a swift deployment of fusion power. On the theoretical front, neoclassical theory was de-

rived, describing Coulomb collisions between single particles performing orbits in a toroidal

geometry, where the non-uniform magnetic field and curved geometry give rise to particle

trapping and particle drifts across field lines [Galeev and Sagdeev 1968]. The reduction of the

Spitzer conductivity due to the presence of trapped electrons was considered by [Hinton and

Oberman 1969]. Further derivations in the neoclassical framework gave rise to the fascinating

discovery that in the presence of a pressure gradient, ‘banana’ orbits of trapped electrons

give rise to a self-generated current in the plasma, named bootstrap current [Galeev 1970;

Bickerton et al. 1971]. Diffusion coefficients from neoclassical theory allowed for estimates on

the required size for a fusion reactor, while hopes for a steady state reactor were fueled by the

newly discovered bootstrap current, which could potentially provide the poloidal magnetic

field required for the tokamak confinement scheme [Kadomtsev and Shafranov 1971].

On the experimental side, increasing temperatures above 1 keV could be achieved by com-

plementing ohmic heating (with decreasing efficiency at higher temperature as the plasma

becomes less resistive η∼ T −3/2
e ) with Neutral Beam Injection (NBI) heating7 [Stix 1972] and

6The safety factor q is inversely proportional to the enclosed plasma current. For a given equilibrium, the safety
factor q(ρ) and the parallel current density jpar (ρ) carry the same information, with ρ a generic flux surface label
coordinate.

7NBI: ions are accelerated to high energy and neutralized so they can penetrate the magnetic chamber and heat
the plasma through collisions.
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radiofrequency heating8. As tangential injection of the NBI and the presence of a tangential

wave vector component of the injected electromagnetic waves allows to drive electric current

in the plasma [Fisch and Boozer 1980], hopes rose that combining bootstrap and auxiliary

current drive could enable steady state tokamak reactors. As researchers realized that the

power drain due to ohmic heating in the magnet coils would be unacceptable for the economy

of a power plant, the development of tokamaks with superconducting coils was started. By

the end of the 70s a superconducting tokamak was constructed at the Kurchatov Institute in

Moscow.

A major setback was finding that anomalous transport increased the radial diffusion of heat

above the transport levels predicted by neoclassical estimates [Kadomtsev and Pogutse 1971].

Local gradients in temperature and density destabilize drift waves, creating a turbulent state

that drives the anomalous diffusion [Mazzucato 1976; Horton 1999]. These turbulence-driven

micro-instabilities are responsible for an inverse scaling of the confinement time τE with the

heating power P : τE = Wth/P ∼ P−αP , hence Wth ∼ P 1−αP , with αP ∼ 0.7 [Doyle et al. 2007]

(with Wth the thermal energy of the plasma). This behaviour originates from the observed

stiffness of radial temperature profiles: as soon as a critical temperature gradient is exceeded,

a further increase of heating power leads to a strong enhancement of turbulent transport

[Coppi 1980]. The result is that strong resistance is incurred when trying to raise the central

temperature and density, as required to boost the core reactivity [Murakami 1983]. Paul-Henri

Rebut, director of JET, described this as a lack of significance of auxiliary heating [Fleschner

2022]. A general feeling of malaise shrouded the fusion community: a working power plant

concept would need to be either very large, or operate at very high magnetic field (note that

for an increased magnetic field, the plasma current can be increased while maintining the

plasma stable with respect to external kink modes)9.

A serendipity would break the status quo and allow for renewed hope: at the Varenna summer

school in June 1982, Fritz Wagner would baffle the attendants by reporting on the discovery of

a high confinement plasma state (H-mode) on ASDEX near Munich, doubling the confinement

time [Wagner et al. 1982; Fleschner 2022]. Increasing the heating of a diverted plasma10, a

bifurcation is triggered. The self-organization of turbulence gives rise to a sheared E×B flow,

that grinds down turbulent eddies and hence suppresses radial transport [Biglari et al. 1990;

Burrell et al. 1992]. The reduced size of turbulent eddies causes a steepening of pressure gradi-

ents near the edge, the so-called pedestal. An important drawback of the new regime was soon

discovered: when exceeding a critical edge pressure gradients, set by ideal MHD ballooning

and peeling modes [Doyle et al. 2007], Edge Localized Modes (ELMs) are triggered, periodically

expelling bursts of energy and particles from the plasma, endangering the integrity of the first

wall on a reactor-grade device. Avoiding or mitigating ELMs, towards viable reactor operation,

8Ion and Electron Cyclotron Heating (ICH/ECH): electromagnetic waves are injected, resonant with the cy-
clotron motion of either ions or electrons, so they can exchange energy with the plasma.

9Note that L-mode plasma confinement has a strong dependence on plasma current and a weak dependence on
magnetic field. This has recently been discussed in [Angioni et al. 2023], where transport calculations for L-mode
fusion reactors are reported.

10A diverted plasma features a so-called X-point (a point where the poloidal magnetic field is null) in the last
closed flux surface (LCFS), separating the confined region from an open field line region. When particles cross the
LCFS, they stream along the field lines towards the so-called divertor plates that are distant from the core plasma.
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Figure 1.3: Left: The range of β achieved in various tokamak experiments. Right: Thermal energy
confinement in H-mode plasmas in various tokamak experiments versus the scaling law for ELMy data
in the ITER H-mode database version DB3. Source: [ITER Physics Expert Group on Disruptions, Plasma
Control and MHD and ITER Physics Basis Editors 1999; ITER Physics Expert Group on Confinement and
Transport and ITER Physics Expert Group on Confinement Modelling and Database and ITER Physics
Basis Editors 1999].

remains an important research topic today [Viezzer 2018; Harrer et al. 2022].

1.4.4 Mapping out operating points: scaling laws and operational limits

Combining progressing theoretical understanding with the data extracted from experiments

conducted on dozens of machines, scaling laws were developed describing tokamak perfor-

mance metrics, as well as active stability limits on operating points. Based on experimental

and numerical studies of MHD limits, Troyon found a linear dependence between the max-

imum normalized pressure factor β (ratio of thermal pressure to magnetic field pressure

2µ0〈p〉/B 2
0 ) and the plasma current Ip , which can be elegantly summarized as a limit on a

normalized pressure factor βN (neglecting the effect of a conducting wall) [Troyon 1984]:

βN = β[%]

Ip [MA]/(a[m]B [T])
< 3.4 (1.2)

For the maximum plasma line-averaged density, a purely empirical scaling, proportional to

the plasma current Ip , was proposed, by Greenwald [Greenwald et al. 1988]:

nel [1×1020 m−3] < nGw = Ip [MA]

πa2[m2]
(1.3)

Recently, turbulent transport considerations led to the proposition of a first-principles density

limit scaling law [Giacomin et al. 2022]. The strong dependence of the revised scaling law

on heating power leads to a significantly more favorable predicted density for future fusion
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reactors like ITER.

To project performance, confinement time scaling laws had been derived throughout the

decades of tokamak research, e.g. the work of Goldston [Goldston 1984]. When the ITER

physics basis was reviewed in 1999, the IPB98(y,2) scaling law was introduced, based on a

subset of multi-machine databases [ITER Physics Expert Group on Confinement and Transport

and ITER Physics Expert Group on Confinement Modelling and Database and ITER Physics

Basis Editors 1999]:

τ
ELM y
E ,th = 0.0562I 0.93

p B 0.15
0 P−0.69

L n0.41
el M 0.19R1.97

0 ϵ0.58κ0.78 (1.4)

with confinement time τELM y
E ,th [s], plasma current Ip [MA], toroidal magnetic field B0 (at major

radius R0) [T], loss power (corrected for charge exchange and orbit losses) PL [MW], line-

averaged density nel in 1019m−3, average isotope mass number in AMU, major radius R0 [m],

inverse aspect ratio ϵ and plasma elongation κ.

1.4.5 The beneficial role of shaping the plasma cross-section

The computational study of MHD stability provided a new avenue to enhance performance.

It was found that MHD-quiescent operation could be maintained at higher pressure, by

deforming the plasma cross-section, using the shaping capabilities of the poloidal field coils,

deviating from the standard circular plasmas of the past decades. Current limits and beta

limits could be increased by assuming a plasma with an elongated, triangular plasma shape,

e.g. according to the numerical studies in [Troyon et al. 1988; Turnbull et al. 1988, 1989].

Furthermore, strongly shaped plasmas were a natural choice from the engineering point

of view, as toroidal field coils with a D shape were found to improve the handling of the

electromagnetic forces on the magnets, limiting the need for structural reinforcement [File

et al. 1971]. JET adopted a D-shaped vacuum vessel design, contributing to its record-breaking

performance achievements. Furthermore, the effect of elongation on turbulence, at the time

completely unknown, would turn out to be beneficial [Moret et al. 1997]. In addition, the

increased plasma current enabled by a larger volume, would enhance the confinement time.

Note that both plasma current Ip and elongation κ have correspondingly a strong positive

exponent in the IPB98(y,2) scaling law eq. (1.4). Non-linear gyrokinetic simulations confirm

that turbulence can be reduced by elongating the plasma [Kinsey et al. 2007]. While the impact

of triangularity on turbulence is more complex, it was found that for sufficiently shaped

plasmas, a second stability region for the ballooning mode can be accessed, allowing for

higher pedestal pressures. This remarkable phenomenon, where the ideal MHD instability

is stabilized again when increasing the pressure gradient beyond the value where the mode

became unstable, had been derived theoretically before [Mercier 1979; Lortz and Nuehrenberg

1978; Coppi et al. 1980]. It was experimentally observed that increased pedestal pressures

could be achieved in a positive triangularity plasma [Neyatani and the JT-60 Team 1996;

Saibene et al. 1999; Stober et al. 2000]. In 1992, the TCV tokamak was built in Lausanne,

Switzerland, featuring a highly elongated vacuum vessel and 16 individually powered poloidal
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field coils, allowing to thoroughly study the effect of plasma shaping on tokamak performance.

Ultimately, this led to the discovery that H-mode-like confinement could be achieved in

negative triangularity L-mode plasmas [Camenen et al. 2007; Marinoni et al. 2021], opening a

promising pathway towards an alternative ELM-free reactor concept [Kikuchi et al. 2019].

1.4.6 Integrated science-engineering challenges towards fusion power

Throughout the 90s, record tokamak performance was achieved in JET [Gibson and JET Team

1998] and TFTR (Princeton) [Hawryluk and TFTR Team 1998]. Both tokamaks did a series

of DT experiments in this period, hitting a historic milestone that required technological

advancement, e.g. regarding remote handling of irradiated materials and making robust

diagnostics withstanding 14.1MeV-neutrons. Both tokamaks reached peak fusion powers

above 10 MW, even though the fusion power gain Q = P f us/Paux remained below unity (JET

achieved Q ∼ 0.65).

A meeting between US president Reagan and Soviet leader Gorbachev at the 1985 Geneva

Summit led to the initiation of a global collaborative effort to build a grand fusion reactor,

which would become known as ITER (Latin for the way), aiming to demonstrate the scientific

and technological feasibility of fusion energy for peaceful purposes. An agreement was signed

in Reykjavik in 1987 between the Soviet Union, the USA, the European Union and Japan,

leading to a joint design effort (1992-2001). In 2005, a new ITER Implementing Agreement was

signed with an extended number of partners: China, the European Union, India, Japan, Korea,

Russia and the USA. The construction of the new reactor started in 2013 in Cadarache, France.

ITER is designed to achieve a fusion power of P f us = 500MW and a fusion power gain Q = 10

[Shimada et al. 2007]. Achieving this goal would lead to a wealth of technical and scientific

results on the operation of burning plasmas (dominantly self-heated) and test the required

integrated technologies, materials and physics regimes, paving the way towards a fusion

reactor. Outstanding challenges include tritium breeding and heat exhaust. Furthermore,

the magnet coils of ITER will be superconducting (500 tonnes of Nb3Sn and 250 tonnes of

NbTi), cooled to 4.2 K with a flow of supercritical helium. To avoid excessive tritium retention,

a beryllium (or tungsten) first wall will be installed, with tungsten-armored divertor plates.

Recently, JET repeated a series of DT discharges, after the vessel was refurbished to an ITER-

like wall in 2010, successfully achieving sustained fusion power and validating the models

used for scenario design [Kappatou et al. 2022], giving confidence that ITER will be able to

achieve its aims.

After decades of conducting fundamental research and acquiring technical know-how in

laboratories around the world, ITER will play a key role in assessing the technical feasibility of

the tokamak as an energy source, paving the way for an electricity-producing DEMO reactor,

for which various designs are being discussed, among which the European effort described in

[Federici et al. 2018]. However, also alternative pathways, like stellarators [Warmer et al. 2016;

Klinger et al. 2019; Alonso et al. 2022] and spherical tokamaks [Sykes et al. 2017; Wilson et al.

2020], are increasing their momentum as new prototypes are being built. A growing number

of private companies aims to hasten the achievement of a fusion reactor, leveraging new
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technologies. Commonwealth Fusion Systems (CFS), a MIT spin-off, is using high temperature

superconductors to boost the magnetic field, aiming to achieve ITER-like performance in a

much smaller device [Rodriguez-Fernandez et al. 2022a]. This goal should be reached in the

SPARC tokamak, currently under construction in Devens, near Boston, USA.

Optimism should however be tempered considering the vast challenges that remain. The

presence of 14.1 MeV neutrons, damaging and radioactively activating the reactor structure,

will require fusion reactors to be large (high investment cost) and expensive to maintain

(requiring remote handling). Furthermore, highly efficient tritium breeding has to be achieved

to replenish the burnt fuel as well as the part of the inventory that is retented in the reactor’s

surfaces and sub-systems. Failure of tritium replenishment would imply a dependence of

fusion reactors on expensive tritium produced by fission reactors. A significant fraction of

the produced power needs to be recirculated to power auxiliary systems, both external to the

reactor (liquid-helium refrigerators, tritium processing, water pumping, vacuum pumping

...) and internal to the reactor (auxiliary plasma heating, magnetic coils) [Kerekes et al. 2023].

Limiting the relative impact of this parasitic power drain tends to favour an increased total

power, increasing the size of a fusion power plant. A commercially viable reactor will need

to operate reliably and with very little unexpected outages: modeling and control solutions

will need to achieve high performance to reduce the number of interruptions to the bare

minimum and to achieve control of the highly non-linear, largely self-regulated plasma.

While any of these remaining challenges can easily discourage, let us not forget that our society

is in dire need of vast reserves of clean energy. Throughout human history insurmountable

setbacks have often been met with ingenious solutions that were previously unimagined.

As we have seen in the previous paragraphs, the myriad of technologies and non-linear

physics involved in designing and operating a tokamak sometimes gives rise to serendipitous

discoveries that overturn the status quo. Perhaps, we can let ourselves be inspired by the

words that President Kennedy spoke in 1962, when bolstering public support for the ambitious

program to land a man on the Moon by the end of the decade: "We choose to go to the Moon

in this decade and do the other things, not because they are easy, but because they are hard;

because that goal will serve to organize and measure the best of our energies and skills, because

that challenge is one that we are willing to accept, one we are unwilling to postpone, and one

we intend to win, and the others, too."

1.5 Tokamak scenario development: from ramp-up to ramp-down

To achieve a viable tokamak reactor, operation close to stability limits will need to be achieved,

pursuing stable, high-performance plasma regimes, maximizing core temperature and density

while minimizing external heating and current drive requirements and avoiding disruptive

limits. High reliability and minimum occurrence of disruption events11 are key requirements

to make a fusion plant commercially attractive and protect the integrity of its components.

11Disruption events refer to the sudden collapse of the plasma pressure and current, leading to the loss of the
confined plasma, posing significant risks for the design and operation of reactor-grade tokamaks [Hender et al.
2007].
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Figure 1.4: A schematic overview of the different discharge phases is presented: ramp-up, flat top and
ramp-down. The different phases give rise to various control and scenario development challenges
regarding control of bulk quantities, shape control, control of MHD activity, profile control and super-
visory control. Source: [Felici 2011].

The burning plasma (dominated by self-heating) in a fusion reactor will be highly non-linear

and largely self-organized. Reactor vessel surface area will be needed for tritium breeding,

leaving limited space for real-time diagnostics. The complexity of scenario development and

control is further increased if control over the plasma operating point to modulate the reactor

electric power output is foreseen, which would enhance the commercial attractiveness of a

fusion reactor [Nicholas et al. 2021]. The actuating power should be minimized to achieve

an acceptable fusion power gain. In a burning plasma control will be a daunting challenge,

requiring reduced models of the plasma dynamics for discharge preparation, state estimation

in the presence of limited diagnostics and advanced real-time control.

1.5.1 Actuators, system dynamics and diagnostics

A tokamak plasma scenario can be described by a set of bulk quantities (Ip , B0, β ...) and a set

of radially distributed quantities like temperatures, densities and the current density or safety

factor profile.

From a control point of view, a useful abstraction is the definition of actuators, system dynam-

ics and sensors. Actuators are the control knobs we have available to impact the behavior of

the plasma, including:

• auxiliary heating and current drive (including, for EC heating and current drive, control

over the deposition radius),

• fueling by means of gas puffing or pellet injection,

• impurity injection,

• plasma shaping and position by means of the poloidal field coils and

• the total plasma current imposed by means of the central solenoid (for scenarios with

an inductive current fraction).
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Time traces of these actuators can be programmed before the discharge (feedforward control),

or adjusted during the discharge, based on real-time state estimation and control algorithms

running on the plasma control system (feedback control). When running a tokamak discharge,

various quantities are simultaneously controlled, as summarized in Figure 1.4:

• bulk quantities (like position12 and plasma current) are routinely feedback controlled

(including real-time algorithms to maintain some distance to disruptive limits: proximity

control),

• plasma shape,

• the activity of MHD instabilities,

• radial profiles of temperature, density, current density (safety factor) and rotation.

Supervisory control orchestrates the allocation of the available actuators over the various

control tasks at hand, deciding on prioritization based on a decision scheme.

The present work mainly treats radial profile control. For our purpose, we define the plasma

state as the set of relevant radial profiles, i.e. any combination of q(ρ), Ti ,e (ρ),ni ,e (ρ), depend-

ing on the scenario objectives (ρ is a generic flux surface label coordinate, normalized so that

ρ = 0 corresponds to the magnetic axis and ρ = 1 corresponds to the LCFS).

The system dynamics of the radially distributed plasma state can be described with a coupled,

non-linear, 1-dimensional set of partial differential equations (PDEs). Deriving reduced mod-

els of the system dynamics, like the RAPTOR code [Felici 2011; Felici et al. 2011, 2018], allow to

rapidly evolve the time evolution of the plasma state, enabling a wealth of applications in the

realm of control and optimization.

Measuring quantities within of a tokamak plasma is a challenging scientific endeavor. Extreme

∼ 10keV temperatures and strict requirements on maintaining plasma purity often prohibit

direct interaction of a measuring instrument with the plasma. Many non-intrusive techniques

(e.g. injecting lasers and diagnostic neutral beams that do not perturb the plasma conditions),

analysing emitted light from the plasma, have been developed to infer the radial distribution

of temperature and density in the plasma (as well as other quantities). Combined with plasma

profile system dynamics models, a (real-time) estimate of the plasma state can be obtained,

e.g. by applying a Bayesian framework. Note that knowledge of the equilibrium geometry is

crucial to allow mapping of spatially resolved measurements into 1-d profiles on a common

grid. When post-processing the diagnostic signals acquired during the discharge, the variety

of available measurements should be combined into a consensus state observation, including

error bar propagation.

12Feedback control is necessary for vertical position control, to stabilize the vertical instability of elongated
plasmas [Lazarus et al. 1990].
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Figure 1.5: Illustration of the definition of various operating scenarios based on the radial distribution
of plasma current and the resulting safety factor profile q . Source: [Felici 2011], inspired by [Gormezano
et al. 2007].

1.5.2 Neoclassical tearing modes (NTM)

Finite resistivity allows for tearing modes at rational surfaces of the safety factor profile

(q = m/n, with m and n respectively the poloidal and toroidal mode numbers), breaking

and restructuring the magnetic field line geometry, leading to magnetic islands which locally

increase outward transport, hence degrading the confinement. Typically, the perturbed

bootstrap current fraction due to the pressure profile flattening can sustain the island. Due to

the neoclassical nature of the underlying physics, these modes are called neoclassical tearing

modes (NTMs). Driving localized ECCD can stabilize the NTM by overcoming the incurred

bootstrap current deficit. However, the use of auxiliary actuators needs to be minimized to

maintain a high fusion gain Q in a fusion reactor [Sauter et al. 2010]. Above a β threshold,

which can be easily achieved in H-mode plasmas, NTMs are metastable [Sauter et al. 2002b],

originating after the onset by a seeding mechanism.

Since the confinement time degradation (∼ island width) is proportional to the radius of the

resonant surface [Chang and Callen 1990], 2/1 NTMs at the q = 2 have a stronger impact

compared to higher m/n modes closer to the center. Furthermore, the proximity of the q = 2

surface to the plasma edge increases the likelihood of mode locking and disruptions [Hender

et al. 2007] (while peripheral ECCD is less efficient). Control and prevention of NTMs in a

reactor-grade plasma is an important research topic. On TCV, prevention of NTMs is shown to

require less power compared to stabilization [Kong et al. 2019a].

1.5.3 Tokamak plasma scenarios: inductive, advanced and hybrid

Different plasma scenarios can be distinguished based on the radial distribution of current

during the stationary operating phase of the discharge, corresponding to different shapes of

the safety factor profile q , as illustrated in Figure 1.5. The safety factor impacts both transport

phenomena and the onset of MHD instabilities. Let us define the H factor H98y,2, quantifying

the plasma confinement enhancement with respect to the IPB98(y,2) scaling law eq. (1.4), i.e.
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Scenario Ip [MA] fni = Inon−i nducti ve
Ip

H98y,2 ℓi βN burn duration [s]

Inductive 15 0.15 1.0 0.8 1.8 ∼ 400
Hybrid ∼ 12 ∼ 0.50 1−1.2 0.9 2−2.5 ≥ 1000

Advanced ∼ 9 1.00 ≥ 1.2 0.6 ≥ 2.6 3000

Table 1.1: Operating points for ITER operating scenarios as projected in [Shimada et al. 2007].

H98y,2 = τE /τE ,I PB98(y,2). Some global values expected for ITER scenarios are given in Table

1.1, as reported in [Shimada et al. 2007].

Inductive scenario

In an inductive scenario (with dominant inductively driven current), completed diffusion of

the plasma current gives rise to a centrally peaked current density (self-similar to the shape of

the conductivity σ∼ T 3/2
e ), corresponding to a q profile that increases monotonically from

the magnetic axis to the plasma boundary. These conditions often lead to the formation of

a q = 1 surface and the onset of sawtooth instabilities, caused by an internal kink mode and

triggered when the magnetic shear s (s = (ρ/q)d q/dρ) at q = 1 exceeds a threshold value.

Sawteeth result in a sudden reorganization of plasma profiles, flattening the core pressure

profile. The inductive scenario aims to achieve maximized confinement by operating at large

plasma current (consistent with scaling law eq. (1.4)). In ITER, a standard inductive H-mode

scenario is foreseen to allow for the performance required to reach fusion gain Q = 10. The

main drawback is that the large current leads to a quick consumption of the flux swing of the

central solenoid, rendering this scenario incompatible with steady state operation.

Advanced scenario

To pursue a steady state reactor, reducing thermal and mechanical fatigue due to cyclic

operation, alternative scenarios have been developed, relying on large contributions to the

plasma current from non-inductive mechanisms [Kikuchi 1990]. Generally, this is easier

to achieve at reduced plasma current, which leads, a priori, to a reduced confinement time.

Whilst operating at reduced density and collisionality facilitates efficient auxiliary current drive

and large bootstrap fraction, impurity influx mitigation and divertor heat load abatement

become more challenging [Bock et al. 2018]. An advanced scenario with fully detached

divertor13 has recently been achieved on DIII-D [Wang et al. 2021].

In an advanced scenario, strong off-axis auxiliary current drive, combined with the off-axis

driven current by the bootstrap mechanism (including a contribution in the H-mode pedestal),

causes the peak in the current density to shift away from the magnetic axis, giving rise to

a non-monotonic q profile, with q > 1 everywhere [Taylor et al. 1994]. Note that elevating

the q profile allows to boost the bootstrap fraction jbs ∼ q∇p. Depending on the deficit of

current in the core, weak or strong negative magnetic shear s can be achieved. Tokamaks with

13While under attached conditions high heat and particle fluxes at the divertor plates can lead to potential
damage, detachment aims to dissipate the heat and momentum at a location upstream from the divertor plates.
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strong current drive resources can reach full steady state operation [Sauter et al. 2001], with all

current driven non-inductively.

A region of negative magnetic shear can stabilize micro-instabilities [Antonsen et al. 1996],

leading to a local suppression of turbulent driven transport, much like the pedestal region of

an H-mode plasma, and the formation of a so-called internal transport barrier or ITB (also

plasma rotation has been reported as an important physics driver to the formation of ITBs

[de Vries et al. 2009]). As such, the confinement loss incurred by reducing the plasma current

can be compensated by achieving an H factor much larger than unity (e.g. H98y,2 ∼ 1.8 with

βN ∼ 5 for DIII-D [Ferron et al. 2015]). Note that the bootstrap current driven by the steepened

pressure profile of the ITB reinforces the off-axis peak in the current density required to sustain

its own existence.

Advanced scenarios rely on active control to tailor the q profile. Furthermore, the broad current

density profile and corresponding low internal inductance ℓi leads to a reduction of the ideal

βN limit [Manickam et al. 1994]. The Troyon upper limit on the maximum βN introduced

in eq. (1.2) does not account for the effect of current density tailoring. In practice, βN , max

is dependent on the current distribution and can be increased by concentrating the current

density in the center, βN , max = 4ℓi [Strait 1994; Wesson 2004], leading to a reduced ideal limit

for advanced scenarios. Inclusion of a conductive wall transforms the ideal external kink

into a resistive wall mode (RWM), becoming unstable at low plasma toroidal rotation speeds,

as projected for ITER, if βN exceeds the no-wall limit, requiring active RWM stabilization

[Sabbagh et al. 2006].

Hybrid scenario

In the early 2000s, an intermediate scenario started to be developed on various tokamaks,

aiming to find a hybrid scenario, providing a compromise between an inductive and an

advanced scenario [Gruber et al. 1999; Luce et al. 2001]. Typically, a broad current density

profile is achieved in the core, without a pronounced off-axis peak, which leads to a central

region of low magnetic shear and high magnetic shear towards the edge.

While H98y,2 = 1−1.5 is commonly observed in the hybrid scenario operating space, the physics

mechanisms for this improved confinement are still debated. Various references regarding the

impact of q profile shaping and electromagnetic turbulence stabilisation, enhanced by low

magnetic shear and fast ions, are discussed in Section 4.2.

The broad current density profile required for q ∼ 1 and q > 1, requires off-axis current drive.

However, recent experiments [Petty et al. 2009] and 3D non-linear MHD simulations [Jardin

et al. 2015; Krebs et al. 2017] have shown the existence of a dynamo effect mechanism, referred

to as flux pumping (occurring when a threshold βN is exceeded), leading to a self-regulating

redistribution of the current distribution that maintains the safety factor clamped close to

unity, while avoiding sawteeth. Flux pumping could be highly attractive for a reactor: on-axis

current drive (higher current drive efficiency) would be redistributed while the dynamo effect

maintains q ∼ 1 [Petty et al. 2015], requiring no active tailoring with auxiliary current drive

resources. However, the possibility for extrapolation towards the ITER hybrid scenario should
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be carefully examined.

The hybrid scenario is considered a promising candidate for DEMO reactor operation [Zohm

et al. 2013].

The role of NTMs in tokamak plasma scenarios

The low qed g e (hence q = 2 close to edge) and the presence of sawtooth triggers make the

inductive scenario sensitive to NTM triggering, and prone to mode locking and consequent

disruption of the plasma. In [Sauter et al. 2002c], the seed island size is reduced by applying a

pacing strategy to reduce the sawtooth period, allowing to further increase βN .

The absence of sawteeth-seeded NTMs in advanced and hybrid scenarios allows to operate at

higher βN . However, resistive β limits (below the ideal limit βN = 4ℓi ) to avoid the onset of

NTMs (soft β limit), are commonly observed [Sauter et al. 1997]. Lower-helicity NTMs can

be avoided by raising qmi n above the required m/n value. For hybrid scenarios, low shear

in the core could lead to resistive infernal modes, providing a seed for NTMs [Brunetti et al.

2014]. Furthermore, when the classical tearing mode stability parameter ∆′ is positive, a

linearly unstable tearing mode starts growing, providing the seed for a so-called triggerless

NTM [Reimerdes et al. 2002; Kong et al. 2019b, 2022]. An example are the 2/1 modes observed

in the DIII-D ITER baseline scenario, for which the onset could be understood by studying the

evolution of the q profile [Turco et al. 2018].

1.5.4 Access and safe termination: ramp-up and ramp-down phases

To reach a stationary plasma state with the desired current density distribution, challenges are

faced throughout all phases of the tokamak discharge. The various phases are defined based

on the waveform of the plasma current (see Figure 1.4):

• Access to the stationary operating point requires optimization of the ramp-up phase,

as well as the early flat top phase. The off-axis current peak of advanced scenarios can

be created by early heating of the plasma [Soeldner and The JET Team 1997], slowing

down the inward diffusion of inductive current by raising the plasma conductivity at an

early stage. The resulting elevated q profile can be sustained in the stationary phase if

sufficient off-axis current drive sources are present.

Alternatively, the formation of the reverse q profile can be started by adding auxiliary

heating and current drive only after the flat-top is reached [Goodman et al. 2005; Bock

et al. 2018]. Controlled modification starting from a well-diagnosed plasma at the early

flat top eases the reproducibility of the discharge, as the dynamics during the ramp-up

phase are very sensitive to the exact timing of the heating, making scenario development

cumbersome in the absence of predictive modeling and control techniques. However,

the much slower current diffusion time scale of a reactor plasma is prohibitive for late

heating scenarios, as the desired reactor operating point should be reached early during

the flat top phase.
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An alternative method that allows for earlier achievement of a stationary elevated q

profile is programming an overshoot in the plasma current waveform, as reported for

JET in [Hobirk et al. 2012], and reproduced by automated optimization in RAPTOR in

[Felici and Sauter 2012] and in TRANSP in [Wehner et al. 2017].

It is important to understand that the time history of the actuators during ramp-up

will not only affect the time required to reach stationarity: due to the non-linearity of

the underlying physics, the operating point that is eventually reached is dependent

on the time history of the plasma state. In [Stober et al. 2007], different stationary

states, featuring different current distributions, are obtained, by adjusting only the

ramp-up scenario, while all control parameters during flat top are identical. As both

time trajectories access different q profiles during the ramp-up, differences in MHD

activity, transport regime and H-mode pedestal are triggered, leading to a bifurcation in

the time evolution.

• Safe termination of the discharge requires design and control of an optimal ramp-down

scenario, presently often neglected. However, due to the large plasma current and

stored energy of a reactor plasma, and the reduced thickness of a reactor first wall

to enable tritium breeding, disruptions cannot be allowed during most of the plasma

current ramp-down phase. Emergency shutdown, for example in case of loss of detached

conditions in the divertor, requires fast ramp-down scenarios to avoid divertor damage

[Siccinio et al. 2020].

Vertical stability limits, radiative collapse and density limits constrain the ramp-down

operating space, while field coil limits and physics time constants (current diffusion

time, density and impurity confinement time) limit the maneuverability of the plasma

state. Modeling and optimization techniques allow to find faster ramp down scenarios,

while avoiding the violation of any of the limits mentioned before [Teplukhina et al.

2017]. Further disruption prevention can be achieved with real-time control algorithms,

maintaining sound safety margins between plasma state and disruptive limits [Barr et al.

2021].

For both phases, the optimal control problem is inherently time dependent: the set of profiles

must be steered through a stable envelope within the tokamak operating space, avoiding in-

stabilities and technical constraints on actuators at all times. Adequate scenario development

requires a combination of feedforward design of actuator time traces and feedback control to

counteract model-reality mismatches in real-time. Today, scenario development oftentimes

relies on trial-and-error optimization, based on the experience of the physics operator. In the

following Section, and in the remainder of this thesis, we will review the potential of reduced

models in guiding scenario optimization and control efforts, and its importance for safe and

reliable operation of future reactors.
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1.6 Profile control and fast tokamak modeling: state of the art

1.6.1 Towards fast tokamak plasma transport solvers

Physical foundation

The physical foundation for tokamak plasma modeling consists of the MHD force balance

equilibrium and the diffusion equations for transport of poloidal magnetic flux, energy and

particles (for ion species and electrons). As a consequence of ideal MHD, the plasma pressure

is constant on flux surfaces. As other quantities of interest can be flux surface averaged, the

diffusion equations are 1-dimensional.

The diffusion of poloidal magnetic flux, caused by finite plasma resistivity, is governed by a PDE

originating from a projection of the flux surface averaged Ohm’s law along the magnetic field

lines. Including the equations for cross-field transport of particles and energy, dominated by

turbulence driven by plasma micro-instabilities, a system of PDEs is obtained, which is highly

non-linear due to mutual dependencies of quantities in these equations. The first tokamak

transport simulations were pioneered in the late sixties in the Soviet Union [Kadomtsev and

Pogutse 1963; Dnestrovski and Kostomarov 1969].

A hierarchy of tokamak plasma simulators with different levels of physics fidelity and different

degree of integration is justified by the wide variety of applications.

Integrated modeling

Integrated plasma modeling refers to the consistent solution of plasma profiles within a frame-

work integrating models for core transport, edge pedestal, MHD equilibrium and stability,

heating and current drive (H/CD). These modeling tools can be used to estimate the perfor-

mance of future devices like ITER or to examine capabilities of present-day devices to achieve

stable, high-performance scenarios. As reviewed in [Poli 2018], the predictive capability of in-

tegrated tokamak simulations has significantly improved during the last decade. An integrated

solution requires an efficient outer workflow orchestrating the different physics modules

(suites of codes like e.g. JINTRAC [Romanelli et al. 2014], CRONOS [Artaud et al. 2018], OMFIT

[Meneghini et al. 2015] and IMAS [Imbeaux et al. 2015]), while the individual models for

evaluating physical quantities are guided by state-of-the-art findings in first-principles-based

simulations. As a consequence, the most complete integrated plasma modeling workflows

(making use of first-principles models without reduced model intermediary) are restricted to

solving the steady state solution [Meneghini et al. 2016; Rodriguez-Fernandez et al. 2022b] or

solving the dynamic state evolution during a limited timeframe [Citrin et al. 2017].

For ASDEX Upgrade, a simulator (integrated model based on engineering parameters, IMEP)

has been developed that predicts transport from magnetic axis to separatrix, requiring only

inputs for the magnetic field, the plasma current, the heating power, the fueling rate, the

seeding rate, the plasma boundary and the effective charge as inputs [Luda et al. 2020]. Parallel

ASTRA simulations are performed with different pedestal widths, each post-processed with
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an MHD stability code to find the maximum stable pedestal pressure. The predicted stored

energy is found to be more accurate with respect to measurements compared to the IPB98(y,2)

scaling law [Luda et al. 2020, 2021]. Reformulating the applied pedestal transport condition

into a dimensionless form, IMEP was recently validated for an extended set of C-Mod and JET

(with ITER-like wall) discharges [Luda et al. 2023].

Fast transport solvers

Fast core transport solvers (originally developed for control-oriented applications, e.g. early

work in [Witrant et al. 2007]) achieve real-time execution speeds for time evolution of the

plasma profile dynamics, providing a valuable tool for automated discharge optimization, fast

full-discharge simulation and model-based control.

The RAPTOR code, described in detail in Chapter 2, is a state-of-the-art lightweight transport

solver. From its original conception, RAPTOR was envisioned both as an on-line, interpretative

code [Felici et al. 2011] and a predictive simulator, which can be embedded in a non-linear

optimization routine [Felici and Sauter 2012]. A distinctive feature of the RAPTOR code is

the analytical evaluation of the Jacobian matrices used within the implicit time integration

scheme. This allows for a numerically stable evolution of the ODEs, even for a large time step

size (stiff and non-linear system of ODEs, obtained by finite element spatial discretization of

the transport PDEs). Furthermore, knowledge of these Jacobian matrices allows evolving the

plasma profiles sensitivity to a chosen set of parameters and constructing linearized models

of the plasma profile dynamics along the nominal state evolution. These two capabilities are

highly valuable for optimization and control applications.

Other fast simulators are being used for predictive scenario simulations. The METIS code

[Artaud et al. 2018] applies a mixed 0D-1D approach, relying on confinement time scaling

laws. For DIII-D, in particular for advanced scenario development, a model for poloidal flux

and electron temperature diffusion, also based on scaling laws, is integrated in a trajectory op-

timization scheme [Barton et al. 2015]. Solvers directly evaluating the stationary plasma state

include the PLASMOD code [Fable et al. 2018; Ellis et al. 2018], which solves self-consistently

for the MHD equilibrium with a 3-moment solver and utilizes a simple gyro-bohm model to

evaluate transport, and the GOTRESS code [Honda and Narita 2019], which solves solely for

heat transport and features various turbulent transport models.

1.6.2 Fast turbulent transport models and robust coupling with transport solver

Empirical models

Quasi-linear gyrokinetic models allow for the evaluation of turbulent fluxes about six orders

of magnitude faster than δ f local non-linear codes. For QuaLiKiz, a quasi-linear gyrokinetic

transport model described in [Bourdelle et al. 2015; Citrin et al. 2017], evaluating 25 multi-scale

transport fluxes along the radial profile requires ∼10min on a single CPU (depending on the

physics fidelity) [van de Plassche et al. 2020]. Due to the large number of transport code calls
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required by an explicit PDE solver, the solution of the full-discharge time evolution can take

several days. Applications for large-scale model validation, control and optimization benefit

from a faster transport model evaluation.

Empirical diffusivity formulae extracting salient trends observed in scaling laws and exper-

iments are readily available (e.g. Bohm-gyroBohm model [Erba et al. 1998]). Furthermore,

diffusivities can be derived based on experimentally observed logarithmic profile gradients,

which remain close to a critical gradient due to the stiff nature of turbulent transport [Sauter

et al. 2014; Kim et al. 2016], both for L- and H-mode, allowing for efficient full-discharge

simulations [Teplukhina et al. 2017].

Neural network surrogate models

The application of neural networks to the prediction of turbulent heat and particle fluxes in

the core of a tokamak plasma allows for fast first-principle-based modeling of plasma profiles

[Citrin et al. 2015; Meneghini et al. 2017], providing an avenue towards application in real-time

tokamak plasma control and automated scenario optimization [Felici et al. 2018] (e.g. neural

network evaluation ∼10µs reported in [van de Plassche et al. 2020]). These neural networks

are non-linear multivariate regressions of turbulent fluxes obtained with quasi-linear gyroki-

netic transport codes. The major speed-up enabled by the quasi-linear assumption allows

for the generation of the required large database of turbulent flux calculations. The RAPTOR

code was recently coupled to QLKNN-hyper-10D [van de Plassche et al. 2020], henceforth

abbreviated to QLKNN, a surrogate turbulent core transport model. The 10-dimensional

neural network was trained on a database of 3×108 heat and particle flux calculations of

QuaLiKiz. Since the database was populated by applying a hypercube-based approach, the

training set covers a wide operating space, including ITER regimes. On present-day tokamaks,

routine first-principle-based discharge modeling applying quasi-linear models like QuaLiKiz

and TGLF is in good agreement with experimental data14, hence giving confidence to use

these models to predict and optimize ITER performance [Mantica et al. 2019]. The resulting

neural network emulation successfully captures core transport features like the stiffness of the

core plasma temperature profiles (the turbulent fluxes are highly sensitive to an increase in

gradient once a critical gradient is exceeded).

When increasing the number of inputs to the neural network to enhance the physics fidelity,

the number of calculations to populate the training database becomes computationally in-

tractable, due to the so-called curse of dimensionality. Sampling the input space based on

experimental data can overcome this problem, at the expense of limiting the general applicabil-

ity of the surrogate model. A new QuaLiKiz neural network, QLKNN-jetexp-15D, successfully

applied this approach, using JET data [Ho et al. 2021a].

14For QuaLiKiz simulations of temperature, density and toroidal rotation for JET hybrid and baseline scenario
discharges, an agreement between experimental and simulated profiles in the range 5%-25% is reported in [Citrin
et al. 2017].
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Coupling to transport solver

Coupling a transport solver to a model featuring the stiff behaviour of plasma turbulence can

compromise robust convergence. Various solver schemes have been proposed to enhance

numerical stability. Both in [Park et al. 2017] and [Honda and Narita 2019], spatial gradients

are considered separate variables in the non-linear set of equations, which are respectively

solved by application of non-linear iterative schemes or global optimization algorithms. The

finite difference scheme proposed in [Pereverzev and Corrigan 2008] introduces an artificial

diffusivity (counteracted by a pinch term) to avoid numerical oscillations around the critical

gradient in time-dependent simulations. The TGYRO solver presented in [Candy et al. 2009]

features a Newton’s method to find the logarithmic temperature gradients driving the amount

of transport set by the heat sources, from which the temperature profiles are then inferred

by integration. Note that the availability of a neural network surrogate transport model

aids convergence, by providing a smooth regression and leveraging analytic Jacobians. The

evaluation of the Jacobians in addition to the flux evaluations comes with an additional

computational cost15. However, the analytical Jacobian information is extremely useful for

control and optimization applications, avoiding the expensive Jacobian evaluation through

finite differencing.

In [Rodriguez-Fernandez et al. 2022b], machine learning and optimization techniques have

been leveraged to find a steady state solution for temperature and density, by constructing and

continuously updating surrogate models for non-linear gyrokinetic transport fluxes within

a gaussian process regression framework. Applying Bayesian optimization techniques, the

number of high-fidelity simulations required to achieve a flux-matching solution is minimized.

Both training of the surrogate model and the root-finding non-linear solver benefit from

automatic differentiation, avoiding the need of finite difference Jacobian approximations,

reducing the computational cost and preventing oscillatory behavior.

1.6.3 Optimization of tokamak discharges: from predict-first to real-time control

Predict-first scenario development

As fast modeling of tokamak discharges becomes more computationally tractable, routine

inter-discharge simulations guiding development of scenarios becomes feasible. Full-discharge

modeling prior to experiments is foreseen to become common practice on ITER [Humphreys

et al. 2015].

Including relevant reduced physics models, fast tokamak simulators reach the physics fidelity

required for predict-first simulations. On WEST, RAPTOR-QLKNN, complemented with an

impurity radiation model, has been applied to find stable ramp-up strategies in the presence of

Tungsten impurities [Maget et al. 2022]. In [Ostuni et al. 2022], integrated modeling, including

15In [van de Plassche et al. 2020], a JINTRAC-QLKNN run with predictor-corrector scheme and a maximum time
step of 1×10−3s was found to be only a factor two slower compared to a RAPTOR-QLKNN run with an implicit
scheme and a time step of 0.1s, illustrating the expense of evaluating the neural network Jacobians (in addition to
the need for additional transport model calls in the Newton solver of the implicit scheme).
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RAPTOR-QLKNN, is applied to gain understanding in the chain of events leading to radiative

collapse in WEST.

JINTRAC, coupled with the QLKNN-jetexp-15D surrogate model has been used to model the

impact of impurities on the hollowing of the Te profile observed in the ohmic ramp-up phase

of a JET D hybrid scenario discharge [Ho et al. 2021b].

Flight simulators

A flight simulator provides a tool for pre-discharge simulations, including the plasma control

system itself and a reduced plasma model. The simulator requires identical inputs to the pulse

schedule of the actual machine, and provides a holistic virtual model of the machine elements

relevant to the plasma operation, e.g. the coils [Fable et al. 2022]. The outputs of the code are

a set of time traces (e.g. plasma current, stored energy, density, plasma position and shape

evolution) and the aim is to provide a first-order estimate whether control and physics aims

and constraints are satisfied (e.g. simulating the effect of the expected plasma current density

distribution on the required poloidal field coil currents [Fable et al. 2022]). At AUG, the Fenix

flight simulator has been developed [Janky et al. 2021]. For ITER, controllers will be tested with

increasingly complex simulators, before being commissioned for application on the tokamak

[Ravensbergen et al. 2023].

Automated non-linear optimization routines

Fast full-discharge simulators can be embedded in automated optimization routines and play

a valuable role in guiding the efforts of more extensive integrated modeling tools. Actuator

trajectory optimization problems can include constraints on the plasma state to ensure op-

eration within stability limits. This approach was applied for optimization of the ramp-up

phase in [Felici and Sauter 2012], [van Dongen et al. 2014], [Wang et al. 2017] and [Wehner

et al. 2019] and in [Teplukhina et al. 2017] for optimization of the ramp-down phase.

Advanced model-based profile control

Model-reality mismatches, arising from unmodeled disturbances and physical phenomena

not captured by the model, inhibit pre-calculated optimal actuator trajectories from steering

the plasma to the optimal state.

Iterative learning control (ILC) aims to improve feedforward actuator requests, based on the

measured time-trace of the deviation with respect to the imposed reference in a previous

discharge, using a time-varying linear model of the profile dynamics to optimize reference

tracking for the next discharge. Application of ILC within the scope of tokamak plasma control

is promising as (phases of) discharges are highly repetitive and some quantities are hard to

measure in real-time (proposed for current density control in [Felici and Oomen 2015] and for

density control in [Ravensbergen et al. 2017]).
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1.7 The ASDEX Upgrade Tokamak: machine and data analysis

An alternative approach to tackle model mismatches and disturbances is the development of

feedback controllers. Linear model predictive control (MPC) is a promising feedback control

method, using linear models for the plasma state response to actuator increments. Important

is the distinction between models based on the underlying physics (like RAPTOR) and models

acquired from system identification procedures (data-driven black-box approach like in

[Moreau et al. 2013]), the latter being unfit for extrapolation to different tokamak operating

points. These on-line running MPC algorithms require a real-time estimate of the plasma state,

which can be obtained by combining the real-time available measurements in a model-based

dynamic state observer as discussed in [Felici et al. 2014]. For TCV, RAPTOR was used as a

real-time dynamic state observer, correcting the prediction with measurements, applying an

extended Kalman filter (EKF) approach [Carpanese et al. 2020].

As presented in [Kim and Lister 2012], [Maljaars et al. 2015] and [Barton et al. 2015], the

feedforward actuator signals can be updated on-line, by repeatedly solving actuator trajectory

optimization problems during the discharge. Using linear models16, on-line solution of the

optimal control problem is tractable, producing the actuator trajectory adjustment aiding

recovery of the optimal plasma state. Furthermore, an MPC controller can cope with varying

actuator constraints (depending on real-time allocation of auxiliary resources by a supervisory

controller, e.g. the integrated control architecture presented in [Pajares et al. 2019] or [Vu

et al. 2019]) and provide early warnings for future transgressions of operational or physical

limits. MPC based on linearized RAPTOR models has been tested in simulations [Maljaars et al.

2015] and successfully applied in profile control experiments on TCV [Maljaars et al. 2017].

Similar experiments on DIII-D realize improved q-profile tracking by combining feedforward

optimization and on-line linear MPC [Barton et al. 2015; Wehner et al. 2017].

1.7 The ASDEX Upgrade Tokamak: machine and data analysis

The experimental results in this thesis are mainly obtained from ASDEX Upgrade (AUG). Table

1.2 compares size, operating parameters and heating power of AUG with the smaller TCV

device located in Lausanne, and future reactors ITER and DEMO, for which modeling results

will be discussed in this thesis.

ASDEX Upgrade (AUG) is a medium-sized tokamak with Tungsten first wall (see Figure 1.6)

at the Max-Planck-Institut für Plasmaphysik in Garching near Munich, operational since

1991. Heating systems include 8 NBI sources (maximum 2.5 MW each), 8 gyrotrons for ECH

providing up to∼ 5MW and 4 ICH antennas providing up to∼ 4MW. Differences in orientation

of the NBI sources lead to different radial deposition profiles of heating and current drive

in the plasma, more or less off-axis. The ECH deposition radius can be adjusted with tilting

mirrors.

Among the most relevant diagnostics for this work we mention: a Thomson scattering system

measuring electron temperature and density profiles; a laser interferometer measuring line-

16Note that the longer confinement and current diffusion time scales on large devices like ITER relax the
computational demand on profile evolution optimizers running on the real-time control system, potentially
enabling the on-line solution of non-linear optimization problems.
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TCV AUG ITER DEMO
Major radius R0 [m] 0.88 1.65 6.2 9.0
Minor radius R0 [m] 0.25 0.5 2.0 2.9

Plasma volume V [m3] 2 12 840 2300
Plasma current Ip [MA] 1 1.2 15 17.75

Toroidal field BT [T] 1.5 3.2 5.3 5.9
Max NBI power [MW] 2.3 20 33 50
Max ECH power [MW] 3.5 5 20 (40) 50
Max ICH power [MW] - 4 20 -

Table 1.2: This table compares size, operating parameters and heating power of various tokamaks
discussed in this thesis.

Figure 1.6: Inside the AUG vacuum vessel, note the tungsten tiles. Source: www.ipp.mpg.de.
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1.7 The ASDEX Upgrade Tokamak: machine and data analysis

integrated density along 5 lines of sight; a lithium beam diagnostic providing information

on the electron density at the edge of the plasma; an electron cyclotron emission diagnostic

measuring the electron temperature based on the photons emitted due to the electron gyro-

motion, a charge exchange recombination spectroscopy system allowing to estimate ion

temperature profiles, based on analysis of the light emitted from radiative decay of an impurity

with an electron in the excited state, captured during a charge exchange process with a neutral

atom.

To compare simulations with experiments, this thesis relies heavily on the Integrated Data

Analysis (IDA) tool developed at IPP [Fischer et al. 2010, 2020], based on Bayesian probability

theory, applying a maximum a posteriori technique (MAP). Combining information from

Thomson scattering, the interferometer, the lithium beam and the ECE, radial profiles of Te and

ne are inferred on a normalized poloidal flux coordinate ρpol with a temporal resolution of 1ms.

Mapping on the flux surfaces applies either the standard CLISTE equilibrium reconstruction

[Schneider et al. 2000], or the IDE code, aiming to be more accurate by including kinetic profile

constraints [Fischer et al. 2016]. Local error bars reflect at which radii data is available and

whether inconsistencies arise between the data from different diagnostics17.

The Integrated Data Analysis Equilibrium (IDE) is a post-discharge analysis tool developed

at IPP [Fischer et al. 2016] that aims to produce improved equilibrium reconstructions and

current profile estimates (equivalently: safety factor q estimates). An inverse Grad-Shafranov

equilibrium solver (minimizing a least-squares criterion comparing measured and modeled

data) is coupled to a predictive current diffusion solver. Current density source profiles are

evaluated with TORBEAM [Poli et al. 2001] for EC driven current and with RABBIT [Weiland

et al. 2018] for NBI driven current. Measurements constraining the reconstructed state include:

magnetic measurements (poloidal and radial field coils and flux loops) a pressure constraint

from profile measurements and the fast ion contribution calculated by RABBIT [Weiland

et al. 2018]; plus divertor tile currents, loop voltage and isoflux constraints. If available, the

inner current density profile can be constrained by polarimetry (Faraday rotation), Motional

Stark Effect (MSE) and Imaging MSE measurements. If available, IMSE data overrules current

diffusion or polarimetry data due to a large weight18.

17More information: https://www.aug.ipp.mpg.de/foswiki/bin/view/IDA/IDAElectronProfiles
18More information: https://www.aug.ipp.mpg.de/foswiki/bin/view/IDA/IDE_Equilibrium
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1.8 Motivation of this thesis

The main research questions guiding this thesis can be formulated as follows:

1. Can RAPTOR, a fast transport solver with reduced physics models, be successfully

validated and applied to optimize full-discharges on present tokamaks, from ramp-up

to ramp-down?

2. Can these fast optimizations be leveraged to identify operational constraints on future

tokamaks like ITER and DEMO, designing optimal trajectories to be verified in higher

fidelity simulators?

While RAPTOR is a fast transport solver, the variety of implemented modules allows for differ-

ent degrees of physics fidelity. An important aspect of this thesis work is selecting the adequate

models for a given application.

We will show how RAPTOR modeling and optimization can benefit all phases of tokamak oper-

ation, from ramp-up (Chapter 3), to the flat-top stationary state (Chapter 4) and ramp-down

(Chapter 5 and Chapter 6).

This thesis focuses on off-line simulations. These simulations are applied both for present-day

machines, for scenario development on ASDEX Upgrade, and for future reactors, to optimize

scenarios for ITER and DEMO. We will argue that inter-discharge simulations (pre- and post-

shot), enhance the physics interpretability of past discharges, improving understanding of the

underlying, non-linear dynamics, while allowing optimization of the next discharge. Simulat-

ing and optimizing the discharge before execution enhances reproducibility and reduces the

required number of shots to design a scenario.

Routine simulation of discharges allows for a continuous cross-fertilization between experi-

ment and modeling: whilst scenario design is accelerated under guidance of modeling and

optimization, (reduced) physics models are improved and validated based on the observed

dynamics.

Furthermore, routine shot-to-shot optimization and model validation can be considered a

stepping stone towards model-based real-time control, running online modeling and opti-

mization algorithms. Making the necessary adjustments in real-time, based on the underlying

(linearized) dynamics, could eventually allow to reach the reliable operation required for a

fusion reactor.

1.9 Outline of this thesis

• Chapter 2 presents an overview of the RAPTOR code, a lightweight 1-dimensional

transport solver, allowing to solve for the time evolution of poloidal flux ψ, electron

and/or ion temperature Te,i and density ne,i [Felici et al. 2011, 2018]. Applications in real-

time control and scenario modeling and optimization over the last decade are briefly

reviewed. RAPTOR owes its fast computational speed to the reduced physics models
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and an efficient numerical implementation, reviewed in this chapter. The coupling

to an impurity radiation model, introduced in [Maget et al. 2022], is discussed. We

present the implementation of a new stationary state solver and illustrate its application

and performance with some simple examples. Non-linear optimization schemes in

RAPTOR benefit from the availability of analytical gradient information. The application

to scenario optimization, for both dynamic and stationary optimal control problems, is

introduced in Section 2.5.

The stationary state solver and its application to find optimum stationary working points,

has been reported in [Van Mulders et al. 2021b].

• In Chapter 3, we report on the application of inter-discharge RAPTOR simulation and

optimization to develop a reliable and reproducible early heating strategy for an elevated

safety factor q profile scenario on ASDEX Upgrade (AUG). A framework to perform rou-

tine, post-discharge simulations is introduced and benchmarked against experimental

reconstructions of the time evolution of Te and q . RAPTOR simulations are applied to

understand the onset of 3/2 tearing modes. Delaying the heating, by an optimized time

step found in simulations, has been successful in avoiding these modes. Furthermore,

we apply a non-linear optimization scheme to assess how ECCD deposition can be opti-

mized to maintain an early, elevated qmi n stationary, both for qmi n < 1.5 and qmi n > 1.5.

We present how this model-based scenario design process has helped to ensure more

robust access to advanced scenarios on AUG.

• Chapter 4 applies the new stationary state optimizing scheme introduced in Chapter 2,

coupled to the neural network surrogate model QLKNN-hyper-10D [van de Plassche

et al. 2020], to optimize the performance of the ITER hybrid scenario. The scenario

performance is explored at different values of total plasma current, plasma density and

pedestal pressure and for different power contributions in a heating mix consisting of

electron cyclotron and neutral beam heating. We show that by optimizing the radial

distribution of electron cyclotron current drive deposition, the q profile can be tailored,

maximizing the fusion gain Q, while satisfying q > 1, avoiding sawtooth oscillations.

The results in this chapter have been reported in [Van Mulders et al. 2021b].

• In Chapter 5, we discuss the challenge of finding a safe ramp-down scenario for a

DEMO reactor and how automated optimization in RAPTOR can help to find optimum

actuator strategies. Various plasma current ramp-down rates are compared. We evaluate

the margin towards an upper limit on the internal conductance from vertical control

calculations and estimate the amounts of auxiliary heating required to avoid a radiative

collapse in the presence of tungsten and seeded xenon. Furthermore, we optimize

the time traces of plasma current and elongation to limit the increase of the internal

inductance below the upper limit imposed to ensure vertical stability.

• Chapter 6 benefits from the framework for post-discharge AUG simulations introduced

in Chapter 3, to simulate the ramp-down phase for a set of discharges operating at

dimensionless parameters close to the ITER baseline regime. Varying the time evolution
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Chapter 3 Chapter 4 Chapter 5 & 6
Phase ramp-up + early flat-top stationary flat-top ramp-down

Tokamak AUG ITER AUG, DEMO
Scenario advanced, elevated q hybrid baseline inductive

Transport simple formula QuaLiKiz neural net gradient driven
with empirical tuning surrogate + scaling law

Aim fast and reproducible maximize fusion gain fast termination
access to stationary

elevated q
Limits [N]TM sawteeth, vertical stability,

LH threshold power radiative collapse

Table 1.3: Overview table highlighting distinct characteristics for the simulation and optimization
results presented in the Chapters 3 to 6.

of plasma shaping, plasma current and auxiliary heating during the ramp-down, a better

understanding is gained in the essential ingredients for a safe termination scenario.

Various salient features observed in experiment are successfully modeled in RAPTOR.

• Overall conclusions are formulated in Chapter 7, as well as an outlook for further work.

The simulation and optimization results presented in the Chapters 3 to 6, differ from each

other in various aspects: several tokamaks are modeled during different discharge phases,

characterized by different aims and limits. Various transport models are used depending on

the availability of experimental data or the need for a predictive transport estimate. To help

the reader navigate through these chapters, some of these differences are highlighted in Table

1.3.

30



2 The RAPTOR modeling and optimiza-
tion suite: overview and development

In this chapter we present the status of the RAPTOR code (Rapid Plasma Transport simulatOR),

a lightweight transport code that solves for the time evolution of current diffusion and a set of

kinetic profiles (temperature Te,i , density ne,i ), for a selected number of transport channels.

RAPTOR has applications in real-time control [Felici et al. 2011] and predictive discharge

simulation and optimization [Felici and Sauter 2012]. Recent updates have been presented

in [Felici et al. 2018]. We present in more details the extensions developed during the course

of this thesis, which have been partly reported in [Van Mulders et al. 2021b]. An overview

of capabilities and applications of RAPTOR are given in Section 2.1. The relation with the

underlying MHD equilibrium geometry is discussed in Section 2.2. The transport diffusion

equations solved by RAPTOR and the available reduced physics modules are introduced in

Section 2.3, while the numerical implementation is presented in Section 2.4. Finally, the

optimization routines available in RAPTOR are discussed in Section 2.5.

2.1 Evolution of the RAPTOR code: capabilities and applications

2.1.1 Real-time control

The fast computation time of RAPTOR allows it to run in real-time on the plasma control

system (PCS). The software architecture of a generic PCS is presented in 2.1, as reported in [Vu

et al. 2021].

Both on TCV and ASDEX Upgrade (AUG), a model-based plasma state reconstruction algo-

rithm (Extended Kalman Filter) has been implemented to combine real-time measurements

and RAPTOR modeling into an on-line state estimate of the radial profiles [Felici et al. 2016].

On TCV, the output of this dynamic observer has been coupled [Carpanese et al. 2020] to the

real-time equilibrium reconstruction code LIUQE [Moret et al. 2015]. On AUG, coupling of

RAPTOR to the real-time equilibrium reconstruction code JANET++ [Giannone et al. 2013], is

planned in the near future, aiming for improved q profile control within the advanced scenario

program [Kudlacek et al. 2021a], relying on heating and current density deposition profiles

from the on-line implementation of TORBEAM (EC) and RABBIT (NBI) [Weiland et al. 2023].
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Figure 2.1: Schematic overview of a generic plasma control system. Source: [Vu et al. 2021].

A RAPTOR based model predictive controller (MPC) was developed in [Maljaars et al. 2015],

calculating actuator adjustments based on solution of a quadratic optimization problem,

applying linearized profile dynamics. On TCV, this MPC algorithms has been applied for q

profile and plasma β control in [Maljaars et al. 2017].

2.1.2 Off-line modeling and optimization

Iterative learning control

In the absence of real-time measurements, iterative learning control (ILC), a feedforward

control technique, provides a promising alternative. As some phases of discharges are highly

repetitive, a linearized model along a nominal trajectory can guide shot-to-shot updates to the

actuator traces, to bring the plasma state evolution closer to the desired trajectory. To achieve

this, a quadratic optimization problem is solved for (much like MPC, but off-line instead of

on-line), finding the required actuator adjustments based on the offset between the controlled

variable measured signals and the reference.

In [Felici and Oomen 2015], simulations of ILC control for the ITER q profile at the end of ramp-

up have been proposed, as well as experimental results on ILC internal inductance control on

TCV. On ASDEX Upgrade, ILC has been applied for ion temperature control: adjusting NBI and

EC heating traces, the combined time evolution of Te0 and Ti 0, as well as Te0/Ti 0 and Wmhd

have been controlled to a predefined waveform [Felici et al. 2021; Kudlacek et al. 2021b].
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Non-linear optimization

RAPTOR has been applied extensively for non-linear scenario optimization, benefiting from

the cheap evaluation of analytic cost and constraint function gradients, as initially promoted

in [Felici and Sauter 2012]. In [van Dongen et al. 2014], ramp-up optimization of the ITER

hybrid scenario has been performed. More recently, [Mitchell et al. 2022] has reported on

the application of RAPTOR to find a non-inductive ramp-up strategy for the British spherical

reactor design STEP. An optimization scheme for the ramp-down phase of tokamak discharges,

applied to TCV, AUG and JET has been introduced in [Teplukhina et al. 2017]. Direct optimiza-

tion of the stationary plasma state, applied to the ITER hybrid scenario, has been reported in

[Van Mulders et al. 2021b], as explained in detail in Chapter 4 of this thesis.

Towards integrated modeling

The inclusion of new physics modules continuously improve the physics fidelity of RAPTOR

simulations. The coupling of RAPTOR to a proof-of-principle neural network surrogate of the

QuaLiKiz turbulent transport code [Citrin et al. 2015], allows for real-time-capable, predictive

JET simulations of the time evolution of Te , Ti , ne and q [Felici et al. 2018]. A more recent gen-

eration of the QuaLiKiz neural networks, known as QLKNN-hyper-10D, is currently available

in RAPTOR [van de Plassche et al. 2020], as applied in [Van Mulders et al. 2021b]. Furthermore,

a new stationary state solver has been developed in [Van Mulders et al. 2021b], allowing to

solve directly for the stationary set of plasma profiles.

With the inclusion of an impurity radiation model, RAPTOR-QLKNN-hyper-10D has been

applied recently to study the phenomenology of radiative collapse on WEST [Ostuni et al.

2022], and has been applied to find a stable ramp-up strategy [Maget et al. 2022].

Regarding MHD instabilities, RAPTOR has been upgraded with a Porcelli sawtooth model

[Piron et al. 2015] and an equation for the island width evolution of NTMs [Maljaars et al.

2015].

2.2 MHD equilibrium

2.2.1 Grad-Shafranov equilibrium: equation and solvers

In a tokamak plasma, the outward kinetic force, due to pressure gradient, is compensated by

the Lorentz force arising from the interaction between currents and magnetic field: j×B =∇p.

Under the assumption of axisymmetry, the Grad-Shafranov equation [Shafranov 1957; Grad

and Rubin 1958] can be derived from the ideal MHD equations, describing the loci of constant

magnetic flux in the poloidal plane. The derivation of this equation is briefly summarized

below.

Let us introduce a right-handed (R,φ, Z ) cylindrical coordinate system with COCOS=11 (σBp =
+1) and withσIp =σB0 =+1 (Bp , Ip and B0 are always assumed positive) [Sauter and Medvedev

2013], where R is the distance to the vertical axis of the device,φ is the angle along the direction
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Figure 2.2: Schematic overview of nested magnetic flux surfaces, with right-handed (R,φ, Z ) coordinate
system, with various definitions of magnetic field quantities. Source: [Felici 2011].

of the toroidal field lines and z is the vertical axis.

As the magnetic field is divergence free (∇·B = 0), we can write:

1

R

∂

∂R
(RBR )+ ∂BZ

∂Z
+ 1

R

∂Bφ

∂φ
= 0. (2.1)

Under axisymmetry, we can define a function ψ, such that:

RBR = 1

2π

∂ψ

∂Z
and RBZ = −1

2π

∂ψ

∂R
(2.2)

Defining F = RBφ, and with the unit vector relations ∇φ= 1
R eφ, ∇R = eR and ∇Z = eZ , we can

write the magnetic field as:

B = F∇φ+ 1

2π
∇φ×∇ψ (2.3)

Developing the curl operator within Ampère’s law (µ0j =∇×B), invoking axisymmetry and

applying the definition of ψ in eq. (2.2), one can derive:

µ0 jR =−∂Bφ

∂Z
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∂(RBφ)

∂R
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]
(2.4)

Now, we can apply j×B =∇p to show:

0 = B ·∇p = 1

2π
(∇φ×∇ψ) ·∇p = 1

2πR

(
∂ψ

∂Z

∂p

∂R
− ∂ψ

∂R

∂p

∂Z︸ ︷︷ ︸
Jacobian of ψ and p is null

)
(2.5)

Projecting the force balance equation in the toroidal direction:

0 = (j×B) ·eφ = 1

2πR2

(
∂ψ

∂R

∂F

∂Z
− ∂ψ

∂Z

∂F
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Jacobian of ψ and F is null

)
(2.6)
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The Jacobian relations in 2.5 and 2.6 imply that both p and F are functions of ψ only.

From eq. (2.4) and F (ψ), we can obtain:

µ0j =−dF

dψ
∇φ×∇ψ+ 1

2π
(∆∗ψ)∇φ with ∆∗ψ= R

∂

∂R

(
1

R

∂ψ

∂R

)
+ ∂2ψ

∂Z 2 (2.7)

Forming the cross product j×B with eq. (2.7) and eq. (2.3) (with F = F (ψ)), applying standard

vector identities, one arrives at:

j×B =− 1

µ0R2

(
F

dF

dψ
+ 1

(2π)2∆
∗ψ

)
∇ψ (2.8)

Substituting eq. (2.8) into the force balance equation j×B =∇p, while rewriting ∇p = dP
dψ∇ψ

(since p(ψ)), the Grad-Shafranov equation is obtained:

∆∗ψ=−4π2
(
µ0R2 d p(ψ)

dψ
+F (ψ)

dF (ψ)

dψ

)
(2.9)

When defining ψ in eq. (2.2), an arbitrary factor can be multiplied. Within the literature,

differentψ have been introduced, differing from each other by a factor 2π and a sign difference.

In RAPTOR, the convention of [Pereverzev and Yushmanov 2002] is followed (note that this

choice is contained in the COCOS value), resulting in a minimum of ψ on the magnetic axis.

Under this convention, ψ, henceforth referred to as the poloidal flux ψ, can be written as the

negative of the surface integral of the magnetic field through a disk perpendicular to eZ with

radius R:

ψ(R, Z ) =−
∫ R

0
B ·eZ dS (2.10)

Solving the elliptic non-linear PDE eq. (2.9), the geometry of a set of nested magnetic flux

surfaces ψi =ψ(R, Z ) can be calculated. Depending on the known and unknown quantities,

different kinds of mathematical problems can be formulated based on the Grad-Shafranov

equation, for which a variety of numeric codes are available within the fusion community. We

list a short overview and specify the codes from which equilibrium data is extracted for results

in this thesis:

• Fixed boundary equilibrium solver: Fixing the outer shape of the plasma (defining the

last closed flux surface), the equilibrium is uniquely defined by the internal p(ψ) and

F (ψ) profiles. The fixed boundary equilibrium code applied in this work is CHEASE

[Lütjens et al. 1996], which can also take pressure, current density or q profiles as input

function.

• Free boundary equilibrium solver: In Chapter 5, equilibria of the CREATE-NL code are

used. CREATE-NL is a free boundary equilibrium solver, where also the outer plasma

shape is evolved, self-consistently with the currents applied in central and poloidal field

coils (set by feedback control laws for current, position and shape control) and the eddy

currents in passive structures [Albanese et al. 2015]. Other examples of free boundary
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equilibrium solvers are FEEQS [Heumann et al. 2015; Blum et al. 2019], NICE [Faugeras

2020] and FGE [Carpanese 2021].

• Equilibrium reconstruction code: The aim of equilibrium reconstruction is to find the

set of solutions ofψ(R, Z ), p(ψ) and F (ψ) (including outer plasma shape) that optimally

reproduces the (magnetic) measurements, while satisfying the Grad-Shafranov equation.

Often the problem is ill-defined near the magnetic axis as magnetic measurements

provide only information about fields outside the plasma and internal measurements

of the current distribution are scarce. This problem can be partly overcome by adding

constraints on the internal current density distribution by evolving a current diffusion

equation, in an approach called kinetic equilibrium reconstruction. The equilibria used

in Chapter 3 and 6 originate from the IDE code [Fischer et al. 2020], a kinetic equilibrium

reconstruction code used at ASDEX Upgrade.

2.2.2 Processing of equilibrium data in RAPTOR

RAPTOR is not equipped with a Grad-Shafranov solver. However, as we will see in the next

section, the geometry of the flux surfaces is required as an input to RAPTOR, since geometric

terms appear in the radial diffusion equations.

An extension developed in [Teplukhina et al. 2017] allows to provide different plasma geome-

tries at an arbitrary number of time points during the simulation. For intermediate time

points, the geometric terms are linearly interpolated. A more dense equilibrium time grid can

be applied during ramp-up and ramp-down, when rapid changes in plasma shape and/or

plasma profiles occur.

For off-line simulations, the equilibrium geometry information (originating from CHEASE,

CREATE-NL, IDE ...) is interfaced to the RAPTOR code through a CHEASE simulation [Lütjens

et al. 1996]. Based on the CHEASE output files (e.g. an eqdsk file), the geometric data required

for RAPTOR is extracted (according to the definitions used in RAPTOR).

For TCV, the geometry data from real-time LIUQE equilibrium reconstruction [Moret et al.

2015] has been interfaced directly to RAPTOR [Carpanese et al. 2020]. On AUG, real-time

coupling to JANET++ [Giannone et al. 2013] has been foreseen, to enable real-time current

density control [Kudlacek et al. 2021a].

2.3 Diffusion equations in RAPTOR

Ideal MHD applied in an axisymmetric tokamak geometry gives rise to a set of nested magnetic

flux surfaces ψ(R, Z ). The radial profiles of p and F are governed by the outward diffusion of

current, particles and energy. Since these diffusion processes are orders of magnitude slower

compared to the Alfvén time τA = a
p
µ0ρm/B0 ∼ 1×10−6 s (tokamak size a and mass density

ρm), the diffusion equations can assume a static MHD equilibrium at each time instant. We

will review the set of radial diffusion equations implemented in the RAPTOR code.

As we derived in the previous section, under the approximation of ideal MHD, constant values
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of p and F = RBψ on each flux surface result. Furthermore, one can easily understand that

quantities like temperature and density tend to equilibriate on a magnetic flux surface as

transport of charged particles along magnetic field lines are unconstrained by the Larmor

motion. However, in the presence of toroidal rotation, particles will tend to accumulate on

the outboard side, leading to a non-uniform distribution of density and temperature over a

given flux surface [Wesson 2004]. Other quantities, like toroidal current density, are inherently

non-uniform over flux surfaces. To obtain a set of 1-dimensional diffusion equations, a flux-

surface-averaging operation is performed, as indicated with the operator 〈·〉 and explained in

[Felici 2011].

As the radial coordinate, any flux-surface label could be chosen. In RAPTOR, the normalized

square root of the enclosed toroidal magnetic flux is used as the independent coordinate,

ρ =√
Φ/Φb , whereΦb is the toroidal flux at the plasma boundary.

We will now review the diffusion equations implemented in RAPTOR. Let us start by defining

V (ψ), the enclosed volume within a flux surface, its derivative V ′
ρ = ∂V

∂ρ and F = RBφ, as well as

the geometric terms:

g0 = 〈∇V 〉 , g1 =
〈

(∇V )2〉 , g2 =
〈

(∇V )2

R2

〉
, g3 =

〈
1

R2

〉
. (2.11)

These geometric terms reflect the MHD equilibrium and should be extracted from an equilib-

rium solver, as explained in the previous Section.

Once RAPTOR has calculated a time evolution for the plasma profiles, the equilibrium solution

can be updated, rerunning with the consistent set of profiles (after about three iterations,

consistent transport and equilibrium solutions are obtained [Van Mulders et al. 2021a]). While

p ′ and F F ′ are clearly the most natural profile inputs to an equilibrium code, other options are

usually implemented to replace F F ′ by the flux-surface-averaged toroidal or parallel current

density, or the safety factor profile q .

jφ =
〈

j ·∇φ〉〈∣∣∇φ∣∣〉 = 1

2π

1

µ0
〈∣∣∇φ∣∣〉 (V ′

ρ)−1 ∂

∂ρ

(
V ′
ρ

1

F

〈
(∇ρ)2

R2

〉
dψ

dρ

)
, (2.12)

jpar =
〈

j ·B
〉

B0
= 1

2π

1

µ0B0
(V ′

ρ)−1F 2 ∂

∂ρ

(
V ′
ρ

1

F

〈
(∇ρ)2

R2

〉
dψ

dρ

)
, (2.13)

jφ =− 2π

µ0
〈∣∣∇φ∣∣〉

[
µ0p ′+F F ′

〈
1

R2

〉]
, (2.14)

q = 1

2π

〈
1

R2

〉
dV

dψ
F. (2.15)

The CHEASE code allows to provide p(ρ) and jpar (ρ) as profile inputs. Since these quantities

are directly predicted by RAPTOR, we do not need to rely on equilibrium metrics from the old

equilibrium to obtain derived quantities like F F ′.
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2.3.1 Poloidal flux diffusion equation

From resistive MHD theory, one can derive that in a plasma with finite resistivity, the magnetic

field diffuses on time scales depending on resistivity η∼ T −3/2
e and system size L, τR ∼ L2/η

[Freidberg 2007] (for TCV: τR ∼ 0.15s, for AUG: τR ∼ 5s for ITER: τR ∼ 100s).

In a tokamak, an equation for the diffusion of poloidal flux ψ can be obtained by projecting

Ohm’s law (without flows: j =σE+ jni) along the magnetic field and averaging over the flux

surface (as reported in [Felici et al. 2018]):

σ∥

(
2Φbρ

V ′
ρ

∂ψ

∂t

∣∣∣∣
ρ

− ρ2Φ̇b

V ′
ρ

∂ψ

∂ρ

)
︸ ︷︷ ︸

〈jΩ·B〉

= F 2

8π2µ0ΦbV ′
ρ

∂

∂ρ

[
g2g3

ρ

∂ψ

∂ρ

]
︸ ︷︷ ︸

〈j·B〉

−〈jni ·B〉 (2.16)

Where joh = 〈jΩ ·B〉/B0 is the ohmic current density and jni = 〈jni ·B〉/B0 is the sum of all

non-inductive current sources, including bootstrap current jbs and auxiliary current drive

jaux . Time evolution of the external magnetic field or movements of the plasma boundary are

taken into account through the term including the time derivative of the enclosed toroidal

fluxΦb . Time derivatives are evaluated at constant ρ.

Typically this equation is solved in RAPTOR with two Neumann boundary conditions: (1)
∂ψ
∂ρ

∣∣
ρ=0 = 0, as ψ reaches a minimum at the magnetic axis; (2) ∂ψ

∂ρ

∣∣
ρ=1, allowing to follow a

pre-defined time trace of the total plasma current Ip (t ):

g2g3

ρ

∂ψ

∂ρ

∣∣∣∣
ρ=1

= 16π3µ0Φb

F

∣∣∣∣
ρ=1

Ip (t ). (2.17)

Evolving this equation directly solves for the spatial distribution and temporal evolution of

ψ(ρ, t ). Note however that ψ is directly linked to the enclosed plasma current at radius ρ and

the safety factor profile q :

Ipl (ρ) =
V ′
ρ

4µ0π2

〈
(∇ρ)2

R2

〉
∂ψ

∂ρ
(2.18)

1

q
= 1

2πB0ρ

∂ψ

∂ρ
(2.19)

When solving for ψ(ρ, t ), we can equivalently state that we are solving for the current density

evolution jpar (ρ, t ) or the safety factor profile evolution q(ρ, t ).

The loop voltage is defined as the spatial distribution of the time derivative of ψ:

Upl =
∂ψ

∂t
(2.20)

For a steady-state plasma, all current is driven non-inductively, and Upl = 0. We can also

define a stationary state, which is less restrictive: we consider the ψ profile stationary when

the current profile jpar is constant in time (but not necessarily with joh = 0). Stationarity

can be imposed by requiring the time derivative of Ipl (ρ) to be zero at all ρ, which leads to a
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condition on the loop voltage Upl (assuming constant MHD geometry):

∂Ipl (ρ)

∂t
=

V ′
ρ

4µ0π2

〈
(∇ρ)2

R2

〉
∂

∂t

∂ψ

∂ρ
= 0 with

∂

∂t

∂ψ

∂ρ
= ∂

∂ρ

∂ψ

∂t
= ∂

∂ρ
Upl (2.21)

The plasma current distribution remains stationary when a flat loop voltage profile is reached

(dUpl /dρ = 0). In other words: the radial derivative of the loop voltage is the driving force

for current diffusion. Typically, during the ramp-up (ramp-down) phase, the central solenoid

is used to apply a positive (negative) loop voltage at ρ = 1, raising (lowering) Upl |ρ=1: The

non-uniform Upl (ρ) then leads to inward (outward) current diffusion. Note that since the jpar

evolution is governed by a diffusive equation, the local current density cannot be changed

instantaneously. When local positive current drive is applied, the loop voltage will locally

drop (a phenomenon called back-emf, originating from Faraday’s law of induction), leading to

diffusion of current towards this location.

The plasma conductivity is evaluated by multiplying the Spitzer conductivity with a factor

accounting for the impact of trapped particles [Sauter et al. 1999]:

σ∥ = 1.9012×104 T 3/2
e

Ze f f N (Ze f f ) logΛe︸ ︷︷ ︸
σSpi t zer

(
1−

(
1+ 0.36

Ze f f

)
X + 0.59

Ze f f
X 2 − 0.23

Ze f f
X 3

)
, (2.22)

with the plasma effective charge Ze f f , the approximation logΛe = 31.3− log(
p

ne /Te ) and the

functions N (Ze f f and X ( ft ,νe∗) defined in [Sauter et al. 1999], with trapped fraction ft and

collisionality νe∗. In RAPTOR, the trapped fraction ft is calculated with a formula derived in

[Sauter 2016], including the effect of triangularity. Note that for an increased impurity content,

hence higher Ze f f , the plasma becomes more resistive, hence leading to a faster diffusion of

current.

The bootstrap current density jbs = 〈jbs ·B〉 is self-consistently calculated from the density and

temperature profiles with the Sauter formula [Sauter et al. 1999], [Sauter et al. 2002a]:

jbs =−2π
F (ψ)

R0B0

( ∑
j=e,i

[
p j L31

∂ logn j

∂ρ

]
+pe (L31 +L32)

∂ logTe

∂ρ
+pi (L31 +αL34)

∂ logTi

∂ρ

)
, (2.23)

where Li j and α are dependent on the fraction of trapped particles ft and the plasma colli-

sionality. Note that these formulas have recently been slightly modified [Redl et al. 2021], but

this was not yet implemented for the work presented in this thesis.
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2.3.2 Thermal and particle transport equations

The time evolution of electron/main ion thermal energy density (3/2)ne,i Te,i and electron

particle density ne,i is governed by diffusive equations, accounting for a set of spatially resolved

source and sink terms, as well as radial transport across the flux surfaces (as reported in [Felici

et al. 2018]):

3

2
(V ′

ρ)−5/3
(
∂

∂t

∣∣∣∣
ρ

− Φ̇b

2Φb

∂

∂ρ
ρ

)
[(V ′

ρ)5/3ne,i Te,i ]+ 1

V ′
ρ

∂

∂ρ

(
− g1

V ′
ρ

ne,iχe,i
∂Te,i

∂ρ
+ 5

2
Te,iΓe,i g0

)
= Pe,i

(2.24)

1

V ′
ρ

(
∂

∂t

∣∣∣∣
ρ

− Φ̇b

2Φb

∂

∂ρ
ρ

)
[(V ′

ρ)ne,i ]+ 1

V ′
ρ

∂

∂ρ

(
− g1

V ′
ρ

De,i
∂ne,i

∂ρ
+ g0Ve,i ne,i︸ ︷︷ ︸

=V ′
ρΓe,i

)
= Se,i (2.25)

Where Γe,i is the electron particle flux, in units of m−2s−1:

Γe,i =− g1

V ′
ρ

2 De,i
∂ne,i

∂ρ
+ g0

V ′
ρ

Ve,i ne,i , (2.26)

In the RAPTOR implementation, eq. (2.24) is developed to a state evolution equation for

Te,i (ρ, t), with ne,i either solved for with eq. (2.25) or user-specified. Typically, eq. (2.25)

is solved for the electron species, while ion and impurity densities are constrained by the

equations imposing plasma quasi-neutrality (ne =∑
j Z j n j ) and the plasma effective charge

(ne Ze f f = ∑
j Z 2

j n j ), with either the main impurity density or the effective charge number

pre-defined.

The boundary conditions accompanying these equations are ∂Te,i

∂ρ

∣∣
ρ=0 = 0, ∂ne,i

∂ρ

∣∣
ρ=0 = 0 (since

ρ = 0 corresponds to the magnetic axis), Te,i (ρ = 1, t) = Te,i b(t), ne,i (ρ = 1, t) = ne,i b(t) (the

temperature and density boundary conditions can also be imposed at alternative radii, for

example at the pedestal top ρ = ρped to simulate H-mode plasmas).

2.3.3 Heating/current drive sources and sinks

Heating, current drive and fueling sources are either internally calculated within RAPTOR,

using ad-hoc models, or prescribed. A variety of models has been implemented for ohmic

power, bremsstrahlung, line radiation, electron-ion equipartition heating, alpha heating and

various auxiliary heating and current drive sources [Felici 2011]. Details on the alpha heating

module, applied for the ITER and DEMO simulations in Chapters 4 and 5, can be found in

[van Dongen et al. 2014].
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Figure 2.3: Cooling factors for various impurities, as available in the ADAS database. Source: [Puetterich
et al. 2019].

Gaussian model for electron cyclotron heating and current drive

As the gaussian electron cyclotron heating and current drive module of RAPTOR is extensively

used within this thesis, we repeat here the basic implementation, as originally reported in

[Felici and Sauter 2012]. The power density is modeled as a gaussian profile, with deposition

radius ρdep and width wdep . To evaluate the EC driven current, the following formula is used:

jcd (ρ, t ) = ccd e−ρ
2/0.52 Te

ne
e4(ρ−ρdep )2/w 2

dep Pg yr o(t ) (2.27)

This heuristic expression relies on the observation that the current drive efficiency is propor-

tional to Te /ne [Lin-Liu et al. 2003] and decreases with increased trapped particle fraction.

The current drive efficiency factor ccd is machine (and scenario) dependent and has to be

tuned to experimental data or modeling from higher fidelity simulations.

To allow for generic current profile tailoring optimizations, without assuming a shape for the

EC power density profile, we also implement the possibility to write the power deposition

profile as a sum of spline basis functions. This will be applied later in the q profile optimization

presented in Section 2.5.2.

Radiation models: bremsstrahlung and impurity radiation

In [Maget et al. 2022], an impurity radiation model has been introduced in RAPTOR to evalu-

ate the radiative losses from nitrogen and tungsten in WEST discharges, applying effective

collisional-radiative coefficients from the ADAS database [ADAS].

Up to three impurity densities can be specified, which can be time-dependent (note however

that RAPTOR has no impurity transport model implemented). Typically, to match experimen-

tal data, one can manually adjust the concentration of a light impurity (e.g. N), to match
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the experimentally observed effective plasma charge evolution Ze f f (t), and a heavy trace

impurity (e.g. W), to match the measured total radiated power Pr ad exp (t ). The radiated power

calculated in RAPTOR is the sum of bremsstrahlung and the newly implemented impurity

radiation contribution:

Pr ad = 5.35×10−37Ze f f ne ni T
1
2

e︸ ︷︷ ︸
PBr ems

+ ∑
j=1,2,3

ne n j L j (Te )︸ ︷︷ ︸
i mpur i t y

, (2.28)

where n j is the impurity density and L j is the impurity cooling factor, taken from the ADAS

database. Note that L j introduces a non-linear dependency of the radiated power on Te . In

Figure 2.3, reproduced from [Puetterich et al. 2019], cooling factors and their Te dependence

are presented. Note that for Te > 1keV, the W cooling factor increases for decreasing Te ,

leading to a potentially unstable situation. The consequences of this have been explored to

characterise radiative collapses in WEST [Ostuni et al. 2022], and to find stable ramp-down

scenarios for DEMO in Chapter 5 of this thesis.

In [Ostuni et al. 2022], a tungsten density profile has been estimated by inverting the formula,

relying on the observation that W is the dominant radiator for Te > 1keV (justified by Figure

2.3):

nW (ψ) ∼ Pr ad ,W (ψ)

ne (ψ)LW (Te (ψ))
, (2.29)

where the spatially resolved radiation profile Pr ad ,W (ψ) is obtained from bolometry inversion.

2.3.4 Transport models

In a tokamak, transport of thermal energy and particles (for ions and electrons) is dominated

by turbulent fluxes driven by plasma micro-instabilities. In eq. (2.24) and eq. (2.25), analytical

formulae1 are required to evaluate the local thermal diffusivities χe,i (ρ, t ), particle diffusion

coefficients De,i (ρ, t) and pinch terms Ve,i (ρ, t). A range of transport models is presently

available in RAPTOR, as briefly reviewed below.

Analytical transport formula

A simple ad-hoc formula for the evaluation of χe has been implemented in [Felici and Sauter

2012], taking into account the experimental observations of enhanced energy confinement

for higher plasma current and for negative magnetic shear s. As this ad-hoc transport model

plays a central role in Chapter 3, the analytic formula is repeated here:

χe =χneo + canoρqF (s)Te0[keV ]cTe︸ ︷︷ ︸
χanomalous

+χcentr al e−ρ
2/δ2

0 (2.30)

1As RAPTOR applies an implicit solver scheme that makes use of analytical evaluation of the Jacobians, a
differentiable expression is required.
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with

F (s) = ai c /[1+ewi c (di c−s)]+ (1−ai c ) (2.31)

Formula eq. (2.30) consists of three terms: (1) a small neoclassical contribution; (2) an anoma-

lous contribution; (3) a gaussian diffusion term in the center to reproduce the experimental

observation of profile flattening. Within χanomalous , a shear-dependent factor F (s) is included,

to be able to include the effect of improved confinement for negative magnetic shear (eq.

(2.31)). This factor can be disabled by setting ai c = 0. In [Geelen et al. 2015], an additional

factor Te0[keV ]cTe was added to the anomalous diffusion term, to capture the degradation of

confinement for increased input power. This exponent can be loosely related to the power

degradation exponent in confinement scaling laws2.

Bohm gyro-Bohm model

The electron and ion heat diffusivities can also be estimated by adding a Bohm-like plus a

gyro-Bohm-like contribution [Erba et al. 1998]. The implementation in RAPTOR is:

χe =αB
Te

B0
q22

1

ne Te

d(ne Te )

dρ︸ ︷︷ ︸
χB∼ Te

B0
q2a ∇pe

pe

+αg B
ρ∗
B0

dTe

dρ︸ ︷︷ ︸
χg B∼ Te

B0
ρ∗a ∇Te

Te

(2.32)

where ρ∗ is the plasma normalized gyro-radius ρ∗ =p
mi Te /(eaB0). Recent application of

this model for real-time state reconstruction for JET has been reported in [Piron et al. 2021].

QuaLiKiz neural network surrogate model

A proof-of-principle of the coupling of RAPTOR to a surrogate neural network of QuaLiKiz, a

quasi-linear gyrokinetic transport model [Bourdelle et al. 2015; Citrin et al. 2017], has been

presented in [Citrin et al. 2015] and [Felici et al. 2018]. In QuaLiKiz, the linear gyro-kinetic

dispersion relation is solved in s −α geometry, in the electrostatic limit. The quasi-linear

approximation is used to calculate the transport fluxes based on the linear response over a

range of wavevectors, applying a saturation rule for the electrostatic potential and spectral

shape, tuned to non-linear gyrokinetic simulations for ion and electron scale lengths.

A new generation of the QuaLiKiz neural network, QLKNN-hyper-10D, is presented in [van

de Plassche et al. 2020], and coupled to RAPTOR. Applications have been presented for JET

simulations in [van de Plassche et al. 2020] and for optimizations of the ITER hybrid scenario

2Assume a stationary plasma where the electron heat flux equals the total input power P : Qe = neχe
∂Te
∂ρ

=
P . A power degradation exponent αP for electron thermal energy confinement time τth e = Wth e /P ∼ PαP

implies Wth e ∼ P 1+αP . As Wth e = ∫ 3
2 ne Te dV one can loosely relate Te0 ∼ P 1+αP (assuming constant density).

Introducing χe ∼ T
cTe
e0 in the power balance yields P ∼ ne T

cTe
e0

Te0
a ∼ (P 1+αP )cTe +1, hence (1+αP )(cTe +1) = 1

or cTe = 1
1+αP

−1. Note that typical values for the power degradation exponent αP =−0.5,−0.6 and −0.7 hence
correspond to the respective Te exponents cTe = 1.0,1.5 and 2.3, in line with cTe = 1.2 applied within Chapter 3
[Geelen et al. 2015].
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in [Van Mulders et al. 2021b] (Chapter 4 of this thesis).

The neural network has been trained on a database of 3×108 QuaLiKiz flux calculations. This

dataset has been obtained by selecting the QuaLiKiz inputs based on a brute-force hyper-

cube scan approach over 9 input dimensions (The dataset is visualized in http://dataslicer.

qualikiz.com/QuaLiKiz-dataslicer). A whole range of operating regimes, both on present-day

devices and on future machines like ITER and DEMO, are contained within the bounds of the

hypercube. The existence of sharp critical gradients for turbulent transport, identical for all

transport channels, is incorporated in the training pipeline, enhancing the neural network

fitting quality. The inputs to the neural network model are 10 dimensionless, local plasma

parameters: logarithmic gradients R/LTe , R/LTi and R/Lne , ion-electron temperature ratio

Ti /Te , safety factor q , magnetic shear s, inverse aspect ratio r /R, collisionality ν∗, effective

charge Ze f f
3. The outputs are the ion and electron heat fluxes qi ,e as well as the particle fluxes

Γi ,e . From the local heat and particle fluxes, the local thermal diffusivities χe,i (ρ, t ), particle

diffusion coefficients De,i (ρ, t ) and pinch terms Ve,i (ρ, t ) can be evaluated. Furthermore, the

Jacobians containing the derivatives of the network outputs with respect to the inputs can be

evaluated. These Jacobians allow for the fully analytical evaluation of the derivatives of the

transport coefficients to the plasma state through the meticulous application of the chain rule

in the RAPTOR-QLKNN interface.

Note that the QLKNN transport model allows for a first-principle-based estimate of turbulent

heat and particle transport for the bulk plasma species. However, as the model is not capa-

ble to predict the transport suppression in the pedestal region, a boundary condition at the

pedestal top location is required in order to simulate H-mode plasmas.

Gradient-based model

In [Teplukhina et al. 2017], a gradient-based transport model has been introduced. The as-

sumption underlying this empirical model is the existence of a region in the plasma core where

plasma turbulence results in stiff behavior of the corresponding temperature and density

profiles. The resilience of the plasma profile gradient scale lengths to increase beyond a critical

value is a well-established plasma turbulence characteristic, both experimentally [Ryter et al.

2001] and theoretically [Garbet et al. 2004].

Within the gradient-based transport model, an analytical formula for heat and particle diffu-

sivities is calculated, based on the assumption that in stationary state three radially separated

regions are formed: (1) a central region ρ < ρi nv (= ρq=1) with high transport to mimic the pro-

file flattening caused by sawteeth or other transport-enhancing phenomena (in the absence

of a q = 1 surface, we put ρi nv = 0.1, as flattened profiles toward the magnetic axis can occur

even in the absence of sawtooth activity, e.g. in the presence of kinetic ballooning modes

[Kumar et al. 2020]); (2) an intermediate stiff core region characterized by constant logarithmic

gradients λTe =−d lnTe /dρ and λne =−d lnne /dρ; (3) a pedestal region with linear gradients

3The impact of E×B flow shear can be included in post-processing, based on a 10th input variable γE×B =
−d vE×B

dr R
√

mp
Tr e f

, with Tr e f = 1keV as described in [van de Plassche et al. 2020].
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2.4 RAPTOR numerical implementation

µTe =−dTe /dρ and µne =−dne /dρ.

Under these assumptions, formulas for heat diffusivity χe (ρ) and particle pinch Ve (ρ) are

derived in [Kim et al. 2016], with analytical dependencies on ρ, Te , ne , the local heat (or

particle) flux and the parameters λTe ,ne and µTe ,ne :

χe = f

(
ρ−ρi nv

δρi nv

)
χST

+ f

(
ρi nv −ρ
δρi nv

)
qe

V ′
ρ

〈
(∇ρ)2

〉
ne Te

[
λTe f

(
ρ−ρped

δρped

)
+ µTe

Te
f

(
ρped −ρ
δρped

)]−1 (2.33)

Ve

De
=− f

(
ρi nv −ρ
δρi nv

)[
λne f

(
ρ−ρped

δρped

)
+ µne

ne
f

(
ρped −ρ
δρped

)]−1

+ Γe

neV ′
ρ

〈
(∇ρ)2

〉 1

De

with De = 0.2χe

(2.34)

assuming the particle confinement time is about 5 times longer compared to the energy

confinement time [Becker 1988]. Presently, Γe = 0 is assumed, which is justified in the absence

of strong particle sources.

As the logarithmic gradients in the core are assumed to be limited to a value slightly above the

critical gradient of the dominant turbulent mode for a given scenario and tokamak, empirical

values have been derived for H and L-modes on TCV, AUG and JET in [Teplukhina et al. 2017].

The time traces ofµTe ,ne are calculated by summing a feedforward and a feedback contribution.

The aim of the peripheral temperature gradient µTe is to match a prescribed confinement

quality time evolution with respect to the IPB98(y,2) scaling law [ITER Physics Expert Group

on Confinement and Transport and ITER Physics Expert Group on Confinement Modelling

and Database and ITER Physics Basis Editors 1999], either for the electron confinement time,

i.e. He = τE ,e /τscl , or for the total confinement time H = τE /τscl . The aim of the peripheral

density gradient µne is to match a prescribed trace of the line-averaged density, which can be

set from experimental data or set to a given Greenwald fraction. Details on the application

of the model and the setting of feedforward traces and feedback controller gains are given in

Section 5.2.4, where the gradient-based model is applied for DEMO ramp-down simulations.

A distinct feature of the gradient-based transport model is that the temperature boundary

condition can be set at ρ = 1, both for L- and H-mode plasmas. The LH transition is modeled

through the user-defined time trace of the H factor and the resulting modifications of the

transport coefficients eq. (2.33) and eq. (2.34).

2.4 RAPTOR numerical implementation

2.4.1 State evolution solver

The set of equations eq. (2.16), eq. (2.24), eq. (2.25) features multiple couplings and non-

linearities. By requiring analytical gradients for the dependencies of the coefficients on the

plasma state, RAPTOR achieves efficient implicit time stepping and enables gradient-based

non-linear optimization schemes.
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Substituting the radial profiles constituting the plasma state by the sum of a set of finite

element basis functions, the infinite-dimensional PDEs are discretized in space. Projecting

the resulting equations on the set of basis functions and subsequently applying integration

by parts, finite-dimensional ODEs in the finite element coefficients ψ̂, T̂e,i and n̂e,i emerge

([Felici et al. 2018] and references therein):

F = 0 =−Mψ
˙̂ψ−Dψψ̂+Bψu+ fψ (2.35)

G = 0 =−MTe,i
˙̂Te,i −DTe,i T̂e,i +BTe,i u+ fTe,i (2.36)

H = 0 =−Mne,i
˙̂ne,i −Dne,i n̂e,i +Bne,i u+ fne,i (2.37)

The equations eq. (2.35), eq. (2.36) and eq. (2.37) are derived from the respective equations

eq. (2.16), eq. (2.24) and eq. (2.25). The matrices M, D and B and the vectors f follow from

the finite element discretization procedure, as explained in more detail in Appendix B of

[Teplukhina 2018]. The Actuator vector u contains all external actuator inputs (including the

total plasma current Ip , e.g. u = [Ip ,Pec ,Pnb]T ). Compacting the notation by introducing

the state vector x = [ψ̂T , T̂T
e,i, n̂T

e,i]
T and residue function f = [FT ,GT ,HT ]T , a state evolution

equation is obtained:

f(ẋ(t ),x(t ),u(t )) = 0 (2.38)

To evolve the plasma state throughout the time window of the simulation, we discretize eq.

(2.38) on a time grid t = [t0 ... tk ... t f ], defining xk = x(tk ), ẋk = (xk −xk−1)/(tk − tk−1) and

uk = u(tk ):

fk (xk−1,xk ,uk ) = 0 (2.39)

In a dynamic RAPTOR simulation, the state is evolved from xk−1 to the next time step k with

an implicit method, requiring iterative solution of the non-linear equation eq. (2.39), which

is solved for xk by Newton’s method, with xk−1 and uk known (the simulation starts from an

initial state x0). While an implicit method is computationally more expensive than an explicit

method, the improved numerical stability allows to select a larger time step tk − tk−1.

The computation speed of optimization problems, as introduced in Section 2.5.1, can be

greatly improved when the derivative of the plasma state to a simulation parameter input

p, i.e. ∂xk /∂p, can be cheaply evaluated. Using the forward sensitivity analysis method of

[Cacuci 1981], the forward sensitivity equation with respect to parameter input p is obtained:

0 = dfk

d p
= ∂fk

∂xk−1

∂xk−1

∂p
+ ∂fk

∂xk

∂xk

∂p
+ ∂fk

∂uk

∂uk

∂p
+ ∂fk

∂p
(2.40)

The Jacobians ∂fk /∂xk and ∂fk /∂uk are readily available in RAPTOR. Evolving the ODE eq.

(2.40) along with the initial set of ODEs eq. (2.39), the state sensitivities ∂xk /∂p are obtained.

More details on the forward sensitivity equation and its applications can be found in [Felici

2011]. Note that for the optimization problem described in Section 2.5.1, the forward sensitivity

equation is extended to a vector equation, containing a scalar equation for every element of

the optimization vector p.
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Figure 2.4: Illustration of a set of spline basis functions (different colors correspond to a different spline
index) used by the imposed H-mode pedestal model (for temperature or density profiles), allowing
for a natural implementation of the boundary condition at ρped (in this case ρped = 0.85). The com-
putational domain for temperature (and density) is reduced to ρ ∈ [0,ρped ], while the computational
domain for ψ(ρ, t ) is left unchanged.

The knowledge of the Jabobian matrices can also be applied to construct a linear time-varying

system:

δxk = Akδxk−1 +Bkδuk (2.41)

This set of linearized models at each time step, along a nominal time evolution of the plasma

state xnom(t), is essential for applications in model predictive control [Maljaars et al. 2015]

and iterative learning control [Felici and Oomen 2015].

2.4.2 Imposed pedestal method

The finite element discretization procedure allows for a flexible choice of basis functions. A

generic radial profile m(ρ, t) (ψ, Te,i or ne,i ) is constructed as a sum of the basis functions

Λα(ρ), weighted by the finite element coefficients m̂:

m(ρ, t ) =
nspl∑
α=1

Λα(ρ)m̂α(t ) (2.42)

In RAPTOR, cubic splines (non-periodic B-splines) are typically used as basis functions, with

dΛα(ρ)/dρ|ρ=0 = 0, to automatically fulfill the Neumann boundary condition at ρ = 0.

As part of this thesis, a new way has been implemented to impose the pedestal region profiles

of temperature and density during the H-mode phase of a simulation. Previously, when a

boundary condition was applied at ρ = ρped , the diffusivity in the region ρ ∈ [ρped 1] was

typically adjusted based on a user-defined gradient dT /dρ (or dn/dρ) and the steady state

heat and particle balance equations. The H-mode module would calculate the diffusivities

that would lead in stationary state to a user-defined gradient within ρ ∈ [ρped 1]. However,

often this method would lead to numerical difficulties, giving rise to negative temperatures.
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The new imposed pedestal model applies a different set of basis functions for temperature and

density profiles during the H-mode phase of the simulation, consisting of a set of cubic splines

on ρ ∈ [0 ρped ] and two linear basis functions on ρ ∈ [ρped 1], as illustrated in Figure 2.4.

Effectively, the computational domain for temperature and density is reduced to ρ ∈ [0 ρped ],

with the cubic spline coefficients as the unknown variables in the state equation eq. (2.38),

while on ρ ∈ [ρped 1] a linear pedestal is constructed with user-defined values at ρ = ρped and

ρ = 1. The poloidal flux diffusion equation is still solved on the full computational domain

ρ ∈ [0 1], so that the effect of the imposed pedestal on current diffusion is consistently captured.

This new model eases RAPTOR H-mode simulations and has been applied in [van de Plassche

et al. 2020] and [Van Mulders et al. 2021b].

2.4.3 Stationary state solver

In this section we report on the stationary state solver in RAPTOR, implemented as part of this

thesis, as reported in [Van Mulders et al. 2021b].

Implementation of the stationary state solver

Applying time-constant actuator inputs u and excluding transient phenomena (e.g. due to

MHD activity), the plasma state x(t) evolves to a stationary solution xSS, characterized by

time-independent profiles for the current density and the kinetic quantities. Whenever one is

solely interested in the final state reached by the plasma (e.g. when optimizing the flat-top

phase of a tokamak plasma discharge), it makes sense to solve directly for the stationary

plasma profiles, neglecting the dynamic evolution towards that state which is computationally

costly to simulate. The plasma state can be considered stationary if the kinetic profiles (Te ,ne )

are time-constant and the loop voltage is radially flat (from eq. (2.21)):

∂

∂t
Te,i = 0,

∂

∂t
ne,i = 0 and

∂

∂ρ

[
∂

∂t
ψ

]
= ∂

∂ρ
Upl = 0 (2.43)

The conditions imposed by equations eq. (2.43) constrain the time derivative of the state

vector ẋSS to an expression of the following form:

ẋSS =
[ ˙̂ψSS

T
, ˙̂Te,i SS

T
, ˙̂ne,i SS

T ]T , with (2.44)

˙̂ψSS
T =Upl [1,1, ...,1]T , ˙̂Te,i SS

T = [0,0, ...,0]T , ˙̂ne,i SS
T = [0,0, ...,0]T .

In other words: for a stationary plasma, the state vector time derivative is described by a single

scalar, i.e. the value of the constant loop voltage Upl .

Finding the stationary solution hence amounts to solving the non-linear set of equations:

f(ẋSS(Upl ),xSS,uSS) = 0 (2.45)
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Since the number of equations equals the number of finite element coefficients nF E , the non-

linear system can be solved for nF E unknown variables. The solution profile of the poloidal

magnetic flux can be increased with a constant value without changing the physical interpre-

tation. As a consequence of this gauge freedom, nF E −1 independent variables describe the

fully unknown stationary state xSS. The final unknown variable in equation eq. (2.45) can be

chosen to be either the unknown loop voltage Upl or any actuator command USS in uSS. This

leads to two alternative formulations of the non-linear root-finding problem:

• option 1: find the loop voltage resulting in a stationary state for given actuator values

uSS

• option 2: find the actuator command resulting in a stationary state for given loop voltage

Upl

As both cases have interesting use-cases, both options are implemented in the stationary state

solver.

The system of non-linear equations is solved iteratively with a Newton-Raphson method. A

vector z ∈RnF E is defined, containing all unknown variables, i.e. zT = [xSS
T ,Upl ]T (option 1)

or zT = [xSS
T ,USS]T (option 2). Solving for the stationary state hence amounts to solving the

non-linear system of equations f for the unknown set of variables z. The state function f is

evaluated for an initial guess z0, along with the Jacobian ∂f/∂z. The Jacobian can be evaluated

analytically by careful application of the chain rule to obtain ∂f/∂ẋ, ∂f/∂x and ∂f/∂u and by

passing the parametrizations ∂ẋ/∂z, ∂x/∂z and ∂u/∂z inside the solver. A parameter vector

update zi+1 = zi +∆z is calculated by solving the locally linearized equation f =− ∂f
∂z∆z for the

increment∆z. To make the solution procedure more robust, the step size |∆z| is reduced when-

ever the update causes the plasma profiles to exhibit unphysical behaviour4 or the residual

error increases (i.e. |fi+1| > |fi|). This algorithm is repeated iteratively until the norm of the

evaluated equations (representing the residual error) is smaller than a predefined value.

Dynamic state evolution versus stationary state

To illustrate the gain in computation time that can be obtained by directly solving for the

stationary plasma state (and the plasma loop voltage, applying option 1 of the solver), the time

evolution of radial profiles in a time dependent RAPTOR run is compared to the stationary

solution. The state consists of the Te profile and theψ profile. A standard MHD equilibrium for

the TCV tokamak is selected, with a plasma current Ip = 200kA, an imposed electron density

profile with ne0 = 1019 m−3 and electron cyclotron heating (Paux = 1MW) with a gaussian

auxiliary power deposition profile centered around ρ = 0.4, providing co-current drive (ac-

cording to the formula eq. (2.27)). Figure 2.5 presents time traces of the distance of the plasma

4Updated profiles are considered unphysical if any of the following quantities becomes (locally) negative: Te,i ,

ne,i or
∂ψ
∂ρ

.
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Figure 2.5: Time evolution to stationary state (log scale) Time traces of the distance (2-norm of the
vector containing the difference on 20 radial grid points) of the ψ and Te profiles in a time dependent
RAPTOR simulation (d yn) to their respective stationary solutions (st at ) for a TCV plasma (1s simulation
with time step 5ms). The time constant τ= 170ms of the superimposed exponentials show that both
Te and ψ evolve to a relaxed shape at the slow time scale of current diffusion. Reproduced from [Van
Mulders et al. 2021b].

profiles (ψ and Te solved for 1s) to the stationary solution. The plasma state clearly evolves

to the stationary solution at the slow time scale of current diffusion (note the time constant

τ= 170ms of the superimposed exponentials on Figure 2.5). Due to the non-linear coupling

of equations eq. (2.24) and eq. (2.16), the temperature profile also evolves on this slow time

scale. Assuming a current redistribution time of about τcr t = 170ms and a typical RAPTOR

time step (for TCV plasmas) of 5ms, more than 100 time steps would be needed to simulate

up until t = 3τcr t , where a relaxed state can safely be assumed, each time step requiring the

solution of a non-linear system of equations. The stationary state solver on the other hand

requires only 5 Newton steps to determine the stationary state of both profiles with a residue

ri = |fi| below 10−10.

Convergence studies

The Newton-Raphson solver of the RAPTOR stationary state solver converges quadratically to

the root of the set of non-linear equations. Figure 2.6 illustrates the quadratic convergence

by plotting the residue in the k+1th iteration rk+1 versus the residue in the kth iteration rk .

Quadratic convergence implies rk+1 ∼ r 2
k . The superimposed trend line r 2

k shows that the series

of residues indeed features quadratic convergence. The left panel in Figure 2.6 corresponds

to the solution of ψ and Te with the simple ad-hoc transport formula eq. (2.30), while the

right panel in Figure 2.6 corresponds to the solution of ψ, Te and Ti with a neural network

emulation of the stiff quasi-linear gyrokinetic transport model QuaLiKiz (QLKNN-hyper-10D).
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Figure 2.6: Convergence of the stationary state solver Quadratic convergence of the RAPTOR sta-
tionary state solver is illustrated, both with simple ad-hoc transport model and with neural network
surrogate transport model QLKNN-hyper-10D. Reproduced from [Van Mulders et al. 2021b].
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Figure 2.7: Illustration of a result of the stationary state solver Illustrative TCV simulation of stationary
state profiles for Upl = 0.5V (left) and Upl = 0V (right). As expected, an increased auxiliary power
is required (Paux = 1.9MW for Upl = 0V compared to Paux = 0.6MW for Upl = 0.5V) to sustain the
entire plasma current with the externally driven electron cyclotron current and the internally generated
bootstrap current. Reproduced from [Van Mulders et al. 2021b].
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Figure 2.8: Stationary solutions at different levels of plasma current Ip . The stationary state solver finds
the stationary set of profiles ψ and Te , and the corresponding loop voltage Upl to sustain the state.

Toy example: TCV steady state scenario

Let us present a simple example on how the stationary state solver can be applied to obtain the

stationary plasma profilesψ(ρ) and Te (ρ), as well as the level of electron cyclotron heating and

current drive required to sustain a stationary plasma on the TCV tokamak at a user-defined

level of the loop voltage. Assumptions regarding MHD equilibrium, total plasma current,

electron cyclotron heating and current drive deposition and electron density are identical to

the previous example. The magnitude of the electron cyclotron power Paux is now considered

an unknown, while the requested loop voltage is directly introduced in the non-linear equation

eq. (2.45), which is hence solved to get the plasma state xSS together with the actuator request

uSS (illustrating option 2 of the non-linear solver).

Two cases are considered, respectively imposing loop voltages of Upl = 0.5V (left hand side

of Figure 2.7) and Upl = 0V (right hand side of Figure 2.7). While the first case allows for

a large fraction of ohmic current driven by the tokamak central solenoid, the second case

explores steady state operation with no inductive current. Although actual plasma profile

predictions depend on the tuning of parameters in the ad-hoc transport model eq. (2.30),

this simulation illustrates how the stationary state solver can be used to find the actuator

command resulting in a stationary state with an imposed loop voltage Upl . An increased

auxiliary power is required (Paux = 1.9MW for Upl = 0V compared to Paux = 0.6MW for

Upl = 0.5V) to sustain the entire plasma current with the externally driven electron cyclotron

current and the internally generated bootstrap current. The non-linear problem of retrieving

consistent stationary temperature and current density profiles, including the effects of Te -

dependent current drive efficiency and ∂Te
∂ρ -dependent bootstrap current, is successfully

solved. Note that steady state TCV tokamak plasmas with plasma currents up to Ip = 210kA

have been sustained with the available electron cyclotron heating capacity [Sauter et al. 2000;

Coda et al. 2000; Sauter et al. 2001].
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Figure 2.9: Two TCV stationary states that are non-unique solutions for Upl = 250mV, with Pec = 1MW.
Depending on the initial condition, the solver converges to either of these solutions, as illustrated in
Figure 2.10.

Toy example: bifurcations

Since the set of equations governing the stationary solution is non-linear, the uniqueness

of a solution for a given combination of actuator values cannot be guaranteed. A simple

illustration of a non-unique stationary solutions is given here.

Consider a simple TCV set-up, similar to the previous examples, using the simple, ad-hoc

transport formula eq. (2.30) and one EC power source of 1 MW, with a gaussian auxiliary

power deposition profile centered around ρ = 0.4, providing pure heating. In Figure 2.8, we

solve for a range of stationary states, for different levels of the plasma current (remember that

the plasma current Ip can be considered an actuator). For each value of Ip , the ψ(ρ) and Te (ρ)

profiles are sought, and the loop voltage Upl , sustaining the required plasma current (option 1

of the solver).

Considering the curve of stationary states in Figure 2.8, we find a non-monotonic behavior.

Initially, to sustain higher plasma currents Ip , an increased loop voltage Upl is required. Above

some critical value of Ip , the reduction of the plasma resistance for increasing Te becomes

however dominant (increasing Ip leads to improved confinement in eq. (2.30)), resulting

in reducing Upl for a further increase of Ip . Drawing a horizontal line at Upl = 250mV, we

observe that two stationary states can be sustained by this loop voltage: one at low current

(Ip = 61kA) and one at high current (Ip = 214kA).

Using option 2 of the stationary state solver, one can attempt whether both stationary states

can be retrieved. In this set-up, Upl = 250mV is given, while ψ(ρ), Te (ρ) and Ip are unknown.

We find that, depending on the initial condition, the solver converges to either of two solutions,

illustrated in Figure 2.9.

As a final step, we perform a scan over the space of initial conditions for the solver. For the
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Figure 2.10: Two convergence scans, varying central temperature and plasma current of the initial
condition. For the left plot, a more peaked current density profile is provided to calculate the initial
condition for ψ. The colors indicate whether the corresponding initial condition converges to the
high or low plasma current solution in Figure 2.9. In the region that is left blank, the solver does not
converge.

initial condition, a set of profiles ψ and Te is required, as well as an estimate for the plasma

current. For the convergence scans in Figure 2.10, initial conditions are constructed with

varying central temperature Te0 and plasma current Ip 0. Furthermore, the simulations in the

left panel start from an initial ψ corresponding to a rather broad current density profile with

respect to the right hand panel. The regions in the diagram are colored based on the stationary

solution to which the corresponding initial state converges: the high-current solution (blue)

versus the low-current solution (red). The white band in the left plot indicates initial conditions

for which the solver does not converge. The resulting pattern is rather non-trivial. Note in

particular how a high-Ip initial condition can still converge to the low-Ip solution and how an

initial state with both Ip 0 and Te0 close to the high-Ip stationary state can still converge to the

low-Ip solution if the initial current distribution is broad.

This toy example clearly illustrates the multi-dimensional and non-linear nature of a tokamak

operating point.

2.5 Optimization routine

2.5.1 Dynamic optimization problem

The RAPTOR optimization routine for time dependent simulations has been introduced in

[Felici and Sauter 2012] and [Felici 2011], and expanded in [Teplukhina et al. 2017]. The

aim is to find a set of actuator time traces (parametrized by a set of optimization variables

p, i.e. u(t) = P (t)p, that minimizes a cost function. While the cost function J can be any

analytical expression based on the plasma state x(t), the plasma state time derivative ẋ(t ) and

the actuator vector u(t ), the problem is often simplified: in [Felici and Sauter 2012] and [van

Dongen et al. 2014], the cost function is only dependent on ẋ(t) and x(t) at the final time
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Figure 2.11: Schematic overview of the algorithm to solve a dynamic optimization problem in RAPTOR.
Reproduced from [Felici 2011].

step of the simulation (end of ramp-up); in [Teplukhina et al. 2017], the cost function is only

dependent on time integrals of the actuator variables Ip (t), Ptot (t) (total input power) and

κ(t ) (plasma boundary elongation). The complete formulation of the optimal control problem

is:

min
p

J (ẋ(t ),x(t ),u(t )) ∀t ∈ [t0, t f ] (cost) (2.46a)

subject to f (ẋ(t ),x(t ),u(t )) = 0 ∀t ∈ [t0, t f ] (state) (2.46b)

u(t ) = P (t )p (actuator parametrization) (2.46c)

Ai neq p ≤ bi neq (actuator limits) (2.46d)

C (x(t )) ≤ 0 (state constraints) (2.46e)

Constraints on the values and the time derivatives of the actuator time traces u(t) can be

imposed as linear constraints on the optimization vector p, with eq. (2.46d). With 2.46e,

non-linear constraints can be imposed on the plasma state, e.g. to maintain the safety factor

above a minimum value. As explained in [Felici and Sauter 2012] and [Felici 2011], the problem

is maintained tractable by formulating integral constraints (instead of a separate constraint

for each tk ):

Ci =
(∫ t f

t0

(max{0,ci (t ,x(t ))})2d t −ϵ
)
≤ 0 (2.47)

Figure 2.11 gives a schematic overview of the optimization routine applied to solve the op-

timal control problem. RAPTOR evolves both the state equation eq. (2.39) and the forward

sensitivity equation eq. (2.40). Based on x and ∂x/∂p, the cost and constraint functions can be

evaluated, as well as their gradients ∂J/∂p and ∂C /∂p (as explained in detail in [Felici 2011]).
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In [Teplukhina et al. 2017], the plasma elongation is included as an optimization variable,

requiring numerical evaluation of ∂J/∂p and ∂C /∂p with a computationally expensive finite

differencing scheme (due to the difficulty of evaluating gradients of the plasma state with

respect to geometric terms). Cost and constraint function evaluations and the respective

gradient information are provided to a non-linear programming algorithm implemented

in the fmincon function of Matlab. For all results presented in this thesis, the sequential

quadratic programming (SQP) algorithm [Nocedal and Wright 2006] is used. The SQP algo-

rithm constructs a sequence of quadratic sub-problems, locally approximating the non-linear

problem eq. (2.46a)-eq. (2.46e) with a quadratic cost function and linear constraints. By

providing gradient information of cost and constraints and applying a quasi-Newton method

to approximate the Hessian, these sub-problems are cheaply constructed. The optima of the

sub-problems approach the optimum of the original non-linear problem by passing through a

set of iterations. After each iteration, a RAPTOR run is performed based on the actuator time

evolution corresponding to the updated optimization vector p. Convergence to the optimum

is achieved when the necessary conditions for optimality, i.e. the Karush-Kuhn-Tucker (KKT)

equations [Nocedal and Wright 2006], are fulfilled.

2.5.2 Stationary state optimization problem

In this section we show how the stationary state solver is implemented in a non-linear opti-

mization routine, implemented as part of this thesis, as reported in [Van Mulders et al. 2021b].

The aim is to find the combination of actuator values (parametrized by a vector with optimiza-

tion variables p) maximizing a measure of performance of the plasma state, while conforming

to imposed bounds on the plasma state and technical constraints of the tokamak. The per-

formance of the plasma is captured in a cost function J . Examples of optimization goals

include minimum auxiliary power Paux and maximum stored thermal energy Wth , nuclear

fusion power P f us or bootstrap current Ibs . A weighted sum allows for the construction of a

composite cost function. Non-linear constraints on the plasma state can for example inhibit

the formation of a q = 1 surface, or avoid known disruptive limits. Simple linear constraints

for the optimization variables can be used to impose limits on actuator values, e.g. limiting the

available auxiliary power. The vector of optimization variables can contain lumped variables

(e.g. total plasma current, total auxiliary power), as well as a number of coefficients defining

a radially distributed profile through a set of basis functions (e.g. the radial distribution of

auxiliary heating on a set of basis functions).

Let us first formulate a generic parameter optimization problem for the stationary plasma

state, and introduce the solution procedure based on non-linear programming.

Implementation of the stationary state optimization problem

Consider a parameter optimization problem with a cost function J , which can contain terms

depending on the plasma stationary state vector xSS, its time derivative ẋSS and the actuator

vector uSS eq. (2.48a). The vector p contains the optimization variables, parametrizing the ac-
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tuator values, while the vector z contains the unknowns parametrizing the stationary solution

(as defined in Section 2.4.3). By defining a matrix Aineq and a vector bineq, a set of linear limits

on the optimization variables can be imposed eq. (2.48b), for example constraining the total

available auxiliary heating power. Furthermore, one can impose a set of non-linear bounds

with dependencies on the plasma state, the plasma state derivative and the actuator vector eq.

(2.48c). The plasma state dependent constraint functions are formulated as integrals, similar

to 2.47. Finally, accordance of the optimal state to the stationary state equation eq. (2.45) is

imposed in eq. (2.48d):

min
p

J (ẋSS(z),xSS(z),uSS(z,p)) (2.48a)

subject to Aineqp ≤ bineq (2.48b)

C (ẋSS(z),xSS(z),uSS(z,p)) ≤ 0 (2.48c)

f(ẋSS(z),xSS(z),uSS(z,p)) = 0 (2.48d)

A solution to a constrained, non-linear optimization problem like eq. (2.48a)-eq. (2.48d) can

be pursued iteratively, applying a non-linear programming solver, starting from an initial guess

for the optimization variable p0. The following steps are repeated until the KKT conditions for

optimality are fulfilled.

• For a given optimization vector pi, apply the Newton-Raphson solver presented in the

previous section to find the stationary solution zi of the state equation eq. (2.48d).

• Evaluate J (ẋ(zi),x(zi),u(zi,pi)) and

∂J

∂p
=

[
∂J

∂ẋ

∂ẋ

∂z
+ ∂J

∂x

∂x

∂z
+ ∂J

∂u

∂u

∂z

]
∂z

∂p
+ ∂J

∂u

∂u

∂p
(2.49)

and similarly for the non-linear constraints: evaluate C (ẋ(zi),x(zi),u(zi,pi)) and ∂C
∂p .

Note that ∂z/∂p can be obtained by extracting the Jacobian ∂f/∂z at the solution point

from the Newton-Raphson solver and by evaluating:

∂z

∂p
=−

[
∂f

∂z

]−1 ∂f

∂u

∂u

∂p
(2.50)

Equation eq. (2.50) effectively imposes the stationarity constraint, restricting the opti-

mization space gradients to the direction maintaining the evaluation of state equation

eq. (2.48d) linearly constant, by imposing ∂f
∂p = 0.

• J , C , ∂J
∂p and ∂C

∂p are provided to the SQP algorithm in fmincon function of Matlab.

Since we are solving a non-linear optimization problem, there is no general guarantee of

finding a global minimum. Therefore, initiating the optimization routine from different,

randomly assigned, initial optimization vectors p0, confidence can be augmented that the

obtained stationary solution is globally optimal. The optimization space gradients required by
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Chapter 2. The RAPTOR modeling and optimization suite: overview and development

the non-linear programming solver are evaluated analytically. This avoids the need for a finite

difference approach, which would increase the computational cost by requiring additional

stationary state evaluations for each dimension of p.

Toy example: tailoring q to maximize Wth

The described routine can be applied to optimize stationary plasma profiles, by tailoring the

radial distribution of auxiliary heating paux (ρ) and externally driven current density jaux (ρ),

with the goal of maximizing the thermal energy while keeping q > 1. For the present illustra-

tive example, the stationary state solver in the inner iteration loop assumes a standard TCV

equilibrium with a plasma current Ip = 200kA, and solves for the loop voltage in addition to

the Te andψ profiles (option 1 of the solver). The total electron cyclotron power is constrained

to Paux = 3MW, which is assumed to sustain an H-mode. A linear temperature pedestal is im-

posed in the region ρ = [ρped = 0.9 1], with the temperature pedestal as a boundary condition

for the core Te profile solved by RAPTOR. The imposed ne profile is consistent with H-mode

operation, with (a small) ne0 = 1019 m−3.

The goal of the parameter optimization problem presented here is to maximize the thermal

energy stored by the electrons, which can be formulated as the minimization of:

J =−Wth =−3

2

∫
V

ne Te dV (2.51)

The radial auxiliary power profile is written as a linear combination of the basis functions

gi (ρ) with i ∈ [1,2, ...,ng ], drawn in Figure 2.12 for ng = 85. The power deposited at different

radial locations is parametrized by the values in the optimization vector p (the basis functions

are normalized such that pi = 1 corresponds to an integrated auxiliary heating contribution

of 1MW). For each basis function gi (ρ), both a contribution with positive and negative

current drive efficiency are allowed, respectively encoded in pi and png+i (pure heating

can be obtained by assigning pi = png+i ). To summarize, the radial distribution profile of

auxiliary heating and current drive is obtained by multiplying the basis functions with the

corresponding power amplitudes in p (including a current drive efficiency η for jaux ):

paux (ρ) =
ng∑

i=1
gi (ρ)

[
pi +png+i

]
(2.52)

jaux (ρ) =
ng∑

i=1
gi (ρ)η

[
pi −png+i

]
(2.53)

5The choice of the number of basis functions results from a trade-off: although more basis functions allows
the optimizer to find more optimal solutions (since the solutions accessible on a coarser basis are still achievable,
in addition to radial distributions with more refined features), the risk for finding local minima increases. Fur-
thermore, overfitted optima can be obtained, which generalize poorly when applied for slightly perturbed model
parameters.
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Figure 2.12: Spline basis functions This is the set of basis functions (cubic splines on ρ = [0,ρped ] with
ρped = 0.9) for the construction of the radial distribution of auxiliary heating and current drive density.
The basis functions are normalized to ensure for each basis function the correspondence of pi = 1 to
an integrated auxiliary heating contribution of 1MW. Reproduced from [Van Mulders et al. 2021b].
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Figure 2.13: Illustration stationary state optimizer Radial distribution of electron cyclotron heating
and current drive that maximize the stored electron thermal energy for a TCV plasma with fixed total
auxiliary power Paux = 3MW. The optimizer finds that central counter-ECCD is the optimal choice to
maximize Te , yielding a total current density profile with an off-axis peak, creating an internal transport
barrier in the Te profile. Reproduced from [Van Mulders et al. 2021b].
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The total available power imposes a linear inequality constraint of type eq. (2.48b) on the

optimization variables:
2ng∑
i=1

pi ≤ Paux (2.54)

A non-linear inequality constraint of type eq. (2.48c) on the state allows the algorithm to

avoid solutions for which the q profile drops below q = 1 (avoiding sawteeth which can seed

deleterious NTMs [Gude et al. 1999]). The constraint is formulated as follows:

Cq>1 =
[∫ ρe

0
max

(
0,

1

q(ρ)
−1

)
dρ

]2

−ϵ≤ 0 (2.55)

The obtained optimal plasma state is presented in Figure 2.13. The result is interesting as it

demonstrates the ability of the proposed optimization method to exploit non-trivial features

of the transport model: driving negative current on-axis, the magnetic shear reaches a large

negative value (due to the off-axis peak of the current density), which, through the ad-hoc

transport model used [Felici and Sauter 2012], triggers a local drop in the electron heat

diffusivity χe (ρ). The total plasma current Ip = 200kA is obtained by driving positive ohmic

current (the stationary state solver finds the loop voltage Upl necessary to drive the required

ohmic current). The local drop in electron heat diffusivity χe results in a steep gradient for the

Te profile, known as an electron internal transport barrier [Goodman et al. 2005; Zucca et al.

2008]. Note how the bootstrap current driven by both internal and edge transport barriers

contributes to the off-axis current density.

2.6 Conclusion

In this chapter we have given an overview of the RAPTOR code, complementing and updating

the descriptions in [Felici 2011] and [Teplukhina 2018]. Featuring a hierarchy of reduced

physics models, ranging from surrogate first-principles-based models to empirical models

inspired by scaling laws and experimental observations, the RAPTOR modeling and optimiza-

tion suite provides an extremely powerful lightweight simulator, with applications in real-time

control (state observer [Felici et al. 2011, 2016], kinetic equilibrium reconstruction [Carpanese

et al. 2020], model predictive control [Maljaars et al. 2017], iterative learning control [Felici

and Oomen 2015; Kudlacek et al. 2021b], non-linear scenario optimization [Felici and Sauter

2012; van Dongen et al. 2014; Teplukhina et al. 2017; Van Mulders et al. 2021b; Mitchell et al.

2022] and full-discharge modeling [Teplukhina et al. 2017; Felici et al. 2018; Maget et al. 2022;

Ostuni et al. 2022].

Metrics of the MHD geometry have to be extracted from an equilibrium code, and can vary

throughout the simulation time window. The diffusion equations of poloidal flux ψ(ρ, t),

temperature Te,i (ρ,t ) and/or density ne,i (ρ, t ) are evolved in time, capturing various non-linear

interactions in the profile dynamics. The flexible finite element discretization scheme and the

implicit time stepping scheme allows for a flexible choice of spatial and temporal grids.

A central challenge in the prediction of tokamak profile dynamics is predicting the turbulent
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fluxes of temperature and density, or equivalently the evaluation of the diffusivities in the

transport equations of heat and particles. In RAPTOR various models are presently available:

• Empirical formulas capturing commonly observed dependencies of plasma confine-

ment on quantities like safety factor q and electron temperature Te , relying on the

tuning of a set of model parameters to experimental data.

• QLKNN-hyper-10D, a neural network surrogate [van de Plassche et al. 2020] of the Qua-

LiKiz code, a quasi-linear gyrokinetic transport model [Bourdelle et al. 2015; Citrin et al.

2017]. The neural network was trained on a dataset of 3×108 QuaLiKiz flux calculations,

created by sampling in a hypercube approach over 9 input dimensions, representing

local plasma quantities. The model provides first-principles-based turbulent transport

estimations over a wide variety of tokamak regimes, since the hypercube spans operating

points on both present-day and future devices.

• A gradient-based model, differentiating between a core region with stiff profiles with

a logarithmic gradient close to the critical gradient, and a peripheral region where the

gradient is set to track a reference trace for the overall confinement and line average

density. The confinement reference is set as a scaling facttor with respect to the con-

finement time predicted by the IPB98(y,2) scaling law [ITER Physics Expert Group on

Confinement and Transport and ITER Physics Expert Group on Confinement Modelling

and Database and ITER Physics Basis Editors 1999]. Unlike the previous two models, no

pedestal top boundary condition is required to simulate L- or H-mode plasmas, allowing

for a transport-driven transition between these regimes.

The choice of the modeled transport channels and the adequate transport model for a given

application is important, and depends on the availability of experimental data in the same

tokamak and scenario to tune and validate model parameters. Furthermore, in the interest

of minimizing the computational burden and maximizing the interpretability of the simula-

tion, it is generally desired to keep the simulations as simple as possible, but as complex as

required, depending on the relevant dynamics at play. Various applications will be shown in

the following chapters.

Various new features in the RAPTOR code have been developed and validated as part of this

thesis, including:

• A new solution method allowing to directly obtain the stationary solution of the set of

coupled, non-linear diffusion equations, for a selected number of the transport channels

ψ(ρ, t ), Te,i (ρ, t ) and ne,i (ρ, t ).

• A framework for fast, automated optimization of the stationary phase of tokamak plasma

discharges. Both scalar variables (e.g. heating powers) and radially distributed quantities

(e.g. electron cyclotron deposition profile) can be optimized. The stationary state solver

and the non-linear programming optimization algorithm profit from the availability

61
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of analytic Jacobians within RAPTOR, yielding swift convergence, even in conjunction

with a stiff transport model.

• A new method has been implemented to impose the pedestal region ρ > ρped , with the

boundary condition set at ρ = ρped . By adjusting the set of finite element basis functions

during H-mode, the computational domain for temperature (and density) is effectively

limited to ρ = [0 ρped ], while poloidal flux diffusion is still solved on the full domain

ρ = [0 1]. A linear gradient is directly imposed on ρ = [ρped 1], making the simulation

more numerically robust. The shape of the pedestal could easily be adjusted to arbitrary

shapes, e.g. in order to match experimental edge profile measurements and calculate

the consistent amount of pedestal driven bootstrap current.

Furthermore, an impurity radiation model, based on ADAS cooling factor data, which was

coupled to RAPTOR to perform WEST ramp-up studies [Maget et al. 2022], has been described.

Finally, a pipeline has been set in place to perform inter-discharge full-shot optimizations for

ASDEX Upgrade (that can be easily updated to include other tokamaks). This feature will be

discussed in Chapters 3 and 6.
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The ramp-up phase of a tokamak brings the low-temperature plasma created after breakdown

to the high-Ip , high-β conditions relevant for fusion reactor studies. Rapid changes in plasma

current, stored energy and confinement state, equilibrium geometry and impurity content

govern the complex time evolution of the radial profiles of temperature, density and current

density (or equivalently, q profile). By simulating key features of the relevant non-linear

dynamics, fast transport solvers provide a valuable tool to assess the impact of actuator time

traces on the coupled time evolution of these plasma profiles. While the reduced physics

models lack the fidelity required to make exact predictions (e.g. due to uncertainty on the

pedestal height), the high computational speed make these solvers extremely practical for

inter-discharge optimization of actuator trajectories. Obviously, one should only rely on the

optimization outcome after carefully assessing whether the reduced models capture the salient

physics phenomena and non-linear interactions of the quantities relevant to the optimization

problem.

The application of RAPTOR for ramp-up optimization was first proposed in [Felici and Sauter

2012], and applied to optimize access to the hybrid ITER scenario in [van Dongen et al. 2014].

In [Maget et al. 2022], RAPTOR, coupled to the QLKNN-hyper-10D transport model [van de

Plassche et al. 2020] and ADAS cooling factor data to evaluate impurity line radiation [ADAS],

is used to optimize the ramp-up phase for WEST. By successfully modeling how increased

Nitrogen injection can peak the current density and enhance the core temperature, a ramp-up

with improved MHD stability and increased margin to tungsten contamination could be

proposed. This example illustrates the strength of a modular transport code, where one can

select the models required to describe the physics at play.

3.1 Early versus late heating

Advanced scenarios aim for an elevated q profile, maximizing the bootstrap current fraction

( fbs = Ibs/Ip , note: jbs ∼ q∇p), to explore the potential of a steady state fusion reactor. Further-

more, these scenarios often achieve improved confinement relative to the IPB98(y,2) scaling

law eq. (1.4), further enhancing the bootstrap current fraction. On ASDEX Upgrade (AUG),
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an advanced scenario has been developed that applies counter-ECCD near the magnetic axis

(where a high current drive efficiency can be achieved), to form an off-axis peak in the total

current density. This strategy allows to study an advanced scenario with plasma parameters

approaching reactor-relevant conditions [Stober et al. 2020].

During the plasma current ramp-up, the inductive current in the plasma is increased by using

the central solenoid to apply a positive loop voltage at the edge of the plasma. The radial

variation of the loop voltage profile Upl (ρ) throughout the plasma then provides a driving force

for penetration of the ohmic current density. Heating the plasma during the plasma current

ramp-up phase allows to reduce the resistivity of the plasma at an early stage, hence slowing

down the current diffusion towards the center of the plasma. This early heating strategy slows

down the tendency of an ohmic plasma to evolve towards a peaked current density profile

(in stationary state, a flat loop voltage profile would correspond to a current density profile

with a radial dependence self-similar to T 3/2
e ), freezing a broad current density profile that

corresponds to a more elevated q profile. This approach is of particular interest for advanced

scenarios that aim to achieve a stationary, elevated q profile. Once the plasma current reaches

the flat-top value, the elevated q profile can be maintained in a stationary state, if the relaxed

ohmic current density profile is complemented with off-axis auxiliary current drive sources

and a broad bootstrap current density profile. In H-mode plasmas, the bootstrap current

driven in the pedestal region provides an important contribution.

On present-day tokamaks, accessing a stationary, elevated q profile early in the discharge

allows for a longer time window to study the physics of the advanced scenario, lasting over

multiple current diffusion time scales. Studying the stationary phase is important as station-

arity is required for a reactor-relevant operating point. Early heating scenarios are of even

greater importance for advanced scenarios on future machines like ITER and DEMO, where

the current diffusion time scale is much larger due to the bigger size and the higher temper-

atures of the plasma. A late heating strategy, allowing the plasma to evolve to an inductive

q profile before auxiliary current drive sources are applied to elevate the q profile, would

result in a very long waiting time before the plasma reaches the stationary state conditions

envisioned for the burning plasma state, hence compromising the commercial prospects of a

fusion reactor based on an advanced scenario.

Disadvantage of the early heating strategy are a reduced robustness with respect to the onset

of tearing modes, the impact of poorly known initial conditions and the strong sensitivity

to the onset timing of heating and fueling actuators. As a consequence, finding the correct

timing of the various actuators during ramp-up and the early flat-top phase gives rise to a

delicate balancing act. For the JET hybrid scenario, the dependence of discharge stability on

small scenario modifications has been reported in [Joffrin et al. 2005] and [Hobirk et al. 2012].

Stationary states with different stationary current density profiles and differing confinement

quality can be accessed depending on the ramp-up scenario (even for identical actuator

inputs during the stationary state) [Stober et al. 2007]. The different confinement quality is

thought to be caused by the presence of NTMs and related differences in the q profile. From

the reconstructed q profiles in [Stober et al. 2007], the tearing modes seem to set in as the

q profile drops through the corresponding rational surface, with the low local value of the
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magnetic shear facilitating the NTM onset. In [Bock et al. 2017], a scenario was developed

which includes an ohmic L-mode phase before the high-performance phase, to let the current

profile relax and to get rid of the impact of initial conditions. Afterwards, the q profile is

modified in a more controllable way, as the dynamics are less sensitive to actuator onset

timings when starting from a stationary rather than a transient state. Note that the importance

of optimized actuator timings is not limited to scenarios with heating during the ramp-up

phase. On DIII-D, the mostly inductive ITER baseline scenario is heated only after the flat-top

phase is reached. The onset of a disrupting 2/1 tearing mode has been correlated to a specific

feature of the current density profile, namely the formation of a steep well in the jpar profile

around the q = 2 surface [Turco et al. 2018]. The stability of the disruptive 2/1 modes was

found to be strongly dependent on the early current diffusion evolution. By manipulating

plasma current, heating and density traces, a recipe avoiding the modes could be developed

[Luce and Turco 2017].

While the plasma dynamics are highly sensitive to actuator time traces during transient phases,

profile simulators allow to evaluate the deterministic impact of actuator modifications. The

aim of the model-based scenario development and optimization in the present chapter is

to make the counter-ECCD AUG early heating scenario more robust with respect to tearing

modes, while reaching the desired, elevated q profile as early as possible in the discharge.

Reaching a reactor-relevant operating point in a time-efficient way, this work contributes to

the investigation of the feasibility of the advanced scenario tokamak concept. Furthermore,

the capability of RAPTOR to predict relatively complex features of the profile dynamics is

validated to experimental data, allowing to gain confidence regarding its application for simu-

lation of ITER and DEMO. As will be shown, the use of trajectory optimization helps to achieve

the desired q profile evolution, reaching qmi n < 1.5 early in the discharge, while maintaining

it above one throughout and with a relatively high magnetic shear near rational surfaces like

3/2 and 2/1.

3.2 Workflow for inter-discharge simulations for AUG

The present section discusses the RAPTOR set-up used for pre- and post-shot simulations of

AUG discharges, as applied for an extensive set of discharges performed within the advanced

scenario program and the ITER baseline program (for the latter, see Chapter 6). For all the

AUG simulations presented in this chapter, RAPTOR solves for both electron heat and current

density transport, while Ti , ne and Ze f f are imposed from experimental measurements. The

fact that the ion temperature has a less strong impact on the q profile dynamics compared

to the electron temperature justifies the omission of Ti predictions. While ne and Ze f f do

have an important impact on the current diffusion evolution, through current drive efficiency,

bootstrap current and neoclassical conductivity, shot-to-shot variations are limited, so that

predictive evaluation could be avoided for our purposes. A relatively coarse time step of 50ms

was found to be sufficient to simulate the salient features of the time evolution of Te and q ,

allowing to simulate a full AUG shot (∼ 10s) within 2 minutes on a single CPU.
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3.2.1 Post-discharge simulations

Equilibrium geometry

For all discharges discussed in this chapter, the kinetic equilibrium reconstruction code

IDE [Fischer et al. 2016] is run. The time-varying equilibrium geometry obtained by IDE

is interfaced to the format required by RAPTOR, by running the CHEASE fixed-boundary

equilibrium solver [Lütjens et al. 1996], based on EQDSK files of the IDE equilibrium at

various times along the ramp-up, flat-top and ramp-down phases of the discharges. The

geometric data required by RAPTOR is extracted from the CHEASE output files, as described

in [Teplukhina 2018]. The time step between equilibria in RAPTOR is increased from 100ms

to 200ms to 1s from the early ramp-up (where the geometry changes rapidly) to the flat-

top (where the geometry stays mostly unchanged). As the equilibrium data processing is

performed in an automated way, the user can easily increase or decrease the number of IDE

equilibria to be loaded and processed. Typically the ramp-up simulation starts at t=0.2s where

Ip has a value around 350kA. Starting the simulation early in a relatively cold plasma (with

fast current diffusion) reduces the impact of the initial conditions on the plasma state in the

simulation.

Heating and current drive sources

To evaluate auxiliary current drive, as required for the current diffusion equation evolved

within the IDE, the TORBEAM [Poli et al. 2001] and RABBIT [Weiland et al. 2018] codes are run.

The time dependent heating and current density deposition profiles for respectively electron

cyclotron and neutral beam injection are used as inputs to the RAPTOR simulations:

• The NBI profiles pnb,e and jnb are directly provided as sources for the RAPTOR electron

heat and poloidal flux equations.

• A post-shot processing algorithm is run based on the TORBEAM heat deposition profiles

for the individual gyrotrons. The workflow is illustrated in Figure 3.1: at each time step

and for each gyrotron, a gaussian is fit through the heating deposition profile (black

dashed curves on Figure 3.1). From these gaussians one can extract the time traces

for deposition radius ρdep and width wdep that are shown in Figure 3.1. A smoothed

ρdep (t ) trace and a time averaged wdep are provided as inputs to the RAPTOR gaussian

electron cyclotron module (described in Section 2.3.3), resulting in gaussian heating

deposition profiles for the individual gyrotrons. Each gaussian deposits the full gyrotron

power Pg yr o(t ) injected in the plasma, assuming full absorption of the microwaves.

The current drive deposition profiles are calculated based on formula 2.27 introduced

in Section 2.3.3. For all gyrotrons that drive counter-ECCD, the tuning parameter ccd is

set to -11. Figure 3.2 shows how this value of ccd allows for a reasonable match of the

total driven Iec and the TORBEAM prediction, indicating that the formula successfully

captures the main trends of current drive efficiency degradation when depositing further
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Figure 3.1: The EC heating deposition profile applied in the RAPTOR simulations is based on the
TORBEAM results, as calculated within the IDE framework for the various active gyrotrons. The black
dashed curves represent a set of gaussians that are fit through the heating profiles of the individual
gyrotrons, at each time step. For each active gyrotron, a time-smoothed ρdep trace and a time-averaged
wdep trace are provided as inputs to the gaussian EC module in RAPTOR. The current drive efficiency is
calculated internally in RAPTOR, with a constant normalized current drive efficiency coefficient, with
negative value for counter-ECCD experiments. A minimum ρdep mi n = 0.08 is imposed to avoid the
formation of a current hole for ρ ∼ 0.

Figure 3.2: For a range of different AUG advanced scenario shots, the total EC driven current calculated
by TORBEAM is compared with the current evaluated with the current drive efficiency formula inside
the RAPTOR code, with a fixed current drive efficiency parameter ccd =−11 (fixed in time and same for
all shots).
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χe model
cano 0.15
cneo 0.50
cTe 1.2
χc 0

Te ped model
ρBC 0.8

ECCD model
ccd −11

Table 3.1: Setting of tuning parameters in the RAPTOR transport and gaussian EC model. Note that
these model parameters are kept constant for all simulations performed in this chapter.

off axis.

The strong counter-ECCD near the magnetic axis can lead to the formation of a current

hole, reducing the total current density in the center to small or negative values. A

zero or negative integrated value Ip (ρ) = ∫
jpar d A causes divergence of q(ρ), which

prevents the RAPTOR implicit solver from converging and ends the simulation. This

can be avoided by imposing a lower limit on the deposition radius of the innermost EC

sources. For the simulation corresponding to Figure 3.1, a lower limit ρdep > 0.08 was

imposed on the EC deposition radii. This obviously impacts the inner q profile within

the range ρ = [0 0.15]. However, the impact on the simulated q profile further outward

is expected to be small (since q depends mainly on the local jpar (ρ) and the integrated

value Ipl (ρ)).

Electron heat diffusivity

Experimental observation and theoretical understanding allow to construct simple formulas

that contain key dependencies of the electron heat diffusivity on plasma parameters. For

example, [Kim et al. 2016] found the ratio of χe to q2 to be constant in the core region for

a sequence of TCV L-mode plasmas. For the RAPTOR code, a simple ad-hoc electron heat

diffusivity model was proposed in [Felici and Sauter 2012] and extended in [Geelen et al. 2015],

as presented in eq. (2.30) in Section 2.3.4.

Table 3.1 summarizes the values of the model parameters applied for the simulations presented

in this chapter. Note that no additional transport was added in the core, indicating the

experimental Te profiles are relatively peaked in the center (most simulated and reconstructed

q profiles remain above unity, so no sawtooth instabilities are expected). Furthermore, we did

not activate the shear-dependence in the anomalous transport term.

Te boundary condition

The boundary condition for the Te equation is imposed at ρ = 0.8. In the region ρ = [0.8 1], a

linear temperature pedestal is imposed (as described in Section 2.4.2). Note however that the
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Figure 3.3: RAPTOR predictions of Te (ρ, t), applying transport formula eq. (2.30) with fixed model
parameters (Table 3.1), are compared to the temperature measurements inferred by the IDA for a range
of AUG advanced scenario shots. Te I D A(ρ = 0.8, t) is used as a boundary condition in the RAPTOR
simulations.

current diffusion equation is solved on the full radial domain ρ = [0 1], so that the bootstrap

current driven by the pedestal is properly taken into account. The time trace for Te (ρ =
0.8, t) is taken from the IDA inference of Te measurements [Fischer et al. 2010]. Within the

simulation, the H-mode pedestal builds up as a direct consequence of the increase in Te

boundary condition at ρ = 0.8; the LH transition timing is not provided explicitly.

Figure 3.3 illustrates the quality of the performance of the RAPTOR Te (ρ, t ) predictions. The

simple transport formula provides a robust prediction of core electron temperatures, when

Te (ρ = 0.8, t ) is provided as an input.

Routine full-discharge simulations for model validation

By routinely performing post-discharge simulations and comparing the modeled Te (ρ, t ) and

q(ρ, t) data with the experimentally inferred profile dynamics by IDA and IDE, the applied

set of reduced physics models is validated. A full-discharge simulation is presented in Figure

3.4: the main dynamics of Te and q are successfully captured, from ramp-up to ramp-down.

The under-prediction of the outer q profile with respect to the IDE reconstruction, during the

flat-top phase requires further investigation.

In Appendix B, a more extensive set of comparisons between RAPTOR post-shot simulations

and IDE reconstructions is shown, over a range of discharges from the AUG advanced scenario

campaign with counter-ECCD (simulations are shown for most of the discharges mentioned
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Figure 3.4: RAPTOR post-discharge simulation vs IDA/IDE reconstruction for advanced scenario
on AUG with counter-ECCD. The Te evolution is accurately captured, until a 3/2 mode degrades
confinement after 3s. Note that RAPTOR under-predicts the outer q profile with respect to the IDE
reconstruction, during the flat-top phase.
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in this chapter).

Note that for most IDE q profile estimates presented here, no internal current measurements

were available, leading to large error bars. For the q profiles that have an outer and an inner

error bar, the outer error bar is calculated without considering the current diffusion constraint

(only the magnetics and the pressure constraints determine this error bar).

The successful model validation gives confidence that the proposed set-up can be applied

to interpret discharges, guiding further scenario development. In Section 3.2.2, we discuss

how predictive, pre-shot simulations can be performed, enabling us to simulate the impact of

adjustments to pre-programmed actuator traces and to find optimal actuator traces by solving

a dynamic optimization problem.

3.2.2 Pre-discharge (predictive) simulations, enabled by data-driven scaling law
for pedestal

Te boundary condition

Pre-shot simulations require an estimate of the time evolution of the temperature boundary

condition Te (ρ = 0.8, t ), based on variables for which a reasonable estimate is available before

the discharge. In the present section, we propose a simple scaling law for the electron pressure

at ρ = 0.8 (pe scal i ng ∼ ne Te (ρ = 0.8)), derived based on pre-existing data from discharges

operating in a similar scenario, with the following inputs:

• plasma current Ip ,

• total heating power Paux +Poh ,

• line average density nel .

Since the density evolution is manually imposed for the simulations in this chapter, the

Te (ρ = 0.8, t) boundary condition corresponding to the electron pressure predicted by the

scaling law can be easily obtained:

Te (ρ = 0.8) = C

ne (ρ = 0.8)
pe scal i ng

(
nel , (Poh +Paux ), Ip

)
(3.1)

Since the total heating power is one of the input variables to the proposed scaling law, a pre-

shot estimate of the ohmic heating power is required. In Appendix A, we present an ad-hoc

formula that can be used to evaluate the expected ohmic power, based on the pre-programmed

plasma current and auxiliary power. A more consistent approach, using the ohmic power

evaluated inside RAPTOR could be implemented. However, the present implementation was

found to perform well for the discharges studied in this chapter. Note that even though the

ohmic heating power is usually negligible with respect to the total auxiliary heating power, the

ohmic contribution can be important in a relatively cold plasma with little auxiliary heating.
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Furthermore, early in the ramp-up simulation, before the onset of the auxiliary heating sources,

ohmic heating is the only heat source.

To derive a simple scaling law for ne Te (ρ = 0.8), we test the assumption of a power law

expression with input variables Ip , Paux +Poh and nel , i.e.

ne Te (ρ = 0.8) =α0nαn

el (Paux +Poh)αP IαI
p (3.2)

eq. (3.2) can be rewritten, taking the natural logarithm on both sides

y = log(ne Te (ρ = 0.8)) = logα0 +αn lognel +αP log(Paux +Poh)+αI log Ip (3.3)

with y the response variable of the scaling law. Linear regression allows to obtain the power

law coefficients α0, αn , αP and αI , based on the available data set {ne Te (ρ = 0.8); Ip ;Paux +
Poh ;nel }. The available data consists of all IDA time points of the shots performed earlier

to develop the scenario. No discrimination is made between data points during ramp-up,

flat-top and ramp-down phases, nor between H- and L-mode phases (the early heating shots

presented in this chapter typically only have a short L-mode time window). Since the RAPTOR

simulations and optimizations reported here have been performed in parallel to experimental

developments, only shots executed before a given simulation was performed could be used,

hence the scaling law evolved with time. After a shot is performed, the power law coefficients

are updated, making use of the additional data from the latest shot. The implementation

allows the user to select any set of discharges to derive the scaling law. An example is shown in

Figure 3.5, where based on a set of 8 AUG advanced scenario discharges, the following scaling

law is derived:

ne Te (ρ = 0.8) = 0.51n0.82
el 1019m−3 (Poh(Ip M A ,Paux MW )+Paux MW )0.53I 1.71

p M A (3.4)

Figures 3.5 and 3.6 illustrate the quality of the scaling law fit. The linear fit of the logarithmic

quantities has a R2 = 1−Σ(y − yscal i ng )2/Σ(y − ȳ)2 = 0.96 (with ȳ the mean of y).

In the left upper plot of Figure 3.5, the IDA data points used to derive the scaling law are

shown: the x-axis indicates the IDA measurements of ne Te (ρ = 0.8) for all IDA time points;

the y-axis indicates the corresponding scaling law prediction. Clustering of the data points

along the black solid line gives an indication of the quality of the fit. In the right upper plot of

Figure 3.5, the data points of shots from a different scenario (the ITER baseline scenario, with

higher/lower pedestal density/temperature) are shown. For high ne Te (ρ = 0.8), the bulk of the

data points clearly clusters outside of the ±20% bands, indicating that the derived scaling law

should only be applied for shots running within a similar parameter regime compared to the

scenario for which the scaling law has been derived.

To further illustrate the performance of the fit, the ne Te (ρ = 0.8, t) predictions for six of the

advanced scenario shots are compared to the IDA time traces in Figure 3.6. Note that even

without discriminating H- and L-mode data points, the full time evolution during the ramp-up

phase is well captured, encouraging further application of the scaling law approach.
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Figure 3.5: A scaling law for ne Te (ρ = 0.8) is presented, with input variables Ip , Paux +Poh and nel ,
based on IDA data available for 8 AUG advanced scenario shots. The upper left figure shows the data of
the advanced scenario shots based on which the scaling law was derived: for the different data points,
the scaling law prediction is shown on the y-axis, versus the IDA measurement on the x-axis. The power
law exponents are scenario-dependent: when the scaling law is applied for a different regime, namely a
set of AUG ITER baseline shots with higher/lower pedestal density/temperature, the IDA points no
longer cluster within the scaling law ±20% bands.
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Figure 3.6: The scaling law presented in Figure 3.5 is applied to a set of 6 AUG advanced scenario
discharges: based on the input variables Ip , Paux +Poh and nel , a prediction of the ne Te (ρ = 0.8) trace
is provided. To illustrate the performance we compare the scaling law prediction (black) to the IDA
data (color).

Comparison pre- and post-discharge simulation

Predictive pre-shot simulation and optimization rely on the fact that distinct features can be

reliably predicted. For the purposes of this chapter, the time evolution of the q profile will be

the main focus of our interest. In Figure 3.7, pre- and post-shot simulations are compared,

for an advanced scenario shot (40398) executed on AUG with counter-ECCD. For both the

evolution of Te (ρ, t ) and q(ρ, t ), pre- and post-discharge simulations are in close agreement.

For the predictive simulation, the Te boundary condition is imposed based on the scaling

law approach introduced earlier in this section, deriving scaling law exponents based on

data available from previous discharges. For the density evolution, the IDA data available

from an earlier discharge (39342) is imposed, accounting for a later NBI and fueling onset

timing by delaying the rising edge of the ne (ρ, t) time evolution. Note however that there is

some discrepancy between the q profile predicted by RAPTOR and the q profile of the IDE

reconstruction (blue). The impact of a different initial state vanishes around 1s, but later

on the RAPTOR outer q profile is slightly lower compared to the IDE reconstruction. This

discrepancy is similar to the q profile mismatch shown in Figure 3.4 and requires further

investigation. Note however that it does not modify significantly the dependence of the core q

profile on actuators, which is the focus of the following sections.
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Figure 3.7: Pre- and post-shot RAPTOR simulations of discharge 40398 are compared. The blue traces
show the experimental reconstruction from IDA/IDE. In red, the pre-shot simulation is presented: the
Te (ρ = 0.8) boundary condition is set with a scaling law derived based on earlier shots; the density
is adapted from the IDA reconstruction of an earlier shot, 39342, taking into account a delay due to
the later onset of NBI. The post-shot simulation, utilizing the IDA data of 40398 for Te (ρ = 0.8, t ) and
ne (ρ, t ), is shown in green.
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3.3 Model-based scenario development for fast and reliable access

to advanced scenario

In the present section we describe how RAPTOR simulations and optimizations have been

leveraged to improve our understanding of the dynamics and performance of the AUG 1 MA

counter-ECCD advanced scenario [Stober et al. 2020]. In Section 3.3.1 we discuss the character-

istics of the desired stationary operating point. We then show how inter-discharge simulations

and optimizations in RAPTOR have allowed to develop a reliable and reproducible early heating

scenario, reaching a stationary state early in the flat-top phase. As discussed in Section 3.1,

early heating scenarios are very sensitive to the timing of actuators during the ramp-up phase.

Section 3.3.2 presents how post-discharge simulations led to a hypothesis on the origin of a

3/2 tearing mode observed in the previous early heating attempt. Based on this hypothesis,

characteristics are defined, constraining the time evolution of a stable approach strategy

towards the desired stationary operating point. Predictive, pre-shot simulations have been

used to design a ramp-up strategy avoiding the onset of the deleterious 3/2 mode, as discussed

in Section 3.3.3. We show how this strategy has been successfully tested in experiment.

3.3.1 Stationary operating point: 1 MA counter-ECCD advanced scenario

Leveraging the large current drive efficiency near the plasma center, near-axis counter-ECCD

allows to obtain an elevated q profile in a regime approaching dimensionless parameters

close to what is envisioned for DEMO (36087, Ip = 1MA: βN ∼ 2.6, H98y,2 ∼ 1.15, q95 ∼ 3.9).

Pursuing reactor-relevant operating regimes allows to quantitatively validate the available

theoretical models, increasing confidence for their application on future machines, while

experimentally determining the operational limits, e.g. βN limits for the onset of (resistive)

MHD modes. To match the total imposed plasma current Ip , in the presence of a large,

negative EC current drive contribution, the ohmic current density is raised over the entire

plasma radius. As the EC current density is centered at radii ρ <∼ 0.3, an off-axis peak in the

total parallel current density results, consistent with the desired elevated q profile [Stober et al.

2020]. While a counter-ECCD scenario is interesting to pursue a reactor-relevant advanced

scenario operating regime on present-day machines, the large negative auxiliary current is at

odds with the aim of approaching non-inductive conditions. As a consequence, the elevated q

profile needs to be sustained in a different way in a fusion reactor. We discuss in Chapter 4

how ITER can achieve a scenario with q > 1 by applying off-axis co-ECCD.

Let us list some of the properties that make this scenario attractive for a fusion reactor, and

formulate some open physics questions that the AUG advanced scenario program aims to

answer:

• Maintaining q > 1, sawtooth instabilities can be avoided. The absence of sawtooth

seed islands allows to raise βN into the regime where NTMs are metastable [Sauter et al.

2002c,b]. In [Bock et al. 2017, 2018], an upper limit has been found βN ∼ 2.7, above

which ideal 2/1 modes are triggered. Note that low magnetic shear at rational surfaces
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can destabilize ideal MHD infernal modes, as investigated for TCV in [Martynov 2005].

Furthermore, low magnetic shear at rational surfaces can increase the classical tearing

mode stability parameter ∆′, thus making the current density profile more prone to

the onset of NTMs, as described in [La Haye et al. 2000] for DIII-D q0 > 1 scenarios.

Similarly, [Stober et al. 2007] observed the onset of NTMs when qmi n drops through the

corresponding rational surface, for AUG early heating scenarios. Even in the absence of

sawteeth, so-called triggerless NTMs can originate [Reimerdes et al. 2002], while ELM

crashes can provide an alternative seed mechanism [La Haye et al. 1997], especially for

2/1 NTMs, as the q = 2 is in close proximity to the plasma edge during operation at

high plasma current. The proximity to the edge furthermore increases the likelihood for

mode locking and subsequent disruption [Hender et al. 2007].

• An elevated q profile allows to increase βpol , maximizing the bootstrap fraction ( fbs =
Ibs
Ip

∼βpol ∼βN q/ϵ, with inverse aspect ratio ϵ).

• A high pedestal pressure can be obtained (a comparison for the electron pedestal pres-

sure to the AUG ITER baseline scenario is shown in Figure 3.5), as advanced scenarios

operate at high βpol , increasing the critical threshold of peeling-ballooning modes

through an increased Shafranov shift [Garcia et al. 2015].

• In [Silvagni et al. 2023], the impact of the divertor neutral density n0,di v on global

confinement quality has been identified, highlighting the importance of edge and

scrape-off layer physics. Data analysis and pedestal stability modeling indicate that

an increased n0,di v causes an outward shift of the location of the maximum pressure

gradient in the pedestal, where the maximum pressure coincides with a larger value of

the safety factor q . This eventually leads to a larger destablizing drive for ballooning

modes and a reduced pedestal top value (while increased n0,di v is correlated with

a measured increase of ne,ped , a stronger reduction of Te,ped and Ti ,ped is incurred

[Silvagni et al. 2023]). To obtain good and reproducible performance for AUG advanced

scenario discharges, the neutral flux density (measured by ionization gauge [Scarabosio

et al. 2009]) is feedback controlled, using deuterium fueling as actuator [Bock et al.

2021].

• A central physics aim of the AUG advanced scenario program is the identification of

drivers for enhanced ion transport, studying the respective impact of q profile, E×B-

shear, ion heating and βpol [Stober et al. 2020; Reisner et al. 2020]. It is well known that

counter-ECCD at low density can lead to the formation of an ITB in the electron heat

channel (e-ITB) [Bottino et al. 2006]. By operating at a high plasma current of Ip = 1MA,

the present scenario reaches a higher density and a stronger coupling between ion and

electron temperatures compared to advanced scenarios at lower Ip [Stober et al. 2020],

avoiding the formation of e-ITBs and the central accumulation of heavy ions. Note

that the simple transport formula eq. (2.30) is successfully applied over a wide range

of discharges, as shown in Figure 3.3, while no shear dependence of confinement is
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needed to match the experimental Te profiles (a shear-dependence would be expected

in the presence of e-ITBs).

The need for further optimization of this rather challenging scenario has been discussed in

[Stober et al. 2020]. The 1MA discharge discussed in this paper (shot 36087) applies external

heating only after the ohmic current density reaches a relaxed state at full current. Now we

will discuss a first attempt to reach this scenario with an early heating strategy.

3.3.2 Understanding NTM-triggering in attempt for early heating scenario

While the plasma dynamics are highly sensitive to actuator time traces during transient phases,

profile simulators allow to evaluate the deterministic impact of actuator modifications. The

top panel of Figure 3.8 presents RAPTOR post-shot simulations of the AUG discharges 36087

(late heating) and 39342 (early heating attempt), providing insight in the trade-off between

late and early heating. The bottom panel of Figure 3.8 shows the experimental time traces for

βpol and H98y,2. Note that during the flat-top phase, these discharges control the value of βpol

to a pre-programmed time trace, by modulation of neutral beam power injection.

• For the late heating discharge 36087, the q profile descends towards qmi n ∼ 1, before

slowly rising towards the desired elevated state. According to the RAPTOR simulation

qmi n ∼ 1 around 2s, and the elevated qmi n is achieved around 3.5s.

• By applying the neutral beam heating earlier, during the plasma current ramp-up, the

early heating discharge manages to achieve a q profile decreasing monotonically in time

towards the final state, reaching the desired, elevated q profile earlier in time. The early

heating approach is however more prone to the onset of tearing modes. As visible in

the magnetic spectrum for shot 39342 in Figure 3.8, a 3/2 mode is triggered around 1.7s.

After the onset time of the tearing mode, confinement degrades: the central electron

temperature, measured by the ECE diagnostic, drops from Te ∼ 8.0keV to Te ∼ 5.5keV

and the experimental H98y,2 factor reduces from ∼ 1.1 to ∼ 1.0 (see Figure 3.8). As

the onset of tearing modes during the early flat-top phase had been anticipated, the

plasma is maintained at βpol ∼ 1.2 for several seconds, allowing the tearing mode to

disappear before raising βpol (and βN ) further at around 3.5s. The βpol ramp leads to a

confinement increase in the final phase of the discharge, with H98y,2 ∼ 1.15.

The simulation hints that a 3/2 NTM is triggered due to the formation of an off-axis

qmi n ∼ 1.5 at large radius (ρ ∼ 0.4), roughly 1s after the flat-top plasma current has been

reached. As auxiliary heating and current drive start shaping the q profile before the

profile has decreased and equilibrated, an off-axis minimum is created with qmi n > 1.5.

The monotonic decrease of the q profile continues during the flat-top phase (while the

plasma has already a relatively highβN ∼ 2.1) and brings qmi n towards the rational value

q = 3/2. Low magnetic shear around the rational surface could explain the formation of

a 3/2 NTM, similar to the observations in [La Haye et al. 2000] and [Stober et al. 2007].
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Figure 3.8: Comparison of late heating discharge 36087 (blue) and early heating discharge 39342 (red).
(a) RAPTOR post-shot simulation; (b) magnetic spectrogram, showing 3/2 NTM triggered at 1.7s; (c)
experimental time traces for βpol and H98y,2; (d) Te0 trace ECE.
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3.3.3 Predict NBI onset timing to avoid deleterious 3/2 mode

Aim

Based on the discussion in the previous section, we formulate a hypothesis for the cause of

the onset of the tearing mode in the early heating attempt (39342):

having a minimum in the q profile drop through the rational surface q = 3/2 at relatively

large radius (ρ > 0.2), with βN > 2 is undesirable, as it might cause the onset of a confinement-

degrading NTM.

Predictive modeling allows to assess the impact of different actuators on the resulting q profile

evolution. In this case, we study the impact of delaying the onset timing of the NBI sources on

the q profile evolution. The rationale for this choice is as follows:

delaying the NBI injection extends the period during which the plasma is maintained at rela-

tively low temperature, in L-mode, allowing the q profile to decrease more rapidly in time.

The right delay in NBI heating could hence allow for the formation of the off-axis qmi n at a

timing when locally the q profile is already below q = 1.5. When aiming for a final, stationary

qmi n below q = 1.5, this then avoids an off-axis minimum of the q profile dropping through

the q = 3/2 surface. As the q profile dynamics are extremely sensitive to the timing of heating

during the ramp-up phase, predictive simulations are helpful to make a quantitative estimate

of the change in the q profile dynamics.

Simulation

Predictive RAPTOR simulations are run, delaying the onset timing of the NBI sources that

are activated during the ramp-up. After attempting simulations with various time delays,

∆t = 200ms is selected. Note that the outage of one of the two current drive NBI sources,

applied during the flat-top phase of the existing scenario, required the replacement of this

source by an alternative NBI source. Predictive simulations in ASTRA [Fable et al. 2013, 2022]

and RAPTOR, performed to assess the feasibility of the replacement of the current drive source,

have been presented in [Schramm et al. 2022] and are shown in Appendix C.

Let us now analyse the predictive RAPTOR simulation implementing the ∆t = 200ms delay

of the NBI heating during the ramp-up phase, shown in red on Figure 3.9. The time traces

for Ti (ρ, t ), ne (ρ, t ) and boundary condition Te (ρ = 0.8, t ), are constructed based on measure-

ments from the previous attempt to establish an early heating scenario (39342). Starting from

discharge 39342, the traces are kept constant between 0.5s and 0.7s, reflecting the delayed

impact of the NBI onset. After 1.27s, when βpol control is initiated, the original traces are used

again, without shift in time.

At 1.2s, the q profile has decreased further compared to the previous early heating attempt, as

anticipated due to the longer L-mode phase. The q profile drops through q = 1.5 before βpol

is raised and before auxiliary heating and current drive leads to the formation of an off-axis

qmi n . Furthermore, qmi n = 1.5 occurs at smaller radius. If an NTM is triggered at this earlier

time and lower βpol value, the impact on confinement should hence be smaller [Chang and
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Figure 3.9: These time traces and profiles summarize salient features of three RAPTOR simulations: (1)
a post-shot simulation of the early heating attempt 39342, with tnb = 0.5s; (2) a predictive simulation
assessing the impact of an NBI onset delay of 200ms; (3) a post-shot simulation of a discharge imple-
menting the NBI delay proposed by RAPTOR (40192).

Callen 1990]. At later times, non-zero magnetic shear is maintained at q = 1.5.

Experiment

The proposed NBI delay has been experimentally tested. In the magnetic spectra of discharges

40029 and 40030, shown in Figure B.5 and B.6 of Appendix B, no n=2 signature is visible during

the early flat-top phase. For later shots, a n=2 mode reappears in the spectrogram, usually

appearing around 0.8-1.1s (40187: n=2 around 0.8s in Figure B.7; 40188: n=2 around 1.0s

in Figure B.8; 40192: n=2 around 1.1s in Figure B.9; 40398: n=2 around 1.1s in Figure B.10;

40825: n=2 around 1.1s in Figure B.11). However, as the mode is formed at a smaller radius

and at an earlier time, the impact of the mode is reduced. No clear impact of these early 3/2

modes on the central electron temperature is visible in these experiments. While a non-zero

shear is maintained at q = 1.5 during the early flat-top phase, the n=2 activity disappears,

usually around 1.8s. Excellent confinement can be achieved, even while the early 3/2 mode is

present. In discharge 40188, H98y,2 ∼ 1.15 as βpol control overshoots with βpol ∼ 1.35 around

1.6s (reducing to βpol ∼ 1.25 afterwards, with confinement degrading as the steep ∇Ti around

ρ ∼ 0.55 relaxes; confinement recovers during the late βpol ramp after 3s1). For further details

on the achieved parameters in the discharges discussed here we refer the reader to Table B.1,

Figure B.2 (time traces H98y,2, βpol and βN ) and Figure B.1 (time traces Ti at various radii).

1Note: Ti > Te over a wide radial extent, for most of the flat-top phase.
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In the absence of the deleterious NTM, the βpol reference is raised during the early flat-top

phase, to βpol ∼ 1.35−1.40 for discharges 40192 and 40398. Discharge 40192 features excellent

confinement (H98y,2 ∼ 1.10) and high ion temperatures (Ti 0 ∼ 8keV), until a 3/2 NTMs abruptly

reduces core electron and ion temperatures around 3.1s (likely triggered by a growing n=3

mode, see spectrogram Figure B.9). The mode disappears at 4s and reappears at 4.8s. The

continued sporadic occurrence of (short) time windows with 3/2 modes during the later flat-

top phase indicates that the scenario continues to be metastable regarding NTMs. Discharge

40398 reaches similar core Ti and Te values, with a 3/2 mode appearing around 3.8s.

Finally, it is encouraging to note that the post-shot simulation of discharge 40192 (green

in Figure 3.9) can recover quite closely the pre-shot predicted q profile evolution (in red).

Note that the aim formulated at the beginning of this section is rather precise, requiring

subsequently: (1) qmi n drops through q = 1.5 at ρ < 0.2 during the low βpol phase; (2) off-axis

qmi n is formed by auxiliary heating and current drive, while qmi n < 1.5 remains satisfied,

maintaining non-zero shear at the rational 3/2 surface. As a result, we gain confidence that

RAPTOR properly captures temporal and spatial evolution of the q profile, before the discharge

is launched.

3.4 Model-based optimization of stationary, elevated qmi n scenarios

Aim

After improving the robustness of early flat-top phase against the onset of tearing modes,

the RAPTOR code is used to optimize the ECCD deposition profile, proposing the number

of gyrotrons and the deposition radii to be applied in the experiment. A distinctive feature

of the RAPTOR code is the availability of automated optimization routines, as introduced in

[Felici and Sauter 2012] and discussed in Section 2.5.1. A fast run time and analytical gradients

make a full time dependent non-linear optimization problem between shots computationally

tractable. For further development of the 1MA counter-ECCD scenario, the optimizer is used

to assess the following questions:

1. For a given amount of total EC power, what is the maximum qmi n that can be maintained

stable?

2. What is the optimal EC deposition profile, allowing to reach the final elevated q profile

as early as possible in the discharge?

The remainder of this chapter is organized as follows. The optimization problem is formulated

mathematically in Section 3.4.1. In Section 3.4.2 and Section 3.4.3, optimization of the EC

deposition radii is discussed, aiming for relaxation of the q profile immediately after the

flat-top phase has been reached, respectively with 1.35 < qmi n < 1.5 (applying the strategy

developed in Section 3.3.3 to avoid the 3/2 mode) and qmi n > 1.5 (attempting to avoid the

creation of a q = 1.5 surface).
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3.4.1 Formulation of the optimization problem

For the optimization problems presented below, the cost function is a measure for the station-

arity of the plasma:

JUpl =
∫ t2

t1

∫ ρe

0

(
∂Upl

∂ρ

)2

dρd t (3.5)

Minimizing the radially integrated squared loop voltage gradient, integrated over a time

window, we minimize the driving force for current diffusion, as explained in Section 2.3.1,

maximizing the stationarity of the plasma state.

Two state contraints have been used, imposing mimimum values of the safety factor qmi n and

the magnetic shear smi n for the final state in the simulation t f . The mathematical formulation

of these constraints as integrals has been introduced in [Felici and Sauter 2012].

Cq>qmi n =
[∫ ρe

0
Wqmi n max

(
0,

1

q(ρ, t = t f )
− 1

qmi n

)
dρ

]2

−ϵ≤ 0 (3.6)

Cs>smi n =
[∫ ρe

0
Wsmi n max

(
0, smi n − s(ρ, t = t f )

)
dρ

]2

−ϵ≤ 0 (3.7)

With these cost and constraint functions, the optimal control problem can be defined, as

explained in more detail in [Felici and Sauter 2012].

min
p

JUpl (ẋ(t )) ∀t ∈ [t1, t2] (cost) (3.8a)

subject to f (ẋ(t ), x(t ),u(t )) = 0 ∀t ∈ [t0, t f ] (state) (3.8b)

u(t ) = P (t )p (actuator parametrization) (3.8c)

Ai neq p ≤ bi neq (actuator limits) (3.8d)

Cq>qmi n ≤ 0 and Cs>smi n ≤ 0 (state constraints) (3.8e)

This optimal control problem can be solved by application of the sequential quadratic pro-

gramming (SQP) algorithm, as discussed in Section 2.5.1.

3.4.2 Optimization for early stationary q profile with qmi n < 1.5

Simulation

Pre-shot discharge optimization can only use data available before the discharge. In the case

presented here, the following simulation set-up is used.

• Density ne (ρ, t ), ion temperature Ti (ρ, t ) and neutral beam deposition profiles pnbe (ρ, t ),

pnbi (ρ, t), jnb(ρ, t) are taken from the post-shot simulation of the earlier discharge

39342, including a 200ms delay to account for the impact of the delayed NBI (as dis-

cussed in Section 3.3.3).

• The pedestal temperature Te (ρ = 0.8) is calculated with a scaling law, as discussed in
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Section 3.2.2. The scaling law is based on the data from the set of discharges performed

before the discharge that is being optimized.

• A fixed number of EC heating and current drive sources are used, each providing counter-

ECCD, delivering a total power Pec . The total EC power trace Pec (t ) is not updated during

the optimization iterations. The optimizer adjusts the EC deposition profile for a given

total EC power. Various optimizations are run, with different numbers of gyrotrons

activated (corresponding to different amounts of total power Pec ). The EC sources start

delivering power simultaneously in the early flat-top, around 1.2s, right before βpol

control by NBI modulation is activated. It is found that the constraints in the present

section can be satisfied by four active EC sources, depositing a total power around

Pec = 2.8MW.

The radii of two EC sources are kept fixed at ρdep = 0.08, to force some EC heating close

to the magnetic axis, avoiding tungsten accumulation [Neu et al. 2002]. Deposition

inside ρdep < 0.08 can lead to a current hole (explained in Section 3.2), with negative net

on-axis current, which can not be properly treated by the RAPTOR transport solver. The

radii of the two other EC sources are used as optimization variables p = [ρdep 1 ρdep 2]T :

varying the off-axis distribution of EC current density, the optimizer can tailor the q

profile. Both ρdep 1 and ρdep 2 are constant in time.

The present optimization attempts to predict whether an early stationary state with an elevated

q profile with 1.35 < qmi n < 1.5 can be maintained. By imposing qmi n = 1.35 for constraint eq.

(3.6) and smi n = 0 for constraint eq. (3.7), we aim for a q profile at 3.5s that is elevated, but has

non-zero shear through the q = 3/2 surface. The weight functions Wqmi n and Wsmi n are used

to activate the constraint over ρ = [0.1 1] and ρ = [0.25 1] respectively. The second constraint

enforces the desired q profile to increase monotonically from the minimum outward, avoiding

an oscillatory behaviour where a local extremum can potentially cause zero magnetic shear

at the rational surface q = 3/2. Note that q < 1.5 is not explicitly enforced. However, for the

amount of EC power applied in this section, no stationary solution with qmi n > 1.5 has been

found.

The cost function eq. (3.5) integrates a measure of stationarity over the time window 1.5s to

3.5s. By running an optimization that captures the q profile dynamics over the full ramp-up

and early flat-top phase, while imposing a time integrated cost function for stationarity, we

aim to achieve the final q profile as early as possible. Before 1.5s, the delayed NBI recipe

developed in Section 3.3.3 allows for a reliable access into the high βpol phase. The present

optimization makes sure that the final state is consistent with the stability constraints to

avoid tearing modes (non-zero shear through q = 1.5) and the goal of an elevated q profile

(qmi n > 1.35), while reaching this state as early as possible once the current ramp is completed

and the reference high βpol value is reached (around 1.5s).

Figure 3.10 presents the initial condition provided to the optimizer in blue (p = [0.4 0.4]T ),

while the obtained optimum is shown in red (p = [0.22 0.30]T ). The q profile at 3.5s indeed

satisfies the constraints, while the qmi n value is maintained within q = [1.35 1.45] after 1.5s.

The simulation also indicates that a q profile close to the final state is achieved immediately
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Figure 3.10: Results of forcing fast access to stationary qmi n > 1.35, by automatically optimizing EC
deposition location. For the initial and optimized state evolution: (a) q profile at t=3.5s; (b) time
evolution of qmi n ; (c) EC deposition profile; (d) EC power and Te (ρ = 0.8) boundary condition (from
scaling law).

from the onset of the EC power onward. The scenario hence combines the stable pathway

avoiding or minimizing the impact of tearing modes with an elevated qmi n , right from the

start of the high βpol phase.

Since the present work analyses relatively detailed features of the safety factor profile, simu-

lated with a relatively low fidelity transport solver, the results should be interpreted cautiously.

However, even though exact values of the q profile and the derived magnetic shear can be

hard to predict due to shot-to-shot variations, the RAPTOR code can provide a quantitative

estimate of the impact of an actuator change on the non-linear state evolution of the plasma,

providing a valuable tool to guide scenario development. Furthermore, due to the fast run

time of the RAPTOR code, various sensitivity studies can be run at low computational expense.

An example is shown in Figure 3.11: the optimized simulation is re-run with a Te (ρ = 0.8) 20%

higher and lower compared to the trace predicted by the scaling law (note that the actual

achieved temperature Te (ρ = 0.8) from the IDA is relatively close to the scaling law prediction).

The corresponding q profile at 3.5s and qmi n time trace is strongly affected: an increase in

temperature pedestal leads to a larger amount of bootstrap current driven in the pedestal,

leading to a more elevated q profile with qmi n above 1.5. Reversely, the degraded pedestal

would lead to a qmi n around 1.2. The complex interaction between the current in the pedestal

and the core will be discussed in more detail later in this chapter.
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Figure 3.11: Sensitivity Te (ρ = 0.8)±20% for the optimized state evolution forcing qmi n > 1.35 and
comparison to the post-shot simulation of the discharge implementing the actuator traces proposed
by the optimizer (40398): (a) q profile; (b) qmi n trace; (c) EC deposited power; (d) Te (ρ = 0.8).

Experiment

Let us now analyse discharge 40398, implementing the optimized strategy described above.

The EC deposition radii planned for the shot were aimed to be close to the optimum obtained

above. Figure 3.11 compares the post-shot simulation to the pre-shot predicted optimum

state evolution. Even though the outer EC sources deposited further inward than anticipated,

the time evolution of the post-shot reconstruction recovers well the general features desired

from the optimum: the post-shot simulation shows a q profile with qmi n between q = 1.35

and q = 1.5 and with little time dependence after 1.5s.

In Figure 3.12, the post-shot RAPTOR simulations are compared for: (1) the late heating

discharge 36087; (2) the early attempt for an early heating scenario, triggering a confinement-

degrading NTM around 1.7s; (3) the optimized early heating discharge 40398. Note that

discharge 40398 successfully combines the features of the access scenario described in Section

3.3.3 with the early achievement of an elevated stationary state. Compared to discharge 39342,

qmi n decreases below q = 1.5 early during the flat-top phase, aiming for improved stability

margin with respect to a potential 3/2 tearing mode. As has been mentioned in Section 3.3.3,

a 3/2 is triggered around 1.1s. The mode disappears around 1.8s and has no clear impact

on confinement (see Figure 3.13), consistent with the hypothesis that the impact of a mode

triggered at lower radius and lower βpol is more benign.

The access to an early stationary state is confirmed when comparing the RAPTOR post-shot

simulation with a post-shot simulation in ASTRA [Schramm et al. 2022] and with the kinetic

equilibrium reconstruction of IDE, as shown in Figure 3.14: after 1.5s, all q profiles show

86



3.4 Model-based optimization of stationary, elevated qmi n scenarios

Figure 3.12: Comparison post-shot RAPTOR simulations of the late heating discharge 36087, the early
heating discharge 39342 and the optimized early heating discharge 40398.

Figure 3.13: Traces of H98y,2, βpol and βN of the late heating discharge 36087, the early heating
discharge 39342 and the optimized early heating discharge 40398.
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Figure 3.14: The time traces of the safety facor at various ρ, for the IDE reconstruction and RAPTOR
and ASTRA post-shot simulations: (a) late heating (36087); (b) optimized early heating (40398).

relatively constant time evolution, indicating the successful achievement of an early elevated

qmi n . In Figure 3.14 we also show the slow time evolution of the safety factor traces for the

late heating discharge 36087, in RAPTOR and IDE. By finding the optimal allocation (timing,

power and radial distribution) of the available actuators, we were able to achieve the high

performance phase of the advanced scenario (with elevated qmi n and elevated βpol ) early

during the flat-top phase, while avoiding the onset of tearing modes, as confirmed by Figure

3.13.

3.4.3 Towards qmi n >1.5

Aim

To avoid or minimize the impact of tearing modes, the previous sections explored a ramp-up

strategy where at high βpol and for ρ > 0.25, a non-zero magnetic shear is maintained through

q = 3/2. While the proposed strategy was successfully tested in experiment, allowing for fast

and reliable access to a stationary elevated q profile, the stationary flat-top operating point

is metastable with respect the onset of 3/2 NTMs (e.g. 40192, with short-lived 3/2 NTMs

leading to abrubt reductions of the core Te and Ti ). Evidently, the onset of 3/2 modes could be

avoided by increasing the q profile entirely above q = 1.5. In the present section, we solve an

optimization problem to assess the feasibility of this approach with the available heating and

current drive resources.

Simulation

We use a forward simulation set-up identical to the previous section. One more EC heat-

ing and current drive source is added, to allow to maintain a stationary safety factor with

qmi n > 1.5. This leads to an increase of the EC power to Pec = 3.6MW (which impacts the

pedestal temperature predicted by the scaling law). Within the present optimization problem,
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Figure 3.15: Results of forcing fast access to stationary qmi n > 1.55, by automatically optimizing EC
deposition location. For the initial and optimized state evolution: (a) q profile at t=3.5s; (b) time
evolution of qmi n ; (c) EC deposition profile; (d) EC power and Te (ρ = 0.8) boundary condition (from
scaling law).

only one EC source is kept fixed at ρdep = 0.08. The radii of the four other EC sources are used

as optimization variables p = [ρdep 1 ρdep 2 ρdep 3 ρdep 4]T . The radii ρdep i are constant in

time.

The constraint eq. (3.6) is used to impose qmi n = 1.55 (with weight functions Wqmi n activated

over ρ = [0.1;1]). We choose qmi n = 1.55 to maintain a sufficient margin between qmi n and

q = 1.5 (without low-shear conditions close to the 3/2 rational surface; an increased margin

∆q = qmi n −1.5 > 0.05 might be desirable). The cost function 3.5 is identical to the one applied

in the previous section, integrating a measure of stationarity over the time window 1.5s to 3.5s.

The optimizer effectively looks for the deposition radii that result in a final q profile fulfilling

the constraint on qmi n , while maintaining the q profile as stationary as possible from 1.5s

onwards.

Figure 3.15 presents the initial condition provided to the optimizer in blue (p = [0.3 0.3 0.4 0.4]T ),

while the obtained optimum is shown in red (p = [0.16 0.23 0.29 0.38]T ). By optimizing the

deposition of the counter-ECCD, the optimizer manages to maintain the q profile above

q = 1.55. Note that a broad ECCD deposition profile is proposed, resulting in a large region

with q ∼ 1.55 and low magnetic shear, extending up to ρ ∼ 0.4. Between 1 and 2s the qmi n

trace drops below q = 1.5, which means that 3/2 modes could still be triggered there. However,

they will disappear once the q profile is increased and the q = 3/2 surface ceases to exist.

In Figure 3.16, the optimized simulation is shown in the red dashed lines, while the black

dash-dotted and dotted lines provide a sensitivity study, presenting the simulation resulting

for respectively a 20% decrease or increase of Te (ρ = 0.8, t ). The pedestal temperature clearly

89



Chapter 3. Optimization for fast, reliable access to ASDEX Upgrade advanced scenario

Figure 3.16: Sensitivity Te (ρ = 0.8)±20% for the optimized state evolution forcing qmi n > 1.55 and
comparison to the post-shot simulation of the discharge implementing the actuator traces proposed
by the optimizer (41102): (a) q profile; (b) qmi n trace; (c) EC deposited power; (d) Te (ρ = 0.8).

has a strong impact on the q profile, with qmi n around 1.3 for the degraded pedestal and qmi n

above 1.7 for the enhanced pedestal.

Experiment

The green lines in Figure 3.16 present the post-shot simulation of discharge 41102, imple-

menting the optimized strategy described above. Even though the ECCD profile provides

a broad profile as proposed by the optimizer, the q profile at 3.5s decreases far below the

elevated q profile predicted by the optimizer. Utilizing the flexibility of the RAPTOR code,

further simulations have been performed to understand this discrepancy.

Various changes are introduced to the inputs of the post-discharge simulations, swapping

them with corresponding input in the optimized simulation, set before the discharge. Im-

posing the Te (ρ = 0.8, t ) trace, the ne (ρ, t ) evolution and the neutral beam deposition profile

evolution of the pre-shot simulation, we gain understanding in the reason why the elevated q

profile predicted by the optimizer is not obtained. By inspecting the impact of these individual

changes on the q profile, we can understand the observed differences, as illustrated in Figure

3.17.

• The measured Te (ρ = 0.8, t ) is below the temperature pedestal height predicted by the

scaling law, leading to a lower current in the pedestal region.

• A stronger peaking of the ne (ρ, t ) profile in the center leads to a local peak in the boot-
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Figure 3.17: Profiles for optimized state forcing qmi n > 1.55 and the post-shot simulation of the
discharge implementing the actuator traces proposed by the optimizer (41102). Various changes are
introduced to the inputs of the post-discharge simulations, swapping them with corresponding input
in the optimized case, as set before the discharge.

strap current, driving additional current for ρ < 0.25.

• The neutral beam current density profile is more peaked compared to the pre-shot

assumption (taken from the earlier experiment 39342).

While each of these three factors individually result in a relatively modest impact on the value

of qmi n that can be achieved, the combined impact is very significant, as can be seen in

Figure 3.17. This study highlights some of the sensitivity of post-shot simulation to the IDA

reconstruction (Te (ρ = 0.8, t ) and ne (ρ, t )) and the RABBIT neutral beam profile calculations,

including local features of the profiles.

Experiments at reduced plasma current

Several shots have attempted to apply the increased amount of EC power, to achieve qmi n > 1.5.

Various of these attempts ended prematurely due to the occurrence of a disruptive 2/1 NTM.

A salient example is discharge 40825. Looking at the spectrogram, shown in Figure B.11 of

Appendix B, understanding can be gained into the dynamics at play. A sequence of ELM-

triggered 2/1 modes is visible, before the mode finally locks and leads to a disruption around

2.1s. While this behavior can be expected due to the metastable nature of the q profile in

this scenario, it is unclear whether the evolution of the current density profile decreases the

stability. Alternatively, the scenario adjustments could be responsible for changing the ELM
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size and thus the seed. The RAPTOR post-discharge simulation indicates that the outer q

profile of discharge 40825 is further radially outward compared to earlier discharges like 40398.

Closer radial proximity to the plasma edge could lead to stronger coupling to the ELMs, even if

the q profile is not more unstable. Note that the verification of this hypothesis requires further

analysis, similar to the work on sawtooth-triggered NTMs in [Canal et al. 2013].

Based on this hypothesis, a reduction of the plasma current to Ip = 900kA is proposed. Predic-

tive RAPTOR modeling indicates that the increase of q95 should lead to a decrease of the q = 2

radius, reducing the potential impact of ELM seeds, while increasing the local magnetic shear

can decrease the classical tearing mode stability parameter ∆′ [La Haye et al. 2000], increasing

the required seed island size. Maintaining the heating and current drive actuator time traces

unchanged, while stopping the plasma current at Ip = 900kA, a set of experiments have been

performed where 2/1 modes could be successfully avoided. For discharge 41400, a stable

flat-top phase without any confinement-degrading modes (spectrum in Figure B.13), with

βpol ∼ 1.45, βN ∼ 2.3, could be maintained, with an H98y,2 factor around unity. Note however

that the post-discharge RAPTOR simulation of the q profile differs significantly from the IDE

reconstruction (Figure B.13 in Appendix B). The discrepancy between RAPTOR and IDE re-

garding the q profile demands further investigation. Both IDE and RAPTOR however indicate

that qmi n > 1.5 was not maintained, while the pre-shot RAPTOR run indicated qmi n > 1.5

can be maintained. Similar to our the illustration for discharge 41102 in Figure 3.17, the low

qmi n in the RAPTOR simulation compared to the pre-shot run is due to a reduced pedestal

temperature and a strong peaking of the central density. While unpredicted shot-to-shot

variations like these highlight some limitations of model-based shot-to-shot optimizations,

we will show in the following section how sensitivity studies on various input variables can be

easily run, increasing insight in the robustness and the characteristics of the operating point

of a given scenario.

3.5 Sensitivity study on the qmi n > 1.5 scenario

In the present section we illustrate how a set of RAPTOR simulations allows to gain insight in

the sensitivity of the optimum. The nominal simulation is the optimum obtained in Section

3.4.3, aiming for q > 1.55 (Figure 3.15).

3.5.1 Sensitivity to initial q profile

The standard initial conditions used for all simulations in this chapter are taken from the

IDA Te profile and IDE q profile for discharge 39342 at 0.2s. We choose to keep the same

initial condition at t =0.2s for all shots, to allow comparison of the different shots without

differences induced by a different initial state (which is poorly diagnosed). For the sensitivity

study in Figure 3.18, an alternative initial q profile is constructed (more elevated, with qmi n ∼ 4,

indicating a broader current density distribution in the core). Since we start simulating early

in the ramp-up, when the plasma is still relatively cold, the difference in q profile has almost
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Figure 3.18: Comparison of RAPTOR ramp-up simulations with two different initial q profiles.

entirely disappeared when the NBI is started around 0.7s and the plasma enters into H-mode.

We conclude that the initial state has only a minor impact on the q profile evolution after 0.7s.

3.5.2 Sensitivity to EC deposition radii

The sensitivity of the optimized q profile to variations in the EC deposition profile is analysed.

For each of a series of 50 simulations, the optimization vector p = [0.16 0.23 0.29 0.38]T is

perturbed, adding a random number to each of the optimization variables, encoding the EC

deposition radii (pseudorandom values drawn from the standard normal distribution, with

standard deviation 0.02). Figure 3.19 shows the optimum q profile at 3.5s in magenta, as well

as the corresponding EC deposition profile. The profiles corresponding to the 50 perturbed

simulations are plotted in light grey, together with a mean, an upper and a lower standard

deviation. We observe relatively strong variations of the q profile at 3.5s: minor variations in

the EC deposition radii can cause significant differences in the q profile: the profiles of the

upper and lower standard deviation enclose a band between q = 1.4 and 1.7 around ρ ∼ 0.2.

The q profile is quite sensitive to changes in the EC deposition profile since the total current

density is quite small with respect to the large (negative) values of the EC current density.

3.5.3 Sensitivity to pedestal temperature: coupling pedestal - central q profile

The impact of the pedestal temperature height on the core q profile of the optimized scenario

at 3.5s (introduced in Figure 3.16) is analysed in some more detail in this section. The 1MA

counter-ECCD scenario features a combination of a high pedestal with low net current in the

core. Figure 3.20 shows time traces of the integrated plasma current density in the central

region (ρ < 0.4, i.e. the region where ECCD is deposited) and in the pedestal region (ρ > 0.8). It

is interesting to note that the current (ohmic and bootstrap) driven in the pedestal (∼ 190kA) is
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Figure 3.19: For the RAPTOR optimum obtained in Section 3.4.3, the sensitivity of the q profile with
respect to variations in the EC deposition radii is studied. The profiles corresponding to 50 perturbed
simulations (adding a random number to each of the optimization variables) are plotted in light grey,
together with a mean, an upper and a lower standard deviation for the resulting q profile.
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Figure 3.20: Sensitivity study Te (ρ = 0.8)±20% for the optimized state evolution forcing qmi n > 1.55,
illustrating the coupling between the current in the pedestal and the central q profile. As the total
plasma current inside ρ ∼ 0.4 is relatively small, the q profile is strongly affected.
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Figure 3.21: Inductive and non-inductive contributions to the current density and the enclosed plasma
current at t = 3.5s, resulting in the optimized, elevated q profile.

about two thirds of the net current in the central region (∼ 290kA). This is a particular feature

of the counter-ECCD scenario: a broad current density profile is created by adding a large

negative ECCD in the core to the large inductively driven current (for ρ < 0.4: NBI, bootstrap

and ohmic current drive about ∼ 530kA, of which about 350kA is ohmic current, while the

ECCD amounts to about ∼−240kA). Note that the ohmic current within ρ < 0.4 is hence larger

than the total enclosed current. The individual current density contributions (and enclosed

plasma currents) of the various inductive and non-inductive current sources are illustrated in

Figure 3.21.

As shown in Figure 3.20, changing the pedestal temperature boundary condition Te (ρ = 0.8),

adding or subtracting 20%, the electron pressure gradient in the pedestal changes, hence

changing the amount of bootstrap current. The increase/reduction of Te (ρ = 0.8) and Ibs ped

is compensated with a reduction/increase of the plasma loop voltage and Ioh in the core.

The transport model applied predicts a similar Te0 (transport is enhanced for increasing Te

and increasing q , yielding a similar Te0 despite a higher Te (ρ = 0.8)). We can see how the

increase/reduction of pedestal bootstrap current is counteracted by a respective reduction/in-

crease of plasma current in the center, through a reduction/increase of the ohmic current

(similar Te0: similar σneo , similar EC current drive efficiency, similar jbs). In the outer core

region (ρ > 0.4 and ρ < 0.8) the total current density seems mostly unchanged (Figure 3.20

bottom right), as the reduction/increase of the loop voltage is compensated by increase/re-

duction of neoclassical conductivity σneo due to the temperature increase/decrease.
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To summarize: the excess/lack of bootstrap current driven in the pedestal ∆Ip ped due to

an increase/decrease of Te (ρ = 0.8) leads to a respective decrease/increase of the plasma

current inside ρ ∼ 0.4. For a given geometry and on-axis toroidal magnetic field, the q profile

is directly proportional to the inverse of the enclosed net plasma current, more specifically,

q ∼ ρ
Ip (ρ) with Ip (ρ) = ∫

jpar d A. When, like for the present scenario, the net Ip (ρ) in the center

is relatively small, the redistribution of ∆Ip ped due to a changed Te (ρ = 0.8) can be expected

to have a large impact on the central q profile. This is indeed what we observe in Figure 3.20:

as Te (ρ = 0.8) is increased/decreased by 20%, qmi n is strongly affected, achieving respective

values qmi n ∼ 1.75 and qmi n ∼ 1.30.

3.6 Conclusion

This work illustrates how fast inter-discharge modeling and optimization allows to increase

understanding of the effects of the various actuators, allowing to develop a stable and repro-

ducible early heating scenario, as experimentally tested in AUG experiments. A framework

to perform routine post-discharge simulations of AUG discharges is presented and validated

against experimental Te profiles inferred by IDA [Fischer et al. 2010] and q profiles from the

IDE kinetic equilibrium reconstruction [Fischer et al. 2016]. The set-up relies on the IDE tool-

chain to obtain equilibrium geometry data, neutral beam heating and current drive deposition

profiles (RABBIT [Weiland et al. 2018]) and electron cyclotron deposition radii and widths

for the individual gyrotrons (TORBEAM [Poli et al. 2001]). Simple analytical formulas for the

heat diffusivity and the EC current drive efficiency perform robustly over the range of studied

discharges. The Te boundary condition is imposed at ρ = 0.8 and taken from the IDA. While

the selected transport model should be sufficiently reliable to predict the main effects of the

various actuators and the main inter-dependencies of temperature and q profile, detailed

features are of lesser importance for the present work. In Chapter 6 we show how the different

transport models available in this framework can be compared.

To allow for a predictive pre-shot simulations and optimization, a simple scaling law based on

previous discharges within the same parameter regime was proposed to estimate ne Te (ρ = 0.8),

with line average density, heating power and plasma current as input variables. Generally

this approach resulted in a good agreement between pre- and post-shot simulations of the

same scenario that the scaling law was based on, confirming the predictive capability of our

framework.

Post-discharge simulations hint that the formation of an off-axis minimum in the q profile, for

q > 1.5, with qmi n subsequently decreasing through q = 1.5 during the high βpol phase, can

cause the onset of a confinement-degrading 3/2 tearing mode. Based on simulations, a delay

of 200ms was proposed for the onset timing of the NBI heating during ramp-up. Maintaining

the relatively cold L-mode plasma longer, q decreases below q = 1.5 earlier, at low βpol and

before the q profile is strongly shaped. When the off-axis qmi n is formed, qmi n < 1.5, allowing

to maintain non-zero shear through the rational 3/2 surface. Post-shot simulation and analysis

of the MHD magnetic spectrograms indicate that the robustness of the optimized early heating
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scenario against the onset of tearing modes was successfully increased.

Applying a non-linear optimization scheme, RAPTOR was used to assess the maximum qmi n

that can be maintained stable, while achieving the final elevated q profile as early as possible

in the discharge. An early stationary elevated q profile with 1.35 < qmi n < 1.5 was successfully

achieved in AUG experiments using the optimized EC deposition locations predicted by the

optimization, allowing to raise βpol to its target value early during the flat-top phase. With

higher EC power, a further increase of the q profile to qmi n > 1.5 was attempted. According to

post-discharge simulations the experimental attempt was unsuccessful due to the combined

impact of a reduced pedestal temperature and an increased central peaking of both density

and neutral beam current drive.

The fast run-time allows for a quantitative estimate of the impact of model parameter uncer-

tainties on the simulation. The key impact of Te (ρ = 0.8) has been highlighted: the redistribu-

tion of the plasma current due to an increase or reduction of the pedestal temperature strongly

impacts the central q profile, as a transport effect leads to small changes of jpar at mid radius

and since the enclosed plasma current at small radii is relatively small for this scenario.
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4 Stationary state optimization of ITER
hybrid flat-top operating point

Part of this chapter is taken from [Van Mulders et al. 2021b] (https://iopscience.iop.org/

article/10.1088/1741-4326/ac0d12). Permission was granted by the publisher and Euratom

to repoduce figures and text extracts.

In Chapter 2, we introduced a framework for fast, automated optimization of the stationary

phase of tokamak plasma discharges. Now, we will apply the QLKNN-hyper-10D transport

model [van de Plassche et al. 2020] (in this chapter referred to as QLKNN) within the presented

optimization scheme to provide first-principle- based predictions of sets of optimized opera-

tion points for the ITER hybrid scenario. These optimization problems are typically solved

within minutes on a single CPU.

The performance of ITER hybrid scenarios is investigated at different values of total plasma

current, plasma density and pedestal height and for different power contributions in a heating

mix consisting of electron cyclotron and neutral beam heating. The stationary state optimiza-

tion scheme is applied to tailor the safety factor profile q(ρ), optimizing the radial distribution

of electron cyclotron current drive (ECCD) deposition.
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Chapter 4. Stationary state optimization of ITER hybrid flat-top operating point

4.1 Introduction

The hybrid scenario achieves improved energy confinement relative to the IPB98(y,2) scaling

law eq. (1.4) [ITER Physics Expert Group on Confinement and Transport et al. 1999] by actively

tailoring the q profile and its radial derivative, impacting the turbulent transport fluxes by

altering the ion temperature gradient (ITG) threshold. QLKNN successfully captures this

physics mechanism in its prediction of the ITG-driven heat flux. Various integrated modeling

studies have confirmed the potential of hybrid scenarios to provide long-pulse (tbur n > 1000s)

discharges with burning plasma conditions (fusion gain Q ≥ 5), e.g. [Wagner et al. 2010; Citrin

et al. 2010; Polevoi et al. 2020], although simulation results are strongly dependent on the

applied heating mix and assumptions like temperature pedestal height and density peaking.

The present simulations do not take into account the magnetic flux pumping effect [Petty et al.

2009; Krebs et al. 2017] and rely only on off-axis electron cyclotron co-current drive to shape

the q profile, to maximize confinement and maintain q > 1.

The obtained scenarios are, by construction, stationary and can hence be maintained through-

out the burn phase. Access to these operating points is presently not discussed, although

it has been demonstrated how relaxed plasma profiles can be obtained in the early flat-top

phase by optimizing actuator trajectories during the ramp-up, as demonstrated in [Felici and

Sauter 2012] and [van Dongen et al. 2014] with RAPTOR-based optimization and in [Wehner

et al. 2019] with the physics-oriented TRANSP code. Chapter 3 discusses how inter-discharge

optimizations in RAPTOR have been used to achieve an early, elevated q profile on ASDEX

Upgrade. Early relaxation of the q profile to its stationary solution is important, as the current

diffusion time is very long (∼ 100s) on ITER and future reactors.

Several works, like [McClenaghan et al. 2020] and [Kim et al. 2021] for ITER, [Hayashi et al.

2017] for JT-60SA and [Rodriguez-Fernandez et al. 2020] for SPARC have used predictive mod-

eling tools to explore the existence of stationary scenarios for current and future devices.

The work shown in this chapter has the potential to substantially reduce the effort of such

modeling activities by calculating stationary states directly (without requiring iteration be-

tween several codes) and allowing the use of numerical optimization tools to find optimal

scenarios satisfying constraints. These RAPTOR results can then serve as starting point for

more sophisticated analysis using more detailed physics codes.

The subsequent sections extensively apply the non-linear optimization routine described in

2.5.2 and make use of option 1 of the novel stationary state solver described in Section 2.4.3,

treating the plasma loop voltage as an unknown in addition to the requested plasma profiles,

while prescribing the auxiliary power sources and plasma current Ip . Since the individual

optimization problems are solved within minutes on a single CPU, the presented framework

provides a versatile tool to explore various operational conditions and perform sensitivity

analyses.
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4.2 The ITER hybrid scenario

Within the ITER scientific mission [ITER Organization 2018], the ITER hybrid scenario pro-

vides a potential road to long-pulse discharges (tbur n > 1000s) with a high fusion gain Q > 5,

providing a compromise between

• the inductive reference scenario, pursuing a fusion gain Q > 10 for a limited duration

tbur n ∼ 400s by operating at a high total plasma current (Ip = 15MA), and

• the steady state scenario, achieving an extended discharge duration (tbur n = 3000s,

limited by cooling system limits) by operating at a lower total plasma current (Ip ∼ 9MA),

driven entirely by non-inductive means (auxiliary current and bootstrap current).

The reduction of the total plasma current Ip requires operation at lower density (Greenwald

density limit ne Gw = Ip /(πa2) [Greenwald et al. 1988]) and negatively affects the energy

confinement time (IPB98(y,2) scaling law eq. (1.4) for ELMy H-mode plasmas [ITER Physics

Expert Group on Confinement and Transport et al. 1999] predicts τE ∼ I 0.93
p n0.41

e )1. The success

of hybrid and steady state scenarios hence rely on enhanced energy confinement, leading

to an increase of both the nuclear fusion power and the internally driven bootstrap current.

Contrary to some of the scenarios proposed for steady state operation, hybrid scenarios do

not rely on the formation of internal transport barriers in the core plasma [Shimada et al.

2007]. Lowering turbulent transport should be achieved through tailoring of the safety factor

profile q , controlling the auxiliary heating and current density deposition profile. The hybrid

scenario envisions a q profile with a wide flat region in the center with q > 1 everywhere,

avoiding the onset of sawtooth crashes. The absence of sawtooth triggered neoclassical tearing

modes (NTMs) allows operation at increased values of βN without confinement degradation

(assuming the resistive βN limit for the onset of triggerless NTMs is higher in the absence of

sawtooth seed islands). Note that allocation of electron cyclotron current drive to avoid the

onset of NTMs [Kong et al. 2019a] is not taken into account in the present work.

The relatively large amount of localized ECCD on ITER allows for a high degree of q profile

shaping. The shape of the q profile impacts micro-instabilities driving turbulent transport

[Stober et al. 2007; Citrin et al. 2012]. As discussed in [Citrin et al. 2010] and [Hogeweij et al.

2012], hybrid scenario plasmas are characterized by an increased value of s/q at the outer

plasma radii, stabilizing ion temperature gradient turbulence (ITG). However, alternative

mechanisms have been proposed to explain the improved confinement of hybrid scenarios,

including the electromagnetic stabilisation of ITG turbulence, enhanced by both low magnetic

shear and fast ions (which are more prevalent at lower density) and increased E×B flow shear

turbulence stabilization at lower density [Citrin et al. 2014; Bock et al. 2017; Garcia et al. 2018;

Reisner et al. 2020; Han et al. 2022; Citrin and Mantica 2022].

1A recently published revised energy confinement scaling law ITPA20-IL [Verdoolaege et al. 2021], based on an
ITER-like subset of the ITPA global H-mode confinement database (extended with new data from JET with the
ITER-like wall and ASDEX Upgrade with the full tungsten wall), predicts a reduced density dependence, while
maintaining a strong plasma current dependence: τE ∼ I 1.29

p n0.15
e (yielding a similar Ip dependence at fixed

Greenwald density fraction).
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Figure 4.1: ITER hybrid reference case scenario Summary of radial profiles of the RAPTOR-QLKNN
stationary state simulation referred to henceforth as the ITER hybrid reference case scenario (Ip =
10.5MA). Reproduced from [Van Mulders et al. 2021b].

4.3 Modeling assumptions

Table 4.1 and Figure 4.1 present some stationary state quantities and profiles of the RAPTOR-

QLKNN simulated plasma scenario referred to henceforth as the ITER hybrid reference case.

This scenario is obtained by maximizing the fusion gain Q for a fixed total plasma current

Ip = 10.5MA, by varying the deposition location of the electron cyclotron heating and current

drive (modeled as a single gaussian curve with width ∆ρ = 0.15), while constraining q > 1.

4.3.1 Stationary diffusion equations and boundary conditions

For the ITER results presented in this chapter, RAPTOR solves for transport of ion and elec-

tron heat and poloidal flux (i.e. Te , Ti and ψ stationary diffusion equations). The reference

temperature boundary conditions Te ped = 4.5keV and Ti ped = 4.5keV are set at the pedestal

location ρped = 0.9. For ρ > ρped , a linear temperature pedestal is imposed. The Neumann

boundary condition for the ψ diffusion equation depends on the total plasma current Ip . A

range of different total plasma currents is reviewed, considering Ip = 10.5MA as the reference

case.

Although the addition of particle transport to the set of solved equations is straightforward,

fixed density profiles are imposed for the stationary states modeled in this chapter, with the
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4.3 Modeling assumptions

Ip 10.5MA
B0 5.3T
a 2.0m

R0 6.2m
Ibs/Ip 0.43
Ini /Ip 0.89
P f us 367 MW
Pnb 33 MW
Pec 40 MW

Pr ad tot = Pbr em +Pl i ne 22 MW
Psep 124 MW
PLH 77 MW

Wth tot 309 MJ
Ti 0, Ti ped 21 keV, 4.5 keV
Te0, Te ped 31 keV, 4.5 keV

q95 5.1
〈ne〉l i ne /ne Gw 7.8×1019 m−3/8.5×1019 m−3=0.9

ne0/ne ped 9.4×1019 m−3/6.8×1019 m−3=1.4
Hy2,98 1.3
βN 2.4
ℓi 3 0.84
Upl 3.7 mV
Q 5.0

Table 4.1: ITER hybrid reference case scenario Summary of physical quantities of the RAPTOR-
QLKNN stationary state simulation referred to henceforth as the ITER hybrid reference case scenario.
Reproduced from [Van Mulders et al. 2021b].

exception of Section 4.8, where the RAPTOR-QLKNN density prediction is presented as part

of a density profile sensitivity study. As a result, both Greenwald fraction fGw = 〈ne〉l i ne /nGw

and the peaking factor ne,i 0/ne,i ped are directly imposed. The reference density profiles

used in this section are constructed by merging two linear segments (respectively for core

and pedestal, considering a peaking factor of ne,i 0/ne,i ped = 1.4). The resulting profile is

smoothed to avoid a discontinuity in the bootstrap current density, while the first derivative

is set to zero at the magnetic axis ∂ne
∂ρ |ρ=0 = 0. The density peaking can be quantified by the

ratio ne,i 0/〈ne,i 〉vol = 1.3, which is a conservative value compared to the prediction for the

ITER inductive scenario in [Fable et al. 2019]. Since the hybrid scenario operates at lower

collisionality, a further increase of density peaking can be anticipated [Angioni et al. 2003;

Weisen et al. 2005]. The value of the electron density at the pedestal ne ped (ρped = 0.9) is

increased for increasing value of the total plasma current Ip , ensuring a line-averaged electron

density below the Greenwald density limit (〈ne〉l i ne /ne Gw = 0.9). In practice, the density

pedestal can be controlled with peripheral pellet fueling on ITER. Note that the use of the

line-averaged density to evaluate the Greenwald density fraction is conservative as experi-

mental evidence links the limit to phenomena near the plasma edge, suggesting the potential

of plasmas with peaked density profiles to operate at higher densities [Giacomin et al. 2022].
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Figure 4.2: Overview pedestal pressures The pedestal pressures imposed within the simulations
presented in this chapter are compared to the EPED1-based scaling law for ITER moderate pedestal
densities with SOLPS-compatible separatrix densities introduced in [Polevoi et al. 2015]. The increased
and decreased pedestal pressures applied in the sensitivity study in Section 4.7 are also shown, in
addition to the upper pressure 130kPa for the ITER inductive scenario as reported in [Wagner et al.
2010]. Reproduced from [Van Mulders et al. 2021b].

Recent work relates the H-mode density limit to ballooning stability limits at the separatrix,

finding ne sep /ne Gw ∼ 0.4−0.5 as an upper limit [Eich et al. 2018]. This effectively provides an

indirect upper limit for ne ped due to the stiffness of pedestal transport.

The ion density profile ni (ρ) (sum over deuterium and tritium species), is inferred from the

ne (ρ) profile by requiring quasi-neutrality (assuming a 50:50 DT mix) and imposing Ze f f = 1.6,

considering Neon (Z = 10) as the only impurity, aggregating the impact of He, Be, Ne, W etc.

Note that the linear increase of the density pedestal with plasma current Ip results (for con-

stant Te,i ped ) in a linear scaling of the pedestal pressure, which is consistent with EPED1

simulations for ITER [Polevoi et al. 2015]. Figure 4.2 compares the pedestal pressures imposed

within the simulations presented in this chapter to the EPED1-based scaling law for ITER mod-

erate pedestal densities with SOLPS-compatible separatrix densities introduced in [Polevoi

et al. 2015]. The increased and decreased pedestal pressures applied in the sensitivity study in

Section 4.7 are also shown, in addition to the upper pressure 130kPa for the ITER inductive

scenario as reported in [Wagner et al. 2010]. Note that the calculation of consistent separatrix

densities is out of the scope of this thesis. The pedestal pressures applied in this chapter are

very close to the scaling law projections, giving confidence in the applied boundary conditions.

4.3.2 MHD equilibrium geometry

A consistent equilibrium for the Ip = 10.5MA reference case is found by iterative application of

the RAPTOR stationary state solver and the CHEASE fixed-boundary ideal MHD equilibrium

solver [Lütjens et al. 1996]. The iterative procedure starts from a basic equilibrium, constructed

in CHEASE, assuming simple radial profiles and reproducing the shape of the last closed

flux surface from [Koechl et al. 2018] (shown in green dotted on Figure 4.3). An automatic
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Figure 4.3: Impact of MHD equilibrium consistency on transport solution (magnetic surfaces are shown for both
equilibria for 10 equidistant values of the normalized poloidal flux). The pressure and safety factor profiles of the
initially used basic equilibrium (green dotted) do not match the resulting RAPTOR profiles (black dash-dotted).
After three transport-equilibrium solver iterations, the kinetic profiles in RAPTOR (red dashed) and CHEASE (blue
solid) match closely. Note the small adjustment in RAPTOR profiles from iteration 0 to 3. For the equilibrium, the
last closed flux surface is maintained fixed, while the inner flux surfaces change due to the updated kinetic profiles.
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Chapter 4. Stationary state optimization of ITER hybrid flat-top operating point

interfacing between RAPTOR and CHEASE has been implemented, feeding the RAPTOR output

profiles p(ρ) and jpar (ρ) to CHEASE, to recalculate the equilibrium with a set of profiles

consistent with the transport solution. After three RAPTOR-CHEASE iterations, the RAPTOR

transport solution converges towards the profiles underlying the CHEASE equilibrium. From

Figure 4.3 it is clear that even for a large equilibrium change, the impact on the transport

solution is moderate. As a consequence, it is well justified to avoid equilibrium updates during

the iterations of the optimizer and only use the final optimized profiles to obtain the consistent

equilibria. Including more complex modeling of pedestal stability and turbulent transport, the

effect of the equilibrium geometry could become more important and require self-consistent

iterations of the equilibrium [Saarelma et al. 2017].

4.3.3 Auxiliary heating and current drive

Auxiliary heating and current drive are provided by electron cyclotron waves and neutral beam

injection. The combination of these technologies was found to yield the best performance

in the optimized ITER hybrid scenario described in [Citrin et al. 2010]. The maximal heating

powers are set to Pnb = 33MW and Pec = 40MW, considering the availability of a 20 MW elec-

tron cyclotron upgrade in addition to the ITER baseline heating mix, as proposed in [Wagner

et al. 2010] for improved H-mode accessibility margin. Alpha and bremsstrahlung power are

calculated by the respective RAPTOR source and sink modules [van Dongen et al. 2014].

The radial deposition profile of electron cyclotron heating and current drive results from

an optimization procedure, as described in the subsequent section. The electron cyclotron

current drive efficiency is modeled in RAPTOR with a Te /ne dependency, resulting in a strong

efficiency drop when sweeping the deposition location away from the core (introduced in

Section 2.3.3). The efficiency factor is tuned to obtain a dimensionless current drive efficiency

(as defined in [Lin-Liu et al. 2003]: ζ= e3nIec R
ϵ2

0Pec T
) similar to the efficiency modelled in [Citrin et al.

2010] ζ∼ 0.35.

The JINTRAC integrated modeling suite [Romanelli et al. 2014] with the JETTO transport

solver [Cenacchi and Taroni 1988] is used to evaluate consistent neutral beam profiles for

the stationary states found at Ip = 10MA and Ip = 11MA with optimized electron cyclotron

deposition (applying the QLKNN transport model like in the respective RAPTOR runs). The

relaxed final state of time dependent JETTO simulations for Ip = 10MA and Ip = 11MA

(with the respective density profiles imposed) converge to a stationary state, with consis-

tent neutral beam profiles evaluated by the PENCIL module [Challis et al. 1989]. Radial

profiles of neutral beam deposition for different density profiles are calculated in RAPTOR

by interpolating linearly with respect to the density at the magnetic axis ne0, e.g. jnb(ρ) =
jnb 10MA(ρ)+ ne0−ne0 10MA

ne0 11MA−ne0 10MA
( jnb 11MA(ρ)− jnb 10MA(ρ)), with ne0 10MA = 8.9× 1019 m−3 and

ne0 11MA = 9.8×1019 m−3 (this is applied over Ip ∈ [9 11]MA). An identical interpolation pro-

cedure is applied to evaluate the radial line radiation profiles. Figure 4.4 shows the neutral

beam and line radiation profiles obtained from the JETTO predictive runs at Ip = 10MA and

Ip = 11MA, which provide the inputs to the interpolation procedure in RAPTOR. The proposed

linear interpolation based on ne0 can be justified by the main dependence of these profiles on
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Figure 4.4: Overview JETTO NBI and line radiation profiles Neutral beam and line radiation profiles
in the relaxed final state of time dependent JETTO-QLKNN simulations for Ip = 10MA and Ip =
11MA (with the respective density profiles profiles imposed). These profiles provide the inputs to the
interpolation procedure to evaluate the corresponding source/sink terms in RAPTOR. Reproduced from
[Van Mulders et al. 2021b].
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the density, as well as by the relatively small variation of the respective profiles throughout the

explored range of operating points, as apparent from Figure 4.4 (under the present assumption

of a fixed density peaking factor). Further efforts for inclusion of (reduced) physics modules

to evaluate neutral beam deposition profiles and line radiation profiles are however clearly

desirable.

4.3.4 Transport flux predictions

Heat diffusivities are modeled with QLKNN [van de Plassche et al. 2020], the QuaLiKiz neural

network surrogate described in Section 2.3.4. The model predicts that the ion and electron

temperature gradients in the hybrid scenario operating space are dominated by ITG instabili-

ties, with subdominant TEM. Note that the TEM contribution could become more important

when the ITG stabilisation by electromagnetic and fast ion effects are accounted for, which is

outside the scope of the QuaLiKiz model. For the heat diffusivity predictions in this chapter,

only the dominant ITG turbulent transport channel is hence maintained and the other chan-

nels (ETG, TEM) are disabled within QLKNN. The inclusion of TEM turbulence may impact

the density peaking [Fable et al. 2009], but the bulk of simulations carried out in this work

are with heat transport only. The effect of plasma rotation and E×B flow shear on turbulent

transport is excluded.

Ad-hoc effective shear to account for impact of MHD α on transport

Hybrid scenarios are characterized by a high value of the normalized pressure gradient α=
dβ
dρ q2R0 (where β is the ratio of the volume averaged kinetic pressure to the magnetic pressure)

towards the edge of the plasma. The standard version of QLKNN does not take into account

the impact of α on transport (α is not included in any of the neural network inputs). In

the QuaLiKiz geometry model, the quantity α roughly modifies the shear s → s −α. Not

taking into account this decrease of the effective shear leads to a systematic over-prediction

of temperatures for the ITER hybrid scenario (consider the scaling for the ITG threshold

mentioned earlier: R/LTi cr i t ∼ s/q). Standalone studies with the full QuaLiKiz model show

that within the ITER hybrid scenario parameter range, a decent proxy for the impact of α on

predicted transport can be obtained by feeding the model an effective shear: se f f = s −0.5α.

This ad-hoc rule motivates a transformation of the shear input of the neural network s →
s −0.5α when modeling hybrid scenarios, leading to excellent agreement of the temperature

profiles predicted respectively by JETTO-QuaLiKiz and JETTO-QLKNN with adjusted neural

network inputs.

The s → s − 0.5α transformation is hence applied for ITER hybrid modeling in RAPTOR-

QLKNN. To illustrate the validity of this approach, Figure 4.5 compares the temperature and

temperature inverse scale length profiles obtained with RAPTOR-QLKNN at the reference

plasma current Ip = 10.5MA, feeding the neural network shear input with either s, s −0.5α or

s −α, to relaxed JETTO profiles (time dependent JETTO run, solving solely for electron and

ion heat diffusion, ensuring a q profile identical to the RAPTOR run), applying respectively the
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Figure 4.5: Transport model benchmark A comparison is shown of the temperature and temperature
inverse scale length profiles obtained with RAPTOR-QLKNN (R-QLKNN) at the reference current
Ip = 10.5MA, feeding the neural network shear input with either s, s −0.5α or s −α, to relaxed JETTO
profiles (time dependent JETTO run, solving solely for electron and ion heat diffusion, ensuring a q
profile identical to the RAPTOR run), applying respectively the s −0.5α corrected QLKNN transport
model (J-QLKNN) and full QuaLiKiz (J-QuaLiKiz). Reproduced from [Van Mulders et al. 2021b].
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s −0.5α corrected QLKNN transport model and full QuaLiKiz. The full QuaLiKiz simulation is

in close agreement with both JETTO and RAPTOR simulations applying the s−0.5α correction,

as remaining differences can be accounted for to some extent by different smoothing of the

predicted heat diffusivity profiles.

Alternative transport mechanisms

Although the transport model predicts low transport levels at low radii, flattened temperature

profiles toward the magnetic axis are anticipated, even in the absence of sawtooth activity.

This statement is motivated by experimental measurements and the results described in

[Kumar et al. 2020], where the presence of kinetic ballooning modes in the hybrid plasma core

is predicted. This is taken into account by adding a gaussian to the diffusivity predictions,

centered at ρ = 0, with width ∆ρ = 0.1 and height χe,i 0 = 2m2/s.

As noted above, electromagnetic and fast ion effects are missing in the applied transport

model. These effects are seen to increase confinement in present-day hybrid scenarios [Citrin

et al. 2014; Jian et al. 2019], while recent work indicates that ITG suppression by fast alphas will

also allow improved confinement in ITER [Garcia et al. 2018; Mazzi et al. 2022]. Although the

quantitative degree of confinement improvement for ITER due to these effects is uncertain,

the levels of core confinement presented in this chapter could hence be under-predicted,

providing a conservative lower bound for ITER hybrid performance. Note however that the

s/q optimization path is largely independent from these considerations, with the trends seen

in ECCD deposition modification and impact of s/q on ITG thresholds holding regardless of

the electromagnetic and fast ion effects.

The reference case simulation predicts a strong temperature difference between ions and

electrons is maintained in stationary state (Te0/Ti 0 = 1.46). In [Stober et al. 2015] the small

impact of dominant electron heating on Te0/Ti 0 was illustrated for the ITER inductive scenario.

A reduced equipartition heating due to the lower density allows for a stronger temperature

ratio in the hybrid scenario. While the stiffness of the ion temperature profile predicted by

the present model results in a very weak dependence of the fusion power on the ion heating,

the electron profile is notably less stiff, hence resulting in a strong dependence of plasma

resistivity, bootstrap current and electron cyclotron current drive efficiency on the level of

electron heating.

4.4 Optimization of the electron cyclotron deposition profile

The shape of the q profile can be tailored to some extent by optimizing the radial deposition

profile of auxiliary current drive sources. The present study considers the optimization of the

electron cyclotron current drive profile. Various approaches can be envisioned to parametrize

the radially distributed deposition profile in terms of a set of optimization variables. Without

making an a priori assumption on the shape of these profiles, the radial deposition profile can

be written as the sum of a set of cubic spline basis functions. The procedure for optimizing
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a distributed quantity on a basis of splines is discussed in detail in Section 2.5.2. The cost

function applied here aims for a maximum fusion gain through minimizing the cost function

J =−Q, while q > 1 is imposed as the constraint Cq>1 (2.55).

The optimization problem under consideration is solved on several spline bases, with an

increasing number of splines, hence increasing the degrees of freedom available to fine-tune

the radial electron cyclotron deposition profile. The behaviour of the resulting optima is

presented in Figure 4.6. Increasing the number of splines above 7 has a minor impact on the

resulting maximum fusion gain Q. This can be understood as follows: to obtain maximum

energy confinement, hybrid scenarios maximize the outermost radius with safety factor close

to unity, which then results in a maximum magnetic shear further outward. The increased

ratio s/q raises the onset threshold for ITG-driven turbulence. The same logic was outlined

in [Citrin et al. 2010], where the electron cyclotron current drive distribution was manually

tailored to have the q profile clamped to the q = 1 constraint at the outermost radius that can

be achieved with the available electron cyclotron power. The execution of this procedure is

now fully automated. Figure 4.6 shows that with spline bases containing respectively 7 and 9

basis functions, the q profile can be clamped to q = 1 at a strikingly similar outermost radius.

The outer s and q profiles are virtually identical, yielding similar ITG threshold enhancements

and hence fusion gains Q.

Further insight is gained by formulating the optimization problem in terms of a single opti-

mization variable: the deposition location of a fixed-width gaussian (width ∆ρ = 0.15). The

resulting optimum (ρec = 0.33) illustrates that a single degree of freedom is sufficient to re-

trieve the optimum q profile, i.e. the q profile impinging q = 1 at the outermost radius that

can be achieved with the available electron cyclotron resources. In addition to this optimum,

Figure 4.6 also illustrates the q profiles that result from depositing the electron cyclotron

current drive further outward (ρec = 0.4) or inward (ρec = 0.2). Deposition further out clearly

results in a sub-optimal situation: the available electron cyclotron power is not sufficient

to pin the q profile down to q = 1 (note that the electron cyclotron current drive efficiency

degrades when moving to larger radii), resulting in a reduced magnetic shear at outer radii,

yielding Q ∼ 4.5. Although deposition of the electron cyclotron waves further inward results in

an increased shear at outer radii, yielding Q ∼ 6.1, the q > 1 constraint is violated.

To check the impact of the assumed deposition width, the optimizer is run with different

settings for the width of the gaussian, in a range ∆ρ = 0.1−0.3. Reducing the width allows an

increase of s/q around mid-radius, improving the confinement enhancement. However, for

∆ρ < 0.2, the fusion gain increase that can be achieved by further reducing ∆ρ turns out to be

negligible.

Now that the consequences of an increase and decrease of the electron cyclotron deposition

radius are understood, it is instructive to visualize subsequent optimizer iteration steps. Figure

4.7 shows the heat deposition profile and corresponding q and Ti profiles for every stationary

plasma state for which the cost function is evaluated. From the initial deposition radius at

ρec = 0.5, a clear confinement increase can be achieved by reducing ρec . As the optimizer

overshoots into the infeasible operating space with q < 1, the constraint gradient guides the

state back, by increasing ρec until q > 1.
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Figure 4.6: q profile tailoring with EC deposition The optimization problem is solved on several spline
bases, with an increasing number of splines, hence increasing the degrees of freedom available to
fine-tune the radial electron cyclotron deposition profile. Increasing the number of splines above 7 has
a minor impact on the resulting maximum fusion gain Q. The figure also presents the performance of
the stationary states corresponding to electron cyclotron deposition modeled as a single fixed-width
gaussian (width ∆ρ = 0.15), with deposition location at ρec = 0.2, ρec = 0.33 (optimum) and ρec = 0.4.
Reproduced from [Van Mulders et al. 2021b].
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Figure 4.7: Optimizer iteration steps The heat deposition profile pec , q profile and Ti profile for every
stationary plasma state which the optimization routine has visited are shown. Reproduced from [Van
Mulders et al. 2021b].
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Numerical experiments in which the inputs to the neural network are manipulated can give

understanding in the transport physics effects at play when moving ρec inward. On the one

hand one can expect the Te,i profiles to rise as a result of the increased heat flux passing at

low radii (heat flux qe,i ∼χe,i
∂Te,i

∂ρ ). Due to the stiffness characterizing plasma turbulence, this

effect is anticipated to be secondary compared to the impact of the increased s/q (beyond

mid-radius) on the ITG threshold. This can be illustrated as follows: the stationary solution for

the optimum ρec = 0.33 can be recalculated while feeding the q and s profile corresponding to

the stationary state solution with ρec = 0.5 to the neural networks. In this way the effect of q

profile tailoring is neutralized. The result is presented in Figure 4.8. The profiles corresponding

to the stationary state attained for ρec = 0.5 are shown in red, while the stationary state reached

for the optimum ρec = 0.33 is represented in blue. The green profiles show the temperatures

and thermal diffusivities achieved when depositing the electron cyclotron waves at ρec = 0.33,

but providing the s and q profiles of the ρec = 0.5 simulation to the respective neural network

inputs. There is virtually no change in the ion temperature Ti (and hence Q) between the

red and the green profiles. Although the ion heat flux passing through ρ ∼ 0.33 is increased

through electron-ion equipartitioning, this effect is counteracted by an increased ion heat

diffusivity χi . Note that the electron temperature profile behaves notably less stiff. However,

when the consistent s and q profiles are fed to the neural network, an ion energy confinement

enhancement is observed. A rise in the ratio s/q for radii ρ > 0.4 results in a drop of the ion

heat diffusivity around mid-radius, resulting in a distinct rise of both Ti and Te . Since the

temperature equations are not solved within the pedestal region, the local diffusivities are not

evaluated for ρ > 0.9.

4.5 Scan over optima at different total plasma current

The previous section illustrated how the optimization of the deposition location of a single

fixed-width gaussian suffices to have the q profile clamped to q = 1 as far radially out as

possible for a given total electron cyclotron power (Pec = 40MW), resulting in maximized

fusion gain Q with q > 1 for fixed total plasma current (Ip = 10.5MA), neutral beam power

deposition profiles (Pnb = 33MW, pnb e,i (ρ), jnb(ρ)) and plasma density profile (ne (ρ) with

〈ne〉l i ne /ne Gw = 0.9 and ne,0/ne ped = 1.4). This section presents scans over operation points

in a total plasma current range bounded on the low side by fully non-inductive operation

Ip = Ini and on the high side by the maximum Ip for which q > 1 can be sustained (for given

density profile and auxiliary powers). Note that operation at lower Greenwald density fraction

allows operation at higher plasma currents due to the increased current drive efficiency of

auxiliary heating systems.

This scan is repeated at two levels of neutral beam total power injection, respectively 33MW

and 16.5MW. For each value of Ip and Pnb , the optimization routine finds the electron cy-

clotron deposition location ρec maximizing fusion gain Q, assuming fixed total auxiliary

powers (Pnb = 33/16.5MW and Pec = 40MW), while ensuring q > 1. Electron density, neutral

beam deposition and line radiation profiles are modeled as outlined in Section 4.3, rendering
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Figure 4.8: Impact q profile tailoring on transport The profiles corresponding to the stationary state
attained for ρec = 0.5 are shown in red, while the stationary state reached for the optimum ρec = 0.33 is
represented in blue. The green profiles show the temperatures and thermal diffusivities achieved when
depositing the electron cyclotron waves at ρec = 0.33, but providing the s and q profiles of the ρec = 0.5
simulation to the respective neural network inputs. Reproduced from [Van Mulders et al. 2021b].
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Figure 4.9: Optimize ρec to maximize Q with q > 1 for various Ip and a fixed heating mix Key
performance indicators are shown for the operation points maximizing fusion gain Q, assuming fixed
total auxiliary powers (Pnb = 33/16.5MW and Pec = 40MW), while ensuring q > 1, with the electron
cyclotron deposition location ρec as single optimization variable. Reproduced from [Van Mulders et al.
2021b].

those profile values simple linear functions of the total plasma current Ip . The fusion gain can

be further enhanced at given total plasma current and neutral beam power, by reducing the

total electron cyclotron power Pec . The resulting two-dimensional optimization problems are

presented in Section 4.6.

Key physical quantities and performance indicators of the optimal scenarios, obtained at dif-

ferent values of Ip , are summarized in Figure 4.9 (Pnb = 33/16.5MW), Table 4.2 (Pnb = 33MW)

and Table 4.3 (Pnb = 16.5MW). The electron cyclotron deposition location ρec is indicated for

each of the scenarios in Table 4.2 and Table 4.3. Note that although this optimization variable

only varies modestly between the various optima, it is clear that an increased plasma current

Ip requires the deposition of the electron cyclotron current drive at larger radii to avoid the q

profile to drop below q = 1.

For a given total auxiliary power Paux , the increase of plasma current Ip allows an increase of

the produced fusion power P f us (and hence an increase of Q = P f us/Paux ), at the expense of
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Ip ρec P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[MA] [MW] [MW] [MA] [mV]
nb + ec

10 0.31 326 33+40 5.3 4.5 0.5 0.98 0.45 1.4 2.4
10.5 0.33 367 33+40 4.8 5.0 3.7 0.89 0.43 1.3 2.4
11 0.34 404 33+40 4.3 5.5 7.4 0.80 0.40 1.2 2.4

Table 4.2: Optimize ρec to maximize Q with q > 1 for various Ip and a fixed heating mix (Pnb = 33MW)
Key performance indicators are shown for the operation points maximizing fusion gain Q, assuming
fixed total auxiliary powers (Pnb = 33MW and Pec = 40MW), while ensuring q > 1, with the electron
cyclotron deposition location ρec as single optimization variable. Reproduced from [Van Mulders et al.
2021b].

Ip ρec P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[MA] [MW] [MW] [MA] [mV]
nb + ec

9.5 0.29 283 16.5+40 4.2 5.0 2.4 0.92 0.48 1.4 2.4
10 0.30 322 16.5+40 3.8 5.7 5.5 0.83 0.45 1.4 2.3

10.5 0.32 363 16.5+40 3.5 6.4 8.7 0.75 0.42 1.3 2.3
11 0.33 402 16.5+40 3.2 7.1 12.0 0.68 0.40 1.3 2.3

Table 4.3: Optimize ρec to maximize Q with q > 1 for various Ip and a fixed heating mix
(Pnb = 16.5MW) Key performance indicators are shown for the operation points maximizing fusion
gain Q, assuming fixed total auxiliary powers (Pnb = 16.5MW and Pec = 40MW), while ensuring q > 1,
with the electron cyclotron deposition location ρec as single optimization variable. Reproduced from
[Van Mulders et al. 2021b].

an increased need for inductive current drive (increase of the loop voltage Upl ), ultimately

limiting the burn phase duration. The achievable burn phase duration is dependent on the

flux swing available during the flat-top discharge phase, i.e. the total available central solenoid

flux charge (ψ0 = 240Wb) minus the flux swing consumption during ramp-up. Although the

latter is dependent on the ramp-up scenario, a simple estimate is given in [Polevoi et al. 2020]:

∆ψr amp = 14Ip . These numbers allow to calculate an approximate value for the loop voltage

required for operation over tbur n = 3000s at Ip = 11MA:

Upl r equi r ed = ψ0 −∆ψr amp

tbur n
= 29mV (4.1)

This value is higher than any of the stationary state loop voltages obtained in this section. This

indicates that any scenario presented in this section can in principle be sustained for the full

time window available for an ITER discharge.

The ion core temperatures do not vary significantly over the considered Ip range. This leads

to an increasingly large energy confinement enhancement compared to the H98(y,2) scaling

law for reducing total plasma current Ip . Improved pedestal confinement for higher plasma

current is accounted for by the linear pedestal pressure height increase with Ip . Nevertheless,

QLKNN predicts an improved overall core confinement enhancement for reduced Ip , as

confirmed by the Hy2,98 factors in Table 4.2 and 4.3 and Figure 4.9. ECCD tailoring of the q
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profile with ECCD is more effective at lower Ip with ECCD, while the increased value of q95

gives rise to a stronger shear in the outer plasma region (assuming q ∼ 1 in the center).

An increased plasma current Ip requires increased inductive current drive Ii nd = Ip −Iaux−Ibs .

This is not solely due to the higher total current requirement, but also because of the degrading

efficiency of auxiliary current drive at higher densities (i.e. decreasing Iaux ). A fusion gain

of Q = 4.5 is modeled at virtually steady state conditions for Ip = 10MA and Pnb = 33MW

( fni ∼ 1). The density increase following the plasma current increase to 11MA results in a

fusion gain Q = 5.5, while the non-inductive current fraction drops to fni = 0.80, requiring a

loop voltage Upl = 7.4mV.

Comparing the optima for both levels of neutral beam power 33MW and 16.5MW, it is clear

that a reduced beam power benefits the fusion gain, although the reduced amount of auxiliary

driven current needs to be compensated by an increased inductive current drive (loop voltage

Upl ). The optimized off-axis electron cyclotron current drive allows the formation of similar

hybrid scenario q profiles for either Pnb = 33MW or 16.5MW, resulting in a similar energy

confinement enhancement (Hy2,98 factors on Figure 4.9). The increased heat flux passing

through the plasma barely impacts the fusion power density due to the stiffness of the ion

temperature profile. As a result, similar total fusion powers P f us can be achieved with less

auxiliary resources Paux , giving fusion gains in the range Q = 5.0 → 7.1, while Upl = 2.4mV →
12.0mV and fni = 0.92 → 0.68. Furthermore, for steady state operation with Pnb = 16.5MW,

the plasma current needs to be reduced below Ip = 9.5MA. Although the fusion gain for this

steady state scenario is still around 5, the resulting fusion power drops below 300MW. Note

that for all of the above scenarios Psep > 1.2PLH , where the power crossing the separatrix is

Psep = Poh +Pal pha +Paux −Pr ad and the HL threshold power is evaluated with the Martin

scaling law [Martin and Takizuka 2008].

4.6 Optimization of the heating mix

4.6.1 Neutral beam and electron cyclotron power

The previous section illustrates how both an increase of total plasma current and a reduction

of neutral beam power give rise to an increasing fusion gain Q at the expense of a reduced

maximum burn phase duration tbur n ∼ 1/Upl (for a fixed electron cyclotron power Pec ). This

result provokes the question whether a further increase of Q can be achieved by reducing the

electron cyclotron heating power. This can be investigated quantitatively by formulating an

optimization problem in terms of two optimization variables: electron cyclotron deposition

location ρec and total electron cyclotron power Pec . The optimization objective is the maxi-

mization of the fusion gain Q, while satisfying the constraint q > 1. An additional constraint

is added to ensure that the power crossing the separatrix Psep remains more than 20% in

excess of the HL threshold power PLH [Martin and Takizuka 2008]: Psep > 1.2PLH . Figure 4.10
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Figure 4.10: Optimize ρec and Pec to maximize Q with q > 1 and Psep > 1.2PLH for various Ip Key
performance indicators are shown for the operation points maximizing the fusion gain Q with q > 1
and Psep > 1.2PLH for given plasma current and neutral beam power Pnb = 33/16.5MW, optimizing
the electron cyclotron heating power Pec and deposition location ρec . Reproduced from [Van Mulders
et al. 2021b].

119



Chapter 4. Stationary state optimization of ITER hybrid flat-top operating point

9 10 11

[M
W

]

50

100

150
Pnb = 33MW

Psep

Palpha

1.2PLH

9 10 11
50

100

150
Pnb = 16.5MW

Psep

Palpha

1.2PLH

Ip [MA]

9 10 11

10

20

30

40 Pec [MW]

Ip [MA]

9 10 11

10

20

30

40

Psep > 1.2PLH

(1)

q > 1

(2)

(1)

(2)

Pec [MW]

Figure 4.11: Active constraints when reducing Pec to maximize Q with q > 1 and Psep > 1.2PLH In
the upper panels, the power crossing the separatrix is shown for the various optima obtained by
maximizing the fusion gain Q for given plasma current and neutral beam power Pnb = 3316.5MW,
optimizing the electron cyclotron heating power Pec and deposition location ρec . The Psep > 1.2PLH

constraint and alpha heating power are also shown. For scenarios at the lower end of the Ip range the
feasible reduction of the electron cyclotron power is clearly limited by the Psep constraint (labeled (1)
in the lower panels), while the q > 1 constraint limits a further reduction of Pec on the higher end of the
Ip range (labeled (2) in the lower panels). Reproduced from [Van Mulders et al. 2021b].
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Ip ρec P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[MA] [MW] [MW] [MA] [mV]
nb + ec

9 0.25 249 33+17 4.4 5.0 1.3 0.96 0.47 1.4 2.2
9.5 0.26 281 33+16 4.0 5.8 5.1 0.86 0.44 1.4 2.2
10 0.29 321 33+20 3.9 6.0 6.8 0.81 0.42 1.3 2.2

10.5 0.32 364 33+30 4.2 5.7 6.8 0.81 0.41 1.3 2.3
11 0.34 404 33+40 4.3 5.5 7.4 0.80 0.40 1.2 2.4

Table 4.4: Optimize ρec and Pec to maximize Q with q > 1 and Psep > 1.2PLH for various Ip

(Pnb = 33MW) Key performance indicators are shown for the operation points maximizing the fusion
gain Q with q > 1 and Psep > 1.2PLH for given plasma current Ip and neutral beam power Pnb = 33MW,
optimizing the electron cyclotron heating power Pec and deposition location ρec .

Ip ρec P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[MA] [MW] [MW] [MA] [mV]
nb + ec

9.0 0.27 248 16.5+34 4.1 5.0 1.5 0.95 0.50 1.5 2.3
9.5 0.28 283 16.5+32 3.6 5.8 5.2 0.84 0.46 1.4 2.3
10 0.29 321 16.5+30 3.1 7.0 9.1 0.74 0.43 1.4 2.3

10.5 0.31 355 16.5+28 2.7 7.9 13.3 0.66 0.40 1.3 2.2
11 0.33 399 16.5+35 2.9 7.6 13.7 0.65 0.39 1.3 2.3
11 0.33 396 0+42 2.1 9.4 16.5 0.58 0.39 1.3 2.3

Table 4.5: Optimize ρec and Pec to maximize Q with q > 1 and Psep > 1.2PLH for various Ip

(Pnb = 16.5MW) Key performance indicators are shown for the operation points maximizing the
fusion gain Q with q > 1 and Psep > 1.2PLH for given plasma current Ip and neutral beam power
Pnb = 16.5MW, optimizing the electron cyclotron heating power Pec and deposition location ρec . For
Ip = 11MA, the optimum obtained without any neutral beam power is also presented.

(Pnb = 33/16.5MW), Table 4.4 (Pnb = 33MW) and Table 4.5 (Pnb = 16.5MW) present salient

performance indicators of the resulting optimized scenarios, as well as the obtained values for

the optimization variables ρec and Pec .

Comparing Table 4.4 to Table 4.2 and Table 4.5 to Table 4.3, a reduction of the electron cy-

clotron power indeed results in an increase of the fusion gain Q. The reduction of electron

cyclotron current drive needs to be compensated by an increased loop voltage driving in-

ductive current. Due to ion temperature profile stiffness, the heating power reduction only

moderately affects the produced fusion power, as long as the current drive capability is suffi-

cient to maintain q > 1. The increase of Q which can be achieved depends on the magnitude

of the decrease of the electron cyclotron power. Depending on the value of the total plasma

current, the feasible reduction of the electron cyclotron power is limited by one of the following

constraints.

• The current density profiles of scenarios at the higher end of the Ip range have a com-

paratively larger contribution driven inductively and hence require in absolute terms

more off-axis non-inductive current drive to maintain q > 1, limiting the feasible Pec
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reduction. Since this effect dominates the increase of fusion power for increased plasma

current (due to increased density), an increase of Ip leads to a decreasing fusion gain Q.

• For scenarios at the lower end of the Ip range the feasible reduction of the electron

cyclotron power is limited by the PLH constraint. This is clearly illustrated in Figure 4.11,

where the power crossing the separatrix and the constraining lower value are shown

for the different scenarios. Although the required threshold power PLH decreases for

reduced plasma current Ip (due to reduced density2), this does not lead to a reduction

of the required total auxiliary power since fusion power is essentially proportional to

the square of the density and the plasma self-heating due to fusion-born alphas hence

strongly diminishes (also shown in Figure 4.11). Within this range, an increase of Ip

allows for an increasing fusion gain Q.

Due to these counteracting effects, the achievable increase for the fusion gain Q is most

pronounced for intermediate plasma currents, as illustrated in Figure 4.10 and Figure 4.11.

For those scenarios where the separatrix power constraint is not active, the loop voltage

Upl is virtually constant due to the counteracting effects of increasing total current and

reducing current drive efficiency on the one hand and an increased level of maintained

electron cyclotron current drive.

It might be surprising to notice that for Ip = 11MA (where the PLH constraint is not active),

a lower level of electron cyclotron power is required to maintain q > 1 when decreasing

the neutral beam power power from Pnb = 33MW to Pnb = 16.5MW (the required electron

cyclotron power decreases from Pec = 40MW to Pec = 35MW). Note that violation of the q > 1

constraint at low radii is dependent on the particular shape of joh + jbs + jnb , which strongly

depends on the imposed neutral beam and density profiles. Since the peak of the neutral

beam current density profile is relatively close to the magnetic axis in the present simulations,

a reduced neutral beam power can relax the required amount of off-axis electron cyclotron

current to maintain q > 1.

Finally, one might consider a further reduction of the neutral beam power down to zero.

Looking for a maximum fusion gain Q, with q > 1 and Psep > 1.2PLH , an optimum is found

with Pec = 42MW (see final row Table 4.5). For the selected density, an electron cyclotron

power slightly in excess of the upgraded electron cyclotron power capability is required in

absence of any neutral beam power. Although a high fusion gain Q = 9.4 is projected, a major

contribution of inductive current drive is required (Upl = 16.5mV and fni = 0.58). Note that

scenarios without neutral beam injection at lower plasma current would require a further

increase of the electron cyclotron power to maintain Psep > 1.2PLH , due to the reduced alpha

heating.

In conclusion, the fusion power is only modestly impacted by the additional heat flow caused

by auxiliary heating, due to the stiffness of the ion temperature profile. Upper limits for the

2Note that while the Martin scaling law [Martin and Takizuka 2008] reports a dependence PLH ∼
〈ne 〉0.72

l i ne B0.80
0 S0.94 (S is the plasma surface area in m2), an increase of PLH with decreasing density is observed

below a critical density, as discussed in [Sauter et al. 2011] and refs therein.
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fusion gain Q are hence set by either minimum power requirements for the separatrix power

flow to maintain H-mode or by minimum current drive requirements for q profile tailoring.

4.6.2 ITER baseline heating mix

Many of the above simulations assume the availability of 40MW electron cyclotron power on

ITER. In the present section a brief assessment is made of the hybrid scenario performance

that can be achieved with the baseline heating mix foreseen for ITER, including 33MW of

neutral beam power, 20MW of electron cyclotron power and 20MW of ion cyclotron power

[Shimada et al. 2007]. For a given total plasma current Ip , one can envisage two pathways to

reduce electron cyclotron heating in the presence of the q > 1 and PLH constraints.

• The available ion cyclotron heating power can contribute to the required power flow

across the separatrix.

• A reduction of the density, accompanied by a simultaneous increase of temperature

pedestal to maintain identical pedestal pressure, renders both constraints less stringent:

(1) maintaining Psep > 1.2PLH requires less electron cyclotron power because the de-

crease of PLH for reducing density dominates the decrease of alpha heating (the effect

of reducing density is partly counteracted by an increasing ion temperature pedestal3.);

(2) maintaining q > 1 requires less electron cyclotron power because of the increase in

current drive efficiency.

To quantify the potential of these pathways, an optimization problem is constructed in terms

of three optimization variables: electron cyclotron deposition location ρec , total plasma

current Ip and ion cyclotron heating power Pi c . Ion cyclotron heating is modeled as a gaussian

centered on the magnetic axis with width ∆ρ = 0.2, depositing equal amounts of power

to ions and electrons4. The goal is once more maximizing the fusion gain Q with q > 1

and Psep > 1.1PLH . The optimization is executed for three levels of neutral beam power

(Pnb = 0/16.5/33MW) in combination with two different densities ( 〈ne 〉l i ne
ne Gw

= 0.9 and 0.8), while

the electron cyclotron power is set to Pec = 20MW. The results are summarized in Table 4.6.

For each of the six cases, the optimizer attempts to increase the plasma current (and density)

to the largest extent as feasible without violating the q > 1 constraint with the available 20MW

of electron cyclotron heating power. The increasing fusion power for rising density allows to

reduce the ion cyclotron heating as the alpha heating contributes to the threshold separatrix

power flow required to maintain H-mode. For a given neutral beam power, a reduced density

(with simultaneous increase in pedestal temperature), improves the electron cyclotron current

drive efficiency, hence allowing to maintain q > 1 for a higher plasma current (corresponding

3For low core temperatures (Ti ∼ 15−20keV), the fusion cross-section scales with (ne Ti )2; the exponent of the
Ti dependence however diminishes for higher temperatures [Fable et al. 2019]

4Note that for ion cyclotron heating, the relative heating of the different plasma species depends on the applied
heating scheme. These considerations are beyond the scope of this chapter. An even split between electron and
ion heating for a DT plasma seems however a reasonable first-order estimate [Dumont and Zarzoso 2012].
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fGw Ip ρec P f us Paux Iaux Q Upl fni fbs

[MA] [MW] [MW] [MA] [mV]
nb + ec + ic

0.9 9.6 0.27 286 0+20+29 1.2 5.8 15.1 0.57 0.44
0.8 10.2 0.29 306 0+20+19 1.4 7.8 14.3 0.55 0.42
0.9 10.1 0.28 321 16.5+20+11 2.5 6.7 12.8 0.66 0.42
0.8 10.6 0.31 341 16.5+20+1 2.8 9.1 12.0 0.65 0.39
0.9 10.0 0.29 319 33+20+0 3.9 6.0 6.8 0.81 0.42
0.8 10.5 0.31 339 33+20+0 4.5 6.4 5.5 0.83 0.40

Table 4.6: Heating mix Key performance indicators are shown for the operation points maximizing
the fusion gain Q with q > 1 and Psep > 1.2PLH by optimizing electron cyclotron deposition location
ρec , total plasma current Ip and ion cyclotron heating power Pi c (for given neutral beam power

Pnb = 0/16.5/33MW, electron cyclotron power Pec = 20MW and density 〈ne 〉l i ne
ne Gw

= 0.9 and 0.8).

to a higher fusion gain Q). The high density case without neutral beam heating requires

29 MW of ion cyclotron power, beyond the upper limit. Lowering the line-averaged density

to 〈ne 〉l i ne
ne Gw

= 0.8 allows increasing the plasma current to Ip = 10.2MA, limiting the required ion

cyclotron power below 20MW. While the scenarios with Pnb = 16.5MW achieve increased

plasma currents compared to the scenarios relying solely on RF wave heating and current

drive, a further increase of neutral beam heating and current drive from 16.5MW to 33MW

does not enable an increase in plasma current, illustrating once more that for neutral beam

injection with a deposition profile peaked near the magnetic axis, a power increase is not

necessarily beneficial for maintaining q > 1. However, neutral beams are clearly a key source of

bulk current required to increase the fraction of non-inductively driven current. Furthermore,

the two scenarios with Pnb = 33MW do not require additional ion cyclotron heating, as the

separatrix power flow for combined neutral beam and electron cyclotron heating is in excess

of 1.2PLH (Psep −1.2PLH = 6.8MW and 16.8MW for respectively 〈ne 〉l i ne
ne Gw

= 0.9 and 0.8).

4.6.3 Electron cyclotron power upgrade

Combining some of the trends uncovered in the previous sections, the operational windows

for an ITER hybrid scenario with availability of either Pec = 20MW or Pec = 40MW (while

assuming Pnb = 33MW and Pi c = 0MW) can be compared quantitatively. The maximum

plasma current for which q > 1 can be maintained is dependent on both the available amount

of electron cyclotron power and the plasma density, as both impact the amount of off-axis

current drive that can be deposited to tailor the q profile. For a given amount of injected

auxiliary power, both fusion power P f us and fusion gain Q increase when increasing plasma

current Ip , while maintaining the fraction of the line-averaged density to the Greenwald

density limit constant. The colored quadrangles in Figure 4.12 circumscribe the operational

window with a Greenwald density fraction fG = 〈ne〉l i ne /ne Gw within the range [0.8,0.9] and

a fusion gain Q > 5, with the availability of respectively 20MW (blue) and 40MW (red) of

electron cyclotron power. As discussed in Section 4.3, the pedestal pressure is assumed to
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Figure 4.12: Electron cyclotron power upgrade The colored quadrangles circumscribe the operational
window with a Greenwald density fraction fG = 〈ne〉l i ne /ne Gw within the range [0.8,0.9] and a fusion
gain Q > 5, with the availability of respectively 20MW (blue) and 40MW (red) of electron cyclotron
power. The four vertices of each quadrangle represent the scenarios with optimized electron cyclotron
deposition location, corresponding to Q = 5 (star symbol on the low Ip side) and the maximum Ip

for which q > 1 can be maintained (square open symbol on the high Ip side). The relative levels of
non-inductively driven current fni = Ini /Ip of these scenarios are also indicated on the figure. The
differences in fusion power P f us are illustrated by a set of diagonal lines. As discussed in Section 4.3, the
pedestal pressure is assumed to be linearly increasing with plasma current Ip . A density reduction at
given plasma current is counteracted by a temperature pedestal increase, keeping the pedestal pressure
constant. Reproduced from [Van Mulders et al. 2021b].
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fGw Ip ρec P f us Paux Iaux Q Upl fni fbs

[MA] [MW] [MW] [MA] [mV]
nb + ec

0.9 10.5 0.33 365 33+40 4.8 5.0 3.6 0.89 0.43
0.8 10.8 0.34 364 33+40 5.8 5.0 1.1 0.96 0.42
0.9 11.0 0.34 404 33+40 4.3 5.5 7.4 0.80 0.40
0.8 11.7 0.37 430 33+40 5.1 5.9 5.5 0.82 0.39
0.9 9.6 0.38 264 33+20 3.9 5.0 7.1 0.82 0.42
0.8 9.8 0.39 264 33+20 4.6 5.0 3.8 0.89 0.42
0.9 10.0 0.29 319 33+20 3.9 6.0 6.8 0.81 0.42
0.8 10.5 0.31 339 33+20 4.5 6.4 5.5 0.83 0.40

Table 4.7: Electron cyclotron power upgrade Key performance indicators are shown for the operation
points constituting the vertices of the quadrangles in Figure 4.12. The electron cyclotron deposition
location ρec for each of these scenarios maximizes the fusion gain Q, while ensuring q > 1.

be linearly increasing with plasma current Ip . A density reduction at given plasma current is

counteracted by a temperature pedestal increase, keeping the pedestal pressure constant. The

four vertices of the quadrangles represent the scenarios with optimized electron cyclotron

deposition radius, corresponding to Q = 5 (star symbol on the low Ip side) and the maximum

Ip for which q > 1 can be maintained (rectangle symbol on the high Ip side). The relative

levels of non-inductively driven current fni = Ini /Ip of these scenarios are also indicated

on the figure. The Q = 5 scenarios with Pec = 40MW clearly achieve a higher fni , with the

low density case operating close to steady state conditions. Some performance indicators

of these eight scenarios are summarized in Table 4.7. Note that the maximum fusion gains

achieved with Pec = 20MW (Q = 6.0 for fG = 0.9 and Q = 6.4 for fG = 0.8) are higher than

the maximum fusion gains achieved with Pec = 40MW (Q = 5.5 for fG = 0.9 and Q = 5.9 for

fG = 0.8), although the increased plasma current yields fusion powers in excess of 400MW for

the latter. The differences in fusion power P f us are illustrated by a set of diagonal lines on

Figure 4.12. In summary, one can conclude that increased electron cyclotron power resources

widen the hybrid scenario operational space, allowing to achieve higher fusion power, while

requiring less inductive current drive for a similar fusion gain Q.

4.7 Impact of temperature pedestal on scenario performance

Due to the stiff behaviour of the core ion temperature profile, the assumed temperature

pedestal height has a strong impact on the predicted fusion power. Furthermore, the q > 1

constraint is less restrictive for increased pedestal temperatures, due to the increased off-axis

current drive contribution by the bootstrap current driven in both core and pedestal and the

enhanced electron cyclotron current drive efficiency at higher Te .

The optimization problem of maximizing the fusion gain Q with q > 1 and Psep > 1.2PLH , by

optimizing both the deposition location and the power level of electron cyclotron heating (for
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Figure 4.13: Pedestal pressure sensitivity Key performance indicators are shown of stationary states
maximizing the fusion gain Q by optimizing both the deposition location and the power level of electron
cyclotron heating (for given plasma current Ip = 10.5MA and neutral beam power Pnb = 33MW), for
respective pedestal temperatures Te,i ped = 3.5keV, 4.5keV and 5.5keV, in addition to the respective
quantities for stationary states maximizing the fusion gain Q by optimizing the deposition location (for
given plasma current Ip = 10.5MA, electron cyclotron heating Pec = 45MW and neutral beam power
Pnb = 33MW). q > 1 and Psep > 1.2PLH are provided as constraints to the optimizer. Reproduced from
[Van Mulders et al. 2021b].
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Te,i ped ρec P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[keV] [MW] [MW] [MA] [mV]
nb + ec

3.5 0.35 273 33+45 4.7 3.5 8.6 0.79 0.35 1.1 2.0
4.5 0.32 364 33+30 4.2 5.7 6.8 0.81 0.41 1.3 2.3
5.5 0.28 448 33+18 3.6 8.8 5.6 0.83 0.48 1.4 2.5

Table 4.8: Pedestal pressure sensitivity (with variable Pec) Key performance indicators are shown for
the operation points maximizing the fusion gain Q with q > 1 and Psep > 1.2PLH by optimizing both
the deposition location ρec and the power level of electron cyclotron heating Pec (for given plasma
current Ip = 10.5MA and neutral beam power Pnb = 33MW), for respective pedestal temperatures
Te,i ped = 3.5keV, 4.5keV and 5.5keV.

Te,i ped ρec P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[keV] [MW] [MW] [MA] [mV]
nb + ec

3.5 0.35 273 33+45 4.7 3.5 8.6 0.79 0.35 1.1 2.0
4.5 0.33 365 33+45 5.2 4.7 2.4 0.92 0.43 1.3 2.4
5.5 0.32 457 33+45 5.6 5.9 -1.6 1.06 0.53 1.4 2.8

Table 4.9: Pedestal pressure sensitivity (with fixed Pec) Key performance indicators are shown for
the operation points maximizing the fusion gain Q with q > 1 and Psep > 1.2PLH by optimizing the
deposition location of electron cyclotron heating (for given plasma current Ip = 10.5MA, neutral beam
power Pnb = 33MW and electron cyclotron heating Pec = 45MW), for respective pedestal temperatures
Te,i ped = 3.5keV, 4.5keV and 5.5keV.

given plasma current Ip = 10.5MA and neutral beam power Pnb = 33MW), as formulated in

Section 4.6.1 and presented in Table 4.4, is repeated for increased and reduced temperature

(and pressure) pedestal height, as presented in Figure 4.13 and Table 4.8. The result for the

reference temperature pedestal (Te,i ped = 4.5keV) obtained in the previous parts, is compared

to the optimum scenarios obtained for Te,i ped = 3.5keV and Te,i ped = 5.5keV (corresponding

pedestal pressure respectively 74kPa and 117kPa). The elevated Ti profile for increased

pedestal clearly results in more fusion power. Furthermore, the fusion gain Q is further

enhanced as the required level of electron cyclotron heating can be further reduced due to

the higher fraction of bootstrap current and the increased electron cyclotron current drive

efficiency helping to sustain the hybrid q profile. The lowest pedestal height requires an

increase of the available electron cyclotron resources to Pec = 45MW to enable a stationary

state with q > 1. To disentangle the dual effect on the fusion gain Q of changing both fusion

power and auxiliary power, the optimizations at Te,i ped = 4.5keV and Te,i ped = 5.5keV are

repeated with fixed levels of auxiliary power (Pnb = 33MW and Pec = 45MW), as shown in

Figure 4.13 and Table 4.9.

The assumed temperature pedestal height has clearly a strong impact on the projected scenario

performance, highlighting the importance of reliable pedestal stability models to predict ITER

performance.
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4.8 Impact of density peaking and Greenwald density limit

Figure 4.14: Density peaking A comparison is shown of the electron density, electron temperature, ion
temperature, safety factor and EC heat deposition profiles for a sensitivity study on the impact of the
Greenwald density constraint and the density peaking. For the left (right) panels, the pedestal density
is respectively set to ne ped = 0.8ne Gw (ne ped = 0.9ne Gw ). The density profile is either imposed with a
fixed peaking factor or solved for with QLKNN predicted transport. The fixed density profile case with
ne ped

ne Gw
= 0.8 recovers the hybrid reference case as defined earlier (with 〈ne〉l i ne = 0.9ne Gw ).

4.8 Impact of density peaking and Greenwald density limit

Since the produced fusion power strongly depends on the density, one can anticipate a strong

impact of assumptions regarding the peaking of the density profile and the Greenwald density

limit. The present section provides a sensitivity study on the impact on the reference case

hybrid scenario of different density profiles. The modeling performed in earlier sections

provided conservative predictions, considering a limited level of peaking with respect to

what is expected for ITER plasmas from modeling and experiments and limiting the line-

averaged density to 〈ne〉l i ne = 0.9ne Gw . Assuming density limit disruptions mainly originate

from phenomena close to the plasma boundary [Greenwald 2002; Giacomin et al. 2022] (as

confirmed by the observation of peaked density profiles with line-averaged densities 〈ne〉l i ne =
1.5ne Gw [Lang et al. 2012]), one could release the conservative constraint 〈ne〉l i ne = 0.9ne Gw

to a constraint on the pedestal density, i.e. ne ped = 0.9ne Gw .

The different density profiles considered in this section are presented in Figure 4.14.

• For the left and right panels, the pedestal density is respectively set to ne ped = 0.8ne Gw

and ne ped = 0.9ne Gw . The temperature pedestal is adjusted to keep the pedestal pres-

sure unchanged. This can be motivated by the results from EPED1 modeling reported
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ne
ne ped

ne Gw
; ne,0

ne ped
; 〈ne 〉l i ne

ne Gw
P f us Paux Iaux Q Upl fni fbs Hy2,98 βN

[MW] [MW] [MA] [mV]
nb + ec

f 0.8; 1.4; 0.9 367 33+40 4.8 5.0 3.7 0.89 0.43 1.3 2.4
s 0.8; 1.7; 1.1 502 33+40 3.3 6.9 8.3 0.79 0.48 1.2 2.5
f 0.9; 1.4; 1.0 377 33+40 3.5 5.1 11.2 0.74 0.41 1.2 2.3
s 0.9; 1.5; 1.1 461 33+40 3.1 6.3 12.0 0.74 0.44 1.2 2.4

Table 4.10: Density profile sensitivity Key performance indicators are shown for four density profile
scenarios with

ne ped

ne Gw
= 0.8 or 0.9 and the density profile either imposed with a fixed peaking factor

(‘f’=fixed) or solved for with QLKNN predicted transport (‘s’=solved).

in [Polevoi et al. 2015], where for SOLPS consistent separatrix densities and moderate

pedestal densities, the predicted pressure pedestal height is independent of the density

pedestal height.

• The density profile is either imposed with a fixed peaking factor or solved for with

QLKNN predicted transport. The fixed density profile case with
ne ped

ne Gw
= 0.8 recovers the

hybrid reference case as defined earlier (with 〈ne〉l i ne = 0.9ne Gw ). Adding the electron

density equation to the set of stationary diffusion equations solved by the stationary

state solver in RAPTOR, QLKNN provides a prediction of the turbulence-driven inward

pinch. Similarly as for the heat transport discussed earlier, the shear input of the neural

network is transformed to s −0.5α and only the ITG prediction is used. Note that these

density peaking predictions miss the impact of TEM turbulence [Fable et al. 2009], as well

as the electromagnetic effects described in [Hein et al. 2010], shown to reduce density

peaking for ITER and DEMO [Fable et al. 2019]. Despite these model deficiencies, the

presented density profiles provide a sensitivity study on the impact of the level of density

peaking on hybrid scenario performance. Note that pellets will fuel the peripheral ITER

plasma, providing effectively an actuator for the pedestal density ne ped . In the present

section, two levels of ne ped are compared. A further systematic study of ne ped as an

optimization variable (acting hence as a proxy for the pellet fueling rate) is left for future

work.

Performance indicators of the four resulting scenarios are compared in Table 4.10. Let us first

compare the two scenarios with imposed density profiles (‘f’ in Table 4.10) and a fixed density

peaking factor (ne0/ne ped = 1.4), with the pedestal density respectively
ne ped

ne Gw
= 0.8 and 0.9.

Since the increase in pedestal density is compensated by a pedestal temperature reduction,

lowering the stiff ion temperature profile rigidly, the total fusion power is only impacted

modestly. For a fixed pedestal pressure and a fixed density peaking, the fusion gain is weakly

dependent on the relative heights of temperature and density pedestal. The loop voltage on

the other hand increases by more than a factor three due to the density increase. This is easily

explained by the reduced amount of current driven non-inductively due to degrading current

drive efficiency, in addition to the increasing plasma resistivity and reducing bootstrap current

(lower Ti , and lower Te /Ti for increased density).
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4.9 Conclusion

Inspecting the QLKNN predicted density profiles in Figure 4.14, it is clear that the peaking

is strongly impacted by the varying pedestal boundary conditions for temperature and den-

sity. Increasing the pedestal density from ne ped = 0.8ne Gw to 0.9ne Gw , while decreasing the

pedestal temperature from Te,i ped = 4.5keV to 4.0keV as to maintain a constant pedestal pres-

sure, the predicted level of peaking decreases from ne,0

ne ped
= 1.7 to 1.5. The density profile hence

becomes more peaked for reducing collisionality, as expected from theory and experiment

[Angioni et al. 2003; Weisen et al. 2005].

For the low pedestal density cases (
ne ped

ne Gw
= 0.8; left panels Figure 4.14), the QLKNN predicted

density profile is notably more peaked compared to the imposed density profile (confirming

that ne,0

ne ped
= 1.4 is a conservative assumption). The peaked density profile results in a sig-

nificant increase of fusion power, and hence fusion gain (Q = 5.0 → 6.9), while an increased

inductive current drive is required (Upl = 3.7mV → 8.3mV; fni = 0.89 → 0.79). These effects

are less pronounced for the high density pedestal cases, since the predicted peaking fac-

tor is smaller. Note however that even for similar peaking factor, the radial profile of ne (ρ)

can impact the produced fusion power and local current drive efficiency. Comparing finally

the two scenarios with solved density profiles (‘s’ in Table 4.10), we see that increasing the

pedestal density leads to a slight reduction of fusion power due to the predicted drop in

density peaking (fusion gain Q = 6.9 → 6.3), indicating the key importance of the reactivity

in the inner core of the plasma. The inductive current drive requirement however increases

(Upl = 8.3mV → 12.0mV; fni = 0.79 → 0.74). Note in Figure 4.14 that the optimized cases with

and without predictive density have a similar ion temperature profile: by optimizing the EC

deposition radius (self-consistently accounting for the changed EC current drive efficiency

and bootstrap current distribution), a similar q profile is obtained, resulting in similar ion

transport predictions.

In conclusion, operation at reduced pedestal density appears favorable for the hybrid scenario,

under the assumption of an equal pedestal pressure. The increased level of density peaking

anticipated for smaller collisionality further reinforces this trend.

4.9 Conclusion

The present study confirms that improved energy confinement relative to the H98(y,2) scaling

law can be achieved in ITER, by optimizing the electron cyclotron current drive deposition lo-

cation, pursuing a hybrid scenario q profile with q > 1 and maximizing the s/q at radii ρ > 0.4.

Due to the lack of electromagnetic and fast ion effects in QLKNN, the confinement levels could

be systematically under-predicted. Regarding core confinement the presented results can

hence be considered as conservative. Note however that the trends seen in ECCD deposition

modification and impact of s/q on ITG thresholds hold regardless of the electromagnetic and

fast ion effects. As depositing all the available electron cyclotron power in a specific location is

shown to be the optimal choice to achieve such q profile, no excessive fine-tuning of electron

cyclotron deposition profile is required. For a gaussian deposition profile it suffices to find how

close to the magnetic axis the deposition location can be without violating q > 1, having the q
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profile clamped to q = 1 at the outermost location that can be achieved for a given electron

cyclotron power.

Using this novel combination of tools, ITER hybrid scenarios are projected to be a reliable

avenue for long-pulse burning plasmas, with a heating mix Pnb = 33MW and Pec = 40MW

allowing for Q = 5 with fni = 0.89 and P f us = 365MW (assuming Te,i ped = 4.5keV, fG = 0.9

and ne0/ne ped = 1.4, and for Ip = 10.5MA). A reduced electron cyclotron power Pec = 20MW

requires operation at reduced plasma current Ip = 9.6MA and achieves Q = 5 at fni = 0.82

and P f us = 264MW. Raising the total plasma current allows to reach a higher fusion gain

Q, at the expense of an increased loop voltage Upl (and hence reduced fni ), as presented

quantitatively in this work. The stiff behaviour of the ion temperature profile allows to further

enhance the achieved fusion gain Q by reducing the amount of injected heat. Depending

on the levels of total plasma current, pedestal confinement and neutral beam power, the

reduction of electron cyclotron heating and current drive is either limited by the need for

enough off-axis current to maintain q > 1, or by the need for a sufficient separatrix power flow

to maintain H-mode operation, giving rise to an intermediate plasma current maximizing

the fusion gain Q. Although lowering neutral beam power allows a further increase in fusion

gain Q, the neutral beams are an important source of auxiliary current drive, required to reach

high fractions of non-inductively driven current. Actual scenario performance is strongly

dependent on the pedestal pressure and the peaking of the density profile, both having a

major impact on fusion power, current drive efficiency and bootstrap current. For a given total

pedestal pressure, a lowered pedestal density is favorable: fusion power is only moderately

affected due to the simultaneous increase of the stiff ion temperature profile (especially when

considering a more peaked density profile can be obtained at reduced collisionality), while

current drive efficiency, bootstrap current and plasma conductivity are enhanced by reduced

density and increased electron temperature.
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5 Safe plasma termination strategies for
DEMO

Safe termination of a burning plasma in a DEMO reactor is a highly non-trivial task. The high

energy content of a reactor-grade plasma and the limited thickness of a reactor first wall (to

allow for sufficient tritium breeding), lead to a very small tolerance for plasma disruption

events. As safe termination scenarios, both for routine and for emergency shutdown, are

critical to any viable tokamak reactor concept, present-day tokamak experiments have started

to investigate stable ramp-down solutions, guided by modeling tools.

Modeling and optimization with the RAPTOR code, applied to TCV, ASDEX Upgrade and JET,

has allowed to increase the plasma current ramp-down rate while maintaining the plasma ra-

dially and vertically stable, by optimizing the time evolution of plasma current and elongation

throughout the ramp-down phase [Teplukhina et al. 2017]. On DIII-D, vertical displacement

events (VDEs) could be successfully prevented by adjusting the plasma elongation and the

inner-gap to the vessel wall, in response to real-time estimators of the proximity to the vertical

stability limit [Barr et al. 2021]. Modeling of the ramp-down phase for for ASDEX Upgrade is

discussed in [Fable et al. 2013] and [Fietz et al. 2013] and for JET in [Bizarro et al. 2016].

Fast simulators like RAPTOR allow to systematically explore reactor operating points and

scenario dynamics, and to automatize the search for optimal control strategies. In [Giruzzi

et al. 2015], METIS is used to explore operating points for a pulsed and a steady state DEMO

design. Note that the large size and the high temperature of a DEMO plasma core lead to a

very slow diffusion time scale of the current density. This clearly illustrates the need for a fast

simulation tool to optimize a DEMO scenario.

5.1 Challenges for DEMO ramp-down scenarios

Even though the European DEMO strategy aims to maximize its reliance on a conservative

physics basis that can be explored on ITER, some fundamentally new challenges will arise.

• Seeded impurities like xenon are required to radiate sufficient heat from the plasma

core, maintaining the heat load to the divertor tiles manageable (even in the presence of

detachment). Depending on the plasma temperature, the plasma can (locally) be in a
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regime where a decrease in Te leads to an increase in radiated power (from both Xe and

W [Siccinio et al. 2020; Ostuni et al. 2022]), triggering a radiative collapse of the plasma.

In the DEMO power balance, both the main source term (fusion power) and the main

sink term (impurity radiation) are non-linearly dependent on the plasma temperature

and density, making the plasma largely self-regulated. Thus, the dynamics of a burning

plasma with high radiation fraction is highly non-linear, while external actuators are

less effective with respect to present-day machines.

• To maintain the integrity of the thin metal wall (which must be thinner compared to

ITER to allow for tritium breeding [Maviglia et al. 2021]), a loss of plasma control at high

plasma current Ip >∼ 5MA and stored energy is unacceptable. Developing a reliable

ramp-down strategy, both for planned and emergency termination of the plasma, is

hence critical for the DEMO mission.

An emergency shutdown scenario in the event of divertor reattachment is discussed in [Siccinio

et al. 2020]. Divertor sweeping is proposed to delay the heat flux to the coolant becoming

critical. While maintaining this emergency measure, temporarily averting target plate damage

[Siccinio et al. 2019], a fast plasma current ramp-down is paramount. Furthermore, a fast

reduction of plasma current is beneficial to reduce the forces experienced by the vacuum

vessel in case of a disruption, which are proportional to I 2
p . However, note that for non-

emergency ramp-up and ramp-down scenarios, slower ramp phases with a slow density

evolution might be preferred to allow the turbine to follow slow changes in fusion power, to

maximize exploitation for electric energy production [Siccinio et al. 2020; Del Nevo 2018].

In this chapter the feasibility of different plasma current ramp-down rates is investigated.

Through action of the central solenoid, the loop voltage at the edge of the plasma is controlled

to maintain the imposed Ip time evolution. The reduced loop voltage at the edge then provides

a driving force for outward current diffusion. However, due to the high temperatures and

the large size of a DEMO plasma, current diffusion is extremely slow. A fast current ramp-

down will hence tend to peak the current density profile, or equivalently, increase the plasma

internal inductance ℓi 3, resulting in reduced controllability of the vertical position of the

plasma. Since a loss of position control of the plasma column needs to be avoided throughout

the entire ramp-down, the minimum time window required to safely terminate the discharge

is constrained by the vertical stability limit. For the work presented in this chapter, CREATE-

NL simulations [Albanese et al. 2015] of the vertical position stabilization control loop for

DEMO [Mattei et al. 2016] are used to obtain upper limit for the internal inductance. Note

that vertical stabilization of the plasma column is projected to become more challenging for

future tokamak reactors with respect to present-day devices. Future tokamaks like DEMO aim

to maximize performance by strongly elongating the plasma. Compared to present devices,

the current diffusion time scale is very long, while conductive walls are further away from the

plasma due to the presence of tritium breeding blankets. Furthermore, measurements are

complicated by the presence of 14.1MeV neutrons and control will be less efficient due to the

difficulty of putting internal coils inside the vessel and the comparatively long distance to the

poloidal field coils (which are located outside of the toroidal field coils [Federici et al. 2019]).
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In addition to the vertical position control, a set of further constraints limits the operation

space of feasible ramp-downs.

• In order to ensure stable radial position control, the maximum rate of change of poloidal

field coil currents impose an upper limit on the time derivative of the vertical magnetic

field Bv , which can be written as:

Bv = µ0Ip

4πR

(
ln

(
8R

aκ0.5

)
+βp +0.5ℓi 3 −1.5

)
(5.1)

Rapid changes of any of the parameters in eq. (5.1) can hence potentially cause a loss of

radial position control.

• Since the Greenwald density limit [Greenwald et al. 1988], the upper limit on the plasma

(edge) density [Lang et al. 2012; Giacomin et al. 2022], is proportional to the plasma

current, the density has to be decreased throughout the ramp-down phase. While in the

present work full control over the plasma density is assumed, in practice the particle

confinement time limits the achievable density ramp-down rate and may impose an

early HL back transition.

• While terminating a burning plasma, the fusion power is reduced, by changing the

isotope DT concentration and by bringing down the density (P f us ∼ n2
e ). The presence

of the inherent W impurity and the seeded Xe impurity to boost core radiation make the

plasma prone to a radiative collapse: while the alpha heating drops, the average cooling

factor of W and Xe increases for decreasing Te . Methods for the removal of Xe and W

or large auxiliary heating power resources are required to maintain a positive power

balance throughout the entire ramp-down phase.

Both the vertical and the radial position control problem illustrate the impact of the time

evolution of internal plasma profiles on the magnetic control, through parameters like ℓi 3 and

βpol . Conversely, the plasma shape evolution can be used as an actuator to drive changes to

the plasma profile evolution: in [Teplukhina et al. 2017], it was found that a fast decrease in

plasma elongation allows to limit the increase of the internal inductance (while simultaneously

widening the margin for vertical controllability). Furthermore, the plasma shape impacts the

thermal confinement quality of the plasma. These examples illustrate the inherently coupled

nature of the kinetic (q , Te , ne ) and magnetic (position and shape) control problems.

The constraints mentioned in this section, non-linearly dependent on the plasma state itself,

have to be simultaneously met. A fast transport solver like RAPTOR captures some of these non-

linearities and can hence assist in the design process of safe ramp-down strategies, as will be

presented in the remainder of this chapter. The set-up of the RAPTOR simulations is described

in Section 5.2, highlighting the various non-linearities captured by the model. In Section 5.3, a

stationary operating point for a DEMO reactor is established, which will serve as the initial

state for the ramp-down simulations. The time traces of auxiliary heating and Xe impurity

concentration are manually optimized to find a feasible ramp-down scenario, avoiding a
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radiative collapse, in Section 5.4. The upper limit for the internal inductance, obtained from

CREATE-NL vertical stability calculations, is introduced in Section 5.5. For various ramp-down

rates, L-mode confinement quality assumptions and HL transition timings, the feasibility with

respect to vertical and radial position control is assessed. Optimization with respect to vertical

stability is studied in Section 5.6. The RAPTOR non-linear optimization algorithms are used to

optimize the ramp-down time traces of plasma current and elongation to ensure operation

within the vertically stable operating envelope extracted from CREATE-NL calculations, while

avoiding decreasing values of q95 that could compromise MHD stability. Conclusions are

formulated in Section 5.7.

5.2 Simulation set-up for DEMO simulations

The termination simulations in this chapter cover a plasma current ramp from Ip f l at top =
17.75MA down to Ip f i nal = 5.00MA. Depending on the Ip ramp-down rate, different simula-

tion time windows result, with t f i nal = Ip f i nal−Ip f l at top

d Ip /d t .

5.2.1 Stationary state (initial state ramp-down)

Since the gradient-based transport model with feedback on the pedestal gradient is not yet

compatible with the stationary state solver1, a time dependent simulation with constant

actuator inputs is run. Due to the slow current diffusion time scale, a long simulation time

(t f i nal =2000s) is required for the loop voltage profile Upl to relax to its final, radially flat state.

The obtained stationary state is used as the initial state x0 for the ramp-down simulations.

5.2.2 Transport equations and heat sources

• The transport equations solved for are electron heat transport (Te (ρ, t )), electron density

transport (ne (ρ, t)) and current diffusion (ψ(ρ, t)). These equations are evolved from

t0 = 0s to t f i nal on the full radial domain ρ ∈ [0 1]. The ion temperature is set equal to

the electron temperature.

• For the main ions, a 50/50 deuterium/tritium fuel mix is assumed. A set of three im-

purities is assumed, as discussed later, with an impurity density set proportional to ne ,

with a user-defined, time-dependent factor. nD +nT and Ze f f is solved for by imposing

quasi-neutrality and evaluating the effective charge equation for Ze f f .

• The flat-top neutral beam deposition profiles pnbi ,e and jnbi are taken from a METIS

DEMO simulation, with a volume-dependent factor scaling the profiles to match the

1An additional equation could be added to the non-linear set of stationary state equations, imposing a global
metric for confinement and line average density, adding the transport model edge gradient parameters as un-
knowns. Alternatively, an outer loop could adapt the transport parameters until convergence, leveraging the fast
speed of the stationary state solver.
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5.2 Simulation set-up for DEMO simulations

requested total power evolution Pnbi (t ).

• The EC heating is deposited in the center ρdep = 0 with wdep = 0.1, without any current

drive.

• The alpha power density is evaluated with the formula described in [van Dongen et al.

2014], consistently calculating the electron and ion heating contributions, according

to the formula derived in [Wesson 2004]. Since this alpha power model is relatively

simplistic (not taking into account fast ion losses due to orbit and ripple effects and

diffusion across the plasma during the slowing down time), a multiplicative factor

cα = 0.73 was introduced to obtain the DEMO RAPTOR simulations reported in [Siccinio

et al. 2018], benchmarked against more complete ASTRA simulations.

5.2.3 Heat and density transport model

The transport model employed is the gradient-based model developed in [Teplukhina et al.

2017], introduced in Section 2.3.4. We use this model because its prediction is well-defined,

based on the H98,y2 scaling factor (H98,y2 = 1 is assumed here in H-mode, allowing for a

conservative prediction), and it models the whole plasma radius for both L- and H-mode

plasmas. The values used for the logarithmic gradients λTe ,ne are inspired by the available

literature on predictive DEMO modeling, as described later in this chapter.

The time traces µTe ,ne (t), governing the pedestal confinement quality, are set as the sum

of a feedforward and a feedback contribution. The feedforward contribution provides an

initial estimate of the time evolution of the pedestal gradient. The feedback controller, with a

proportional and an integral term, adds a corrective term to bring the plasma confinement

time and line-averaged density towards pre-defined reference traces τE ∼ Hr e f τE scl and

nel ∼ nel r e f , making use of the error terms defined in eq. (5.2).

µX (t ) =µ f f
X (t )+ gp e(t )+ gi

∫
e(t )d t with

{
e(t ) = Hr e f −τE /τE scl for X = Te

e(t ) = nel r e f −nel for X = ne
(5.2)

In the present work, the line-averaged density reference nel r e f is set proportional to the

Greenwald density limit ne,Gw = Ip /(πa2), with a user-defined factor fGw = nel r e f /ne,Gw that

can be time-dependent. Different confinement time scaling τE scl could be applied; in this

study the IPB98(y, 2) scaling law is used [ITER Physics Expert Group on Confinement and

Transport et al. 1999].

Evaluating τE and τE scl in plasma with high levels of radiated power

It is important to note that the IPB98(y, 2) scaling law is derived based on the data available on

present-day machines, with modest levels of radiated power from the core plasma compared to

a DEMO plasma. This raises the question of how radiated power should be correctly accounted
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Figure 5.1: A comparison is shown between Te profiles for the DEMO stationary state calculated in RAP-
TOR, for different assumptions regarding the way radiated power is taken into account when calculating
the loss power. The three profiles have an H factor equal to unity H98y,2 ∼ (PL)0.69

τE scl
Wth/(PL)τE = 1. For

the blue profile (PL)τE = (PL)τE scl = Pheat −Ẇth , corresponding to the standard implementation of the
gradient-based model as applied in this chapter. For the red profile (PL)τE = (PL)τE scl = Pheat −Ẇth −
Pr ad cor e , as proposed in [Lux et al. 2016]. For the green profile, (PL)τE scl = Pheat −Ẇth −Pr ad cor e ,
while (PL)τE = Pheat −Ẇth .

(PL)τE (PL)τE scl H98y,2 (no Pr ad cor e ) Pr ad cor e Wth

(((((−Pr ad cor e (((((−Pr ad cor e 1.01 102MW 1257MJ
−Pr ad cor e −Pr ad cor e 0.92 105MW 1093MJ

(((((−Pr ad cor e −Pr ad cor e 1.15 102MW 1508MJ

Table 5.1: The stationary DEMO operating points obtained in RAPTOR are presented, for different
assumptions regarding the way radiated power is taken into account when calculating the loss power.
The three cases have an H factor equal to unity H98y,2 = (PL)0.69

τE scl
Wth/(PL)τE = 1. The first two columns

indicate whether or not Pr ad cor e is subtracted, respectively in the loss power terms (PL)τE and (PL)τE scl .

for in the calculation of confinement time and in the scaling law evaluation. More specifically,

a proper definition of the loss power PL is required, present both in the confinement time

formula τE =Wth/PL , and in the scaling law dependency τE scl = τE 98y,2 ∼ P−0.69
L . The stan-

dard implementation of the gradient-based transport model assumes PL = Pheat −Ẇth , with

Pheat the total plasma heating power (ohmic, alpha and auxiliary) and Ẇth = dWth/d t . This

definition of the loss power does not subtract any fraction of the power radiated directly from

the core plasma. In [Lux et al. 2016], IPB98(y, 2) confinement scaling predictions are compared

to ASTRA-TGLF simulations to come up with a proper PL correction term accounting for

the core radiated power. By subtracting 60% of the radiated power inside ρ = 0.75, the best

agreement between simulation and scaling law is obtained, i.e. PL = Pheat −Ẇth −Pr ad cor e

with Pr ad cor e = 0.6
∫ 0.75
ρ=0 pr ad dV .

Applying these corrections in the gradient-based model impacts the predicted tempera-

tures and stored thermal energies. For a given H factor, e.g. equal to unity, one can write

τE = Wth/PL ∼ τE scl = τE 98y,2 ∼ P−0.69
L , hence for the resulting stored energy one can write

Wth ∼ (PL)τE (PL)−0.69
τE scl

. While applying the Pr ad cor e subtraction in (PL)τE leads to a reduced

Wth , the loss power correction in the scaling law tends to increase Wth (since confinement

degrades with increasing power). Depending on which of both loss power factors (PL)τE and
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5.2 Simulation set-up for DEMO simulations

(PL)τE scl is corrected with a radiated power subtraction, we can hence distinguish four cases2

(the three cases for which a RAPTOR stationary state is found are shown in Figure 5.1 and

Table 5.1):

• The net effect of the double loss power correction proposed in [Lux et al. 2016] leads to

a reduced Wth . This can be illustrated by comparing the blue and the red Te profiles in

Figure 5.1.

• Subtracting Pr ad cor e only in the scaling law evaluation would lead to the green profile

in Figure 5.1, with improved confinement.

• No stationary operating point was found for the case where Pr ad cor e is only subtracted

for the confinement time evaluation. This can be understood by considering the corre-

sponding expression:

H98y,2 = τE

τE 98y,2
∼ Wth

Pheat −Ẇth −Pr ad cor e
(Pheat −Ẇth)0.69 (5.3)

Evaluating this expression with the Te profile obtained with the standard settings of the

gradient-based model (no Pr ad cor e subtraction, blue profile in Figure 5.1), leads to an

H factor above one (confinement is degraded, the blue Te is too optimistic). However,

by decreasing Te , both numerator and denominator decrease, respectively due to a

reduced Wth and an increased Pr ad cor e . Interestingly, this leads to the fact that, when

reducing Te (by reducing µTe ), no profile satisfying H98y,2 = 1 is found.

Later in this chapter, the H factor is calculated without subtracting Pr ad cor e in (PL)τE and

(PL)τE scl . Not applying the Pr ad cor e corrections as proposed in [Lux et al. 2016] in the gradient-

based transport model is equivalent to assuming a confinement enhancement of about 10%.

5.2.4 Application of the gradient-based transport model

Strengths of the gradient-based transport model include the fact that the diffusion equations

are solved up to the last closed flux surface; pedestal boundary conditions are replaced

by global confinement quantities like an H factor or a line-averaged density. Furthermore,

through provision of the time evolution of the H factor, the timing (and duration) of the LH/HL

transition can be easily adjusted. For ramp-down studies this allows to assess the impact of

early versus late transition timings on the time evolution of the internal inductance ℓi 3. While

the lack of predictive models for heat and particle transport are obviously a limitation, this

approach allows for a robust evaluation of the current profile dynamics. Employing cautious

H factor assumptions allows to perform DEMO simulations that are conservative with respect

to the assumed confinement quality.

2While (PL)τE = (PL)τE scl is the most consistent assumption [Lux et al. 2016], we include all four cases to
provide a more complete overview of the impact of the different definitions on the predicted temperature and
stored thermal energy.
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Fine t grid Coarse t grid
gi χe 75 103 50 103

gp χe 75 103 50 103

gi Vne
1.8 1020 1.2 1020

gp Vne
3.6 1020 2.4 1020

∆ti ni t 10 ms 200 ms
∆t 100 ms 200 ms
∆tHL 50 ms 200 ms

Table 5.2: Controller gain values of the transport model and the time grid step. A two-staged approach

is applied, where the resulting µTe ,ne r esul t (t ) =µ f f
Te ,ne

+µ f b
Te ,ne

traces of a fine t grid simulation are used
to inform a faster coarse t grid simulation.

Figure 5.2: The feedforward µTe ,ne (t ) traces of the fine and coarse t grid simulations are shown, as well
as the resulting Hr e f and nel r e f reference-tracking.
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5.2 Simulation set-up for DEMO simulations

We summarize the controller gain values of the transport model and the time grid step that

have been applied in the present work in Table 5.2. Note that finding a good set of gain values

is a heuristic trial-and-error process, searching for controller gains that are large enough to

ensure a good tracking of the reference Hr e f and nel r e f , while avoiding numerical oscillations

that occur for values that are too large. To obtain fast simulations that can be used within a

non-linear optimization framework, we use a two-staged approach:

• First, a simulation is run with a small time step ∆t and relatively large transport con-

troller gains. The µTe ,ne (t) traces are initialized with an educated guess for the time

evolution of the pedestal gradient (the black dash-dotted lines in Figure 5.2). The first

100 time steps are performed with a reduced time step ∆ti ni t . Furthermore, a reduced

time step ∆tHL is applied during the HL transition. A good tracking of the reference

Hr e f and nel r e f is obtained, as shown by the blue traces in the bottom panels in Figure

5.2. The resulting time traces µTe ,ne r esul t (t ) =µ f f
Te ,ne

+µ f b
Te ,ne

(the blue traces in the top

panels in Figure 5.2) are saved.

• A second simulation can be run with an increased and uniform time step and with

reduced controller gains, by using the smoothed µ time traces from the previous sim-

ulation µTe ,ne r esul t (t ) as feedforward reference µ f f
Te ,ne

(the red traces in the top panels

in Figure 5.2), leading again to a good tracking of the reference Hr e f and nel r e f , as

shown by the red traces in the bottom panels in Figure 5.2, even for the coarser time

grid, enabling a speed-up of the simulation by about a factor three.

5.2.5 Impurity concentrations and line radiation

Three impurity species are considered: (1) an intrinsic tungsten influx is assumed since W is

envisioned as plasma-facing component armour material; (2) xenon is seeded in the core to

enhance the radiated power, limiting the divertor heat load; (3) as alpha particles born from

fusion reactions thermalise, heating the plasma, they constitute a source of helium impurities.

At present, RAPTOR does not solve for impurity transport3. Within the simulation, the ra-

dial distribution of the impurities is taken proportionally to the electron density ne , with a

user-defined time-dependent concentration factor (the resulting time evolution of Ze f f is

calculated self-consistently).

Impurity radiation of the three impurity species is evaluated with the formula 5.4, with

Li mp (Te ) the impurity cooling factor taken from the ADAS database [ADAS; Maget et al. 2022;

Ostuni et al. 2022].

Pr ad = ne ni mp Li mp (Te ) (5.4)

3Note that the lack of impurity transport is an important limitation for ramp-down studies, as avoiding a
radiative collapse caused by impurity accumulation poses an important constraint. The impurity concentration
profiles and time evolution imposed in RAPTOR should be verified by higher fidelity integrated modeling codes.
Alternatively, reduced analytical models [Fajardo et al. 2023] for (heavy) impurity transport could be integrated in
the code.
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Figure 5.3: Radiated power from three impurities, for concentrations nHe /ne = 0.05, nW /ne = 3 10−5,
nX e /ne = 5 10−4, as evaluated with ADAS cooling factor data, with respectively the end of flat-top Te

profile and a L-mode Te profile. Xenon, the seeded core impurity, is the dominant radiator. Note how
the HL transition during the ramp-down leads to a strong increase in radiated power, from both W
and Xe. A combination of plasma heating and Xe removal is required to avoid a radiative collapse, as
studied later in this chapter.

Note that impurities affect the plasma power balance both by dilution of the main ions, impact-

ing the fusion power, and by the emitted line radiation. The second process is highly non-linear

with respect to temperature since the average cooling factor increases throughout the plasma

core for decreasing Te (as illustrated in Figure 5.3). Under the modeling assumption Ti = Te ,

the fusion power, and the alpha self-heating of the plasma, will decrease simultaneously. This

dynamical process clearly has the potential of triggering a runaway process, with increased

radiation and decreased fusion power further decreasing Te .

5.2.6 MHD equilibrium geometry

The equilibrium geometry used for the RAPTOR simulations is based on the free boundary

equilibrium calculations in CREATE-NL. The plasma boundary shapes at different times in

the plasma ramp-down, at different values of the plasma current, are shown in Figure 5.4. The

geometry metrics corresponding to these equilibria are assigned to the time in the RAPTOR

simulation when the corresponding plasma current is reached. For intermediate times, the

geometry metrics are interpolated linearly. The CREATE-NL calculations have also been used

to obtain an operating envelope for vertically stable operation during the DEMO ramp-down

phase, as explained in Section 5.5.2.

The equilibria have a lower single null configuration. The elongation is reduced during the

ramp-down, while the LCFS shape close to the X-point remains mostly unchanged, easing the

heat exhaust challenge for the divertor by maintaining the magnetic geometry in the strike

point regions.
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5.3 Stationary DEMO operating point

Figure 5.4: Plasma boundary shapes at different values of the plasma current during the ramp-down
phase, simulated with the free boundary equilibrium solver CREATE-NL [Albanese et al. 2015], as
reported in [Mattei et al. 2016]. The equilibrium geometry of these equilibria is used for the RAPTOR
simulations in this chapter.

5.3 Stationary DEMO operating point

The stationary operating point established here is mainly based on considerations reported in

[Zohm et al. 2013], [Giruzzi et al. 2015] and [Siccinio et al. 2020]. The operating parameters

are summarized in Table 5.3. A central feature of a burning DEMO plasma is the high degree

of self-regulation of the plasma profiles: the power balance is dominated by the plasma self-

heating by the fusion-born alpha fast particles, dependent on Ti (ρ), nD,T (ρ) and fuel dilution,

and the radiated power from heavy impurities, both intrinsic (W) and seeded (Xe), with a

non-linear dependence on Te . Reliance on auxiliary current drive to tailor the q profile is

minimized to maintain a high fusion gain Q.

• In [Giruzzi et al. 2015], the physics-based transport model TGLF is used to predict critical

temperature and density gradients. Based on those values, we setλTe = 2 (R/LTe ∼ 6) and

λne = 0.67 (R/Lne ∼ 2). In the L-mode phase, discussed in the next section, we assume

λTe L mode = (3/2.3)λTe H mode and λne L mode = (1/0.5)λne H mode , assuming the same

factors λTe ,ne L mode /λTe ,ne H mode as were obtained for JET and AUG in [Teplukhina et al.

2017]. The ion temperature is set Ti = Te . Even though electron heating is dominant

for the simulated DEMO plasma, Te ∼ Ti is assumed due to the high confinement time

scale with respect to the equipartition time scale in a DEMO device [Stober et al. 2015;

Fable et al. 2019].

• The W concentration is set to 3 10−5, like in [Giruzzi et al. 2015]. The Xe concentra-

tion is set to 5 10−4, allowing for a total radiated power of 242 MW, which is about

54% of the total heating power. This allows to limit Psep /R0 to 22.9 MW/m (close to
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Figure 5.5: Radial profiles for stationary (flat loop voltage profile) flat-top burning plasma DEMO
operating point, as evaluated by RAPTOR.
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Ip 17.75MA
B0 5.86T
a 2.93m

R0 8.95m
V 2318m3

κe 1.67
δe 0.37

Ibs/Ip 0.46
Ini /Ip 0.57
P f us 1732 MW
Pnb 50 MW
Pec 50 MW

Pr ad tot = Pbr em +Pl i ne ; fr ad = Pr ad tot
Pheat tot

242 MW; 54%

Psep 205 MW
PLH 121 MW

Wth tot 1279 MJ
Ti 0, Ti (ρ = 0.8) 38.1 keV, 7.9 keV
Te0, Te (ρ = 0.8) 38.1 keV, 7.9 keV

q95 4.26
qmi n 1.05

〈ne〉l i ne /ne Gw 7.9×1019 m−3/6.6×1019 m−3=1.20
ne0/〈ne〉vol 10.3×1019 m−3/7.1×1019 m−3=1.45

Hy2,98 1.00
βN 2.57
li 0.64

Upl 22.5 mV
Q 17.3

〈Ze f f 〉vol 2.32
nhel i um/ne 0.05
nxenon/ne 5×10−4

ntung sten/ne 3×10−5

Psep /R0 22.9 MW/m

Table 5.3: Operating parameters for stationary (flat loop voltage profile) flat-top burning plasma DEMO
operating point, as evaluated by RAPTOR.
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Psep /R0=18.9 MW/m in the EU-DEMO 2018 design point reported in [Siccinio et al.

2020]), while a margin Psep −PLH ∼ 80MW is maintained, to achieve good confinement

and avoid any unwanted HL back transition. The helium concentration is set to 0.05,

inspired by the COREDIV [Zagorski et al. 2013] simulation results in [Giruzzi et al. 2015],

and below the maximum He concentration of 0.075 mentioned in [Siccinio et al. 2018].

• The fusion power is P f us=1732 MW, below the 2 GW of the EU-DEMO 2018 design point.

Note that this value is sensitive to assumptions regarding temperature and density

peaking (higher reactivity in the center), Greenwald fraction, H98y,2 factor, impurity

concentrations (diluting the DT fuel). The impurity concentrations will also impact the

discharge duration through the impact of Ze f f on the neoclassical conductivity, and

hence on the loop voltage to be provided by the central solenoid to sustain the required

ohmic plasma current.

• For the applied R/Lne , a density peaking ne0/〈ne〉vol = 1.45 results, close to what has

been reported in [Fable et al. 2019]. With this density peaking a Greenwald fraction

〈ne〉l i ne /ne Gw = 1.2 can be achieved, while maintaining the pedestal density about

5% below the Greenwald density (the density constraint is assumed to be active at the

pedestal top location [Zohm et al. 2013]).

• It is interesting to note that RAPTOR predicts that bootstrap current is about half of

the total plasma current. As illustrated in Figure 5.5, the bootstrap current density is a

strong source of off-axis current density (with a notable peak in the pedestal region).

As a consequence, qmi n is relatively close to unity, with a region of low magnetic shear

extending to ρ ∼ 0.25 (sawteeth model not activated).

5.4 Heating throughout ramp-down to avoid a radiative collapse

In this section, we explore manually optimized time traces of auxiliary heating and the Xe

impurity concentration, aiming for a feasible ramp-down scenario, avoiding a radiative col-

lapse. Optimization with respect to vertical stability is presently not considered, but will be

addressed in Section 5.6.

The plasma current is reduced with a constant ramp rate d Ip /d t =−100kA/s. A time trace

of the evolution of H98,y2 is pre-defined, setting both the timing of the HL transition and

assumptions regarding the confinement quality during H- and L-mode. For the simulation

presented in this section, the HL transition is initialized at t = 0.2t f i nal (t0 = 0s at the end

of flat-top). The H factor transitions linearly from H98y,2 = 1 to H98y,2 = 0.5, over a duration4

∆tdur ati on HL = 15s. Note that these choices are relatively arbitrary at this stage. In the next

section we will however perform a sensitivity study, changing the HL timing and L-mode con-

finement factor. An overview of the evolution of various parameters during the ramp-down

4The duration of the transition phase depends on the characteristic time required to decrease the pedestal and
depends on a variety of plasma parameters. In [Teplukhina et al. 2017], ∆tdur ati on HL = 0.1s, 0.5s and 1s have
been derived, based on Thomson and Hα measurement, for respectively TCV, AUG and JET.
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Figure 5.6: Key time traces for DEMO ramp-down RAPTOR simulation with d Ip /d t = −100kA/s,
tHL = 0.2t f i nal , H98y,2 = 1 in H-mode, H98y,2 = 0.5 in L-mode. The time evolution of auxiliary heating
and Xe concentration are optimized to avoid a radiative collapse.

simulation is given in Figure 5.6.

5.4.1 Power balance and impurity concentrations

We list some of the constraints and considerations that have been taken into account when

designing these ramp-down traces.

Strong auxiliary heating required throughout the entire ramp-down phase

Even if the Xe concentration can be efficiently reduced during the ramp-down (which is far

from obvious and needs to be assessed in more sophisticated codes), strong auxiliary heating

of the plasma throughout the entire modeled ramp-down phase (i.e. the diverted phase down

to Ip = 5MA) is mandatory to avoid a radiative collapse. This is due to the combined effect of

an increasing cooling factor for W and Xe for reducing Te , and a simultaneous sharp decrease

of the alpha power with reducing Ti and ne (the density has to be reduced simultaneously with

the plasma current to avoid an increasing violation of the Greenwald density limit). Note that

higher fidelity simulations are required to assess the feasibility of the proposed ramp-down
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rates of density and Xe impurity concentration, taking into account the expected particle

confinement time (usually the particle confinement time is 5-10 times larger compared to the

energy confinement time [Becker 1988]), impurity confinement time and pump efficiency. To

conclude: the plasma needs to be strongly heated while being terminated (Pec = 50MW+Pnb =
50MW at the beginning of ramp-down, maintaining Pec = 20MW+Pnb = 20MW by t = t f i nal ,

when Ip = 5MA). The margin with respect to radiative instability can be evaluated from the

bottom right plot in Figure 5.6: the heating power to the electrons Pheat e should be maintained

above the radiated power Pr ad , throughout the ramp-down. The margin is relatively small

at the end of the HL transition: with Paux ∼ 70MW, a margin Pheat e −Pr ad ∼ 20MW can be

maintained. Note that the heating of discharges with high radiation during ramp-down is

already common practice on present-day devices.

Self-consistent triggering of HL transition

While enough heating power needs to be maintained throughout the L-mode phase of the

ramp-down, the reduction of heating power during the HL transition power should obviously

be significant enough to actually trigger the transition to an L-mode plasma. Note that

the strong reduction of stored thermal energy provides an effective heating term −Ẇth =
−dWth/d t > 0, as the stored thermal energy crosses the separatrix, contributing to Psep =
Pheat −Ẇth −Pr ad , delaying the timing when Psep < PLH , with PLH the LH threshold power

predicted by the Martin scaling law [Martin and Takizuka 2008].

In the present simulation, self-consistency of the HL transition is ensured by making sure

Psep drops below PLH during the HL transition time window between t = tHL and t = tHL +
∆tdur ati on HL . The H factor reference trace is linearly reduced during this time window, leading

to a decreasing alpha heating. In reality, the fusion power would be reduced by adjusting

the DT fuel ratio. Furthermore the density is reduced, by adjusting the Greenwald fraction

fGw from 1.2 to 1 (as mentioned before, the particle confinement time limits the density

ramp-down rate). The power conducted over the separatrix Psep comes down to PLH only

by the end of the HL transition time window, due to the effective Ẇth heating term. In the

simulation, reducing the Greenwald fraction during the HL transition is found to increase the

margin with respect to a radiative collapse, as calculated self-consistently from the various

species densities (assuming the pre-defined impurity concentration traces).

The effect of Ze f f

Note that by ramping down the impurity concentrations, to avoid radiative collapse, Ze f f

decreases throughout the ramp-down (the He concentration is reduced, which is consistent

with the reducing number of fusion reactions, reducing the source term for He ions; the

W concentration is maintained constant). The resulting Ze f f evolution is evaluated self-

consistently in RAPTOR. A reduced Ze f f leads to a reduced resistivity of the plasma, slowing

down current diffusion. This raises an interesting trade-off between the margins with respect

to radiative and vertical instabilities: by reducing Ze f f , margin with respect to a radiative
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5.4 Heating throughout ramp-down to avoid a radiative collapse

Figure 5.7: The (integrated) parallel current density and the loop voltage profile are shown at three
different timings during the ramp-down.

instability can be improved, at the expense of a slower current diffusion, leading to a stronger

increase of ℓi 3, making the plasma more vertically unstable. Tailoring the plasma current

density to limit the increase of ℓi 3, by optimization of the time traces of plasma current and

elongation, is discussed in Section 5.6.

Heat exhaust constraints

Finally, the reduction of impurity concentrations should not lead to a large increase in the

power crossing the separatrix, that needs to be handled by the divertor. Even though this heat

load would be transient, a reduced Psep with respect to flat-top values might be required due

to the difficulty of maintaining the plasma detached during the ramp-down phase, at lower

plasma densities. In the present simulation Psep is maintained below 240MW throughout

the H-mode phase (compared to Psep = 205MW during flat-top burning plasma phase).

Further modeling studies into the simultaneous reduction of alpha power and radiated power,

including quantitative heat exhaust constraints, are left for future work.

5.4.2 Current diffusion dynamics

Peaking of the current density

In Figure 5.7, the current density jpar , integrated current density Iencl and the loop voltage

profile Upl are shown at various times during the ramp-down simulation, first during H-mode

and subsequently at two times during the L-mode phase. Close to the initial state of the

simulation, the current density profile is relatively broad, with a strong contribution from the

bootstrap current driven within the pedestal region. The simulation starts from a stationary
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state with a fully relaxed current density profile, characterized by a radially flat loop voltage

profile. As a consequence, the ohmic current density is self-similar with the neoclassical

conductivity profile.

Note that to follow the imposed d Ip /d t , the edge loop voltage is continuously reduced. The

internal current distribution of the plasma changes with a diffusion time scale that increases

with the size of the device and the plasma electron temperature, leading to large values in

DEMO with respect to present-day devices. As the ramp-down is fast with respect to the

current diffusion time scale, the current density evolves into an increasingly non-equilibrated

state (Upl 0-Upl ,ed g e increases). As the loop voltage is strongly peaked, the ohmic current

density (which is the dominant contribution, especially during L-mode), can have a strongly

different shape with respect to the neoclassical conductivity profile (and hence T 3/2
e ).

The plot showing the integrated plasma current profiles (Iencl ), shows that the enclosed

plasma current at small radii decreases very slowly, due to the slow outward current diffusion.

As the plasma volume reduces throughout the ramp-down phase, the central current density

rises. Alternatively formulated, the central current density resists fast reductions (with respect

to the current diffusion time scale) of the neoclassical conductivity and bootstrap current by

raising the central loop voltage. Nevertheless, the total plasma current evolution (imposed

as a Neumann boundary condition for eq. (2.16)), needs to be satisfied, leading to a negative

current density in the outer plasma. The MHD stability of suchlike current density profiles has

not been investigated.

As the current density evolves on a slow time scale with respect to the plasma current, the

plasma current ramp-down rate d Ip /d t is an effective control parameter to tailor the evolu-

tion of the internal inductance ℓi 3, as has been discussed in [de Vries et al. 2017]. In Section

5.6, this feature will be leveraged to maintain the internal inductance below an upper limit

given by vertical stability calculations in CREATE-NL.

In [Romero and JET-EFDA Contributors 2010], a lumped parameter model for the time evolu-

tion of the tokamak plasma current and internal inductance has been proposed, with plasma

resistance, non-inductive current and boundary voltage or poloidal field coil currents as inputs.

The circumstances for a correlation between dℓi 3/d t and d Ip /d t are analytically derived,

supporting the use of Ip as a virtual actuator to control the internal inductance.

5.4.3 The impact of sawteeth on current density peaking

The peaking of the current density, as described in the previous section, leads to a decrease

of q0 below unity, even though q95 is increasing throughout the ramp-down, as shown in

Figure 5.6. As a consequence, sawteeth instabilities will likely be triggered at some time during

ramp-down. In the present section, we assess the impact of sawteeth on the time evolution of

ℓi 3. In Figure 5.8, the early HL, cold L-mode −100kA/s ramp-down simulation is compared

to a simulation where the RAPTOR sawtooth model, first presented in [Piron et al. 2015], is

applied, using the sawtooth models described in [Porcelli et al. 1996; Sauter et al. 1998]. A

sawtooth crash is triggered when the magnetic shear at q = 1 exceeds a user-defined critical

value. In this simulation we set sq=1,cr i t = 0.4, inspired by the values mentioned for a burning
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Figure 5.8: The impact of the sawtooth model on the early HL, cold L-mode, −100kA/s ramp-down
simulation is illustrated. Only a minor impact on the ℓi 3 evolution is observed.

plasma in [Kim et al. 2014]. The red traces in Figure 5.8 show that the first sawtooth crash

is triggered only in the second half of the ramp-down phase, after the plasma transitions to

low confinement mode. The long sawtooth period during the H-mode phase of the plasma

is consistent with the fast particle stabilization of sawteeth expected in a burning plasma

[Eriksson et al. 2004; Porcelli et al. 1996] (resulting in a higher expected value of sq=1,cr i t

compared to present-day devices).

Note that the impact of the sawtooth crashes on the time evolution of the internal inductance

is minor and leads to a slight reduction, hence increasing the margin with respect to vertical

instability. This can be understood as follows: after a sawtooth crash, the temperature profile

broadens, hence broadening the neoclassical conductivity profile and eventually the current

density profile (tending to reduce ℓi 3). However, this change of profiles occurs mostly in

the center, while the outer jpar profile remains mostly unaffected. Furthermore, after the

sawtooth crash the ρ(q = 1) radius moves inward. In the gradient-based transport model

this leads to a peaking of the temperature profile: the region with stiff transport and a high

temperature gradient extends further into the core. This effect counteracts the broadening

effect mentioned earlier. Since the impact of sawtooth with the present modeling assumptions

is small, and tends to ease the burden on vertical control, the sawtooth model is not used in

the feasibility and optimization studies discussed further in this chapter. Once an optimum

ramp-down trajectory is found, this conservative assumption can be relaxed to assess the

potential of sawteeth to further reduce ℓi 3.
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5.5 Vertical stability for different Ip ramp-rate, HL transition timing

and L-mode confinement assumptions

5.5.1 Modeling results

With the set-up discussed in the previous section, a range of different ramp-down simulations

has been performed, with each of the following Ip ramp-down rates: d Ip /d t = −50kA/s,

−100kA/s, −150kA/s, −200kA/s. Note that d Ip /d t =−200kA was used as the starting point of

this study, as it is the DEMO reference design value that was also used for the CREATE-NL free

boundary equilibrium control simulation in [Mattei et al. 2016]. For each of these ramp-down

rates, two simulations are run, differing from one another in HL transition timing and the

assumed L-mode confinement quality:

• Early HL, cold L: the HL transition is initialized at t = 0.2t f i nal (t0 = 0s at the end of

flat-top). The H factor transitions linearly from H98y,2 = 1 to H98y,2 = 0.5, over a duration

∆tdur ati on HL = 15s. These are the same assumptions that have been applied for the

simulation in Section 5.4.

• Late HL, hot L: the HL transition is initialized at t = 0.4t f i nal . The H factor transitions

linearly from H98y,2 = 1 to H98y,2 = 0.75, over a duration ∆tdur ati on HL = 15s.

By running the ramp-down simulations for both of these assumptions, a case with a more sig-

nificant confinement transition earlier in the discharge can be compared with a more gradual

confinement transition later in the discharge (giving a rough estimate for the sensitivity to the

assumed H factor trace).

The resulting RAPTOR simulations are presented in Figure 5.9. As expected, increasing the

absolute value of the Ip ramp-down rate leads to an faster growth of the internal inductance

ℓi 3. Furthermore, for each of the ramp-down rates, a delayed HL transition combined with an

improved L-mode confinement quality leads to a stronger growth of ℓi 3. As higher tempera-

tures are maintained for a longer time, the outward diffusion of the central plasma current is

slowed down, causing a further peaking of the current density.

To ensure radial position control, the time derivative of the vertical magnetic field must stay

below an upper limit, depending on coil voltage limits imposed by power supplies and/or

the superconductor. While we have presently no upper limit value available, we evaluate

dBv /d t with eq. (5.1) for the different simulations, as shown in Figure 5.9. The time derivative

dBv /d t reaches the largest absolute values during the HL transition (as expected from the βp

dependence in eq. (5.1)). Furthermore, note that the best-case scenario H98y,2 trace regarding

vertical stability (early HL, cold L) is the most demanding regarding radial position control,

with the strongest peak in the dBv /d t trace.
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Figure 5.9: A set of RAPTOR simulations for different ramp-down rates d Ip /d t =−50kA/s, −100kA/s,
−150kA/s, −200kA/s. For each ramp-down rate, two assumptions for the H98y,2 time evolution are
considered.
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Ip [MA] ℓi 3 βpol κ

19.6 < 0.90 1.10 < 1.68
17.5 < 1.00 1.10 < 1.56
15.0 < 1.10 1.05 < 1.50
12.5 < 1.25 1.00 < 1.45
10.0 < 1.40 1.00 < 1.40
7.5 < 1.60 0.10 < 1.40
5.0 < 1.70 0.10 < 1.35

Table 5.4: From free boundary equilibrium control calculations with CREATE-NL [Albanese et al. 2015],
the above combinations of (Ip ,κ,ℓi 3) are considered controllable, as reported in [Mattei et al. 2016].
For a given plasma current, the elongation and internal inductance values provide an upper constraint
on the stable operating envelope.

5.5.2 Comparison RAPTOR-predictedℓi 3 versus CREATE-NL vertical stability limit

CREATE-NL vertical stability limit

In [Mattei et al. 2016], free boundary equilibrium control calculations with CREATE-NL [Al-

banese et al. 2015] are presented for the diverted phase of the DEMO plasma ramp-up and

ramp-down. For the ramp-down, the limits to a vertically stable operating envelope are

mapped out with respect to the plasma current Ip , elongation κ and internal inductance ℓi 3.

The resulting sequence of triplets (Ip ,κ,ℓi 3) of controllable operating parameters is repeated

in Table 5.4. Each of these three parameters play an important role in the assessment of

vertical stability: while a degraded vertical control efficiency can be anticipated for an in-

creased internal inductance ℓi 3, corresponding to a stronger peaking of the current density,

this tendency can be counteracted by adjusting the plasma shape, reducing the elongation.

Furthermore, controllability of the vertical position improves at lower plasma current, as

the coil currents for vertical stability control in the CREATE-NL model for DEMO are more

effective to counteract vertical position excursions at lower plasma current [Mattei et al. 2016].

Considering the upper limits for internal inductance ℓi 3 and elongation κ for a given plasma

current Ip (as summarized in Table 5.4), the potential of different ramp-down rates to maintain

the internal inductance below the upper limit for vertical controllability can now be assessed.

For the purpose of the feasibility study presented here and the optimization introduced in

the next section, we employ these values to extract a constraint on the internal inductance,

dependent on the plasma current value. We assume that the plasma can be maintained

vertically stable if ℓi 3 < fmar g i nℓi 3 C RE AT E (Ip ). We include a margin factor fmar g i n > 1, as

the present constraint ℓi 3 C RE AT E (Ip ) is a conservative assessment, not an optimized limit.

Various considerations could increase the maximum allowed ℓi 3.

• Optimizing position and shape control, while using the consistent kinetic profile evolu-

tion, is expected to provide some improvement with respect to vertical controllability.

• Inclusion of in-vessel coils in the DEMO design would facilitate more effective vertical

control.
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Figure 5.10: Time traces of ℓi 3 within the (−Ip ,ℓi 3) plane, for the RAPTOR simulations shown in Figure
5.9. The stability limit fmar g i nℓi 3 C RE AT E (Ip ) allows to assess the margin with respect to the vertical
stability limit obtained in CREATE-NL.

• A faster decrease of elongation κ with respect to the reference in [Mattei et al. 2016]

improves vertical controllability for a given plasma current.

The vertical stability constraint ℓi 3 C RE AT E (Ip ) is indicated in Figure 5.10, with the diamond

symbols representing the equilibria from CREATE-NL that are introduced in Table 5.4. Allowing

for some margin with respect to this CREATE-NL result, the lines with margin factor fmar g i n =
1.25 and 1.50 are also shown. The dark grey region with ℓi 3 < ℓi 3 C RE AT E (Ip ) is the region

where vertical stability can be guaranteed, while the white region ℓi 3 > 1.5ℓi 3 C RE AT E (Ip )

contains operating points that can likely not be maintained vertically stable. Note that the

x-axis is −Ip , so that moving to the right on the abscissa corresponds to progressing time

during the ramp-down phase. Later in the ramp-down, at lower plasma currents, a larger

internal inductance can be maintained vertically stable.

Comparison to modeled ℓi 3 traces

Let us now superimpose the ℓi 3 traces modeled in RAPTOR on the (−Ip ,ℓi 3) plot in Figure

5.10. For each of the considered ramp-down rates d Ip /d t =−50kA/s, −100kA/s, −150kA/s,

−200kA/s, the two assumptions for the H98y,2 time evolution introduced in Section 5.5 are

considered: early HL transition to cold L-mode versus late HL transition to hot L-mode. The

maximum values of ℓi 3 reached at the final time of the simulation (for Ip = 5MA) are shown
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d Ip /d t [kA/s] t f i nal [s] ℓi 3 f i nal (early HL, cold L) ℓi 3 f i nal (late HL, hot L)
−50 256 2.20 2.61
−100 128 3.00 3.53
−150 85 3.50 4.05
−200 64 3.88 4.41

Table 5.5: Final (maximum) value of the internal inductance ℓi 3 for the RAPTOR simulations shown in
Figure 5.9.

in Table 5.5. As a first conclusion, we can observe that the tendency of the plasma to peak

the current density during the ramp-down phase leads to a stronger increase of ℓi 3 compared

to the increase of the constraining value ℓi 3 C RE AT E , even for a conservative ramp-rate of

d Ip /d t =−50kA/s. However, allowing for some margin on the vertical stability constraint (jus-

tified by the reasons listed earlier), the d Ip /d t =−50kA/s ramp-down simulations stay below

upper limits with fmar g i n respectively 1.25 and 1.50. For the fastest ramp-down assumption

(d Ip /d t =−200kA/s), both H factor trace assumptions lead to a severe violation of the upper

ℓi 3 limit with fmar g i n = 1.50. We conclude that this ramp-down rate is likely overly ambitious

for a reliable DEMO design.

Also for the simulations with intermediate Ip ramp-down rates (d Ip /d t =−150kA/s,−100kA/s),

the upper ℓi 3 limit with fmar g i n = 1.50 is violated. In the following section, we will attempt

to optimize the plasma current trace and the plasma shaping evolution to bring the ℓi 3 trace

below the upper constraint, with fmar g i n either 1.25 and 1.50, for these intermediate ramp

rates.

5.6 Optimized Ip and shaping evolution to avoid vertical instability

In the present section, feasible DEMO ramp-down scenarios are searched for by numerical

solution of an optimal control problem for the ramp-down phase. The mathematical formula-

tion and solution procedure is discussed in Section 5.6.1, while the actual results are presented

in Section 5.6.2.

5.6.1 Formulation of the optimization problem

Cost function

Loosely speaking, the aim is to ramp down the plasma current as quickly as possible, while

satisfying all physical and technical constraints. Since the plasma density should decrease pro-

portionally to Ip to avoid a density limit violation, and since the fusion power is proportional

to the square of the plasma density, a fast decrease of Ip corresponds to a fast decrease of the

plasma thermal energy. A fast Ip decrease hence reduces the potential impact of depositing

the stored thermal energy on the reactor vessel first wall. Furthermore, the electromagnetic

forces acting on the vessel after plasma disruption are proportional to I 2
p . To reflect these
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considerations, the time integal of the plasma current is chosen as a cost function:

J Ip = νIp

∫ t f i nal

0
Ip (t )d t (5.5)

The factor νIp is chosen to have a cost function around unity for the initial condition for the

ramp-down traces.

Constraint functions

An extensive set of physical and technical limits constrain the ramp-down phase:

• Density limit: as the time evolution of the plasma current Ip (t) is adjusted during

the optimization, the reference density trace nel , r e f (t ) (Section 5.2.3) is updated after

each iteration step, to keep the allowed Greenwald fraction unchanged throughout the

optimization procedure.

• Vertical stability limit: ℓi 3 < fmar g i nℓi 3, C RE AT E (Ip ), as discussed before. Note that by

optimizing the plasma current, both the internal inductance ℓi 3 and the upper limit

ℓi 3, C RE AT E (Ip ) can be adjusted.

• Ideal MHD stability: a constraint can be added to maintain d q95/d t = q̇95 > 0, while

q95 < 4.5, to avoid the onset of ideal MHD instabilities. Generally, plasmas with a lower

q95 value are more prone to MHD instabilities, since they operate closer to the ideal

MHD limit. Hence we choose to avoid q95 decreasing when q95 < 4.5, although this is

not a hard limit and could be further relaxed.

Optimization variables

The actuator traces that are optimized to minimize the cost function while satisfying the

constraints are the plasma current Ip (t ) and the elongation of the plasma edge κ(t ). These vari-

ables have been introduced as optimization variables for the ramp-down phase in [Teplukhina

et al. 2017]. Within the optimization problem formulation, the actuator traces ui (t ) = Ip (t ),κ(t )

are parametrized by a set of optimization variables pi , j . The optimization variables contain

the values of the actuator time traces on a set of ni free knot points, as described by eq. (5.6):

by multiplication with a set of piecewise linear basis functions, followed by summation, the

actuator traces ui (t) are recovered (for the actuators i and the corresponding optimization

variables pi , j , more detail can be found in [Felici and Sauter 2012]).

ui (t ) =
ni∑
j

Pi j (t )pi , j (5.6)
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Using the elongation trace κ as an optimization variable

As the equilibrium impacts the radial transport equations through geometric coefficients in

the diffusion PDEs (eq. (2.16), eq. (2.24) and eq. (2.25)), the time evolution of the elongation κ

can be used as an optimization variable, to impact the plasma state dynamics. In RAPTOR,

these metrics, stacked together in the vector g, are calculated from the output files of a CHEASE

equilibrium solution. From the CREATE-NL equilibrium solutions introduced in Section 5.2.6,

a sequence of metrics gκ for seven different values of plasma elongation κ is obtained. During

a ramp-down with constant ramp rate d Ip /d t , g for intermediate time points is evaluated

through linear interpolation in time.

We attempt to optimize the time evolution of the plasma shape, by finding the optimum time

trace of the elongation κ(t ). The fact that the dependencies of the geometric factors g on κ are

not analytically available, has consequences for the optimization routine:

• Cost and constraint function gradients ∂J
∂p and ∂C

∂p have to be evaluated numerically with

finite differencing and cannot be evaluated analytically, slowing down the optimization.

• Lacking a coupled Grad-Shafranov solver, a consistent evaluation of the updated metrics

g for a changed κ cannot be obtained within the optimization routine.

After each iteration step, the geometric factors g have to be recalculated to match the new trial

of the time evolution of the elongation κ. A linear interpolation scheme is applied to update

the metrics g. The two reference equilibria with most similar elongation κ are identified (out

of the set of CREATE-NL equilibria κr e f ,i ): κr e f 1 < κopt < κr e f 2. Then, a linear interpolation

in κ is applied to obtain the metric vector g:

gκopt = gκr e f 1 +
κopt −κr e f 1

κr e f 2 −κr e f 1

(
gκr e f 2 −gκr e f 1

)
(5.7)

Once an optimized ramp-down scenario is found, the adequacy of this linear interpolation

scheme can be checked by running a set of CHEASE simulations for time points along the

optimized trajectory, as illustrated in Section 5.6.4.
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Ramp-down optimal control problem

To summarize, the ramp-down optimal control problem can be written as:

min
p

J Ip (u(t )) ∀t ∈ [t0, tRD ] (cost) (5.8a)

subject to f (ẋ(t ), x(t ),u(t )) = 0 ∀t ∈ [t0, tRD ] (state) (5.8b)

ui (t ) =
ni∑
j

Pi j (t )pi , j (actuator parametrization) (5.8c)

Ai neq p ≤ bi neq (actuator limits) (5.8d)

Cℓi 3< fmar g i nℓi 3 C RE AT E (Ip ) ≤ 0 and C q̇95>0 ≤ 0 (state constraints) (5.8e)

The actuator limits 5.8d are included to impose both Ip (t) and κ(t) to be monotonically de-

creasing. At this stage, no minimum time derivative is set. Position and shape control studies

including the field coil currents are required to establish how fast plasma current and plasma

shaping can be changed during the ramp-down phase.

The algorithm applied to solve the non-linear, constrained optimization problem formulated

in 5.8a - 5.8e is sequential quadratic programming (SQP) [Nocedal and Wright 2006], as im-

plemented in the Matlab function fmincon. This algorithm was applied before in [Felici and

Sauter 2012] and [Teplukhina et al. 2017]. Even though cost and constraint function gradient

information has to be obtained numerically, the fast run time of a single RAPTOR simulation

allows to maintain the full solution of the non-linear optimization problem computationally

tractable (a few hours on a single CPU).

Generally speaking there is no guarantee that the obtained optimum trajectory is a global

optimum. Rerunning the optimization from different initial conditions allows to increase

confidence in the obtained optimum solution. Finally, the selection of the number of opti-

mization variables needs to give the optimizer enough degrees of freedom to be able to find

an optimum, while a too high dimensionality leads to the risk of overfitting with respect to

specific settings of model parameters. Verifying the obtained optimum trajectory with more

complete integrated modeling tools can increase confidence in the obtained optimum.

5.6.2 Optimized DEMO ramp-down scenarios

A set of optimized DEMO ramp-down scenarios is summarized in Figure 5.11, with different

assumptions regarding the total ramp-down time window and the time evolution of the

reference H98y,2:

1. d Ip /d t =−100kA/s; early HL transition, cold L-mode;

2. d Ip /d t =−100kA/s; late HL transition, hot L-mode;

3. d Ip /d t = −150kA/s; early HL transition, cold L-mode (for late HL transition, hot L-

mode, no feasible solution could be found).
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Figure 5.11: Initial and optimized time traces for three DEMO ramp-downs: (1) d Ip /d t =−100kA/s;
early HL transition, cold L-mode; (2) d Ip /d t =−100kA/s; late HL transition, hot L-mode; (3) d Ip /d t =
−150kA/s; early HL transition, cold L-mode. Feasible ramp-down traces are found with fmar g i n = 1.25
for (1) and with fmar g i n = 1.50 for (2) and (3).
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The respective trajectories given as initial conditions to the optimizer are the corresponding

RAPTOR simulations shown in Figures 5.9 and 5.10.

Constraint on ℓi 3

The red dash-dotted traces in Figure 5.11 represent the optimum found for the optimization

problem formulated in 5.8a - 5.8e, with Cℓi 3< fmar g i nℓi 3 C RE AT E (Ip ) ≤ 0 active as the only constraint

(so no constraint on the time evolution of q95). For case (1), a feasible solution is found

with fmar g i n = 1.25, while for cases (2) and (3), fmar g i n has to be raised to 1.50 to find a

feasible solution. Both Ip and κ are approximated by linear segments, parametrized by

three intermediate knot points (at the intersection of linear segments). The end points are

maintained equal to the initial condition, while the values of the knot points constitute the

optimization variables (6 optimization variables in total).

For each of the three cases, the optimized Ip (t) and κ(t) trajectories feature both a sharp

initial decrease in the first segment of the ramp-down. For the elongation κ, an immediate

ramp-down to the final, minimum elongation is proposed. The proposed changes in plasma

current ramp-rates d Ip /d t allow to maintain ℓi 3 < fmar g i nℓi 3 C RE AT E (Ip ). The initial fast

reduction of Ip leads to a very fast increase of ℓi 3. However, the fast decrease of Ip also leads

to a fast increase of the upper limit fmar g i nℓi 3 C RE AT E (Ip ). Furthermore, the decrease of the

Ip ramp-rate at the first knot point leads to a knee point in the ℓi 3(t) trace. For the three

cases, an optimum trajectory is found that avoids a violation of the vertical stability constraint

throughout the entire ramp-down phase.

Constraints on ℓi 3 and q̇95

A strong reduction of the elongation during the early ramp-down can lead to low q95 values

that could compromise ideal MHD stability. To counteract this effect, an additional constraint,

C q̇95>0 ≤ 0, imposing q̇95 > 0 when q95 < 4.5, is added, ensuring q95 increases monotonically.

The green dashed traces in Figure 5.11 represent the optimum found for the optimization

problem formulated in 5.8a - 5.8e, with both Cℓi 3< fmar g i nℓi 3 C RE AT E (Ip ) ≤ 0 and C q̇95>0 ≤ 0 active

as constraints. For the three cases, an optimum plasma current similar to the optimization

problem with single non-linear constraint is found. The early decrease of q95 is avoided by

limiting the early reduction of the elongation κ.

Note that for scenario 1 (d Ip /d t =−100kA/s; early HL transition, cold L-mode), no feasible

solution satisfying both constraints is found: the ℓi 3 trace exceeds the CREATE-NL limit

by the end of the first segment. In a case like this, where the optimizer did not achieve a

feasible solution, it is still interesting to evaluate how close the final iteration of the optimizer

approaches a feasible ramp-down trajectory.
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Chapter 5. Safe plasma termination strategies for DEMO

Figure 5.12: A set of ramp-down simulations is presented to improve our understanding of the dynamics
underlying the obtained optimum trajectory (for the case with d Ip /d t =−100kA/s, late HL transition,
hot L-mode in Figure 5.11), as explained in Section 5.6.3.
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5.6 Optimized Ip and shaping evolution to avoid vertical instability

5.6.3 Interpretation impact optimum Ip and κ on ℓi 3

To understand better the dynamics underlying the obtained optimum trajectory, we study

in more detail the optimized Ip and κ traces for the case with d Ip /d t = −100kA/s, late HL

transition, hot L-mode in Figure 5.11. We consider the case without the additional constraint

on q̇95. Various simulations are performed to understand both the individual and the joint

impact of the optimized Ip and κ traces, as presented in Figure 5.12 and explained below.

• Initial ramp-down trajectory with constant d Ip /d t and dκ/d t (black solid trace in

Figure 5.12)

• Optimized shaping evolution κ(t ), while maintaining the initial Ip (t ) evolution with

constant d Ip /d t (blue dashed trace in Figure 5.12)

The fast reduction of elongation κ leads to a reduction of ℓi 3. Note however that the

value of q95 reduces to values below 3, compromising ideal MHD stability. The ρq=1

trace illustrates that the fast decrease of q95 pushes the inversion radius ρq=1 further

outward. Since the transport model applied in these simulations enhances flattening

within the q = 1 surface, temperature and density profiles are broadened. Since a large

fraction of the current density is ohmic and bootstrap current, this will also lead to a

broader current density profile, hence a reduced internal inductance ℓi 3.

• Optimized shaping evolution κ(t ), while maintaining the initial Ip (t ) evolution with

constant d Ip /d t , with the inversion radius applied in the transport model kept fixed

at ρi nv = 0.1 (red dotted trace in Figure 5.12)

To confirm the hypothesis discussed under the previous item, a RAPTOR simulation

is performed where the inversion radius trajectory applied in the transport model is

maintained fixed to the same time evolution of ρq=1 that was observed for the initial

trajectory. In this case, the mechanism of a reduced q95 pushing out the inversion radius

cannot broaden the temperature and density profiles. As a consequence, the ℓi 3(t ) trace

is no longer reduced with respect to the initial simulation. Rather, the simulated internal

inductance evolution is very similar to the original time trace. Note however that in

Chapter 6, a direct impact of a fast compression of the plasma shape on the internal

inductance will be observed (both in experiment and simulation).

• Optimized plasma current evolution Ip (t ), while maintaining the initialκ(t ) evolution

with constant dκ/d t (green dash-dotted trace in Figure 5.12)

The plasma current Ip (t) is clearly an effective actuator to shape the time evolution

of the internal inductance ℓi 3(t), even when keeping the plasma shaping evolution

unchanged. Note how after the first change in Ip ramp-rate, the increase of ℓi 3 is

significantly slowed down. After the second change in ramp-rate even a reduction of

ℓi 3 is predicted. For the same shaping trajectory, the lower plasma currents lead to a

stronger increase of q95.

• Optimized plasma current Ip (t) and shaping evolution κ(t) (magenta solid trace in

Figure 5.12)
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Figure 5.13: Initial and optimized time traces are shown for Ip (t), κ, q95 and ℓi 3 (for the case with
d Ip /d t =−100kA/s, late HL transition, hot L-mode in Figure 5.11). The values of plasma current and
elongation of the equilibria initially obtained from CREATE-NL are indicated by the blue diamonds. The
red diamond symbols indicate the equilibria calculated during post-processing of the optimized results.
These equilibria are calculated with values of Ip , κ and kinetic profiles consistent with the optimal
trajectory. For an equilibrium around t = 50s (identified by the green boxes): the initial equilibrium
obtained from CREATE-NL is compared to the updated, consistent equilibrium.

Combining the optimum Ip (t) and κ(t) traces, the internal inductance can be main-

tained below the constraint value ℓi 3 < 1.25ℓi 3 C RE AT E (Ip ). This can be verified by

plotting the time trace in the (−Ip ,ℓi 3) plane, on the right hand side of Figure 5.12. Note

that the vertical line in the time trace does not correspond to a discontinuity in time: the

internal inductance reduces while the plasma current is maintained at a constant value.

5.6.4 Consistency optimized evolution shaping and kinetic profiles with MHD
equilibria

Routine to calculate consistent equilibria for optimum trajectory

Once an optimized ramp-down scenario is found, a consistent set of CHEASE equilibria can be

calculated for time points along the optimized trajectory. This way, one can validate whether

the impact of the optimized κ trace on the plasma state evolution has been correctly captured

by the naive interpolation scheme introduced in Section 5.6.1.

An automated function allows the user to provide the time points for which a consistent equi-

librium is desired. For these times, equilibria are calculated with consistent plasma current,

elongation (the last closed flux surface of the equilibrium from the original sequence with

elongation κ closest to the desired value κopt is rescaled) and kinetic profiles (pressure p and

current density jpar from the RAPTOR simulation).

The initial sequence of CREATE-NL equilibria and a sequence of equilibria along an optimized

ramp-down trajectory are indicated by sets of diamond symbols in Figure 5.13. The boundary
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5.6 Optimized Ip and shaping evolution to avoid vertical instability

Figure 5.14: Time traces of the initial and optimized ramp-down trajectory (with and without an
additional constraint imposing q̇95 > 0 for q95 < 4.5), for the case d Ip /d t =−100kA/s, early HL, cold
L-mode presented in Figure 5.11. The optimum trajectories are obtained with the metric data of a
set of consistent CHEASE equilibria (consistent Ip , κ and kinetic profile evolution), and differ slightly
from the dotted lines that represent the final simulation performed by the optimizer (with interpolated
metric terms based on the initial sequence of CREATE-NL equilibria).

shape for an equilibrium around t = 50s (identified by the green boxes in the Ip and κ time

trace plots) is compared between the original equilibrium and the updated, consistent equi-

librium.

Let us now compare the ℓi 3 and q95 traces obtained with the optimizer (applying a simple, lin-

ear interpolation technique to evaluate g) with the respective values obtained with a RAPTOR

simulation using the fully consistent CHEASE results as underlying equilibria. Both for ℓi 3

and q95 the changes are modest, justifying the applied linear interpolation procedure.

Optimum trajectory including consistent equilibria

In Figure 5.14, a set of traces are compared for the initial ramp-down trajectory and the opti-

mized ramp-down trajectories, with respectively the Cℓi 3< fmar g i nℓi 3 C RE AT E (Ip ) ≤ 0 constraint and

both constraints Cℓi 3< fmar g i nℓi 3 C RE AT E (Ip ) ≤ 0 and C q̇95>0 ≤ 0 (for the case d Ip /d t =−100kA/s,
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early HL, cold L-mode presented in Figure 5.11). These simulations are obtained by rerunning

the optimum trajectories with the metric data of a set of consistent CHEASE equilibria (con-

sistent Ip , κ and kinetic profile evolution). The dotted lines in Figure 5.14 represent the final

simulation performed by the optimizer (with interpolated metric terms based on the original

sequence of CREATE-NL equilibria). The impact on ℓi 3 of rerunning the simulation with the

metrics of a fully consistent set of CHEASE equilibria is limited, while the minimum in the q95

traces is somewhat lower for the consistent simulation. This has to be taken into account when

setting the q95 value above which no q̇95 < 0 is allowed (i.e. one can include some additional

margin to account for a reduced value in the simulation with consistent equilibria).

Note that while the dashed red and dash-dotted green ramp-down traces in Figure 5.14 operate

at identical plasma current Ip and Greenwald fraction throughout the ramp-down phase, the

second scenario requires a faster ramp-down of the effective line-averaged density. This can be

understood as follows: for the set of equilibria outer shapes applied for this work, the plasma

minor radius a is decreased simultaneously with the plasma elongation κ. A faster decrease of

elongation hence leads to a slower decrease of the Greenwald density nGw = Ip /πa2, which

eases the density ramp-down challenge. In the first-principles scaling law recently proposed

in [Giacomin et al. 2022], nl i m ∼ (1+κ)−1/3a−79/42, confirming that faster decrease of κ and a

would allow for a slower reduction of the plasma density.

5.7 Conclusion

The safe termination of burning plasmas is of crucial importance for the exploitation of DEMO,

as very few disruption events can be tolerated (especially at plasma currents above Ip ∼ 5MA).

The high radiated power fraction of DEMO, to limit the heat load to be handled by the divertor,

will make the scenario sensitive to excursions from a nominal scenario, both in stationary

state and during transient phases like ramp-down: a decrease of electron temperature leads

to increasing average cooling factors for the intrinsic W species and the seeded Xe species,

potentially triggering a runaway process towards a radiative collapse. To avoid a radiative

collapse during the ramp-down phase, strong plasma heating needs to be maintained (with

the level of heating depending on how efficiently impurities can be removed from the plasma).

The present chapter applies the gradient-based transport model introduced in [Teplukhina

et al. 2017]. A stationary RAPTOR reference for the DEMO stationary operating point is estab-

lished, based on operating conditions discussed in the literature [Zohm et al. 2013; Giruzzi

et al. 2015; Siccinio et al. 2020]. The simulation includes the effect of plasma dilution by the

fusion-born helium species as well the radiation from W and Xe, making use of ADAS cooling

factor data [ADAS]. We discussed the various non-linearities to be considered when setting a

reactor operating point, considering the active contraints on performance, as well as physics

limits. Importantly, a DEMO plasma is characterized by a high degree of self-regulation of the

kinetic profiles (posing a challenge for kinetic profile control): the power balance is dominated

by the plasma self-heating by the alpha fast particles, dependent on temperature and density

profiles and fuel dilution, and the radiated power from heavy impurities, with a non-linear
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dependence on Te . Reliance on auxiliary current drive to tailor the q profile is minimized to

maintain a high fusion gain Q.

The stationary operating point is used as initial condition for a series of ramp-down sim-

ulations. The technical and physical constraints that need to be simultaneously satisfied

throughout the entire ramp-down phase raise a set of trade-offs when setting the actuator

time traces. Leveraging the fast run time of the code, feasible DEMO ramp-down scenarios

are developed in RAPTOR. A quantitative estimate is presented of the strong auxiliary heating

required throughout the ramp-down phase, to avoid a radiative collapse.

Fast ramp-down scenarios are critical for emergency shutdown of the burning plasma, e.g. in

case of divertor reattachment [Siccinio et al. 2020]. Ramping down the plasma current tends

to cause a peaking of the current density profile, with a faster plasma current ramp-down rate

leading to a stronger peaking. In our simulations, strong peaking of jpar with inversion of the

plasma current direction near the plasma edge is routinely observed after the HL transition.

The corresponding increase of the plasma internal inductance ℓi 3 poses a challenge for the

vertical position controllability of the plasma column, as thoroughly assessed in this chapter.

An upper limit on the internal inductance from CREATE-NL [Albanese et al. 2015] free bound-

ary equilibrium control calculations is introduced [Mattei et al. 2016], dependent on plasma

current Ip and elongation κ. The feasibility of different plasma current ramp-down rates

with respect to this vertical control limit is assessed: while a ramp-rate of d Ip /d t =−50kA/s

seems conservative, a ramp-rate of d Ip /d t =−200kA/s seems overly optimistic. For a given

ramp-rate, the increase of ℓi 3 can be limited by enhancing the outward diffusion of the current

density: a lower temperature (e.g. early HL transition) or an increased Ze f f allows for a faster

current diffusion time scale. Furthermore, the plasma current Ip (t ) time evolution, within a

given ramp-down time window, is an effective actuator to tailor the internal inductance trace

ℓi 3(t). A simultaneous reduction of the plasma elongation κ allows to enhance the vertical

controllability of the plasma column, while potentially inducing a further reduction of ℓi 3 by

broadening jpar (ρ) by pushing the q = 1 radius further outward. A simultaneous reduction of

the minor radius leads to a slower decrease of the Greenwald density, allowing for a slower

plasma density ramp-down. Note however that shape control calculations should verify how

fast the elongation can be adjusted. Furthermore, a strong decrease of q95 during the ramp-

down should be avoided, to avoid compromising ideal MHD stability of the plasma. Applying

the RAPTOR automated optimization routines introduced in [Teplukhina et al. 2017], feasible

ramp-down trajectories could be obtained for average ramp-down rates of d Ip /d t =−100kA/s

and d Ip /d t =−150kA/s.
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6 Analysis and modeling of ramp-down
scenarios on ASDEX Upgrade

In Chapter 5, the development of safe ramp-down strategies is identified as a critical challenge

for a DEMO reactor. While integrated simulations of magnetic control and the kinetic profile

evolution can improve confidence in the performance of optimized ramp-down strategies, it

is crucial to test the applied models and observe the complex dynamics at play on present-day

devices. The delicate operating space that has to be navigated in order to avoid physics limits

has been described in [de Vries et al. 2017], studying a multi-machine database. For various

tokamaks, scenarios with dimensionless parameters matching the ITER baseline scenario are

under development, including TCV and ASDEX Upgrade (AUG) [Sauter et al. 2021]. In these

experiments, the available control techniques and modeling frameworks can be validated over

the different operating phases, including the ramp-down.

6.1 Introduction

Relation to earlier RAPTOR results for TCV, AUG and JET

In [Teplukhina 2018; Teplukhina et al. 2017], ramp-down optimizations have been performed

for TCV, AUG and JET. A faster plasma current ramp-down rate was successfully executed

on TCV for an ohmic L-mode: simultaneous reduction of the plasma elongation with the

plasma current allows to avoid an increase of dBv /d t , which would cause a violation of the

radial position control constraint. For AUG, a ramp-down scenario, starting from H-mode,

was optimized towards a faster Ip ramp. These optimized trajectories feature a simultaneous

reduction of the plasma elongation, to limit the increase of the internal inductance ℓi 3. While

experimental validation of these ramp-down traces was hampered by technical machine

limitations, some experimental ramp-down traces have been shown in [Teplukhina 2018],

hinting towards a positive impact of a fast reduction of the elongation on the increase of ℓi 3.
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Aim of the present work

In the present work, an extensive set of AUG ramp-downs is considered. Most of these dis-

charges belong to the AUG ITER baseline program, with nominal flat-top parameters for the

on-axis magnetic field B0 =−1.9T, the plasma current Ip = 1.1MA and the upper triangularity

δtop ∼ 0.3. A set of interesting ramp-downs that have been performed within the H-mode

density limit program (flat top: B0 =−2.5T, Ip = 0.8MA and δtop ∼ 0.0−0.3) is also shown.

Pre-programmed actuator time traces for heating, plasma current and shaping have been var-

ied, to understand their relative importance in designing a safe ramp-down strategy, allowing

us to make recommendations regarding the respective role of these various actuator traces in

the balancing act of designing a reliable ramp-down scenario. Furthermore, the capability

of the RAPTOR simulator to capture the relevant effects is validated, providing experimental

support for the simulation results obtained in the previous chapter. The plasma shape is

controlled in feedforward, setting the poloidal field coil currents for the expected evolution of

plasma current Ip and βpol , while βpol is controlled in feedback.

The focus of this work is modeling the impact of various physics drivers like plasma current,

shaping and heating traces on the time evolution of the internal inductance ℓi 3. As explained

in Section 5.1, the current density profile tends to become increasingly more peaked during

the ramp-down phase, increasing the value of ℓi 3 and making vertical position control of the

plasma position more challenging. While on AUG, vertical stability is usually ensured by the

presence of internal control coils and passive stabilization loops, vertical stability is projected

to be an important operating constraint for ramp-downs of future machines (as discussed

in Section 5.1). The importance of an optimized time evolution for ℓi 3 for DEMO has been

illustrated in Chapter 5.

6.2 Workflow for post-discharge simulations

The RAPTOR set-up applied in this section to model AUG ramp-downs is similar to the set-up

described in Chapter 3, although a different transport model is applied. Electron heat and

density transport and current diffusion are solved for, applying a gradient-based transport

model, for which the implementation is reported in [Teplukhina et al. 2017] and Section 2.3.4.

Note that the same set-up is used for the DEMO simulations in Chapter 5.

Sawteeth are modeled with the Porcelli sawtooth model described in [Piron et al. 2015],

triggering sawtooth crashes when the magnetic shear at q = 1 exceeds the critical value

sq=1,cr i t = 0.2. The critical shear sq=1,cr i t is user-defined and can be adjusted to match the

experimentally observed sawtooth period.

6.2.1 Heat and density transport model

Statistical analysis reported in [Teplukhina et al. 2017] derived characteristic logarithmic gra-

dients for the stiff region of Te and ne profiles during AUG shots, both for H- and L-mode

plasmas. In the present work, we attempt to apply the same parameters, i.e. for H-mode:
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λTe = 2.3, ρped ,Te = 0.9, λne = 0.5 and ρped ,ne = 0.9; and for L-mode λTe = 3.0, ρped ,Te = 0.8,

λne = 1.5 and ρped ,ne = 0.8.

However, in Section 6.3 we will find that a sudden transition from H-mode to an ohmic L-

mode can cause a broad region with comparatively low temperature Te ∼ 10eV, that in some

cases extends to radii ρ ∼ 0.65 (edge cooling). The modeling of Te and ne profiles during this

regime is improved by adjusting the gradient-based transport model characteristic logarithmic

gradients to λTe = 4.5, λne = 1.5, while maintaining ρped = 0.8. These settings are applied

for those discharges where a direct transition from H-mode to an L-mode without auxiliary

heating is programmed.

As mentioned before, the gradient-based transport model implementation in RAPTOR does

not rely on boundary conditions set at the pedestal top. Rather, a gradient parameter µ in the

edge region is feedback controlled to match global confinement metrics, namely a reference

for the line-averaged density and a reference for the He factor1.

The feedback control reference for the line-averaged density is set equal to the H-1 FIR mea-

surement (in case the measurement is corrupted by fringe jumps, a synthetic line-averaged

density is calculated from the IDA profile). For He , the same references are applied as in

[Teplukhina et al. 2017], namely He = 0.4 during H-mode and He = 0.2 during L-mode. In

the following sections we will see that this assumption leads to excellent agreement of the

modeled Te (ρ = 0.8, t ) trace with the experimental time trace.

6.2.2 Equilibrium geometry

Geometry metrics are taken from a sequence of reconstructed MHD equilibria from the IDE

code. A dense equilibrium time grid with a time step of 0.1s is selected (for the experiments

where the plasma column is rapidly compressed, the time step is reduced to 0.05s). This allows

to capture the effect of changing equilibrium on the diffusion equations solved by RAPTOR.

6.2.3 Heating and current drive sources

Ion cyclotron heating is modeled with a gaussian deposition profile centered at ρdep = 0,

assuming full absorption and equal heating to ion and electron species. NBI heating and

current density profiles are extracted from the RABBIT run performed within the IDE code.

6.2.4 Post-discharge simulations

A summary of the performed ramp-down experiments is presented in Appendix D, to accom-

pany the discussion in the following sections. Comparisons are shown between RAPTOR

post-shot simulations of Te (ρ, t ), ne (ρ, t ) and q(ρ, t ), and IDA/IDE reconstructions, to validate

the performance of the applied set-up over a variety of ramp-down scenarios.

1He is the H98y,2 confinement factor using solely the stored thermal energy of the electrons Wth,e . Note the
difference with Chapter 5, where the total H98y,2 factor is controlled, summing the stored thermal energy of all ion
species to Wth,e .
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Figure 6.1: IDE/IDA reconstruction and RAPTOR simulation for discharge 40405.

6.3 The importance of L-mode heating and HL transition timing

Let us consider the comparison between the experimental IDE/IDA reconstruction and RAP-

TOR (with gradient-based model) for discharge 40405, shown in Figure 6.1. The ramp-down

features a change in Ip ramp-rate around 0.5s (note: in this chapter we define t=0s at the start

of the plasma current ramp-down). Two effects on the time evolution of ℓi 3 are pronounced:

• The reduction of d Ip /d t during the H-mode phase leads to a flattening of the ℓi 3 time

evolution, both in the simulation and in the IDE reconstruction. The effect of the Ip

trace on ℓi 3 is studied in Section 6.4.

• The HL transition around 1.4s leads to a distinct increase of ℓi 3. In the following subsec-

tion, this distict rise of ℓi 3 is investigated.

6.3.1 Observation of edge cooling in AUG experiments

In Figure 6.2, the L-mode electron temperature (and density) profile is shown for two dis-

charges that transition from H-mode to an ohmic L-mode (41388: HL transition initiates

around 0.7s; 40405: HL transition initiates around 1.4s; for both discharges the HL transition

is initiated by turning off the auxiliary heating). In the absence of auxiliary heating, a broad

relatively cold outer region is formed in the plasma. The magnetic spectrograms indicate the

presence of an n=1 mode, even though no disruption is triggered. Further analysis is required

to see if the low edge Te is MHD or transport-driven.
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Figure 6.2: Te and ne profiles for discharges 41388 and 40405, after the transition from H-mode to an
ohmic L-mode.

The observed dynamics are reminiscent of the edge cooling dynamics observed in JET termina-

tion phases [Pucella et al. 2021]. Both central temperature hollowing or peripheral cooling of

the plasma give rise to a steepened current density profile through the q = 2 surface, increasing

the probability of triggering a 2/1 tearing mode that can lead to plasma disruption [Sykes and

Wesson 1980; Wesson et al. 1989]. Whilst the former is more common due to central impurity

accumulation at lower density and for a flatter q profile, the latter is more prevalent due to

edge cooling under the conditions of a peaked q profile and a higher density [Pucella et al.

2021].

In the previous chapter we found that a DEMO reactor requires high levels of auxiliary heating

throughout the full ramp-down phase, to avoid a radiative collapse. In the present chapter, the

impact of a flattened outer Te profile on the internal inductance is modeled. Stability analysis

of the current density profile with respect to the onset of a 2/1 mode, as performed in [Pucella

et al. 2021], or the self-consistent modeling of edge cooling with ADAS cooling factor data

[ADAS], is outside the scope of this work.

6.3.2 Modeling the impact of edge cooling

Gradient-based transport model

As the plasma conductivity scales like ∼ T 3/2
e , a strong impact of the electron temperature

on the predicted current density profile during an ohmic L-mode phase can be anticipated.

Applying the default setting of the gradient-based transport model for AUG L-mode plasmas

(i.e. λTe = 3.0, ρped ,Te = 0.8 [Teplukhina et al. 2017]), the increase ofℓi 3 during the HL transition

is under-predicted, as shown in Figure 6.3 (green dashed line). The electron temperature

in the outer region is over-predicted, while the average logarithmic gradient λTe is below
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Figure 6.3: IDE/IDA versus RAPTOR with gradient-based model, with L-mode logarithmic gradient
λTe = 3 (default) or λTe = 4.5, for discharge 40405, with late HL transition to ohmic L-mode: (a) Te ; (b)
He ; (c) λTe =−d logTe /dρ; (d) ℓi 3.

the experimentally observed core gradients. A better match with the experimental traces

can be obtained by raising the logarithmic gradient used by the model, to λTe = 4.5, while

maintainingρped ,Te = 0.8. To match the same He factor, the edge temperature is reduced, while

Te rises more steeply towards the center of the plasma. The rise of the internal inductance is

more pronounced, as observed in experiment. As the observed dynamics are captured more

accurately, λTe = 4.5 is applied for modeling those discharges that feature a direct transition

from H-mode to an ohmic L-mode (for all these discharges, a strong cooling of the edge has

been observed).

From these initial simulations, we can identify the key impact of Te peaking and the height

of the outer Te profile on the peaking of the current density profile and the resulting value of

the internal inductance ℓi 3. While for λTe = 3.0, ℓi 3 max ∼ 1.4, for λTe = 4.5, ℓi 3 max ∼ 1.8. The

actual cause of this low edge temperature is outside of the scope of this study. However to

counter this effect, it is proposed to keep finite auxiliary heating during the L-mode phase, to

avoid radiative collapse (as discussed in Chapter 5 for DEMO) and to control the increase of

ℓi 3 by avoiding an excessively fast reduction of the edge Te .

Comparison of transport models

To gain further insight in the L-mode regime with edge cooling, we compare the performance

of the different transport models applied in this thesis, to predict the ramp-down of discharge

40405, as presented in Figure 6.4:
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Figure 6.4: The ramp-down phase of discharge 40405 is simulated in RAPTOR with three different
transport models. (a) Ip and Paux ; (b) Te (ρ = 0.3); (c) ℓi 3; (d) Te (ρ = 0.8).

• the gradient-based model, with non-standard settings for the L-mode phase, as de-

scribed previously; Te , ne and q are solved for,

• the ad-hoc empirical formula eq. (2.30), with model settings identical to those applied

in Chapter 3; ne (ρ, t ) and the Te (ρ = 0.8, t ) boundary condition are imposed based on

experimental data, Te and q are solved for,

• the QuaLiKiz neural network surrogate QLKNN-hyper-10D [van de Plassche et al. 2020];

ne (ρ, t) and Te,i (ρ = 0.8, t) are imposed based on experimental data, Te , Ti and q are

solved for.

The following observations can be made, based on Figure 6.4.

• While the ad-hoc empirical formula and QLKNN-hyper-10D require a boundary con-

dition Te (ρ = 0.8, t ), the gradient-based model only requires an estimate for the global

electron heat confinement in H- and L-mode. The Te (ρ = 0.8, t ) trace predicted by the

simulation agrees well with the IDA measurement that is used as boundary condition

for the simulations with the alternative transport models.

• Applying the ad-hoc empirical formula leads to an excellent agreement of the predicted

ℓi 3 trace with the experimental reconstruction. This is remarkable since the parameters

of the transport model are taken identical to those used to model advanced scenarios in
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Figure 6.5: Comparison of experimental data with RAPTOR simulation with ad-hoc empirical formula
and boundary condition at ρ = 0.8 (shown within the range ρ = [0.5 1]).

Chapter 3 (cano = 0.15, cneo = 0.50, cTe = 1.2, χc = 0). It should however be emphasized

that the time evolution of Te (ρ = 0.8, t ) is set based on the experimental time trace.

• QLKNN-hyper-10D seems to overpredict the core temperature during the H-mode

phase2, leading to an overprediction of the internal inductance. Note that in this case

the predicted ∆ℓi 3 during the HL transition is reduced.

Since the ad-hoc empirical formula recovers the observed ℓi 3 evolution most accurately, this

simulation can be used to understand the origins of the increased internal inductance in

more detail. Figure 6.5 illustrates how the sudden collapse of temperature in the outer plasma

region (ρ > 0.75) at the HL transition leads to a strong reduction of ohmic and bootstrap driven

current in this region, causing a strong peaking of the current density profile. the electron

temperature profile Te is plotted before (1.4s) and after (1.7s) the HL transition, as measured

by Thomson and ECE diagnostics, and inferred by the IDA. The bottom right plot, showing the

enclosed plasma current integral, shows that after the HL transition, about 80% of the plasma

current is driven inside ρ = 0.5.

2Further investigation is required to understand whether QuaLiKiz under-estimates transport in this regime
or whether the QLKNN fit becomes less accurate for the increasing Te > Ti during ramp-down. Alternatively,
destabilization by density peaking might be under-estimated due to insufficient accuracy of the measurements.
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6.3 The importance of L-mode heating and HL transition timing

Figure 6.6: Ramp-down traces of discharges with different HL timings and different amounts of L-mode
heating.

6.3.3 Early HL transition to a heated L-mode phase

Experiment

To investigate whether the strong rise of internal inductance that has been observed for a late

HL transition to an ohmic L-mode (40405) can be avoided, new discharges have been designed

that feature an earlier HL transition and an auxiliary heated L-mode phase, while the Ip trace

is identical. The HL transition of discharges 40631 and 40844 is respectively around the start

of ramp-down and around 0.4s (which is right before the kneepoint in the Ip trace). Both

discharges maintain IC heating during the L-mode phase3, respectively 1MW and 0.5MW.

The temperature traces (Te (ρ = 0.8) and Te (ρ = 0.9)) in Figure 6.6 clearly indicate that the

peripheral electron temperature in the L-mode heated discharges decreases more gradually,

leading to a reduced internal inductance ℓi 3. Note that discharges 40631 and 40844 maintain

higher Te (ρ = 0.8) and Te (ρ = 0.9) even in the phase when all discharges are in an ohmic

L-mode. As the ramp-down phase is highly transient, understanding of the plasma state at a

given point requires to consider the full dynamic state evolution.

3An attempt (discharge 40851) maintaining 0.4 MW of NBI power until 1.5s likewise resulted is a gradual decline
of Te (ρ = 0.8) rather than a sudden collapse. One discharge (40848) has been performed with an early HL transition
to an ohmic L-mode. The time traces (shown in Figure D.10 of Appendix D) indicate that while a radiative collapse
of the outer Te profile initially took place, the Te (ρ = 0.8, t ) trace recovers, halting a further rise of ℓi 3. Note that
the reduction of the Ip ramp-down rate reduces the likelihood of termination due to a density limit violation, as
the edge density has more time to reduce for a given Ip .
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Figure 6.7: RAPTOR simulations for the discharges 40405, 40631 and 40844, with an HL timing respec-
tively around 1.4s, 0.1s and 0.4s.

Modeling

The discharges 40405, 40631 and 40844 have been simulated with the gradient-based transport

model in RAPTOR, as illustrated in Figure 6.7. While the three discharges are simulated with an

identical Ip trace, with a knee point around 0.5s, the HL transition is initiated at respectively

1.4s, 0.1s and 0.4s. For discharge 40405, with a direct transition to a cold L-mode phase,

the transport model uses λTe = 4.5 during L-mode, as discussed in Section 6.3.2. The two

other discharges maintain some auxiliary heating directly after the HL transition and apply

the standard setting λTe = 3 throughout the entire L-mode phase. Applying these settings,

Te (ρ = 0.8, t) is predicted reasonably well for all three shots. During the ohmic L-mode

phase of discharges 40631 and 40844, the ℓi 3 values predicted by RAPTOR differ from the
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Figure 6.8: Ramp-down traces of discharges with different traces of the plasma current Ip .

IDE reconstructed data, which show a further rise of ℓi 3 to values above ℓi 3 = 1.5. Further

investigation into the dynamics of ℓi 3 in this phase is required, ideally with the assistance of

more complete integrated modeling codes.

6.4 Plasma current as an actuator to tailor the ℓi 3 time evolution

Experiment

In Chapter 5, the time evolution of the plasma current Ip has been identified as an effective

actuator to tailor the time evolution of the internal inductance ℓi 3. More specifically, starting

from a fast ramp down rate and subsequently reducing the plasma current ramp-down rate

allows to reduce the growth rate of the internal inductance, while allowing to reach lower Ip

values relatively quickly.

In Figure 6.8, four discharges with different plasma current time traces are shown, each main-

taining a relatively constant volume throughout the ramp-down phase. Discharge 40404

has the fastest ramp-down rate, d Ip /d t ∼ 660kA/s, resulting in a rapid rise of the internal

inductance ℓi 3, until the discharge disrupts with a plasma current Ip ∼ 500kA4 .

Discharges 40405 and 40840 feature new ramp-down traces, that implement a strong reduc-

tion of the absolute value of d Ip /d t , while having an identical evolution in the first segment of

the ramp-down phase. For discharge 40405, the absolute value of d Ip /d t is essentially halved

at 0.5s. The impact on ℓi 3(t ) is strong: the internal inductance remains more or less constant

around ℓi 3 ∼ 1.3 during the time window between the Ip knee point and the HL transition

4The disruption of discharge 40404 is incurred after the HL transition. Due to the dynamics described in Section
6.3, the sudden transition to an ohmic L-mode leads to collapse of the outer electron temperature, leading to a
density limit excursion.
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(1.4s). Likewise, in the (−Ip ,ℓi 3) plane in Figure 6.8 the change of gradient of the ℓi 3 trace is

clearly pronounced.

Discharge 40811 features a second halving of the Ip ramp-down rate during the L-mode phase,

around 2s. 40405 and 40811 have a similar ℓi 3(t ) evolution (after the first Ip knee point, ℓi 3 is

slightly higher for 40811, potentially due to differences in elongation). Whether the second Ip

knee point causes a further reduction in the growth rate of ℓi 3, is not clear from the IDE data.

Discharge 40840 has a constant ramp-down rate, while covering the same total ramp-down

time window as discharge 40405. Comparing the respective traces in Figure 6.8, both dis-

charges reach similar ℓi 3 values after the HL transition.

Modeling

The quantitative effect of a change of d Ip /d t is well captured in RAPTOR. The good match

between experiment and simulation can be illustrated by comparing the IDE and RAPTOR

ℓi 3 traces in Figure 6.1 for discharge 40405. Also for discharge 40631, where the same Ip trace

is applied, but the change of d Ip /d t occurs during L-mode rather than H-mode, the time

evolution of dℓi 3 is rather well recovered (Figure 6.7). These successful benchmarks of the

model increase the confidence in the optimization procedure applied in the previous chapter.

6.5 The effect of the plasma shape evolution

6.5.1 Scan over plasma shape quantities

Experiment

In Figure 6.9, a set of three ramp-downs with a similar plasma current ramp-down rate is

compared (d Ip /d t ∼ −700kA/s). This discharge scan was performed to study the effect of

shaping. Discharge 40236 is an attempt to maintain the shape constant throughout ramp-

down. A reduction of triangularity δ at constant elongation κ is the aim of discharge 40238.

Conversely, the ramp-down phase of discharge 40239 attempts to maintain triangularity δ

constant, while reducing the elongation κ.

Control over these individual shaping parameters was only partly successful, as can be seen in

Figure 6.9.

• Discharge 40236 maintains a relatively constant volume (and triangularity), while the

elongation however decreases (ami nor increases from about 0.52m to 0.55m).

• Discharge 40238 does achieve a reduction of triangularity, while the elongation evolution

is similar to discharge 40236, resulting in a moderate volume reduction.

• Discharge 40239 has only a moderately stronger elongation reduction compared to

the other two shots, combined with some decrease of the triangularity, resulting in the

strongest volume reduction (a reduction of about 15%).
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Figure 6.9: Ramp-down traces to study the effect of shaping on ℓi 3 and q95.

Based on these experiments, limited conclusions can be drawn regarding the impact of

individual shaping parameters. It can be observed that a reduction of the plasma volume

results in a slower increase of q95 and ℓi 3. Note that the disruption of discharge 40236 is not

caused by loss of vertical controllability, but by a radiative collapse, due to a lack of auxiliary

heating after the HL transition, as described in Section 6.3.

Modeling

We perform a set of RAPTOR simulations for discharges 40236 and 40239 to investigate whether

the model can capture the impact of the equilibrium evolution on ℓi 3(t ). The RAPTOR simu-

lations are shown in Appendix D: while for discharge 40236, the predicted ℓi 3 trace matches

closely the value reconstructed by IDE (Figure D.1), RAPTOR seems to over-predict ℓi 3 for

discharge 40239, thus under-predicting the impact of the shape adjustments (Figure D.3).

In addition to the standard simulations, additional simulations are performed, swapping

the underlying equilibrium data used for the RAPTOR simulations amongst each other, as

presented in Figure 6.10. Repeating the simulation of discharge 40236 with the geometry

evolution of discharge 40239 (with the decreasing volume), leads to a decrease of the predicted

ℓi 3 by RAPTOR, matching the ℓi 3 trace simulated for 40239. Conversely, repeating the sim-

ulation of 40239 with the geometry evolution of discharge 40236, leads to an increase of the

predicted ℓi 3 by RAPTOR, matching the ℓi 3 trace simulated for 40236. For a smaller plasma

volume at a given plasma current, the lower q95 value causes a broader jpar profile and hence

a lower ℓi 3 value. For reducing q95, the q = 1 radius moves outward, which, when applying the

gradient-based transport model, leads to broader temperature and density profiles.
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Figure 6.10: RAPTOR simulations for discharges 40236 and 40239, including a simulation of both
discharges with swapped equilibrium data (the equilibrium geometry data of discharge 40239 is used
for the simulation of 40236 and vice versa).

6.5.2 Rapid compression of the plasma column

Experiment

During the termination of H-mode density limit experiments on AUG, a rapid compression of

the plasma column has been executed, in an attempt to counter the increase of the internal

inductance ℓi 3, as applied in discharge 41388. Halfway through the ramp-down phase, the

plasma transitions from a diverted to a limited phase, and the cross-section is compressed

and moved towards the inner limiter (some plasma boundary shapes are illustrated in Figure

6.13). The evolution of various shaping parameters are shown in Figure 6.11. Note the rapid

reduction of volume and elongation as the plasma poloidal cross-section is contracted and the

shaping is reduced, resulting in a circular cross-section. A fast reduction of both q95 and the

internal inductance ℓi 3 during the compression phase is observed in the IDE reconstruction.

When the plasma current reaches Ip ∼ 110kA, the plasma disrupts as the excessive reduction

of q95 results in an MHD instability.

The second discharge shown in Figure 6.12 (40750), remains diverted throughout the ramp-

down. While the plasma volume and the elongation reduce significantly, there is no fast

compression phase and both q95 and ℓi 3 increase monotonically.

Modeling

To understand the dynamics of the ramp-down phases of discharges 41388 and 40750 in more

detail, RAPTOR simulations have been performed for both discharges. As both discharges have
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Figure 6.11: Ramp-down traces to study the effect of plasma compression on ℓi 3 and q95.

Figure 6.12: Time traces Te , nel , volume and ℓi 3 for RAPTOR simulations of discharges 41388 and
40750.
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Figure 6.13: Sensitivity study in RAPTOR on the effect of plasma column compression and density on
the internal inductance ℓi 3 and q95.

an HL transition to an ohmic L-mode, the non-standard L-mode setting of the gradient-based

transport model with λTe = 4.5 is applied. Furthermore, for these two discharges, an electron

H-factor He = 0.3 (instead of default value He = 0.4) leads to an improved agreement with the

experimental data (during H-mode).

Figure 6.12 gives an overview of some of the modeled traces in RAPTOR, including electron

temperature at various radii (ρ = [0 0.2 0.4 0.6 0.8]), the line average density, the plasma volume

and the internal inductance ℓi 3. For both discharges, the RAPTOR-simulated ℓi 3 evolution

recovers closely the experimentally observed trace. The dynamics of the internal inductance

can be understood by considering the Te traces at various radii. Both discharges have an HL

transition shortly after t=0.5s, leading to a distinct decrease of the outer Te traces (no auxiliary

heating is maintained), increasing the growth rate of the ℓi 3 trace. At a later time during the

L-mode phase, around t=0.6s, an increase of the line-averaged density occurs (due to central

impurity accumulation). Note that the line average density reference for the gradient-based

transport model is the experimentally observed trace. The density rise is most pronounced

for discharge 41388. The observed density peaking causes a reduction of the central electron

temperature traces. This effect is recovered by the RAPTOR simulation, as visible in Figure

6.12. As the temperature profile and the (dominantly ohmic) current density profile broaden,

the observed reduction of the internal inductance ℓi 3 results. Note however that an additional

impact from the changing equilibrium geometry can be expected, as the plasma column is

compressed.

To isolate the effects of the density rise and the plasma compression on the internal inductance

evolution, three additional simulations have been performed, as presented in Figure 6.13.

The initial post-shot simulation, applying the line average density trace and the equilibrium

sequence observed in the experiment, is shown in blue.

• The first sensitivity study, shown in red, maintains the observed density increase, but
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keeps the underlying equilibrium geometry constant from t=0.65s onward. As a first,

obvious consequence, we can see that the value of q95 continues to increase as the

plasma current reduces. While the initial ℓi 3 reduction after t=0.65s is little affected, the

absence of the plasma compression leads to an increase of ℓi 3 towards the end of the

simulated time window.

• A second simulation maintains the original equilibrium evolution, with the plasma

compression, while imposing an artificial density reference without the density rise

observed in experiment. In this case the initial reduction of ℓi 3 after t=0.65s is less

pronounced. However, the plasma compression still leads to a strong decrease of ℓi 3 by

the end of the simulation.

• Finally, a simulation is run with a constant equilibrium geometry from t=0.65s and the

artificial density trace without density increase. The strongest increase of ℓi 3 is observed

for this simulation.

We conclude that, according to these simulations, rapid compression of the plasma column

leads to a significant reduction of the internal inductance, due to the impact of the changing

geometry, which can be reinforced by a simultaneous density rise.

6.6 Conclusion

The ramp-down phases of a series of ITER baseline and H-mode density limit discharges

performed on AUG are analysed and modeled with the same gradient-based transport model

for heat and density transport that has been applied for the DEMO ramp-down studies in

Chapter 5.

Continued auxiliary heating after the HL transition allows for a gradual decrease of the outer

Te profile, rather than a sudden collapse (edge cooling). Even in cases where a density limit dis-

ruption can be avoided, the radiative collapse causes a sharp rise of the internal inductance ℓi 3,

which would endanger vertical stability on future machines. Interestingly, the higher outer Te

for an auxiliary heated L-mode plasma persists after the auxiliary heating is eventually turned

off, highlighting the inherently dynamic nature of the ramp-down plasma state evolution. The

abrupt increase of ℓi 3 can be captured by RAPTOR, applying either the gradient-based model

with an increased logarithmic gradient parameter λTe , or a simple ad-hoc transport formula

with boundary condition provided at ρ = 0.8.

The role of the plasma current ramp-down rate d Ip /d t as an effective actuator to tailor the

time evolution of the internal inductance ℓi 3, as proposed for DEMO ramp-down optimiza-

tions in Chapter 5, has been confirmed in experiment. A reduction of d Ip /d t has a strong and

immediate impact, limiting the subsequent growth rate of ℓi 3.

For a given Ip trace, reducing volume and shaping during ramp-down seems beneficial to

limit the increase of ℓi 3 (and q95). While the effect of individual shaping parameters (κ, δ) is

unclear, the slower increase of q95 due to a reduction of the plasma cross-section allows for a
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slower increase of ℓi 3, both in simulation and experiment.

A rapid compression of the plasma column has been attempted during the ramp-down of

H-mode density limit experiments. The fast dynamics of this highly transient phase are

captured by RAPTOR simulations, imposing the time-varying equilibrium geometry and the

line average density measured in experiment. Simulations have quantified the respective

impact of a density rise due to central impurity accumulation, broadening the Te profile, and

the changing geometry during the plasma compression phase. While plasma compression

seems a promising technique to limit the ℓi 3 increase during ramp-down, further simulations

and experiments would help to further understand the interplay between individual shaping

parameters and the ℓi 3 evolution. Furthermore, an excessive compression should be avoided,

as a sharp decrease of q95 causes the onset of MHD instabilities.
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7 Conclusion and outlook

Reliable control over the current density, temperature and density profiles throughout the

entire tokamak discharge, from the ramp-up phase to the flat-top and the ramp-down phases,

is paramount to reliably achieve high performance scenarios in future fusion reactors, while

retaining a safe margin to physics instabilities and engineering limits of the machine. The dy-

namic response of these profiles to the available actuators is governed by a coupled, non-linear

set of diffusion equations. The RAPTOR code combines an efficient numerical implementation

with a set of reduced physics models to evaluate transport coefficients and source and sink

terms, thus allowing for fast evaluation of the plasma dynamical response, or the stationary

operating point.

In this thesis, we have further developed the numerical and physical capabilities of the RAP-

TOR code. By routinely simulating ASDEX Upgrade (AUG) discharges, we have shown that

rapid simulations of the plasma state evolution enable an improved physical interpretation of

the observed phenomena. Furthermore, the fast computation time then allows to optimize

actuator time traces for following discharges, allowing for more efficient physics-model-based

scenario development. Exploring the full space of potential stationary working points and

dynamical operation strategies, we have shown how RAPTOR can be used to optimize sce-

narios for ITER and DEMO, identifying active constraints and effective actuators to navigate

the plasma state in the desired operating envelope. The obtained optimized scenarios can

subsequently be tested in more complete simulators with improved physics fidelity and a full

set of integrated models for the whole device.

7.1 Summary of the main results

7.1.1 RAPTOR upgrade: a framework for fast, automated optimization of the
stationary state

RAPTOR has been extended with a non-linear solver that rapidly evaluates the stationary set

of plasma profiles for a selected number of the transport channels ψ(ρ, t ), Te,i (ρ, t ), ne,i (ρ, t ).

Leveraging the availability of analytical Jacobians, the equations are robustly solved, even
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in conjunction with a stiff transport model (like QuaLiKiz-hyper-10D [van de Plassche et al.

2020]).

The new solver has been embedded in a framework for fast, automated optimization of the

stationary phase of tokamak plasma discharges. Cost and constraint functions, reflecting

respectively plasma performance indicators and limitations on the desired plasma state,

can be generically implemented and their respective gradients are calculated analytically.

Both scalar variables (e.g. heating powers) and radially distributed quantities (e.g. electron

cyclotron deposition profile) can be optimized.

The numerical implementation of both the stationary state solver and the optimization routine

have been discussed in detail in Chapter 2.

7.1.2 Stationary state optimization for the ITER hybrid scenario

Coupling the stationary state optimization scheme to the QuaLiKiz neural network surrogate

model QLKNN-hyper-10D [van de Plassche et al. 2020], the ITER hybrid scenario has been

investigated, as presented in Chapter 4. Safety factor q(ρ), ion temperature Ti (ρ) and electron

temperature Te (ρ) are solved for. To take into account the effect of α= dβ
dρ q2R0 on confine-

ment, the shear input to the transport model is adjusted to se f f = s −0.5α, as indicated by a

dedicated QuaLiKiz standalone study for the ITER hybrid regime.

The fusion gain Q can be maximized by optimizing the deposition of electron cyclotron current

drive. We found that adequate tailoring of the hybrid q profile, with q ∼ 1 in the core and high

s/q in the outer region, can be achieved without excessive fine-tuning of electron cyclotron

deposition profile. The confinement can be maximized by clamping the q profile to q = 1 at

the most outward location that can be achieved for a given electron cyclotron power. For a

gaussian deposition profile this corresponds to finding the innermost deposition radius for

which q > 1 is not violated. Whilst these results are consistent with [Citrin et al. 2010], the

procedure has been fully automatized, with a surrogate first-principles-based model, greatly

accelerating the optimization. The full, non-linear optimization problem is solved within

minutes on a single CPU.

With a heating mix Pnb = 33MW and Pec = 40MW, Q = 5 is predicted with non-inductive cur-

rent fraction fni = 0.89 and fusion power P f us = 365MW (assuming Te,i ped = 4.5keV, fG = 0.9

and ne0/ne ped = 1.4, and for Ip = 10.5MA). Optimal operating points have been compared for

different values of plasma current, density and pedestal height and for varying heating mix.

Due to the stiffness of the QLKNN-predicted transport, an increase of fusion gain can be

achieved by reducing the electron cyclotron power. Depending on the levels of plasma current

and neutral beam power, the reduction of electron cyclotron heating and current drive is either

limited by the need for enough off-axis current to maintain q > 1, or by the need for a sufficient

separatrix power flow to maintain H-mode operation, giving rise to an intermediate plasma

current maximizing the fusion gain Q. Similarly, a reduction of neutral beam heating allows to

increase the fusion gain, at the expense of lowering the non-inductive current fraction.

The strong impact of pedestal pressure and density profile peaking on fusion power, current

drive efficiency and bootstrap current is quantified. For a given pedestal pressure, a lowered
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pedestal density allows for better performance as the non-inductive current fraction can be

boosted while the fusion power remains essentially the same. Including the density equation

to the set of solved equations, RAPTOR-QLKNN predicts a stronger density peaking for re-

duced pedestal density.

Optimizing the set of radial plasma profiles for a variety of operating regimes, the presented

workflow naturally lends itself for integration into reactor design system codes.

7.1.3 Ramp-up optimization for ASDEX Upgrade advanced scenario

A fast, reliable and reproducible early heating scenario at Ip = 1MA has been developed for

AUG, guided by inter-discharge simulations and optimizations in RAPTOR, as described in

Chapter 3. Fast access to a stationary state is important for future reactors, as current diffusion

is orders of magnitude slower than in present-day devices.

A framework has been presented to routinely simulate AUG discharges from ramp-up to

ramp-down, both before and after the pulse is executed. Simple, reduced models for trans-

port and electron cyclotron current drive are applied, with χe ano ∼ ρqT 1.2
e and ηcd ECC D ∼

e−ρ
2/0.52

Te /ne . Therefore, the present validated simulations are real-time compatible. Im-

posing the Te boundary condition at ρ = 0.8, this set-up is able to recover the dynam-

ics of Te (ρ, t) and q(ρ, t) in the plasma core, as validated against experimental reconstruc-

tions from IDA [Fischer et al. 2010] (for Te ) and IDE [Fischer et al. 2016] (for q). Model

parameters are maintained constant to simulate the range of discharges discussed. The

IDE tool-chain is used to obtain equilibrium geometry data, neutral beam heating and

current drive deposition profiles (RABBIT [Weiland et al. 2018]) and electron cyclotron de-

position radii and widths for the individual gyrotrons (TORBEAM [Poli et al. 2001]). To

set the Te pedestal top boundary condition in pre-discharge simulations, a simple scaling

law based on previous discharges within the same parameter regime has been proposed.

The electron pressure at ρ = 0.8 is estimated, with line average density, heating power and

plasma current as input variables. For the advanced scenario regime studied, we obtained:

ne Te (ρ = 0.8) = 0.51n0.82
el 1019m−3 (Poh(Ip M A ,Paux MW )+Paux MW )0.53I 1.71

p M A . In the presence of

data from previous discharges which feature roughly a similar pedestal transport regime, this

approach leads to a reasonable prediction of Te (ρ = 0.8, t ), during the full discharge.

The good agreement between pre- and post-shot simulations has allowed us to run inter-

discharge optimizations and to predict the impact of actuator adjustments before discharge

execution. Post-discharge simulations led to the hypothesis that a 3/2 tearing mode in the

early flat-top phase could be causally linked to the formation of an off-axis qmi n > 1.5, with

qmi n and the related region of low magnetic shear subsequently decreasing through q = 1.5.

Running predictive, pre-shot simulations, a 200ms delay of the early heating (by NBI), has

been proposed, allowing qmi n to drop through q = 1.5 earlier in the discharge, during the

ramp-up, at reduced values of βN and radius. The updated actuator recipe has been tested

and subsequent post-shot simulation and analysis of the MHD magnetic spectrograms indi-

cate that the robustness of the early heating scenario against the onset of tearing modes was

successfully increased.
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Automated optimization of the deposition radii of the ECCD sources has been attempted,

aiming to achieve an early, elevated, stationary q profile, both for qmi n < 1.5 and qmi n > 1.5.

Applying the ECCD deposition proposed by RAPTOR simulations, relaxation of the q profile

immediately after reaching the flat-top phase, with qmi n < 1.5, has been accomplished, as

confirmed by IDE reconstruction and post-discharge simulations with ASTRA [Schramm et al.

2022] and RAPTOR. Maintaining qmi n > 1.5 has been hampered by the onset of disruptions

due to locked 2/1 modes, reduced pedestal temperature and a central peaking of density

and neutral beam current drive. Enhanced robustness against 2/1 modes has been achieved

by reducing the plasma current to Ip = 900kA, aiming to move the location of q = 2 inward,

reducing the probability of ELM-triggered NTMs.

Scenario development clearly benefits from both pre- and post-discharge simulations, im-

proving the interpretation of the observed dynamics, considering the non-linear interplay

of Te and q . The impact of model parameter uncertainties are quantitatively estimated. The

key impact of the achieved pedestal temperature Te (ρ = 0.8, t) has been identified: a strong

impact on the central q profile is observed when the pedestal temperature is increased or

reduced, due to the small total current enclosed at small radii for the studied scenario.

7.1.4 Ramp-down optimization for DEMO

A safe ramp-down scenario is essential for the exploitation of a DEMO reactor, as close to zero

disruption events can be tolerated at plasma currents above ∼ 5MA. In Chapter 5, we have

proposed an optimized set of actuators to achieve safe discharge termination. The strongly

non-linear coupling of the kinetic profiles to the main heat sources and sinks (alpha power

and impurity radiation), is self-consistently captured in RAPTOR. Coupling to the [ADAS]

database is used to model the non-monotonic cooling factor dependence on Te . Decreasing

Te , a radiative collapse can be triggered. We have applied the RAPTOR code to assess the levels

of auxiliary heating that need to be maintained throughout the ramp-down, to maintain the

discharge stable. Even if xenon can be efficiently extracted, a strong heating of more than

20 MW is needed during the L-mode phase. Feasible ramp-down trajectories are obtained,

meeting a variety of constraining limits.

A fast landing scenario is critical for emergency shutdown of a burning plasma. A fast ramp-

down leads to a strong peaking of the parallel current density jpar , leading to a high value of

the internal inductance ℓi 3 and, according to our RAPTOR simulations for DEMO, inversion of

the plasma current near the edge. The ℓi 3 increase corresponding to a range of different ramp-

down rates has been analysed, and compared against a (κ, Ip )-dependent upper limit from

free boundary equilibrium control calculations [Mattei et al. 2016] in CREATE-NL [Albanese

et al. 2015]. A fast ramp-down with d Ip /d t =−200kA/s is found to be overly optimistic. It is

also shown that an early HL transition or a limited reduction of the impurity content (hence

Ze f f ) can limit the increase of ℓi 3, as the outward diffusion of current density is enhanced.

Automated numerical optimization of the ramp-down phase has been performed in RAPTOR,

optimizing the time evolution of plasma current and elongation, imposing the CREATE-NL

limit on ℓi 3 as a constraint. The time evolution of ℓi 3 can be effectively tailored by the
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7.1 Summary of the main results

plasma current evolution. Reducing the plasma elongation can potentially cause a further

reduction of ℓi 3, as the q = 1 radius is moved to a larger radius. If the plasma minor radius

is reduced simultaneously, the Greenwald density decrease is counteracted, allowing for a

slower reduction of the plasma density. The RAPTOR optimizations include a constraint on

q95, as a reduction due to strong shaping adjustment compromises MHD stability. With the

optimized time traces of plasma current and elongation, feasible termination strategies have

been obtained for average ramp-down rates up to d Ip /d t =−150kA/s (or d Ip /d t =−100kA/s

with more conservative assumptions). Due to the coupled nature of magnetic control and

profile control, this result should be verified with a free boundary equilibrium solver.

7.1.5 Ramp-down optimization for ASDEX Upgrade

A series of ramp-down experiments have been performed on ASDEX Upgrade, to explore safe

termination strategies. In Chapter 6, the same gradient-based transport that has been applied

to model the DEMO ramp-down, has been successfully applied to model the transport of

electron heat and density, following the approach introduced in [Teplukhina et al. 2017].

Both simulation and experiment confirm that the increase of the internal inductance ℓi 3 can

be limited by a reduction of volume and elongation, hence increasing the margin towards

vertical instability, although the impact of individual shaping parameters like elongation κ and

triangularity δ remains unclear. Rapid compression of the plasma column during the ramp-

down has been executed in experiment and modeled in RAPTOR, imposing the time-varying

equilibrium geometry and the line average density measured in experiment. Simulations

have quantified the respective impact of a density rise due to central impurity accumulation,

broadening the Te profile, and the changing geometry during the plasma compression phase.

Excessive compression should be avoided, as a sharp decrease of q95 causes the onset of MHD

instabilities.

A sudden collapse of the peripheral electron temperature, causing a sharp rise of ℓi 3 and in

some cases a density limit excursion followed by a disruption, has been avoided by continued

auxiliary heating during the L-mode phase. The abrupt rise of ℓi 3 has been successfully

modeled in RAPTOR.

The plasma current trace Ip has been identified as an effective actuator to tailor the time

evolution of the internal inductance ℓi 3, as proposed for DEMO ramp-down optimizations

in Chapter 5, both in simulation and experiment. A reduction of d Ip /d t has a strong and

immediate impact, limiting the subsequent growth rate of ℓi 3. Our results demonstrate how

the optimization procedure can take advantage of this effect to find trajectories satisfying a

vertical stability constraint which itself depends on Ip .
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7.2 Outlook

7.2.1 Further development of the RAPTOR code

Continued integration of reduced physics models in the RAPTOR code can be envisioned,

although it is paramount that the code remains lightweight. Some options include:

• Auxiliary heating and current drive: The coupling of the RABBIT code [Weiland et al.

2018] is envisioned, allowing fast evaluation of neutral beam deposition profiles of heat,

current and fast ions. Integrating a fast NBI model to evaluate the heating and current

drive sources consistently with the plasma profiles would further increase the fidelity of

RAPTOR predictions. Including the modeling of particle transport and neutral beam

deposition allows to solve self-consistently the non-linear coupling between neutral

beam deposition profiles, density peaking and thermal confinement.

• Pedestal confinement: Reliable pedestal height predictions are of central importance

to correctly predict the global confinement of the discharge, as well as local features

of the q profile. In Chapter 3, we applied simple scaling laws based on earlier dis-

charges to estimate the pedestal height predictively. Extending this work with a more

advanced pedestal model, like proposed in [Luda et al. 2021] and [Meneghini et al. 2017],

would allow extrapolation to different scenarios, as well as different machines, hence

generalizing the applicability.

• Transport: New generations of neural network emulations of the QuaLiKiz transport

model, including characteristics of turbulent transport physics in the network architec-

ture, are currently under development [Horn 2020].

• Impurity transport: Reduced analytical models [Fajardo et al. 2023] for (heavy) impurity

transport could be integrated in the code.

• Flux pumping: Inclusion of a simplified model for magnetic flux pumping, e.g. follow-

ing the approach proposed in [de Blank and Krebs 2022], would allow to explore the

potential of this mechanism to tailor the central q profile.

Novel features that could be implemented include:

• Automated sensitivity analysis:

– The availability of analytic Jacobians could be leveraged to obtain estimates of the

sensitivity of the outputs of simulations to model inputs.

– Alternatively, the fast forward modeling capability of the RAPTOR code could be

used to estimate error bars on modeled output quantities with a Monte Carlo

method, propagating the uncertainties on input quantities measured in experi-

ment.
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Suchlike sensitivity metric would allow to automatically assess the impact of non-

modeled physics variables, like Ze f f , the initial q profile, the (pedestal top) boundary

conditions etc.

Regarding transport model tuning parameters, a sensitivity metric could be used to avoid

overfitting. Strong changes in the predicted state for small adjustments of the tuning

parameters should be avoided.

Within the RAPTOR optimization routines, one could also propagate sensitivities and

evaluate the sensitivity of the cost function to model parameters and to the optimization

variables themselves. When the value of the cost function changes strongly due to a

small variation of an optimization variable, the problem is overfitted and the number of

optimization variables should be reduced.

• Extension gradient-based transport model: An additional equation could be added to

the non-linear set of (stationary) state equations, imposing a global metric for confine-

ment and line average density, adding the transport model edge gradient parameters as

unknowns. Alternatively, an outer loop of the implicit time solver and/or the stationary

state solver could adapt the transport parameters until convergence.

7.2.2 Further optimization of elevated q profile scenarios

A degraded pedestal temperature can hamper our efforts to maintain qmi n > 1.5, as has been

quantified in Chapter 3. If the pedestal is well diagnosed, we could use a linearized model

around the nominal non-linear RAPTOR simulation to calculate the change in EC power and

deposition radii required to maintain qmi n > 1.5, accounting for the difference between the

expected Te (ρ = 0.8, t) and the measured trace in the previous discharge. An ILC approach

would be well suited to iteratively approach the reference qmi n , even in the presence of small

model-reality mismatches, given that shot-to-shot variations of the pedestal are not too strong.

Eventually, one could control the ECCD deposition in real-time, based on the effective pedestal

height and the estimated q profile (from real-time equilibrium reconstruction and RAPTOR

simulation), using an MPC controller.

7.2.3 Further optimization of ramp-down scenarios

Validating DEMO termination strategies

The inherently coupled nature of the kinetic (q , Te , ne ) and magnetic (position and shape)

control problems demands integrated simulations to test the feasibility of established ramp-

down strategies. The kinetic profile evolution of the optimum ramp-down trajectory should

be confirmed with higher fidelity integrated modeling tools (including impurity transport,

pedestal model etc.). Ideally, whole-device modeling should be envisioned, including SOL

dynamics and pumping efficiency. Iteration or coupling between a transport solver and a free

boundary equilibrium control model (like CREATE-NL [Albanese et al. 2015]) is required to
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Chapter 7. Conclusion and outlook

assess controllability.

More specifically: for the optimized ramp-down trajectories proposed in Chapter 5, it should

be verified whether the poloidal field coils allow for the proposed changes in plasma elonga-

tion, and whether the plasma column can be maintained radially and vertically stable (for the

modeled kinetic profile evolution, plasma elongation and for a given DEMO design, e.g. with

or without in-vessel coils).

Understanding radiative collapse during AUG ramp-down

Applying integrated modeling tools with higher physics fidelity, better insight could be ob-

tained in the dynamics leading to a radiative collapse of the outer Te profile during the ohmic

L-mode phase of the ramp-down in AUG. In RAPTOR, simulations including impurity radi-

ation estimates from ADAS cooling factor data [ADAS], could be attempted, similar to the

DEMO simulations in Chapter 5 of this thesis and the WEST simulations presented in [Maget

et al. 2022; Ostuni et al. 2022].

7.2.4 Towards real-time control

The successful validation of rapid, reduced physics models in RAPTOR to model AUG dis-

charges encourages further application of RAPTOR in real-time. An accurate real-time estimate

of the plasma state, including the safety factor q profile, will ultimately make scenarios more

robust for inevitable shot-to-shot variations and allow for increasingly advanced physics-

based control strategies.

By ensuring reproducible access to high performance operating points, as well as reliable

discharge termination, adequate modeling and control solutions will play a key role in the

operation of reactor-class tokamaks, hopefully bringing us closer to achieving a controlled

burning plasma.
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A Ad-hoc formula for pre-shot estimate
of ohmic power

In Chapter 3, a scenario-dependent scaling law eq. (3.4) has been proposed to evaluate a

pre-discharge estimate of the time evolution of the electron pressure pedestal ne Te (ρ = 0.8, t ).

The total heating power is selected as one of the input variables to the scaling law. To enable

application of the scaling law also during ohmic or low power L-mode phases (when ohmic

power is dominant), a pre-shot estimate of the ohmic heating power is required.

Poh MW = cIp Ip M Ae−cP Paux MW + coh(1−e−cP Paux MW ) (A.1)

We attempt to estimate the ohmic heating power based on formula eq. (A.1), transitioning

from a linear dependency on the plasma current Ip in the ohmic heated phase to a constant

value coh when Paux MW becomes large. The relative magnitude of both terms is set by the

exponential e−cP Paux MW . Note that the linear dependence during the ohmic phase was also

found on TCV [Sauter et al. 2014]. Even though Poh ∼ I 2
p for constant resistivity, an increase of

confinement with Ip will impact the resistivity through its T −3/2
e dependency.

To verify formula eq. (A.1) and estimate the parameters cIp , cP and coh , time dependent

predictions of Poh are compared to RAPTOR post-shot simulations for four different shots

(1MA early and late heating, 900kA early heating). With the parameter setting summarized in

Table A.1, a reasonable estimate of the RAPTOR Poh(t ) trace is obtained, based solely on the

input variables Ip and Paux . Note that the parameters cIp , cP and coh applied in Chapter 3 are

not generally valid and should be reassessed for a different scenario with alternative density,

heating or plasma current.

Poh model
cIp 0.90
cP 0.28
coh 0.05

Table A.1: Setting of tuning parameters of formula eq. (A.1), based on the four simulated discharges
shown in Figure A.1.
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Appendix A. Ad-hoc formula for pre-shot estimate of ohmic power

Figure A.1: Data of four RAPTOR post-shot simulations are presented, to illustrate the application of
formula eq. (A.1) to estimate the ohmic power Poh MW , with plasma current Ip M A and total auxiliary
heating Paux MW as input variables. During the ohmic heating phase, a linear relation Poh MW =
cIp Ip M A captures well the dependency of the ohmic power predicted in RAPTOR on the plasma
current. For an externally heated plasma, the Poh MW prediction transitions to a constant value for
high Paux MW , with the exponential e−cP Paux MW setting the relative importance of both terms. The
time dependent plots on the right show how the formula (with fixed tuning parameters) performs well
for various AUG advanced scenario shots studied in Chapter 3.
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B Overview of AUG advanced scenario
data and simulations

This appendix accompanies Chapter 3, providing additional data and RAPTOR simulation

results. Experimental data regarding the performance of the various discharges shown in

Section B.1. Post-discharge simulations for most of the discharges presented in Chapter 3 are

shown in Section B.2, as well as magnetic spectrograms loaded from pyspecview (a Python tool

at AUG to visualise Fourier spectrograms for several diagnostics, settings Cross-phaseogram,

Diag: Elm_coils, Sig: BCoils). The color of the signature visible in the spectrogram corresponds

to the detected toroidal mode number, as indicated on the color bar.

B.1 Experimental data on discharge performance

Figure B.1: Ion temperature traces at ρ = [0.0 0.4 0.8], as applied in IDE based on CXRS data. The
optimized early heating discharge achieves high, steady ion temperature from t = 1.5s.
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Appendix B. Overview of AUG advanced scenario data and simulations

Figure B.2: The time traces H98y,2, βpol and βN for the late heating discharges 36087 and the early
heating discharges 39342, 40188, 40192, 40398, 41102 and 41400. For H98y,2, the TTR post-processed
diagnostic signal is used, applying a RABBIT run to subtract fast ion energy.
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B.1 Experimental data on discharge performance
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Appendix B. Overview of AUG advanced scenario data and simulations

B.2 Full-discharge simulations of AUG advanced scenarios and mag-

netic spectrograms
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B.2 Full-discharge simulations of AUG advanced scenarios and magnetic spectrograms

Figure B.3: 36087: RAPTOR vs IDA/IDE and magnetic spectrogram. Note that IDE has a substantially
lower final qmi n , even though Te (ρ, t ) and the outer q profile are rather similar.
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Appendix B. Overview of AUG advanced scenario data and simulations

Figure B.4: 39342: RAPTOR vs IDA/IDE and magnetic spectrogram.
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B.2 Full-discharge simulations of AUG advanced scenarios and magnetic spectrograms

Figure B.5: 40029: RAPTOR vs IDA/IDE and magnetic spectrogram.
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Appendix B. Overview of AUG advanced scenario data and simulations

Figure B.6: 40030: RAPTOR vs IDA/IDE and magnetic spectrogram. The premature termination of this
discharge is due to a false locked mode alarm.
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B.2 Full-discharge simulations of AUG advanced scenarios and magnetic spectrograms

Figure B.7: 40187: RAPTOR vs IDA/IDE (core Te and q are significantly different) and magnetic
spectrogram. Due to a technical failure this discharge runs essentially without ECCD.

205



Appendix B. Overview of AUG advanced scenario data and simulations

Figure B.8: 40188: RAPTOR vs IDA/IDE and magnetic spectrogram.
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B.2 Full-discharge simulations of AUG advanced scenarios and magnetic spectrograms

Figure B.9: 40192: RAPTOR vs IDA/IDE and magnetic spectrogram. 3/2 NTMs strongly affect core Te

between 3s and 4s, indicating marginal stability.
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Appendix B. Overview of AUG advanced scenario data and simulations

Figure B.10: 40398: RAPTOR vs IDA/IDE and magnetic spectrogram. The core Te (and the H98y,2(t)
trace) is decreasing after 2.5s.
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B.2 Full-discharge simulations of AUG advanced scenarios and magnetic spectrograms

Figure B.11: 40825: RAPTOR vs IDA/IDE and magnetic spectrogram. A locked 2/1 mode terminates the
discharge at 2.1s.
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Appendix B. Overview of AUG advanced scenario data and simulations

Figure B.12: 41102: RAPTOR vs IDA/IDE and magnetic spectrogram.
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B.2 Full-discharge simulations of AUG advanced scenarios and magnetic spectrograms

Figure B.13: 41400: RAPTOR vs IDA/IDE and magnetic spectrogram. Reduced plasma current Ip =
900kA
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C Feasibility study for replacement
current-drive NBI source for ASDEX
Upgrade advanced scenario

The beamline geometry of the neutral beam injectors on ASDEX Upgrade allows to distinguish

two radial sources (1 and 4), four tangential sources (2,3,5 and 8) and two current drive sources

(6 and 7)1. The strong off-axis current driven by source 6 and 7 is important for the advanced

scenario described in Chapter 3, which aims for an off-axis peak in the current density profile.

By the end of 2021, a leak in the ion dump impeded further use of NBI source 7 in the ongoing

AUG campaign. To assess whether the scenario could still be run with the remaining sources,

the modeling frameworks in ASTRA and RAPTOR were used to make a quantitative assessment

of the situation [Schramm et al. 2022].

To obtain source profiles for the individual NBI sources, interpretative ASTRA [Fable et al. 2013,

2022] runs are performed for the various NBI sources, applying the RABBIT code [Weiland et al.

2018] to calculate the deposition profiles. Figure C.1 shows the current density contributions

of the individual NBI sources at 3.5s.

Summing different combinations of these source profiles, assuming the absence of non-linear

effects, the impact of the loss of an individual source can rapidly be explored in RAPTOR.

Firstly, it is checked that the RAPTOR simulation using the NBI sources present in 39342 (NBI

3, 6 and 7) properly recovers the RAPTOR post-shot simulation making use of the total NBI

deposition profiles from IDE. Comparing the blue and red dotted traces in Figure C.3, it is clear

that the simulation making use of the summed ASTRA NBI deposition profiles successfully

recovers the post-shot run.

The next step is to assess the impact of the loss of NBI source 7 on the ability to maintain the q

profile elevated. A RAPTOR simulation is performed with a newly proposed NBI heating mix,

combining NBI sources 2, 6, 8, while maintaining the original mix NBI 3, 6 before 1.27s). For

this NBI heating mix, only minor differences in q profile evolution are observed with respect to

1More specifications can be found on https://www.aug.ipp.mpg.de/foswiki/bin/view/ITED/NiauGeometry
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Appendix C. Feasibility study for replacement current-drive NBI source for ASDEX Upgrade
advanced scenario

Figure C.1: Individual current density contributions of the different NBI sources, calculated by RABBIT
in an interpretative ASTRA run of discharge 39342 at 3.5s; NBI sources 6 and 7 provide the strongest
off-axis current drive contribution.

Figure C.2: Using the deposition profiles of individual neutral beams, as obtained from interpretative
ASTRA-RABBIT simulations, RAPTOR simulations for different combinations of NBI sources can be
run, testing the impact on the q profile evolution.
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Figure C.3: The blue and red dashed traces illustrate how the post-shot simulation of discharge 39342
can successfully be recovered by summing the individual NBI source profiles from the active NBI
sources. Furthermore, a delay of 200ms is proposed for the onset timing of the NBI, to avoid qmi n

dropping through q = 3/2 at large radius and high βN . The green dashed-dotted and magenta dashed
traces illustrate how the RAPTOR pre-shot run successfully matches salient features of the post-shot
simulation of the discharge with delayed NBI onset timing (40192).
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Appendix C. Feasibility study for replacement current-drive NBI source for ASDEX Upgrade
advanced scenario

the initial NBI set-up, as illustrated in Figure C.2. For comparison, we also simulate the impact

in case of additional loss of NBI source 6, the source with the largest off-axis current drive.

Note that the original set-up relies on source 6 from 0.7s onwards. Replacing this source by

source 4, we can see that the impact of losing source 6 is much stronger compared to the loss

of source 7. A strong reduction in the neutral beam driven current Inb leads to a significant

drop in the q profile. It is however interesting to note that even in this case a qmi n > 1.2 seems

feasible to maintain.
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D Overview of AUG ramp-down scenario
data and simulations

To accompany the discussion of the ramp-down experiments presented in Chapter 6, an

overview Table D.1 is presented, as well as a series of ramp-down traces (Ip , βpol , heating

traces, shaping traces, Te (ρ = 0.8) from IDA, gas flux and Ipol ,SOL to characterize the ELMs).

For those discharges that have been simulated in RAPTOR, on overview figure is shown to

validate whether the post-discharge simulation with the gradient-based transport model

leads to a good agreement with Te (ρ, t ), ne (ρ, t ), q(ρ, t ) and the internal inductance ℓi 3(t ), as

inferred from experiment by IDA/IDE.

The figures for the individual discharges are presented in the same order as they are mentioned

in Table D.1.
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Figure D.1: 40236: experimental traces and RAPTOR simulation.
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40238

Figure D.2: 40238: experimental traces.
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Figure D.3: 40239: experimental traces and RAPTOR simulation; RAPTOR over-prediction ℓi 3 with
respect to IDE.
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40404

Figure D.4: 40404: experimental traces.
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Figure D.5: 40405: experimental traces and RAPTOR simulation.
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40631

Figure D.6: 40631: experimental traces and RAPTOR simulation.
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Figure D.7: 40811: experimental traces.
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Figure D.8: 40840: experimental traces.
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40844

Figure D.9: 40844: experimental traces and RAPTOR simulation.
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Figure D.10: 40848: experimental traces.
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Figure D.11: 40851: experimental traces.

227



Appendix D. Overview of AUG ramp-down scenario data and simulations

40750

Figure D.12: 40750: experimental traces and RAPTOR simulation.
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Figure D.13: 41388: experimental traces and RAPTOR simulation.
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