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Abstract

Risk management has become an essential element in the functioning of modern society.
Correct risk identification and assessment are undoubtedly crucial to improving overall safety;
nevertheless, often, it is accompanied by the wrong selection of corrective actions. To ensure
that safety intentions reach their final objective — making the working environment safe for
people both inside and outside, nature and organization, the whole process of safety
management must be set correctly. It includes three main stages: risk analysis, decision-
making, and follow-up. While the two first steps are closely connected in the time frame, the
last step can be significantly extended and represented by a continuous process. University
laboratories are often mistakenly considered a safe place; however, frequent accidents
demonstrate otherwise. There are plenty of different efficient risk management methods.
However, they are not applicable in the academic environment or require significant
modifications. Different limitations: not standardized and modified processes, diversified
laboratory hazard pool, limited budget planning, organizational decentralization, other specific
characteristics of the university setting require a different approach.

This dissertation aims to investigate existing approaches further and propose a solution
suitable for the mentioned environment. It involves reviewing further risk analysis and
decision-making methods and setting a list of objectives for the required safety management
method ideal for academic laboratories. These objectives are met by designing LARA+D
(Laboratory Assessment and Risk Analysis + Decision-Making), a method that enhances
previously applied in Swiss Universities LARA tool.

The application of the LARA+D for process risk analysis and decision-making illustrates that it
is a helpful tool for process risk assessment and decision-making. It is sufficiently flexible for a
diverse multi-hazardous environment of the research laboratories and precise to the extent
possible in the environment with no historical data. Integrated decision-making tool assists
involved stakeholders with selecting optimal safety solutions, considering various objectives.
This tool considers different types of human involvement in the risk analysis and decision-

making stages, diminishing the harmful effects and designing a proper safety environment.

Keywords: Hazard, risk, occupational safety, risk analysis, risk assessment, risk management,

academia, risk mitigation, decision-making.
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Résumé

La gestion du risque est aujourd’hui un élément essentiel au bon fonctionnement de la société
moderne. Une identification et une évaluation correcte du risque est sans aucun doute crucial
pour améliorer la sécurité. Néanmoins, cela est souvent accompagné par une mauvaise
sélection de mesures correctives. Afin de s’assurer que l'intention initiale atteigne I'objectif
final, a savoir rendre I'environnement de travail sécurisé pour les intervenants externes et
internes, le processus de gestion des risques doit étre adéquat. Cela inclut 3 étapes cruciales :
L’analyse du risque, la prise de décision et le suivi des mesures. Bien que les 2 premieres étapes
sont temporellement proches, la derniére peux étre significativement éloignée et donc
représentée par un processus continu. Les laboratoires dans les universités sont souvent
considérés a tort comme des environnements de travails sécurisés. Cette hypothese est
malheureusement réfutée par les accidents graves s’y passant chaque année. Il y a de
nombreuses méthodes efficaces pour gérer les risques. Néanmoins, elles ne sont pas toutes
applicables aux environnements académiques spécifiques ou alors elles nécessitent de gros
ajustements. Parmi les limitations peuvent étre cités : Des processus non standardisés, des
risques diversifiés dans les laboratoires, des ressources non clairement définies ou encore une
organisation décentralisée. Cela implique la nécessité d’une approche différente.

Cette thése a pour but d’investiguer en détail les approches de gestion du risque existantes et
de proposer des solutions adaptées aux environnements particuliers décrits ci-dessus. Cela
implique la revue approfondie des outils d’analyse de risque et la mise en ceuvre d’une liste
précise d’objectifs pour que la méthode sélectionnée soit adaptée a I'environnement
académique. Ces objectifs sont atteints par la création de LARA+D (Laboratory Assessment and
Risk Analysis + Decison-Making), une méthode qui améliore la méthode actuellement utilisée
dans les universités Suisses ; LARA.

L'application concréte du processus par LARA+D démontre son utilité dans I'analyse et sa
capacité a évaluer les risques et la pise de décision subséquente. LARA+D est suffisamment
flexible pour considérer un environnement multi-dangers tel que les laboratoires de recherche
et suffisamment précis considérant le manque de données historiques. L'outil décisionnel
assiste les différentes parties prenantes au processus en sélectionnant les solutions optimales
d’amélioration de la sécurité tout en considérant les objectifs variés. Cette outil prend en

compte les différents types d’implications humaines dans le processus d’analyse des risques
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et de prise de décision afin de diminuer les effets néfastes de certaines de ces dernieres.

LARA+D permet, en finalité, de créer un environnement de travail sécurisé pour tous.

Mots clefs: Danger, risque, sécurité, analyse de risque, prioritisation des risques, gestion des

risque, academia, analyse de risque, la prise de décision.
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Chapter 1. Introduction

This chapter aims to illustrate the importance of process risk analysis and decision-making in
research laboratories. It covers the problem statement, research purpose, and contribution of

the current research.

1.1 Background

The flowchart in the Figure 1 is aimed to visualize the logic of the chapter for the reader.
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Chapter 5. LARA+D Laboratory Assessment
Chapter 6. Validation of the tool. Practical

Figure 1. Structure of the thesis. Background.

Risk analysis and decision-making are closely connected subjects and rarely practically treated
separately. The main goal of any risk analysis is a decision. It can be a decision to take or not
any actions, and if yes, then which objectives to consider first and how to select the correct
action or measure (Roy, 1981). There is no clear distinction and separation between these two
processes, as the decision-making process starts when we select those risks that we consider

essential to assess and act upon.

Risk analysis has a long historical trace. One of the first historical proofs of such can be Asipu

groups living in 3200 B.C., whose primary function was to consult on risky and uncertain

decisions (Covello and Mumpower, 1985). Later, a tradition continued in the middle centuries,
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and Arnoubius created the first historically known decision-making matrix. This 2*2 matrix
proposes alternative solutions: "accept Christianity" and "remain a pagan," considering
possible scenarios "God exists" and "God does not exist". Not long after, probabilistic theories
for risk analysis emerged from the church debates over interest rates. However, not only did
probabilistic theories emerge, but tracing back to the Romans, the causation approach for
identifying links between health effects and hazardous activities reappeared in the 16"-18t%
centuries (Bernstein, 2013). With the acceleration of life due to industrialization, the invention
of the internet, and social media, more complex approaches to risk assessment with new risks
emerged. Risk analysis has become an essential element in all fields of our life (Aven, 2017).
With an upcoming fourth industrial revolution, new risks connected with cybersecurity emerge

that require new risk assessment and decision-making methods (Waslo et al., 2017).

Any decision-making process can meet various obstacles, such as different types of
uncertainties, contradicting objectives among decision-makers, human biases, etc., and would
be challenged to make good decisions. Meanwhile, inadequate risk analysis methods create
insufficient information for decision-making and impact the quality of safety decisions and an
organization's general well-being. Management often has financial and time constraints and
tries to manage operational risk to As Low as Reasonably Practicable (ALARP) or Acceptable
(ALARA). To reach this objective, a reliable risk analysis method should be applied to generate
reliable, accurate, relevant, and exhaustive (as possible) data for further decision-making.
Meanwhile, a reliable and verifiable decision-making process shall be established in order to
guarantee not biased (to the possible extent) evaluation. It needs to be accurate and consider
existing uncertainties, which will be known to the decision-maker. Different methods lay the
basis for the construction of reliable decision-making tools. They can be divided into three
categories: quantitative, semi-quantitative, and qualitative. Depending on the environment,

available information and decision tool types will vary.
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1.2. Context

The flowchart in the Figure 2 demonstrates the place of the current chapter in the thesis.
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Figure 2. Structure of the thesis. Context of the project.

Safety is a crucial factor for all industries and the duty of all organizations to ensure the well-
being of all employees and employers, protect population and nature. Comparing industrial
and academic sectors, it is evident that there is a massive disparity between safety culture and
practices in these two fields and that academia is where more efforts need to be spent. Safety
in academia was first discussed in 1991 (Commision Health and Safety, 1991), but little effort
has been spent in this area. Academia is often perceived as a safe environment. However,
accidents in the last five years demonstrate that they occur and that they are not related to
the country of origin or level and strictness of regulations. Accidents are a common trend

worldwide, as expressed in Figure 3 (bigger version ca be found in Attachment Al.).
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Figure 3. Universities accidents map for the period from 2015 to 2022

Even though accidents are not a direct indicator of safety level, it is a factor that requires some
attention. As stated by Bahnolzer et al. (Banholzer, Calabrese and Confalone, 2013),
Occupational Safety & Health Organization statistics highlighted that researchers are 11 times

more likely to get hurt in an academic than in an industrial lab.

Academic research is an engine of economic growth and is a focal point of policy and
geopolitical interests. Highly ranked institutions drive successful economies. On the other
hand, the university management is strongly determined by research objectives, including
alumni and staff winning awards, frequent citations, and publication in highly ranked scientific
journals. University's financial aspect depends on the national R&D priorities and hired
professors. Professors are given a lot of working and research freedom as the primary asset.
As one of the organization's main pillars, they shape this environment's working and studying
culture. Their intermediate role between university administration and research staff/students
is crucial in transferring information between these levels. However, individuals' judgments
can be very biased when their objectives are different from others. It can result in

disinformation and misjudgment and lead to severe consequences.
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Meanwhile, either in the monetary unit or in time, safety investments are often considered a
burden on necessary compliance rather than beneficial investment. Particular attitude toward
accidents in academia worsens safety situation. Even top-ranking universities cannot be

considered safe.

Occupational health laws are mainly focused on employees and not on students, making safety
a top priority for industrial laboratories where personnel bear personal responsibility for
accidents, which are also traceable. The situation in the academic environment is different and
varies from country to country. While university management and professors have to deal with
various risks present daily in their working routine, safety is often not the first on the list of

priorities.

Traditional techniques used for the process risk assessment and safety decision-making in the
industry require clearly defined processes and resources. The academic setting rarely has such,
and it differs significantly from the industrial. One of the aspects that differ two sectors is the
management style. Most industries operate in traditional hierarchal or flatter management
models, with a rare exclusion (Mazal, 2014). In contrast, European universities are flatarchies
or "leaderless" (MacBeath, 2012). Flatarchies are challenging for superior management to
impose and control how it is done in hierarchal structures. The second reason is significantly
higher personal turnover, which cannot be compared with industry (Towns, 2019). Statistical
information about causes of incidents and accidents is absent since often they are either not
reported or not appropriately investigated. While the industry uses approved equipment and
processes, due to various existing standards and pressure applied by audit companies, the
primary goal of academia is scientific progress, and a significant percentage of equipment is
custom-made to suit the purposes of the process. The state of this equipment can have some
safety issues, as the responsibilities for maintenance and checking the equipment state can be
shared among the laboratory, unit, and safety center. Degradation of the equipment is also

more possible in the case of academia due to several reasons:

e The delay between the start of the work and training (sometimes more than 30 days)

e High turnover of individuals working with particular equipment
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e Specific equipment can be shared among different administrative units without

transparent monitoring of the use and maintenance schedule.

The last and possibly the most critical reason why hierarchal control-based methods are not
applicable in Academia settings is that "In many cases, academic freedom is more important
than safety" (Sarkar, 2014). Tremendous performance pressure and research goals result in
frequent choices in favor of research or academic performance goals rather than personal
safety. While, in the industry, these choices happen, are usually made on the management
level, are less frequent, and thus can be easier controlled to keep system resilience. In Higher
Education, decisions not to follow safety protocols or safety measures are made on an

individual level and can hardly be controlled, especially when individual works alone.

Limited resources of the labs are often one of the reasons (Benderky, 2016) why laboratory
managers/professors are not willing to invest more than required by regulations on safety.
Compliance level is often even not reached (Witonsky, 2011). While industry labs would be
shut down in case of severe non-compliance and consequences causing severe harm or death
to an individual, academic laboratories will continue performing. Safety incentives are
undoubtedly are extremely important as they demonstrate management commitment and
care for the employees. But as well as use of nudges it cannot be the ultimate solution to
improve safety and reduce violations, if major issues that push employees to violate rules are
not addressed (i.e. not installed air-conditioning in the laboratories, common office and

laboratory zones without separations etc.).

One of the ways to change this negative trend is to illustrate that implementing specific safety
measures or improvement of their safety culture not only will not negatively impact their
scientific performance but, in the long run, will result in financial benefits. Thus, one of the
dimensions important for this type of decision-maker is the efficiency of the measures in terms
of their suitability for the working environment, processes, acceptance by the employees, and
simplicity of their use. Another dimension is financial, which probably shall be compared with
the scenario without investment (higher accident probability/severity and lost time for the

research work, due to investigation, etc.).
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Similar information can be transferred to the higher management when necessary safety
implementations or changes in the safety culture in the laboratory are essential but not made.
The main argument to influence the behavior of lab managers with known malpractice can be

forecasted reputational losses in case of an accident.

Discussion and raise of awareness are crucial. It requires transfer of relevant information freely
and at any moment of the time. To improve safety in laboratories and university in general,
information workflow needs to exist on three levels. On the micro level, the knowledge on the
process safety, equipment, organization, concerns and safety needs shall be transferred
between head of the laboratory and employees in both directions. Effective communication
on this level will not only raise awareness, but improve overall safety. Different actions can be
done in order to ensure high quality of communication: group meetings, journal of
recommendations and concerns, individual discussions with Pl etc. The intermediate level
represents transfer of information between OHS service, infrastructure and labs, representing
operational part of information transfer. The macro level is the communication between

various university stakeholders and management.

1.3. Intention and goals of this dissertation

The flowchart in the Figure 4 is aimed to ease the follow-up of the thesis for the reader.
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Figure 4. Structure of the thesis. Intentions and goals.
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To improve the safety situation in the university laboratories, there is a need for an effective
safety management tool that will consider all features of the research environment. This
research aims to develop a process risk analysis method with an integrated decision-aiding

tool. To achieve this project was divided into two stages, see Figure 5.

Literature research and Literature research and
qualitative studies gualitative studies
Introduction of safety Design of the decision
climate factor support system

Design of the risk
analysis method

Figure 5. Project structure. Two steps.

Different risk analysis methods were investigated during the first stage, and risk analysis
optimal for the discussed environment was proposed. During the project's second stage,
different decision-making methods were investigated and compared to propose a decision-

aiding tool that will serve as an additional block to the proposed risk analysis tool.

Research questions were developed to study which kind of information and presented in which
way is essential for decision-makers to ensure optimal selection of safety alternatives during
the safety decision-making process in university laboratories. Several questions were
formulated during this research.
1. What are the factors contributing the risk level in the laboratory?
2. How can these factors be included in the existing risk analysis methods?
3. How to consider effect of the human contribution in the risk level during the
assessment?
4. How does the safety climate affect risk and safety levels in the laboratory?
5. How to estimate probability of unwanted event, with a low availability of historical data
and the least biased manner?
6. Which other factors, except risk index, are essential for decision-maker?
7. How do we obtain objective results in the decision-making process with various

decision-makers?
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1.4. Assumptions and Limitations

As it is depicted in Figure 6 assumptions and limitations of the thesis constitute the last

subchapter.
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Figure 6. Structure of the thesis. Assumptions and limitations.

The decision support block is an integral and essential part of the safety management tool
proposed in this work. The primary assumption made in the beginning that defined the whole
design of the work is the nature of the decision-making process. In this work, we assume that
the preferences structure of decision-makers, set of alternatives suitable for each case, and
set of criteria are relatively fixed and "static". Possible deviations in preferences and suddenly
appearing new criteria are not discussed in this work as they are deemed extremely rare, if
possible. This study was designed based on one institution's safety regulations, directives,
protocols, and management structure. The LARA (Laboratory Analytical Risk Analysis) method
was the initial laboratory process risk assessment framework. This method was significantly
modified; however, the methodology was kept similar enough to the old one to ensure

familiarity for university staff with a new methodology.

This research can be used in any other university, with or without complete integration in its
safety management system. However, a significant limitation will be the classification of the

hazards and safety solutions proposed by the method.
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Chapter 2. Methodology

This section provides an overview of the methodological approach taken to achieve the
objective of this research. To achieve the aim of this research, a mixed methodological
approach was adopted. An existential literature review and qualitative and quantitative
methods were used to develop a safety decision-making tool for the university's laboratory

processes.

The research was conducted in iterative manner, meaning that exploration and development
of the method was done not in the linear manner, see Figure 7. Various discussions and
interviews were conducted simultaneously in order to identify:

e What is feasible to identify during process risk assessment?

e Which information can be accurately evaluated?

e Which information is relevant for decision-making?

e Which other information is neccessary for decision-making?

e How to consider neccessary information, which is complicated to assess?

e What were the applicational and model limitations of previous method?

Literature review

Analysis of the Identification of | Proposition of a | Validation with e
L —y . . > » Validation in labs
existing system problematic points new method experts
\ -
Discussions Serjm-strL.Jctured
interviews
Participant Informal .
. . . Pilot test
observations interviews

Figure 7. The flowchart of the research process.
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2.1. Theoretical frame and grounding of the proposed methodology

Theoretical frame and grounding of this thesis constitute the first and the most crucial part of

this chapter, see Figure 8.
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Figure 8. Structure of the thesis. Theoretical frame and grounding.

The way a researcher perceives the world is affected by his/her ontological assumptions.
Epistemology derives from ontology and discusses the theory of knowledge, nature, and its
limit (Blackburn, 1996), as well as how people acquire knowledge. Therefore, the ontological
viewpoints of the researcher affect and determine his/her epistemological beliefs and
therefore affects the subject of study. Positivism suggests that human behavior can be reduced
to the state of generalized laws when an individual becomes not significant (nomothetic)
(Bisman, 2010). Research structured in this scientific way is theoretically based. It explores the
nature of relationships and causes and effects. Empirical validation and statistical analyses are

the primary tools used to test and confirm theories.

Contrary to positivism, postpositivism assumes that not everything is entirely knowable
(Krauss, 2015). The main assumptions of postpositivism are:

1. Absolute truth can never be found, as all knowledge is speculative and

antifoundational. Any established evidence has limitations. Thus, a hypothesis can not

be proved, but the researcher can accept them.
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2. Any research is a continuous process when weaker claims and hypotheses are
abandoned for stronger ones.
3. Available data, collected evidence, and rational researcher consideration shape the
knowledge.
4. The research aims to develop relevant and accurate statements explaining explored
situations or relationships.
5. Objectivity is essential for the research; it needs to be examined for bias (Creswell,
2014).
Postpositivism emerged from positivism. While the second studies evidence-based reality that
can be mathematically interpreted, postpositivism explores subjective reality. As objectivity is
unattainable for any individual, we can talk about it only as a social phenomenon due to our
biases. We can only approach objectivity. Modified objectivity assumes that complete control
or elimination of external influences on social objects is impossible; thus, the focus is shifted
to controlling factors that are "controllable" and becoming aware and accepting of others
(Sinead Ryan, 2019). Triangulation is one of the ways to increase objectivity; another is a

comparison of opposite opinions from various individuals.

This study is designed from a postpositivism worldview. Any outcome of this research is not
claimed to be definite or general. The model, built based on the conducted research, is most
likely partially based on the subjective beliefs of the researcher. The adopted postpositivist
approach refers to the attitude adapted to the understanding of safety and the decision-

making process that is associated with it.
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2.2 Definitions

Based on the epistemology and ontology, the terminology and interpretation derive, Figure 9.
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Figure 9. Structure of the thesis. Definitions

Risk management and decision-making are complex topics, the theory of which varies
depending on the application filed. Thus, selecting suitable definitions, concepts, and terms is

crucial before constructing any model.

2.2.1 Decision-making

Decision-makers getting information from the safety expert perceive risk through the lenses
of critical realism. Solidly established criteria of the risk assessment diminish the perceptual
bias of decision-maker. On the other hand, people whose actions contribute to increasing or
decreasing have their specifically constructed realities of the risk. Such risk perceptions of
people potentially involved in the construction of relatively objective reality will impact either
positive or negative way the risk level. As the underlying reason for decision-making is solving
practical problems in real situations, pragmatism accepts philosophically that there are
singular and multiple realities and understandings (Dewey, 1940; Rorty, 1999; Creswell and
Plano Clark, 2017). This approach allows decomposing problems on several layers with

different elements, some of which can be subjective, objective, or a mixture of both.
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Decision-making is sometimes considered a broader process, including problem definition,
alternative discovery, alternative selection, and decision evaluation (Frisk, Lindgren and
Mathiassen, 2014). The main challenges met during this process are complexity, uncertainty,
and multiple, sometimes conflicting, objectives. There are different approaches based on the
assumptions about decision-makers and available information:

e Deterministic. Data is known with certainty.

e Stochastic. Data are not known with certainty but can be represented as a probability
distribution.

e Uncertain. Data is not available (Kaya, Kahraman and Cebi, 2012). The behavior of
individuals in the presence of uncertainty will often be influenced by their attitude to
risk (Radford, no date)

Most models assume that a decision-maker is an economic man making rational decisions
(Askari, Gordji and Park, 2019). Rational decision-making mainly focuses on decisions made
under risk (Endris, 2008). However, not only one's attitude but information overload, existing
cognitive heuristics, and miserliness may affect a person's decision-making process (Perry,

2014).

Several critical assumptions are made in this work that determine the methods used during
this thesis and theoretically supports the proposed decision-making model. First, we assume
that the decision-maker has access to some information, which has a different degree of
uncertainty. This information is received from a previously conducted risk analysis. Secondly,
this decision-maker is rational; however, it can be influenced by different factors and thus is
not objective. Then, risk analysis is conducted by the experts, who do not have access to any
historical data and base their assessment on their knowledge, experience, and intuition. When
we talk about objectivity and subjectivity of decision, we do not mean absolute objectivity,

which is impossible (Wierzbicki, 2010).

2.2.2 Risk

There are many definitions of risk; however, « there is no approach in sight that could integrate
the variety and concepts and offer a common conceptual denominator » (Renn, 1992). The

increasing complexity of the world and the increase of trans-scientific questions (Weinberg,
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1972) and especially the merge of social and natural sciences (Florio, 2020) requires a new way

of understanding the risk.

Safety is frequently considered as opposed to the risk (Aven, 2009), and in the man-machine
environment often related to the human (Moller, 2005). In the context of the system, where a
human can be harmed, risks have to be viewed initially from this perspective. Aven defined risk
through probabilities and uncertainties. In the first case, consequences and associated
probabilities are used. In contrast, the second is uncertainty about the severity of the

consequences or outcomes of activity for something humans’ value(Aven, 2011).

According to ISO 31000, « risk is the effect of uncertainty on the objectives » (IRM, 2018).
Which means that risks can have both negative and positive aspects, thus the risk appetite will
differ depending on the organization. Meanwhile, paraphrasing it in the context of safety
management, we can say « risk is the effect of uncertainty on the desired safety ». Risk is
defined through the lenses of medicine and science as an objective reality that can be
measured, controlled, and measured (Matthews, 2000). According to Weinberg (Weinberg,
1972), most socially associated risk issues can be raised but not answered by science. Being a
function of human-made systems, risk can not be perceived and understood using the
traditional approach of focusing on the safety and physical aspect of risk (Schwing and Albers,

1980).

2.2.3 Hazard

Hazard is an important term in risk management. It can be defined as the risk source (Fishkin,
2006) or potential source of harm((ISO), 2019). According to Ericson, hazards are prerequisites

for an accident, where risk is a possible path from one to another (C. A. Ericson, 2005).

2.2.4 Exposure

Exposure of subject: person, material, etc., to a particular hazard is necessary to create a risk

situation. When there is no exposure, there is no risk for the subject. For example, there is a
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laser in room A, but the person who works in room B is located in another corner of the

building; thus, this person is not exposed to the laser, and there is no associated risk.

2.2.5 Uncertainty

There are different uncertainties present during risk analysis and decision-making. As was

already mentioned, this research is constructed from the perspective of decision-making under

uncertainty. However, when we talk about uncertainties, several kinds and classifications must

be considered (Rogers, 2003).

1. Risk-associated uncertainties :

)

i)

Uncertainty of the cause. Several causal relationships can lead to the known
adverse effect. Using various carcinogenic products aligned with constant exposure
to a source of non-ionizing radiation can result in cancer (McElroy et al., 2007).
However, it is difficult to say with certainty what exactly the cause was.
Uncertainty in effect. In this case, a hazard is known, and a possible adverse effect
is known; however, the probability of this adverse effect is uncertain due to its
stochastic nature. « Russian roulette » is an example that demonstrates this
situation. Gun as known harm and known adverse effects from pulling the trigger
known nevertheless, it might happen or not due to various factors.

Uncertainty in the cause-effect relationship. This uncertainty is connected to the
fact that the degree of correlation between cause and effect is unclear. Some
hazards include the description « suspected to cause cancer » or « may cause
cancer ». This uncertainty is explained by the fact that existing scientific knowledge
is not conclusive enough to state a particular causal relationship.

Uncertainty about actual exposure level. When toxicological exposure thresholds
are determined, the exposure needs to exceed this threshold to discuss risk (Jansen

etal., 2018).

2. Using statistics context, uncertainty can be classified as follows:

)

Aleatoric uncertainty (irreducible). Random processes determine the relative

probability of future events. It is not possible to reduce this uncertainty.
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ii) Epistemic uncertainty. Limited data and knowledge are typical for any studied or

described phenomenon. This type of uncertainty is reducible(Zio, 2014).

Several main causes of uncertainties can be listed:

Lack of knowledge. It can be both qualitative and quantitative. In the first case,
probabilities of events are known, but existing knowledge does not allow a
deterministic description of the problem.

An abundance of knowledge. Different types of heuristics, so valuable for everyday life
during the risk analysis result, generate this type of uncertainty. It can be palliated to a
certain extent by different aiding tools and systematization of knowledge.

Conflicting pieces of knowledge. In some instances, an increase in available information
does not decrease the uncertainty but increases it, as some knowledge is the rigor with
mistakes.

Measurement error. Physical measurement is always subject to the imperfection of
tools and methods.

Linguistic ambiguity. Different understanding of expression by individuals.

The subjectivity of analyst opinion. Subjective interpretation of information by the

analyst can result in different outcomes (Armacosta and Pet-Edwards, 1999).

2.2.6 Heuristics

During decision-making, our brain uses different shortcuts to facilitate the process. Usually,

not all the information is processed due to the human's brain incapacity to process too much

information simultaneously. Different types of heuristics affect risk perception (Kahneman,

Slovic and Tversky, 1982)

Availability heuristics. Probability is estimated based on remembered by analyst
examples of events. Often, it results in an underestimation of negative consequences
(Lichtenstein et al., 1978).

Anchoring and adjustment effects. New evidence is underestimated, while there is
anchoring on already known information.

Overconfidence and optimism bias. Often probability of positive outcomes or events is

overestimated (and negative underestimated) (Oskamp, 1965)
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e Theillusion of control. People tend to underestimate the probability of adverse events
when they have specific control over them (e.i, driving vs. flying in an airplane) (Langer,

1975).

2.2.7 Accident

An undesired event that causes damage: health, material, ecological or reputational. It is
difficult to make a distinction between near misses and accidents. Pyramid structure where a
less severe level is a prerequisite for the higher level (Reniers, Ponnet and Kempeneers, 2014).
It is crucial to remember that frequently occurring near misses, if ignored, will one day lead to

an accident.

2.2.8 Failure

However, this term is widely used in different methods depending on the field of application;
ISO website gives more than ten definitions. According to the definition used in FMEA, the
failure mode is a particular way an item fails to perform its intended function (NASA,
03.05.2022). This definition can be extended to how the process fails to perform its required
function (Wang et al., 2009). Performance of the process as intended can be considered a
success, while deviations occur during the process as failures, which does not mean that the
process as a whole will not be successful. However, a micro process that can be split as steps

of an analyzed process can meet different failures.

2.3 Risk Management Process

Apart from common parts of any research, methodology of the risk management is a field

specific and requires detailed consideration, see Figure 10.

33



1.Theoretical
frame and
grounding

2.Definitions

|

3.Risk
management
process

I

4.Research
design

Thesis

Chapter 1. Introduction
application of LARA+D

Chapter 2. Methodology
Chapter 3. Theoretical background

Chapter 4. Safety climate factor

Chapter 6. Validation of the tool. Practical

Chapter 5. LARA+D Laboratory Assessment

Figure 10. Structure of the thesis. Risk management process.

A Risk Analysis methodology is a methodical and systemic process. It is both iterative and
interactive and aims to prepare the most appropriate decisions for managing the risks faced
by a company, industry, or any environment where research activities are conducted. On a
global scale, three prominent organizations are responsible for standardizing risk standards:
The ISO-International Organization for Standardization, the IEC-International Electrotechnical
Commission, and ITU-International Telecommunication Union (Rouhiainen and Gunnerhed,
2002). Among the standards governing the different methodologies of risk analysis today are
the following:

-1SO 45001 process-based international standard for occupational health and safety. Intended
for certification

- [EC 31010:2009 generic risk management standard related to technological systems. Not
intended for certification, not specifically focused on safety. It is considered as complimentary
standard for risk assessment.

- 1SO: 14001 (2018) environmental management standard. Guideline for environmental risk
management.

-BS EN ISO 12100 (2010) concerns the safety of machines and the assessment of their risks.

- EN: 1441 (1998) regulates the risk analysis of medical devices.

- CEI EN: 50126 (2000) governs the operational safety of railway networks.

- 1SO: 17776 (2016) is a standard for oil and gas industry facilities and a guide and tool for

hazard identification and assessment.
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- 1SO: 31000 (2018) sets out the principles and guidelines for risk management. It is the
reference standard that generalizes all other standards related to risk management at the
international level. It contains three chapters: principles, framework and process.

- COSO ERM (2017) sets of 20 principles of enterprise risk management which are organized
in 5 main chapters: governance and culture; structure and objective-setting; performance;

review and revisions; information, communication and reporting.

Often, COSO is compared to ISO 31000 :2018 as. They both have similar goal —implementation
of effective risk management strategies in organizations. However, there are some differences

that need to be considered, see Table 1.

ISO 31000 :2018

COSO

Development

Focus

Format

Audience

Framework, principles
and process

Appetite vs criteria

Reduction vs success

International Organization for
Standards; reviewed by more
than 5’000 people from 70
countries

Provides guidance on how to
implement ERM in organization;
focuses on role of ERM in
strategic planning

Generic, 16 pages, uses
supplementary vocabulary guide
IEC 31010.

Broad

Three elements are
distinguished

Risk criteria is used to describe
the amount and type of risk that
organization is willing to take.

Risk management is used to
generate business value

Committee of Sponsoring
Organizations; reviewed by PwC
and limited number of external

advisors

Corporate governance and
auditing; serves as standard for
evaluation of company’s ERM
activities

Detailed, more than 100 pages,
provided with « Compedium of
Examples »

Accounting and auditing

Combines, incorporating ERM
into other management
practices and organizational
governance.

Is based on the notion of risk
appetite which is discussed

together with risk tolerance and

capacity.

Centered on the risk reduction
and avoidance.

Table 1. Differences between COSO ERM and ISO 31000:2018.
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Standards are set at different times by different authorities. Whatever the standards, they
contribute to accident prevention and emergency response preparedness. In all the standards
and methodologies of Risk Analysis, the following structure is generally found in a simplified
way: determination of the boundary of the work system/context definition, identification of
hazards, risk estimation, risk assessment, risk prioritization, risk treatment, audits, and follow-
ups. ISO 31000:2018 suggests a risk management workflow (International Organization for
Standardization, 2018). The workflow consists of three main parts: definition of context and

monitoring, risk assessment, and risk treatment.

2.3.1 Context definition

During the first step, a context for the risk management process needs to be defined, see
Figure 11 (International Organization for Standardization, 2018). It includes a description of
the process framework, available resources, and identification of responsibilities. Other
stakeholders' objectives and expectations must be considered; legal requirements must be

formalized.

1.Context
definition

I

2.Risk
Identification

I

3.Risk Analysis [«

I

4 Risk
Evaluation

l

5.Risk
Treatment

——

| | 7. Risk documentation l

Risk Assessment
Risk communication

6.Risk control

Figure 11. Risk management workflow.

Process performance can be measured using various types of KPI (key performance indicators);
quantitative or semi-quantitative approaches to risk analysis can be used to achieve this. Any
system for its effective performance requires a clear division of responsibilities. The absence

of such can lead to poor risk identification and mitigation. To prioritize objectives, different
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risks need to be comparable; this clear evaluation mechanism with criteria shall be established.
Different sectors need to define appropriate scales for them. For example, severity in the food
industry will have different dimensions than in nuclear power plants. To be able to operate
efficiently, and remain safe, limits of risk acceptability are set. These limits need to be

respected during safety decision-making.

2.3.2 Hazard Identification

The first step of the risk assessment is hazard identification. The main difference between
existing methods is the primary focus: activities or components of the process. The technique
indicates that most quantitative methods rely on historical information on possible failures or
accident frequency rates. Identification of all existing hazards is impossible due to limited

available time and aleatoric and epistemic uncertainties following any risk analysis.

2.3.3 Risk Analysis

At this step, the magnitude of the risk is estimated; it includes quantification or qualification of
different defined criteria, such as severity, probability, etc. This step also involves f uncertainty;
severity, for example, can be determined differently, depending on the type of consequences.
From the beginning, it is also essential to define which kind of consequences are accessed: the
worst-case scenarios or the most probable one. Established rules shall be applicable for further
assessment to ensure comparability of different risks. It can be done in a quantitative, semi-
qualitative, or qualitative way. It is also essential to define whether an assessment is made

assuming no measures are in place or such are known and thus need to be considered.

2.3.4 Risk Evaluation

The last step of risk assessment is risk evaluation. During this step, the analyst decides how to
address different risks. The first question that needs to be addressed: "Is it necessary to treat
this risk?". A risk is not always treated; sometimes, it can be accepted when the level is not too
high. Decisions on whether a particular risk can be accepted are not made solely by the analyst.
Acceptability levels are set prior to allowing experts to make these decisions. These levels are

determined by different decision-makers involved in the safety management of the institution.
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These acceptability levels can have different levels, depending on the context and type of the
hazards. Different risk analysis techniques use as low as reasonably practical (ALARP) principles

to establish different risk zones.

ALARP is a principle used in risk management to define the zone when a risk level is neither
too low to be acceptable nor too high to be unacceptable (Melchers, 2001). The ALARP
principle is applied when the risk is located in this zone. Usually, matrix includes two
dimensions, which are traditionally two main and equal risk contributing factors: severity and
occurrence. This risk needs to be reduced if the costs bared during the risk mitigation process
should not be significantly higher than possible gains from the prevented accident (Aven,
2011). As there are no commonly determining values on bared costs, obtained gain, and the

institution's management usually predefines their relation, these limits of risk zones.

Unacceptable

ALARP

Occurrence
w

1 Acceptable

1 2 3 4 5

Severity

Figure 12. Risk matrix. ALARP

Depending on the risk aversion of organization (Committee of Sponsoring Organizations of the
Treadway Commission, (COSO), 2017; International Organization for Standardization, 2018)
which is meant to measure organization’s appetite or risk tolerance, coloring of the zones will
be different. However, when we talk about risk appetite we mean the upside risk in contrary
to tolerance. With a low risk tolerance, the red region of the matrix will be bigger and

acceptable region can be smaller.
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2.3.5 Risk Treatment

As a result of risk evaluation, existing risks are prioritized depending on their value. Afterward,
the analyst identifies corrective measures (action) to address selected risks. Several options to
address risk can be used: avoidance, retention, sharing, transferring, loss prevention, and
reduction. All identified measures must be evaluated from different perspectives if the
decision is made to treat the risk. The most critical one is their performance in the dimension
of initial risk mitigation. Accident prevention is preferable to mitigation but not always possible.
The STOP approach is one way to classify possible corrective measures (Reniers, Landucci and
Khakzad, 2020). STOP stands for four types of corrective measures:

e Strategic measures. Modify the process by substitution, eliminating, etc., the hazard to reach
a less threatening level of risk.

e Technical measures. These measures are used when strategic measures are not possible or
not feasible. They can be applied to reduce the magnitude of possible consequences and lower
the likelihood of an accident (failure) or hazard propagation. Technical installations achieve
this positive effect.

¢ Organizational measures. This class of measures includes different organizational
modifications that will affect the process. It can be training the employees, cleaning
procedures, evacuation plans, response techniques, etc.

e Personal measures. This last category of the measures affects only the person directly
involved in the process and working with hazard. Different types of PPE (personal protective

equipment) are the most spread example of such measures.

Financial constraints are significant during risk mitigation (Aven, 2011). Risk reduction potential
and feasibility of the measures can be necessary factors decision-making process (Cox, 2012).
Different optimization algorithms can be used to assist with the decision-making process and

to achieve optimal resource allocation (Reniers and Sérensen, 2013).

2.3.6 Risk Control

Control is essential to ensure that implemented corrective measures are still effective and
efficient. Changes in the working environment, modifications, even minor processes,

degradation of the measures, and change in the legal requirements can affect the level of the
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risk. Control includes an update of the information to identify whether the risk level is still
within intended limits. Incident and accident information can serve as an indicator of the
effectiveness of implemented corrective measures. The risk portfolio needs to be periodically

analyzed and updated.

2.3.7 Risk Documentation

Documentation is an essential element in the risk management process. First, it creates a
necessary formalization of the different roles and responsibilities of stakeholders involved in
the process. This includes evaluation, action plan to implement corrective measures, and risk
owner. Moreover, adequate documentation helps to create a ground basis for future analyses

and training and helps establish a database on various aspects of risk management.

2.3.8 Risk Communication

Risk communication is essential for any efficient risk management approach. It helps analysts
and decision-makers to evaluate previous decisions and improve future decision-making. It is
also essential as it provides a realistic situation and gives a perspective of the risk "as it is" not
"as expected". Communication is essential not only on the level of one institution but across
different sectors, as it creates an opportunity for knowledge sharing and creation. Knowledge

to influence the context of a risk management approach.

2.3.9 Continuous Improvement

Continuous improvement is necessary in the changing world. Not only do regulations change,
but the circumstances. The Deming wheel is a widely applied principle of continuous
improvement, see. It is also known as the PDCA cycle (Plan — Do — Check — Act). This tool is
widely used in quality management (Dudin et al., 2014). There are four steps in this process:
 Plan. Develop objectives and necessary actions to achieve these objectives.

¢ Do. Execute planned action. Collect data.

e Check. Monitor and evaluate the effectiveness of the actions.

¢ Act. Carry out improvements if the expected and actual results differ.
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The continuous improvement is conducted by iteration of the Deming cycle and consolidating

the results using standardization.

2.4. Research design

Research design constitutes the final part of the methodological chapter, see Figure 14, and it

describes the use of different research methods in this thesis.
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Chapter 2. Methodology
application of LARA+D

Chapter 3. Theoretical background
Chapter 4. Safety climate factor
and Risk Analysis + Decision-making

Chapter 5. LARA+D Laboratory Assessment
Chapter 6. Validation of the tool. Practical

Figure 14. Structure of the thesis. Research design.

Research design is an essential element of each study; it serves as a guideline for research
strategy and indicates necessary research steps. It helps a researcher address a problem
coherently and logically, including a blueprint for the data collection, measurement, and

analysis, see Figure 15.
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Figure 15. Flowchart of the safety decision-making process, underlined number references the
number of the chapter in this thesis.

To understand and decompose the global decision-making problem, the research problem can
be formulated using the terminology of ISO 31000: « Which uncertainties have to be managed
in laboratory process risk assessment to promote "better" Safety decision making?». The
optimal way to measure phenomena existing on different levels, and having different natures,
is to use mixed methods (Feilzer, 2010). Combination of qualitative methods that are especially
relevant when research understands the research problem and factors influencing decision-
making (O’Hara et al., 2014), with quantitative methods to evaluate their contribution and
influence on the global factor. The most frequent challenge met by the researchers using
mixed methods — is the absence of proper integration, meaning that phenomena are looked
at separately from different perspectives rather than synthesis. Such research strategy has
even more sense considering that research problems of decision-making are usually very

complex and transdisciplinary, thus requiring a non-linear approach (Taylor, 2018).
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2.4.1 Participant observation

DeMuck described participant observations as one of the primary methods for researchers
doing fieldwork. Fieldwork is a complex approach, including several techniques such as
informal interviewing, writing field notes, and observations (DeWalt and DeWalt, 2002).
Participant observation is also defined as “learning through exposure to or involvement in the
day-to-day activities” (Schensul, Schensul and LeCompte, 1999). Participant observations as
regular observations can be used after interviews to fill the gaps and find inconsistencies or
inaccuracies provided previously(Marshall and Rossman, 1989). According to DeWalt, this
method helps a researcher to develop a "holistic understanding of the phenomena under
study"(DeWalt and DeWalt, 2002). According to the authors, using this method, along with
others, such as interviews, surveys, document analysis, etc., increases the validity of the
research and is very useful during theory building. Participant observation can be used when:

e Researchers need to understand how everything is organized, communication among
people, and priorities.

e To introduce the researcher to participants, thus facilitating interaction and further
research.

e To provide the researcher with a source of questions that can be addressed on-site
(Schensul, Schensul and LeCompte, 1999)

e To collect both quantitative and qualitative data(Bernard, 1994).

There are different degrees to which researchers can be involved in participation. According
to Gold (Gold, 1958) four stances can be distinguished:

e Complete participant. A researcher is a member of the studied group and conceals
his/her role from the group. In this stance, the researcher lacks objectivity, and group
members can feel deceived after the role is relived.

e Participant as an observer. The researcher is a member of a studied group but is
involved mainly in observation than active participation. The main disadvantage is the
depth of confidential information that can be provided to the researcher.

e The observer as participant. The group is aware of the researcher's role, and he/she is
actively participating in group activities.

e Complete observer. The researcher is hidden from the group and is unaware of being

studied.
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Ethics is extremely important during this type of qualitative study. Except on exceptional
occasions, people with whom the researcher interacts need to be informed about his/her role
and the purpose of the study. Another important aspect is preserving the anonymity of other

participants in the report and field notes.

2.4.2 Informal interviews. Discussions

Some researchers consider informal interviews part participant observations(Bernard, 1994;
Merriam, 1998; Kawulich, 2005). Different researchers widely use this method (Fisette,
Jennifer, 2013; Simpson, Alexander; Slutskaya, Natasha; Hughes, Jason & Simpson, 2014). The
term "informal interviews" has various synonyms and is sometimes referred to as "informal
conversations", "unstructured interviews," or "ethnographic interviewing"(Bernard, 1994).
This method is used in ethnology and as an additional data source in narrative methods,

phenomenology, ethnomethodology, case studies, etc.

2.4.3 Semi-structured interviews

Semi-structured interviews are one of the most frequently used tools in qualitative research
when deep and detailed information needs to be investigated (DiCicco-Bloom and Crabtree,
2006). The main advantage is its interactive and dynamic nature, allowing the researcher to

adapt questions and improvise depending on participant responses(Rubin and Rubin, no date).

The purpose of conducting semi-structured interviews was a generation of strategic objectives
for decision-making among selected decision-makers. Three groups of decision-makers were
identified for the discussion. These groups were distinguished based on the financial sources
they represent:

1) Safety Competence Center, which is responsible for the risk analysis and safety visits

2) DIl responsible for infrastructure

3) Laboratory management (P.l., head of the laboratory, etc.)

Different individuals will constitute the only third group of decision-makers. This group is also
considered not expert and requires objective generation. This group is the only decision-maker

for whom the safety of the process and, in general, any decision made concerning the risk
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assessment will not fall in the category of fundamental objectives but will play a role of means
objectives (Bond, Carlson, and Keeney 2008). This group of potential decision-makers
consisted of P.l.s, laboratory managers, and professors who, in the past, demonstrated their
positive involvement in laboratory safety and good collaboration with the safety competence

center.

It was considered that those participants who already showed sharing some of the safety
objectives would be more eager to understand the problem and make their judgments
connected with their experience. Undoubtedly, the involvement of individuals with opposite
safety attitudes could contribute and might help overcome some difficulties experienced in
safety management. However, at this step, it was more important first to collaborate and elicit
opinions from those for whom safety is also partially a fundamental objective. We identified
five individuals who will represent this group. To consider specific characteristics of basic
science faculties, selected individuals represent different faculties (chemistry, physics,

materials).

A process Boost. Even though the "master list" of objectives is a handy tool, in our case, it

does not exist. We can consider one list of the objectives identified by one decision-maker, in
which objective generation was unnecessary. This decision-maker is represented by a safety
competence center, playing both an expert and a decision-maker. In both cases, even when
such a list is available, potential decision-makers, to decrease bias, shall first deliberate their

ideas.

STEP 1. A short presentation providing an overview of the risk assessment, its significant

differences from audit, and included factors is shown to potential decision-makers to give a
better introduction. The presentation consists of 8 slides, where two last drops have steps 2

and 4.

STEP 2. To facilitate the objective generation process, we used the approach proposed by

Bond (Bond, Carlson, and Keeney 2010). Objectives were organized into three categories:

safety, financial, and research, as depicted in Figure 16.
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Strategic objective

Financial objectives Research objectives Safety objectives

Figure 16 Categories of objectives

STEP 3. Afterwards, a short interview proposed by Keeney (Keeney 1996) was conducted. It

includes ten types of questions, which were adapted to this specific case.

2.4.4 Survey

A survey can be quantitative and qualitative, depending on the questions and information
collected. In the case of open questions, this tool is helpful for qualitative research to discover
new information. According to Check & Schutt (Check and Schutt, 2012) survey is "the
collection of information from a sample of individuals through their responses to questions".
Three features can be identified to characterize this type of research:

e |t gives a quantitative description of studied aspects of the population and studies the

relationship among different variables.
e Datais subjective, as it is collected from different individuals

e Conclusions and results drawn up from the survey can be generalized (Glasow, 2005).

According to Pinsonneault & Kramer (Pinsonneault and Kraemer, 1993) survey is a "means for
gathering information about the characteristics, actions, or opinions". A survey is one of the
most valuable tools for collecting data from a large population (Neuman, 2003). Each
respondent answers the same set of questions, which helps the researcher test the hypothesis.
As with any tool, it has its limitations. The depth of answers details is limited to the question
and understanding of the respondent (in open-type questions). According to Wilkinson
(Wilkinson, 2000), information obtained from surveys is very static, as it represents a vision of

the respondent at a particular time. Another problem is a low response rate (Heberlein and
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Baumgartner, 1978), which means that it shall be distributed to a wide range of the population
to obtain statistically significant results. This tool is also subject to Common Method Variance
(CMV), as there is no visual observation of respondents and control over the research

process(Podsakoff et al., 2003; Yang and Mossholder, 2010).

Safety climate questionnaire. This questionnaire aimed to establish a relationship

between different variables and their contribution to the model. Thus, it was constructed in a
quantitative, mixed methods manner. Safety climate surveys, as well as focus groups and
interviews with participant observations, are the most efficient way to measure and improve
safety culture, moving it from level 4 to 6 Sigma (Hollnagel and Leonhardt, 2013). There have
been dozens of various safety climate surveys conducted by and for different industries. Some
of the main fields are:

e Public Occupational Health (Rantanen et al., 2017; Alsalem, Bowie and Morrison, 2018)

e Industrial Engineering (Jaselskis and Suazo, 1994; Choudhry, Fang and Lingard, 2009;

Ulubeyli, Kazaz and Er, 2014)
e Management (Glennon, 1982)
e Applied Psychology (Hall, Dollard and Coward, 2010)

e Operational Research and Management Science (Mohammadi and Tavakolan, 2020).

Due to the differences between the industrial and academic sectors, the results of those
surveys are not entirely relevant to us (Wu, Liu and Lu, 2007). Several attempts have been
made to conduct safety climate surveys (Wu, Liu and Lu, 2007; Stricker, Gerweck and Meyer,
2019) and construct a safety climate model in academia. One of the most extensive studies
that have been conducted (van Noorden, 2013) had more than 50 questions and was

conducted mainly in the U.K. and the USA.

Method. Some of the questions used in this survey were previously developed (NPG. The
topline edition of the 2012UC, BioRAFT and NPG Lab safetysurvey data, 2014). The survey
construct was developed based on a literature review. Initially, the survey was divided into five
parts, one of which targeted hazard perception. The other four components were expected to

contribute to the safety climate parameter, as depicted in Figure 17. Even though most of the
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questions were intercorrelated and could be classified into several categories simultaneously,
only four main categories were distinguished. This model distinguishes observable and non-
observable dimensions. A similar separation of the factors was proposed by Vierendeelsa et al.
(Vierendeels et al., 2018) with stage 3 of the TEAM model (The Egg Aggregated Model), which
distinguishes two types of factors. The first group is observable dimensions: technology,
training, procedures, behavior, and observable safety results, and the second group consists
of non-observable factors, such as organizational and individual constructs. The theoretical
model that we propose could be expressed by four components:

1. Awareness and behavior of lab members expressed as a level of hazard awareness,
attitude to safety rules, perception of the safety requirements, and safety behavior.

2. Management and resources. These are combined into one group because the
availability of resources and their quality will often depend on the lab manager's safety
attitude. This latent factor, as well as the first one, can be observed through safety
results.

3. Perceived safety in the laboratory is meant to measure the trust in the capacity of
laboratory management to guarantee the necessary and desired level of safety.

4. The background of group members. As demonstrated by Becker (Becker, 1974) an
individual construct can significantly contribute to the laboratory safety climate. While
the health belief model's second dimension, which is psychological characteristics,
would be challenging to measure, demographic variables were included in the safety
climate model as described in Figure 17 (bigger version of the figure can be found in

Attachment A2.).
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Figure 17. Conceptual model of safety climate for University laboratories.

The questionnaire was designed in English and was mainly distributed in English. French and
Chinese versions were obtained through translation and validated by native speakers. All
questions were validated and corrected by safety experts working in academia. Other
validation steps included Exploratory and Confirmatory Factor Analysis (Aithal and Aithal,

2020).

Questionnaire administration. Even though there is a significant amount of literature on

the advantages and disadvantages of internet-based research (Sax, Gilmartin and Bryant, no
date; Solomon, 2001), no significant difference was found (Pealer et al., 2001). Due to the
participation of different universities located in different countries, the paper administration
of the questionnaire was not feasible. The online version was created using the online platform
"freeonlinesurvey” (‘Freeonlinesurvey’, no date), which design guaranteed compliance with
the latest General Data Protection Regulation (Blackmer, 2018). Each participating university
received a personalized link for the survey. The survey was distributed through newsletters
lists or mailing lists. Participation was voluntary, and information about participants was
reported to universities regardless of their names. Any information which could help to identify

participants was kept confidential.
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2.4.5 Uncertainty elicitation

There are different protocols for probability or uncertainty elicitation (Meyer and Booker,
1991; Meyer et al., 2002). Interactive methods, such as focus groups, help the researcher
obtain dynamic opinions and, as a result, consider different viewpoints of participants. On the
other hand, some individuals in the group can be subject to the influence of others, biasing
their opinion and the results (Meyer and Booker, 1991). Different methods can be used to
overcome this limitation (Meyer and Booker, 1991; Meyer et al., 2002; Cornelissen et al., 2003;
Krayer von Krauss, Casman and Small, 2004). The process was divided into two stages to elicit
quantitative and qualitative information. The risk analysis template was given to selected
experts during the first stage. Based on the provided information, selected safety experts were
expected to evaluate risk factors, determine possible consequences, and propose safety

solutions.

The list with definitions and examples of factors was given along with the assessment list.
Experts were chosen based on their expertise in the field and were based at EPFL. All of them
were familiar with the proposed risk analysis method. Information collected from the experts
included fuzzy values for the risk subfactors and qualitative information on expected
consequences and proposed safety solutions. The second stage included group discussion on
the individual results of the assessment. The group discussion was necessary to clarify possible
misunderstandings or misinterpretations during an individual assessment. Out of six experts,
one changed the quantitative values he assigned when determining "Frequency/Duration of
exposure to hazard", as the term was misunderstood. During the group discussion, experts
were expected to assign their confidence value to the assessed factor. Quantitative
information stated by the experts was the same; after the group discussion, experts agreed on

the confidence interval for studied factors.

Case for uncertainty elicitation. A preliminary risk assessment using the proposed

methodology was made for the chemical laboratory to replicate the process described by Lai
(Lai et al., 2015), see Figure 18. This process is used to prepare multi walled carbon nanotubes
(MWNT) for further wet spinning. The figure below schematically describes preparation of

PVA/MWNT spinning dope, the process of spinning by itself is not illustrated by this example.
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Figure 18. Hazard Identification for Preparation of water-soluble PVA/MWNT spinning dope.

Printed forms containing detailed information on the process were distributed to the experts.
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Chapter 3. Theoretical background

Often, in the literature, risk management and decision-making are considered separately.
However, they are strongly interconnected and can serve the ultimate goal — to identify and
manage the risk only together. This chapter gives information on the tools used in both
interrelated disciplines, which either used or served as a basis for the LARA+D safety risk

management tool.

This chapter is divided into two parts. The first part of the chapter aims to present some of the
risk assessment tools used in occupational and health safety. Even though there are more than
a hundred commonly used methods (C. Ericson, 2005), not all apply to the university
environment. The methodologies of the most widely used methods which potential application
was considered to satisfy the needs of the projectare included in this chapter. Regarding the
context and specificities of the research environment, human plays a significant role in risk
management. The role of humansin risk managementis addressed using different approaches.
The first part of the chapter provides the reader with different methods of human error

consideration in the risk assessment.

This chapter's second part focuses on the optimization approaches used in multicriteria
decision-making. It provides information on the methods considered suitable for this project's

purposes.

3.1. Risk assessment

All risk analysis steps are essential; however, risk assessment can be considered the most
important. The success of the organization's capacity to manage existing risk will vastly depend

on whether the method was correctly selected for the described context.

There are plenty of existing risk assessment methods that vary depending on their primary
focus. Some methods are purely process-focused; others treat different system components
or focus on deviations. Different risk analysis tools are. Often adapted for the needs of the

industries and consider specific contexts. Using different approaches requires not only
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different inputs and data but results in different outputs, thus may influence the decision-
making process in general. There are various classifications of the methods that can be
distinguished:

e Nature. Deductive or Inductive. Deductive methods will be focused on determining
influencing factors that lead to unwanted consequences. Inductive is focused on
treating already the consequences.

e Type of data. Three types of assessment are available: qualitative, semi-qualitative, and
quantitative. The complexity of the analysis and reliability of the results will often be
directly correlated in these types of measures. However, applicability is always

determined by the context and constraints.

This chapter presents the most widely used approaches, along with those suitable for the

context of the research laboratory activities.

3.1.1 HAZOP

Hazard and Operability Analysis (HAZOP) was first introduced by the Imperial Chemical Industry
(ICl) in the 60th to assess risk in chemical plants. The method became widely used after the
Flixoorough disaster of 1974 (Meyer and Reniers, 2013). Initially, process problems were
supposed to occur when there were deviations from the normal state and were used for
hazard analysis in complex systems (Lawley, 1974). It is widely used in different branches of
the process industry (Robinson, 1995; C. A. Ericson, 2005) and even beyond: computers,

transportation, and mechanical systems (Lee and Lee, 2018).

It aims to identify cause-consequences scenarios, considering system response when
deviations occur (Rossing et al., 2010). The IEC 61882 (International Electrotechnical
Commission, 2016) provides application guidance on the method. As with any other method,
it first requires defining the scope and describing the system. Afterward, the list, a combination
of guidewords and parameters, is generated using a combination of guidewords. Parameters
include elements, properties, and keywords, while guidewords are used to identify and state a
deviation from expected. This combination of guidewords and parameters results in the list of

applicable deviations. The example of the parameters is illustrated in Table 2.
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Parameter Meaningful Combination of Guidewords

Temperature Higher, lower
Level No, higher, lower, reverse
. No, higher, lower (rate of), reverse, as well
Reaction
as
Mixing No, more, less

Table 2. Example of meaningful combinations of guidewords.

HAZOP analysis can be logically represented as a deviation — causes — effects — safety functions
— action/measure (Kotek and Tabas, 2012). Even though the method is relatively simple in its
use, it is usually performed by a team of several people as it is time-demanding and requires a
certain level of expertise. The analysis aims to identify potential hazards and operability issues
in the process and process corrective actions. HAZOP treats system deviations as sources of
hazards. To address these deviations, the system is divided using different parameters:
measurable physical quantities, operations, actions, and functions-situations (Meyer and

Reniers, 2013).

Like all methods, it has its advantages and limitations. Initially, it was intended as a qualitative
method, which evolved into a semi-qualitative that allows risk evaluation. The main
characteristics of the method are illustrated in Table 3.

Advantages Drawbacks
Focused on a single event, no synergies are
taken into account

Easy to perform and master

Established structure helps to focus on Guidewords can cause an omission of
system elements and hazards hazards not related to these guidewords
Different viewpoints of the team can be S .
Training is essential
encompassed
Available commercial software Very time consuming

Table 3. Advantages and disadvantages of HAZOP method, adopted from (Meyer and Reniers, 2013)

The application of the HAZOP method can be very limited in a research environment. It is rarely
feasible to allocate the required amount of time for the analysis. The concept of deviations is
hardly applicable, as in novel processes sometimes challenging to estimate the normal
performance function. The use of the keywords and lack of synergetic effect consideration is
an additional drawback limiting this method's application. However, it can be efficiently used
for the process and experiment design when more knowledge of the process's normal

functioning is available.
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3.1.2 FMECA

Failure Modes, Effects, and Criticality Analysis (FMECA) were first developed for the US Army
and published as a Military procedure MIL-P-1629 (US Department of Defense, 1949). Later,
this method was adapted by the National Aeronautics and Space Administration (NASA) and
was used during the stage of rocket development (C. A. Ericson, 2005). Starting from the 70th
method moved into the civil industry when Ford Motor Company started to apply it in its
manufacturing. Depending on whether the concept of criticality is used, two similar methods
can be distinguished: FMECA and FMEA. FMECA is often used in the early design stages when
the reliability of the equipment is estimated. Three main types of FMECA can be distinguished:

e Design FMECA. It is carried out during equipment design and is used to assess all
possible types of failures during the lifespan of this equipment.

e Process FMECA. It is applied at the next step when there is a need to assess which
problems may arise from the manufacturing of equipment, its maintenance, and
operation.

e System FMECA. It is the most global one focusing on broader problems arising in the
production lines and possible bottlenecks.

FMECA is both a bottom-up and top-down approach. It can be used when a system concept
has already been decided. It requires a detailed investigation of each component of the system.
It is also called the hardware approach. The analysis can be considered complete when all
components are assessed. The deductive approach, on the contrary, is used at the early stages
of a design before the whole structure is decided. In this case, the analysis will focus on the
system's functions —how they may fail. It can be used to focus on the most critical areas. There
are several standards concerning FMECA application: SAE ARP 5580 (Society of Automotive
Engineers (SAE), 2020), SAE J1739 202101 (Society of Automotive Engineers (SAE), 2021),
AIAG FMEA (Automotive Industry Action Group, 2008).

This method became widely spread across different industries: food (Scipioni et al., 2002) and
nuclear (Guimardes and Lapa, 2007). Software for FMECA is available and supports different
forms of the method. This method is relatively flexible and provides sufficient depth of analysis.
The method requires particular expertise and training. However, its logical structure makes the

application simple. As the semi-qualitative method, it does not require precise estimations.
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Similar to HAZOP, the approach is quite time-consuming and thus expensive. It is not suitable

for multiple failures ; see Table 4.

Advantages

Drawbacks

Easy to perform and master

A clear structure helps to focus on system
elements and hazards
Provides a reliability prediction of the item
being analyzed
Available commercial software

Focused on a single event, no synergies are
taken into account
Not adapted to identify hazards related to
failure modes

Human error is not addressed sufficiently

A limited examination of outside influences

Requires in-depth knowledge and expertise
over product/process under examination
Table 4. Advantages and disadvantages of FMECA (Meyer and Reniers, 2013)

This method consists of 5 main steps. First, the system needs to be defined, set boundaries,
and establish the context. It is also helpful to collect some historical information on similar
designs. Secondly, the team initiates system structure analysis, during which the system is
divided into measurable units and can be visualized using a functional block diagram (FBD).
The system structure analysis is then carried on starting from higher hierarchical levels of the
system to increase the time-efficiency of the analysis. During the third step, FMECA worksheets
are prepared. Each system element shall include all the elements, functions, and operational
modes and assess possible failures resulting in unacceptable system deviation. These
worksheets include a semi-quantitative scale for assessing different components of the risk

and the information on possible corrective actions, see Table 5.

Potential Failure Risk matrix
El t F ti Effect C ti ti
emen unction Failure mode cause ec FF S D RPN orrective action
Ener l:s:t?l(;l:i?)trf Degraded Monitoring
Rotor g.y Overheat . & 8 6 96 Temp monitoring
conversion Mechanical performance .
Insulation megger
problems )
Dust cleaning
Insulation
breakdown
nergy  OPET/Short e montto
Stator gy circuit 9 Shutdown 3 9 6 162 P &

conversion o cooling Insulation megger
winding .
system Dust cleaning
Voltage
fluctuation

Table 5. Example of FMECA worksheet (Shanks, Hamad and Ameer, 2020).
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The pre-last step consists of risk ranking and team review. The risk associated with failure

modes can be presented using a risk matrix or (and) risk priority number (RPN), see Figure 19.

1 2 3 4 5
Very unlikely Remote Occasional Probable Frequent

Catastrophic

Critical

Major

Minor

Figure 19. FMECA Risk matrix.

Like HAZOP, FMECA is suitable for the academic environment; however, its application in day-
to-day operation could be limited due to the required relatively high time and expertise.
Another drawback that cannot be omitted is the difficulty of identifying hazards with not
defined failure modes, which can be difficult in an experimental setting, and the nature of
some hazards. The lack of human error consideration essential for the research laboratories

reduces the reliability of this method.

3.1.3FTA

Bell Laboratories developed the Fault Tree Analysis on the Minuteman Guidance System
(intercontinental ballistic system) (C. A. Ericson, 2005). The method was so successful that it
spread from the military to a civilian branch of Boeing and across other industries (C. A. Ericson,

2005).

Contrary to the methods discussed above, this method is part of the family of quantitative
methods and thus requires precise information. It is based on statistical, historical data and
provides the user with exact calculation and estimation of the risk values. This method is used
in the industries where reliability data is available, and there is a need for high-precision safety
calculations, such as the nuclear power, aerospace, military, chemical, and oil & gas industries.
The flexibility of the method is quite limited; however, some research has been done on its
enhancement (Doytchev and Szwillus, 2009; Lavasani, Zendegani and Celik, 2015; Yan, Dunnett

and Jackson, 2016). Some modifications of the method that made it applicable in an
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environment with limited data involved the introduction of Fuzzy logic (Markowski, Mannan

and Bigoszewska, 2009) and a semi-quantitative approach (Hauptmanns, 2004).

FMECA is a detailed approach for analyzing complex systems or processes; FTA works well with
simple systems. It becomes more difficult to apply within complex systems, see Table 6.
Working well for a complete system, this method is less able to account for partial faults. For
example, when an item of equipment in a complex system is at partial fault, FTA considers it a
total fault. Such assumptions can lead to over-estimating the significance of actions, reducing

the method's accuracy (Shanks, Hamad and Ameer, 2020).

Advantages Drawbacks
Easy to perform and master Very time consuming
A clear structure helps to focus on system  Requires significant training and expertise in
elements and hazards. the method
Provides a reliability prediction of the item It can be challenging to apply to complex
being analyzed systems

Available commercial software
Human error analysis is possible
Visual representation of analysis

Table 6. Advantages and disadvantages of FTA.

To start the analysis, the undesired top event is defined. FTA analysis is conducted using
graphical representation and has a treelike structure. The basic symbols used in FTA are events,
gates, and transfer symbols, see Table 7. Corresponding values of probabilities are usually

depicted close to the events.
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Symbols Meaning

Transfer-in

Transfer-out

AND gate

OR gate

Exclusive OR gate

Priority AND gate

Inhibit gate

Basic event

Incomplete event

Conditional event

Normal event

Intermediate event

-0 -0 oD D >

Table 7. FTA symbols (Waghmode, L. Y.; Patil, 2016).

Focus on events and the possibility of including different sources of errors makes this approach
attractive for the research environment. Its clear and rigorous structure makes the assessment
understandable for all the stakeholders and final users. However, the method is very resource
and time-consuming, which is impossible for academia. Another significant drawback is the
data requirement of the traditional method, which is not always possible. Casual event paths

are not always apparent in the research environment, complicating tree generation.

3.1.4 ETA

Event tree analysis (ETA) can be traced to the nuclear power industry as a side product of FTA
(C. A. Ericson, 2005). The purpose of this inductive method was to lower the complexity of

failure tree analysis. ETA can be used to identify all potential accident scenarios and sequences
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in a complex system, see Table 8. EFA is often coupled with CFA, also called the bow-tie
approach. Due to its quantitative nature, it is used in similar industries as CFA. The research
proposed similar modifications to CFA to make this method more applicable in the

environment with lower accessibility of data (Ferdous et al., 2011; You and Tonon, 2012).

Advantages Drawbacks
Easy to perform, master, and follow It can be time consuming
Adequate performance on varying levels of Requires significant training and practical
design details experience
Models complex systems in a simple
manner

Difficult to model timing and repair

Available commercial software . .
Complicated to model multiple phases

Human error analysis is possible
Visual representation of analysis
Table 8. Advantages and disadvantages of ETA.

ETA can be considered as the logical follow-up of CFA. It starts from the undesired event; the
corresponding first sequence and following consequences are determined. Depending on the
desired level of precision, several layers of pivotal events can be identified. These pivotal
events are often associated with implemented safety barriers and describe associated
functions. The corresponding probabilities are determined accordingly, see Figure 20. Based
on the evaluations, additional improvements are suggested. Unanticipated events can be

caused by: system or equipment failure, human error, or process upset.

Sprinkler Fire alarm

Initiating Startof ¢ ctem does isnot ~ Outcomes Frequency per
event fire not function activated vear
_True  Uncontrolled fire
.0-108
True 0.001  \yith no alarm 8.0-10
001 | fj1se Uncontrolled fire 29.10%
0.999 with alarm :
True
0.80
True  Controlled fire with 8.0 -10°
False | 0-001 noalarm
Explosion || 099
' False  Controlled fire with 7.9 -1073
102 per year 0.999 alarm
. -3
False No fire 2.0-10
0.20

Figure 20. Example of ETA tree, taken from IEC 600300-3-9
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Like FTA, Event Tree Analysis has some benefits for application in the research environment:
good structure of the method makes it relatively easy to perform and learn; it allows to include
human interactions in the analysis. Meanwhile, it is less complicated than FTA; the focus on
consequences and safety measures is attractive in this result-oriented environment. However,
some characteristics make the application of the method limited in academia: quantitative risk

estimation and difficulty modeling dependent events.

3.1.5 Lab-HIRA

Lab-HIRA (Hazard Identification and Risk Analysis) was proposed by Leggett (Leggett, 2012a,
2012b) as the method specifically designed for chemical research laboratories. This method,
for the moment, has a limited application; however, the software is available and can be
acquired for implementation. This method includes the following steps: a preliminary hazard
analysis called Chemical Hazard Review (CHR), an optional formal risk review based on the

identified hazards, and the development and execution of risk mitigation measures.

The CHR is a characterization based on the properties of the chemicals and the corresponding
synthesis. The physical properties of every chemical analyzed are determined at the beginning,
such as boiling point, exposure limits, toxicology, autoignition temperature, etc. The second
part focuses on the process's hazardous conditions: physical conditions, formation of
hazardous functional groups, etc. Based on this information, hazardous elements are
determined. This step constitutes a basic risk assessment. The second step of this method is
optional. It is only recommended for hazardous elements from the previous step, which fall
into a predefined risk category as unacceptable. Lab-HIRA suggests applying checklist-based
methods or HAZOP for further in-depth analysis of risks. The third step is the development of
corrective measures, which can be based either on step 1 or step 2.

This approach requires detailed information on the substances and can be complicated when
the knowledge is still limited, which is often the case in a research environment. The
requirements for the analyst are moderate, even though the expertise mainly focuses on
system knowledge and expertise in the field of chemistry. It is focused solely on chemistry,
which makes this method hardly applicable to other laboratories. On the other hand,
preliminary hazard analysis draws attention to potentially more hazardous elements of the

system and is helpful for the non-expert user.
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3.1.6. Human errors

Accidents are a logical termination of a considerable number of incidents. Even though
Heinrich's triangle has been widely criticized (Anderson & Denkl, 2010) (Johnson, 2001) due to
its misinterpretation and abuse of the concept, partially in everyday routine, especially in
research laboratories, this concept remains valid. Rasmussen (Rasmussen, 1982) developed a

widely used skilled-rule-knowledge model of human factors, see Figure 21.

Human
Error

Unintentional Deliberate
1 1 1 I

Execution error| | Thinking Error

Non-compliant
violations

Attention Rule based
based SLIP MISTAKE

Memory based Knowledge based
LAPSE MISTAKE

Figure 21. Types of human errors according to the Rasmussen model

Human Cognitive Reliability (HCR) decision tree (Hollnagel, 1998) connects some performance
shaping factors, such as task characteristics and training, with possible error modes, see Figure

22. Downward branches of the tree correspond to a negative answer.

Outcome

Routine operation
Situation is clearly
understood by crew
Procedure not required
Procedure covers case
Procedure is understood
by crew

Crew well practiced in
procedure

Knowledge

Figure 22. HCR decision tree connecting performance shaping factors and type of performance.
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Cognitive stressors affect the human brain and lead to mistakes (Fischer, 2014). These mistakes
usually result in near misses, which sometimes do and sometimes do not lead to incidents and

further accidents, see Figure 23.

Cognitive Human Error Nearmiss Incident Accident
stressor brain

Figure 23. Effect of cognitive stressors on human cognition and evolution of accidents

Cognitive System Engineering (CSE) sees any human-machine interaction as a joint cognitive
system (Hollnagel E. &., 1999). These systems are subject to environmental circumstances,
resulting in a mismatch between cognition and working conditions (Massaiu, 2007). According
to Hollnagel (Hollnagel E., Human reliability analysis: context and control, 1993), human errors
result from two influencing factors: human-machine mismatch and inherent human variability.
Working environment conditions influence a person's cognitive state and affect attention,

causing associative jumps and information forgetting.

According to Kirschner (Kirschner, 2002), three types of causal factors causing cognitive load
can be identified. Paas & van Merriénboer (Paas, 1993) defined these factors as an operator's
personal cognitive characteristics/abilities, properties of task, and surrounding environment.
Thus, the factors assessed according to the proposed model are mental load, effort, and

operator performance, plus three cognitive load factors (Figure 24).

Causal Factors Assessment Factors
[ ||
Task C Mental Load
(Environment)
0 1 J'
G
N
| Controlled Automatic | |
T Processing Processing
Task/Learner |
Interactions Vv
E
Mental Effort
L
0]
A } |
Learner D Performance [

Figure 24. Factors determining the level of cognitive load (Kirschner, 2002).
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The human brain has two types of memory: short-term or working memory (STM) and long-
term memory (LTM) (Atkinson & Shiffrin, 1868). While the first one is a kind of "scratch-pad"
used for temporary storing and processing information, LTM is responsible for learning and
giving meaning to human actions. STM persists maximum of 30 seconds and can hold
simultaneously only up to 7 items (Baddeley, 1994). Schema theory (Marshall, 1995)
postulates that the brain stores knowledge in LTM schemata. Depending on the purpose and
ways of use of such information, schemata categorize all new information differently (Chi,
1982). Information units can be integrated with schemata processing rules, thus leading to
automation. Such automated information requires less time processing and cognitive control
(Kirschner, 2002). Different types of tasks require a different amount of attention and focus.
While performing actions requiring high skills or knowledge, we involve schemas with a
complex hierarchy consisting of lower-level schemas. On the other hand, by performing simple

repetitive actions, our brain atomically recalls familiar and more easily accessible schemata.

Cognitive load can be increased not only by a complication of the job and an increase in task
number but by working conditions (Couffe C, 2017) (Jahncke H, 2011). Bad working cognitions
affect physical ergonomics, which influence cognitive ergonomics and lead to mistakes caused
by attention failures. However, lousy working conditions do not always result only in
unintended mistakes and errors. Loud noise in the room, not comfortable working
temperature, or poor lighting can bring high inconvenience to a person working in the
laboratory. These will motivate him to leave the working space as quickly as possible, resulting
in voluntary skipping check of equipment after work or leaving hazardous chemicals not in a
proper place. Nevertheless, such situations are rare; a poor working environment substantially
influences unintentional errors. Mearns and Flin (Mearns, 1995) proposed a socio-cognitive
risk perception model, which connects hazard perception, personal behavior, and accidents,

see Figure 25.
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Sensing hazard —> Hazard perception Situation awareness

Frequency of previous events and
consequences

Adaptation Cognitive dissonance

Knowledge
Risk Assessment ’<
Mastery and Control

Management commitment to safety

Job satisfaction
Attitudes to Risk

MRV

Safety satisfaction l Co-workers' commitment to safety
Behavior
Careful, Conscientious Unsafe acts, Slips, Lapses,

- Violations normal anomalous
Safe and Mistakes

] /
Accidents

|

Figure 25. Mearns and Flin’s (1995) socio-cognitive model of risk perception

Some factors mentioned in Mearns and Flin's risk perception model are incorporated into
safety climate parameters. According to Dedobbeleer and Béland (Dedobbeleer, 1991) The
following parameters constitute a safety climate:

e Management attitude towards safety practices

e Management attitude towards workers’ safety

e Supervisors act to enforce safety

e Management safety activities — including safety instructions and availability of

proper equipment
Causal Loop Diagram (CLD) proposed by Nardo (M. Di Nardo, 2015) connects organizational

factors, physical environment, individual factors, and stress factors with human errors, see

Figure 26.
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Figure 26. Causal effect diagram for human performance model

According to the authors, stress factors exist in the working environment and constitute
psychological, physiological, and organizational events seen as stressful by an individual. Even
though undoubtedly, all these factors play an essential role, it is almost impossible to estimate
them considering the dynamic nature of activities and the individual's state. Depending on the
type of activity, they can have different underlying reasons for human failures:

e Skilled-based Activity (SA) — Slip of Attention or Lack of Skills

e Knowledge-based Activity (KA) — Execution Mistake or Lack of Knowledge

e Rule-based Activity (RA) — Slip of Attention or Selection of Improper Rule

According to Brown (Brown, 1990). Attention Slip is the most spread type of mistake happening
during SA. Long, multistep procedures are automated and lack cognitive control. They are
easily influenced by external working conditions and the state of an individual. The most likely
to make mistakes during RA, when too many overlapping or unclear rules are present. The last
type of activity (KA) is vulnerable to an inaccurate and incomplete understanding of the
process, personal overconfidence, mental fatigue, and wrong perception. According to the

author, the probability of the error during different types of activities is following:

e SA-67%
e RA-27%
e KA-11%
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Memory performance is influenced by familiarity and supporting context (X. Ning, 2018). The
performance model illustrates the connection of probability of an error in three types of

activities, depending on attention and familiarity with the situation (Figure 27) (Swinton, 2018).

High

Misinterpretation
1/1'000

Attention to task

Inattention
1/10'000

Low

Low High
Familiarity with task

Figure 27.Performance Modes (Swinton, 2018).

The latest research on human error probability quantification (Sun Zhigiang, 2009)
demonstrated a relationship between behavior mode and interval of human error probability

(HEP) Table 9.

Behavior Mode Basic HEP interval Basic HEP

SA (5%10°5, 5%1073) 5%10*
RA (5%10%, 5%107) 5%10°3
KA (5%1073, 1) 7%102

Table 9. Behavior modes and their probabilities (Sun Zhigiang, 2009).

Combining the approach of three models, following the prediction model of failure shaping

factors leading to accidents is proposed in Figure 28.
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Figure 28.Failure shaping factors, general model.

Depending on the type of activity and human involvement, most failures can have either
technical/equipment or human origin. Talking about human-related failures, we mainly focus
on how to process characteristics that influence an individual's execution of the task. Some of
these task factors are presented in Table 10. These factors have different probabilities
depending on the type of possible human failure. The following table illustrates the type of

failure contributing factor (FCF) and its corresponding value:

The human type of failures FCF

Repetitiveness 5%10°
Complexity 5*%10*
Physical complexity 5%10°
Specific knowledge is required 5%103

Time-consuming process (mental fatigue)  5*1073

Time-consuming process (physical fatigue)  5*107°

Simultaneous procedures 5*%10*

Procedures shall be performed fast 5*%10°
Table 10. Task factors

Typically, when assessing the probability of failure (M. Havlikova, 2015) in human-machine (or

equipment) systems, human and originating machine failures are considered, see Figure 29.
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Figure 29. Human and technical reliability in MMS (M. Havlikova, 2015).

While, in most cases, even machine-related failures can have a hidden human reason (lack of
maintenance, material fragility, etc.), the probability of such failures and human influence on
the whole process is still lower. Some of the Machine/Equipment related factors influencing
failure probability (Fred K. Geitner 2006):

e Inappropriate equipment/material 10

e Complex design/construction 10®

e Sensitive design/construction 107

e Fragile material 10*

e Requires constant maintenance 107

e Requires constant control of the setup 10

e In poor condition 10*

e Easily degrades 10°

Safety Climate also contributes to the failure. Having the role of precondition factor and
shaping the perception and attitude of the team has a more substantial impact on the failure
probability. Even when all other conditions are perfect, wrong perception and wrong attitude
can lead to an accident. Power law can adequately connect some accidents (failures in our
case) and workplace attitude (SC) (Mauro et al., 2018). The formula proposed for the

calculation of the failure probability (FP):

FP=HEP*¢ Equation 1
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3.1.7. Safety Climate and Probability of an Accident

Safety Climate contribution is not only limited to the effect of efficiency but can contribute to
the level of Risk. For example, laboratories with lower risk perception tend to more frequently
violate safety rules and be less safe (Schroeder 2018). According to Zohar (Zohar, 2011), safety
climate is both a leading and lagging indicator of incidents. The leading role is also supported
by other research (Schneider and Reichers, 1983; Kuenzi and Schminke, 2009). Safety climate
can be used to predict future incidents. Leading and lagging relationships are interdependent
(Payne et al., 2009). Safety climate and safety incidents are dynamic. They are each in constant,

incremental adjustment relative to the other (Bergman et al., 2014).

A straightforward inclusion of the Safety Climate parameter is rarely considered, as safety
climate is usually treated separately; however, specific authors have proposed a model
connecting safety climate and performance (E.A.Nadhim 2018, Curcuruto 2016). SCis also one
of the main factors in human reliability analysis (S.C.Guedes 2010) and human error analysis
(HSE (1999) Reducing error and influencing behavior, Hse.gov.uk. s.d.). Safety Climate also
contributes to the failure. Having the role of precondition factor and shaping the perception
and attitude of the team has a more substantial impact on the failure probability. Even when
all other conditions are perfect, wrong perception and wrong attitude can lead to an accident.
Power law can adequately connect a number of accidents (failures in our case) and workplace

attitude (SC) (John C. Mauro, 2018):

N(x)=ax®  Equation 2

According to Seo (Seo, 2005), workers' perception of safety climate impacts safety behavior.
Meanwhile, the safety index correlates linearly with worksite accidents and different safety
climate dimensions (Laitinen, Marjamaki and Paivarinta, 1999). A direct correlation was found
between HEP and employees' external and internal safety factors, which correlate with safety
climate (Islam et al, 2018). Some authors propose including work, social, task, and
environmental factors using simple aggregation of weighted factors for Human Error

Probability calculation (Samima and Sarma, 2021).
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3.2 Multicriteria decision-making

We are making decisions every day and every moment of our life: deciding on daily activities,
groceries, family and friend issues. Roy (1981) (Roy, 1981) identifies four types of decision

problems daily that any person meets:

1. The problem of choice. It aims to identify the best option(s)from a given set.

2. The sorting problem. Options need to be categorized based on the same criteria.

3. The ranking problem. Available options must be ranked from best to worst (Ishizaka
and Nemery, 2013).

4. The description problem. All options and their effects need to be described.

There are many different tools available in different industries. As was discussed in the
introduction, safety decision-making is new to the academic sector. Thus, there is no literature
available on this topic. Multicriteria decision-making (analysis) is one of the branches of
operational research, focusing on resolving problems with several conflicting criteria impacting
the evaluation of alternatives. It involves both quantitative and qualitative information. MCDM
has been used in various fields, and occupational safety is one of the branches (Mardani et al.,
2015). The main issue of existing decision-making approaches and thus what differentiates
them is the aggregation procedure for solving decision-making problems. Existing methods can

be categorized using the following categories:

1. Full aggregation approaches (AHP, ANP, MAUT, MACBETH, etc.)
2. Outranking approaches (PROMETHEE, ELECTRE, etc.)

3. Goal, aspiration, or reference-level approach

Despite different approaches, any decision-making model's ultimate goal is to identify the most
beneficial (optimal) for the organization/individual option from available. Existing methods can
be classified into two main categories: discrete MCDM and continuous Multi-objective
Decision-Making. In the first case, we are dealing with a limited number of alternatives, and
the decision-aiding tool is required to help us to create a rating of the best alternatives. In the
second case, a tool is required to help with design and planning to derive an optimal solution

depending on the existing goals.
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Three main patterns can be deemed as founding for any MCDM. Making a good decision means
that there is no other which may be better in some aspects and not worse in every
consideration. "Simple ordering" leads to Pareto Optimality and nondominated solutions
(Wierzbicki, 2015). The second pillar is the human goal-seeking behavior, which results in the
ultimate search for satisfying and compromising these goals and solutions. The last one is value
maximization, which brings the need to study value function. Safety decision-making falls in
the first category; in most cases, a number of possible safety alternatives will be limited, and
the decision-maker needs to select among them. Ranking of individual alternatives or

combined sets is meant to ease the selection procedure.

Most MCDM methods are based on what can be called intuitive, subjective ranking, which can
be done using the experience of the decision-maker and his/her intuition. On the other hand,
the "objective method" or, more correctly, the rational subjective method is based on the

relevant decision case data and uses an approximation of personal preferences.

Decision-making is flown by various biases: conservatism, confirmation, recency, etc. Some
decision-makers might be aware of them. Others will have blind-spot bias. Decision support
systems are meant to reduce these biases. In reality, different optimization techniques help a
decision-maker and are expected to provide a rational ranking of the alternatives, which is not
impacted by personal preferences. A certain degree of objectivity is necessary as the decision

will affect many people. Thus, their objectives need to be considered.

This chapteris aimed to provide information on some methods frequently used in the decision-
making field to solve problems similar to the objective of this thesis. Similarly, to the 3.1 not all

the methods discussed in this chapter were used to solve the research problem.

3.2.1 Fuzzy Analytical Hierarchy Process

Even if a person assessing something is considered an expert, some information cannot be
assessed precisely, or results may vary depending on the context. An expert's opinion may
vary depending on the context and individual perception. In a world where information is
uncertain, deficient, incomplete, and sometimes contradictory fuzzy logic is used (Hamza, Yap

and Choudhury, 2017) to make qualitative judgments about parameters having quantitative
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nature. Fuzzy logic is meant to handle different uncertainties (Zadeh, 1965); however, these
uncertainties can differ. The first type can be internal uncertainties of the expert, who is
probably not confident about the value he/she is assigning, thus a secureness level about
his/her evaluation. Another type is external uncertainty which represents the lack of objective
knowledge about a particular parameter or inconsistency due to external events (Volz,
Schubotz and Von Cramon, 2004). Using the Fuzzy scale allows us to consider that most experts
are biased in a certain way; however, it does not allow us to distinguish between the effect of

these biases and the evaluation quality of different experts.

The analytical hierarchy process (AHP) was developed by Saaty (Saaty, 1977). This method has
been widely used for decision-making applications in different fields (Vaidya and Kumar, 2006).
This method has three main steps: constructing a pair-wise comparison matrix, synthesis of
judgments, and test of consistency. Despite its wide application, the method has various
drawbacks:
1. AHP relies on crisp judgments, which are not always realistic (Wang, Luo and Hua,
2008).
2. The actual mechanism of human decision-making can hardly be reflected due to the
subjectivity of the choices (Abd, Abhary and Marian, 2017).
3. The method is unsuitable when information is uncertain and ambiguous (Shyjith,
llangkumaran and Kumanan, 2008).
Combing AHP with Fuzzy set theory allows us to overcome some of these limitations
(Ozdagoglu and Ozdagoglu, 2007). The fuzzy Analytical Hierarchy Process is widely used in Risk
Management and Decision-Making (Peng et al., 2021). FAHP, similar to AHP, includes three
main steps: construction of a fuzzy comparison matrix, synthesis of judgments, and consistency
test.
A. In the first step, a fuzzy matrix (A) is constructed from i'j, where i and j are the number of

criteria (n). A:[dij] nis a preference matrix, such as dij:(dl@-, a ) is a triangular fuzzy

m ~n
nx jr Yijo

number (TFN), aj represents the linguistic value of comparing criterion i to j:
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2) On the contrary, to AHP, instead of having one value for evaluating the criteria fuzzy

triangle is used (Sharp and Hall, 2009) Figure 30.

2.
1

Equally Moderately  Strongly Very Strongly Extremely

0.5

0

1 3 5 7 9
Figure 30. Linguistic variables for the importance of each criterion (Kabir, Golam, 2011).

Therefore, each value of a traditional AHP has a corresponding triangular fuzzy scale, see Table

11.

Linguistic scale for the importance Fuzzy number  Triangular fuzzy scale(l,m,n)

Just equal 1 (1,1,1)
Weakly important 3 (1,5,7)
Essential 5 (3,5,7)
Very strongly important 7 (5,7,9)
Extremely preferred 9 (7,9,9)

Table 11. Linguistic variables describe the weights and values of ratings.
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The example of comparison matrix for six criteria represented in table below.

CRI

C1

C2

C3

Cc4

C5

Ccé

C1
C2
C3
Cc4
C5
Ccé

1.00 1.00 1.00
5.00 7.00 9.00
1.00 0.20 0.14
3.00 5.00 7.00
7.00 9.00 9.00
1.00 5.00 7.00

0.20 0.14 0.11
1.00 1.00 1.00
0.20 0.14 0.11
5.00 7.00 9.00
3.00 5.00 7.00
1.00 5.00 7.00

1.00 5.00 7.00
5.00 7.00 9.00
1.00 1.00 1.00
7.00 9.00 9.00
7.00 9.00 9.00
1.00 5.00 7.00

0.33 0.20 0.14
0.20 0.14 0.11
0.14 0.11 0.11
1.00 1.00 1.00
3.00 5.00 7.00
3.00 5.00 7.00

0.14 0.11 0.11
0.33 0.20 0.14
0.14 0.11 0.11
0.33 0.20 0.14
1.00 1.00 1.00
1.00 0.20 0.14

1.00 0.20 0.14
1.00 0.20 0.14
1.00 0.20 0.14
0.33 0.20 0.14
1.00 5.00 7.00
1.00 1.00 1.00

Table 12. Comparison table for the FAHP for six criteria, collected from the safety expert.

B. In the second step, the fuzzy synthetic extent is calculated, where:

S=XT

x [zn,ym a,]

Equation 5

And Z;-”:l d;; is obtained from fuzzy addition operation of m extent analysis value for a

matrix such as:

And [Z?=1 Y dij]_lis obtained from the fuzzy operation of @;; = (j

that:

= Xj=

n m 5 _
i=1 Zj:l a;j=

1) The vector is computed:

[

41
12571:1 aij]

=1, m;, Y n;  Equation 6
=12,..,
(XFLamy, Xjamy) Equation 7
1 1 ) |
<Z? ini By mi’ B 1lU) Equation 8

m) values

2) Afterwards, fuzzy values are compared. Since d, and da, are two fuzzy triangular

numbers, see Figure 30, the possibility that @, (l2,m2,n2)> @, (l1,m1,n1) will be defined:
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Where d is the ordinate of the highest intersection point, see Figure 31 between ug and ug,:

1,m, >my

Uq,(d) = 0.6; 21 Equation 10

I,—n
otherwise z_z
W my—np)—(my—11)]

Ha(o) 4
a a,
1
\/(82281 /
|2 m, |1 d Ny mq N1

Figure 31. Interaction between points a1 and a,.

3) To calculate priority weights, we assume that degree of possibility for a convex fuzzy

number to be greater than k convex fuzzy number ai(i=1,2,...,k):

V(a2ay,...,ak)=V [(a>a1)and... (a>ak)]=minV (a>a;), i=1,2,...k.  Equation 11

4) Assuming that the weight vector is:

w'={d'(C,),d'(C,), ...,d'(C,),}T, where C3, Cy, ...,Cn are n criteria.

In case of an example demonstrated in Table 12 the weight vectors will look as follows:

CRI Wi

C1 0.042 0.039 0.047
C2 0.099 0.083 0.102
C3 0.036 0.021 0.024
Cc4 0.137 0.156 0.203
C5 0.251 0.474 0.743
Ccé 0.109 0.228 0.357

Table 13. Weight vectors for six criteria. FAHP, example of calculation.
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Then, the normalized weight vector is calculated, as in Table 14.

CRI Averaged weight vector Normalized weight vector Rank
C1 0.043 0.041 5
c2 0.094 0.090 4
C3 0.027 0.026 6
C4 0.165 0.157 3
C5 0.489 0.466 1
Cé 0.232 0.220 2

Table 14.Normalized weight vectors for six criteria. FAHP, an example of calculation.

C. The last step involves the consistency test, which involves consistency ratio (CR)
calculation, which is done in three steps:
1) Compute the maximum eigenvalue by calculating of consistency value of each
row, which summation is divided by n.
2) Calculation of consistency index (Cl).
3) The consistency ratio is calculated by dividing Cl by the random index (RI)(Abd,
Abhary and Marian, 2017).
To test applicability of the method as a part of a decision aiding block in LARA+D, it was used to
estimate the weights of non-financial factors. In order to obtain weights, a pool of 10 experts
working in the Safety Competence Center was identified. Questions, see Attachment A4 were
distributed. Due to the different backgrounds and personal preferences judgments of the
experts were different. However, eliminating some of the inconsistent results, which also varied
from the average, more than 10% weights of each criterion were obtained. After evaluation of

all expert’s opinions following distribution of weights has been obtained:

Criteria: Weight:
Simplicity 0.179
Acceptability 0.211
Compatibility with the surrounding environment 0.218
Compatibility with the process 0.392

Table 15. Relative weights for non-financial factors
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3.2.2 Fuzzy TOPSIS

TOPSIS (Technique for Order of Preferences by Similarity to Ideal Solution) was initially
developed by Hwang and Yoon (Hwang and Yoon, 1981). The method aims to select
alternatives that are closest and farthest from ideal and worst points. It has similar limitations
as AHP. Fuzzy Technique for Order of Preference by Similarity to Ideal Solution (FTOPSIS) is
often used in decision making as quick optimization of the results and their ranking
representation based on the similarity of the alternative to the ideal solution. Instead of crisp
numbers, similarly to FAHP, fuzzy values are used. The main steps of the FTOPSIS involve:

1) Establish a fuzzy decision matrix:

Cl Cz Cn

AI Xy Xy 1

D= Az X Xy . 2
Am Xt )Emz irnn

Equation 12

Where the elements X11=(IX11, mX11, UX11) are represented by linguistic variables, i corresponds
to criterion index and j to alternative. C1,Cy,...,Cn are criteria and A1,A,,...,Anm alternatives, see

Table 16.

(@]
[N
(@]
No
(@]
w
0O
~
(@]
(@]
(@]
(o]

Al
A2
A3
A4
A5
A6
A7
A8
A*
A- 1 i1 1 11 1 11 1 1|1 1] 1
Table 16. Decision matrix for 6 criteria (C) and 8 alternatives (A). An example, FTOPSIS.

RO N W Wy WU W
O W U1 U1 © J U1 d U»h
R O O NN N O OV J O Y
O U1 Wk W U d W
O J U1 1 L1 4 O U1 O
O O N N J U U J
O U1 N W W d W ;N
O J O U1 L1 U U1 J O
O O U J J U 4 O
O U1 U1 W W I N N
O NN N U1 1 U © O O
O O U J 4 U U O ©
O N U1 LW W N W
~ O O J U1 1 © U U1 O
O O U J J U U 4
O P P P PP WRr R
RO WU U W WU W w
R O U N U1 U1 D

2) Normalize the fuzzy decision matrix:

R= [rij]mxn Equation 13
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3) Compute the weighted decision matrix:
V= |7 j]mxnf,-,- QW;=(IF;, mF;, n¥y) @ (W, mw, nw;)  Equation 14

Where weights and corresponding fuzzy values are determined using TFN as in FAHP

4) Determine the positive- and negative-ideal solution and distance of each alternative using

the closeness coefficient:

C=

dfd_df/( di+d*), i=1,2,..,m  Equation 15

Where diJ-*:Z?:l d(\?ij — \7]*) with ¥;*=(9,9,9) and ¥i(1,1,1) distances from the positive ideal solution
A*z{ﬁf,ﬁ; ...,17]*} = {(maxivij|i =1,2, ...,m),j = 1,2,..n} (Krohling and Pacheco, 2015).

Distance from the negative solution A" is calculated in the same way, see Table 17.

Di* Di- Cci Rank Alternative
0.0367 0.0753 0.6725 2 Al
0.0544 0.0480 0.4685 8 A2
0.0276 0.0774 0.7369 1 A3
0.0368 0.0751 0.6712 3 A4
0.0550 0.0467 0.4590 7 A5
0.0528 0.0491 0.4819 6 A6
0.0401 0.0658 0.6210 5 A7
0.0369 0.0748 0.6696 4 A8

Table 17. Closeness coefficient and ranking for 8 alternatives (A). An example FTOPSIS.

3.2.3 ELECTRE

Elimination and Choice Translating Reality or “ELimination Et Choix TRaduisant la REalité"
(ELECTRE) is the method that was introduced by (Benayoun, Roy and Sussman, 1966). As
mentioned above, this method belongs to the group of outranking methods and uses pair-wise
comparison for alternatives separately under each criterion (Triantaphyllou, 2000). This
method, like any other, has its benefits and drawbacks. First, it allows users to deal with
qualitative information and use different scales simultaneously. Secondly, it considers the

user's limited knowledge during the construction of criteria, which is achieved by
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discriminating thresholds (Figueira et al., 2013). The method's main disadvantage is the

instability of the results, which can result in rank reversal if the set evolves. Moreover, the use

of ELECTRE methods can result in intransitivity. However, there is no "right" decision, and the

purpose of the decision aiding tool is to help find one of the potentially best solutions.

This method includes seven main steps:

A. Normalize decision matrix:

@
Where xj=—=

m 2
k=1%j

x11 x12 xln

X X2 X
x=[*21 2n

Xm1  Xm2 Xmn

Equation 16

is the normalized preference measure of the i-th alternative in terms of j-

th criterion, m number of alternatives, and n number of criteria, see Table 18

C1 C2 C3 Cc4
Al 0.130188911 0.21320072 0.413802944 0.10153462
A2 0.520755644 0.53300179 0.413802944 0.40613847
A3 0.390566733 0.42640143 0.413802944 0.10153462
A4 0.260377822 0.31980107 0.413802944 0.50767308
A5 0.260377822 0.21320072 0.165521178 0.20306923
A6 0 0.21320072 0.331042355 0.50767308
A7 0 0.10660036 0.082760589 0

Table 18. Normalized decision matrix for 7 alternatives (A) and 4 criteria (C), with the initial
scale 1-5. An example, ELECTRE.

B. Weighting the Normalized matrix:

¥y Y12
y
y= 3’%1 : 22
Ym1 Ym2
Where W=

Yin
Yan |-
ymn
(1)1 0
0 wq
0 0

The corresponding weights (w1, w5, ...

wX1q
wiX2q

w1 Xm1

w,X12
w,X22

WX m2

w,X1n
w,Xopn

W, Xmn

Equation 17

and Y-, w; = 1. Equation 18

Wn

,wy,) are determined by the decision-maker (Table 19):
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w 0.43 0.3 0.1 0.17

C1 C2 C3 Cc4
Al 0.05598123 0.06396021 0.04138029 0.01726088
A2 0.22392493 0.15990054 0.04138029 0.06904354
A3 0.1679437 0.12792043 0.04138029 0.01726088
A4 0.11196246 0.09594032 0.04138029 0.08630442
A5 0.11196246 0.06396021 0.01655212 0.03452177
A6 0 0.06396021 0.03310424 0.08630442
A7 0 0.03198011 0.00827606 0

Table 19. Weighted matrix for 7 alternatives (A) and 4 criteria (C), with the initial scale 1-5
and corresponding weights (w). An example, ELECTRE.

C. Determine Concordance and Discordance Sets.

Concordance set Cyof two alternatives Ax and A; where m=k, I= 1 is defined as the set of all

the criteria for which A is preferred to A, and the following shall be true:

Ca =, yij = yij} forj=1,2,3,..,n  Equation 19

The discordance set is calculated in the opposite way:

Dy, = {j, YVij < ylj}forj=1,2,3,...n. Equation 20

D. Construction of concordance and discordance matrices:

- C12 C13 Cim
C21 — C23 ¢ ;
c=|. >m|  Equation 21
H C32 - ce .
Cm1 Cmz2 Cm3 -

Where Cklzzf€ckl wj is the concordance index for j=1,2,3,..,n and 0< ¢j; < 1. When k=I, the

entries of matrix C are not defined, see Table 20.
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Al A2 A3 A4 A5 A6 A7
Al 0 0.53 0.27 0.1 0.4 1 1
A2 1 0 1 0.83 1 1 1
A3 1 0.1 0 0.83 1 0.83 1
A4 1 0.27 0.27 0 1 1 1
A5 0.9 0 0.17 0.43 0 0.43 1
A6 0.47 0.17 0.17 0.17 0.57 0 1
A7 0 0 0 0 0 0 0

Table 20. Concordance matrix for 7 alternatives (A) and 4 criteria (C), with the initial scale 1-5.
An example, ELECTRE.

Discordance matrix demonstrates that a certain alternative Ax is worse to a certain degree

than A
- dqy dq3 dim
d —
D=| . 21 4 das d%m Equation 22
: 32 _ :
dml dnﬂ dnﬁ -

max |ij—Ylj|

jeD .
Where dj,; = =k ——— Equation 23
ij.lX|ij—Ylj|

Similar to the concordance matrix, the entries of D are not defined when k=I, see Table 21

Al A2 A3 A4 A5 A6 A7
Al 0.0000 1.0000 1.0000 1.0000 2.2547 1.0000 1.0000
A2 1.0000 0.0000 1.0000 0.1542 1.0000 0.0771 1.0000
A3 1.0000 1.0000 0.0000 1.0000 1.0000 0.4111 1.0000
A4 1.0000 1.0000 0.8108 0.0000 1.0000 1.0000 1.0000
A5 1.0000 1.0000 1.0000 1.0000 0.0000 0.4625 1.0000
A6 0.8108 1.0000 1.0000 1.0000 1.0000 0.0000 1.0000
A7 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.0000

Table 21. Discordance matrix for 7 alternatives (A) and 4 criteria (C), with the initial scale 1-5.
An example, ELECTRE.

E. Determine the Concordance and Discordance Dominance Matrices:
The concordance dominance matrix uses a predefined threshold value. It means that Ax can

dominate A if its concordance matrix Cx =C. Where C is the average concordance index:

C—— M1 2 =1 Equation 24

- m(m-1
( ) andk+1 and l#k

The elements of concordance dominance matrix F are determined:

fu=1, if Cu=_C
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Discordance dominance matrix G is determined similarly:

1

fu=0, if Cu< C

e — m_. Y™_. dy  Equation 25
andk#1 and l#k
gu=1, if du=d
gu=0, if du<d
F. Determine the Aggregated Dominance Matrix:
ew=fuX gy  Equation 26
Al A2 A3 A4 A5 A6 A7
Al 0 0 0 0 0 1 1
A2 1 0 1 0 1 0 1
A3 1 0 0 1 1 0 1
A4 1 0 0 0 1 1 1
A5 1 0 0 0 0 0 1
A6 0 0 0 0 0 0 1
A7 0 0 0 0 0 0 0

Table 22.Aggregated dominance matrix for 7 alternatives (A) and 4 criteria (C), with the initial

scale 1-5. An example, ELECTRE

G. Eliminate the less favorable alternatives. Using aggregated dominance matrix, a partial

preference ordering can be obtained. If ey=1 means that Axis preferred over A using both

concordance and discordance criteria. If any column of aggregated dominance matrix has

at least one element equal, this column may be eliminated (Triantaphyllou, 2000). Thus,

for an example illustrated in Table 18 - Table 22, the following preference will be valid:

A2=A3=A4>A5=A1>A6>A7

3.2.4 Two-reference "objective method."

The majority of approaches in MCDM are based on what can be considered a "subjective"

ranking. Personal experience, thinking paradigms, memory, etc. Contrary to social sciences,

managerial disciplines perceive objectivity as something attainable, despite its constraints

(Wierzbicki, 2015). It is considered the limitations of the measurements and approximation of

the true state of nature that have been discussed since the works of Heisenberg (Heisenberg,

1927).
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Several assumptions are made and need to be considered during the application of this

method.

1.

The reference point approach assumes that specifications of the decision-maker
preferences should be as general as possible. More detailed specifications would
violate the right of the decision-maker to change his/her mind.

The general specifications contain a selection of criteria or objectives, which is
accompanied by defining a partial order in the space of criteria (maximization or
minimization).

Reference points or desired levels of criteria might be double, interval-type. They
include aspiration and reservation levels, thus desirable and undesirable points for
criteria. These reference points serve as an alternative to trade-off or weighting
coefficients used by other MCDM methods. Later use is undesirable due to the linear
representation of preferences and unbalanced decisions (Nakayama, 1995; Ruiz, Luque
and Cabello, 2009).

The reference level approach implies the possibility of learning for decision-maker,
which is possible during interaction with a decision support system. The latter is
possible as utility or value function identification is not required.

Instead of a nonlinear value function, the preferences are approximated using the
achievement function, which can be interpreted as a measure of the decision maker's
satisfaction with the value of i-th criteria (Ogryczak, 2006). Ad hoc is a nonlinear
approximation of the value function, which contains information on the partial order
of criteria and the position of reference points (Wierzbicki, 2015).

This form of nonlinear approximation of the value function is determined by max-min
terms, favoring solutions with balanced deviations from reference points. These max-
min terms are corrected using regularizing coefficients and result in nondomination
(Pareto optimality) of alternatives with maximization of achievement functions. Thus,
for all discrete problems decision maker can select any nondominated alternative if

reference points are modified, leading to high flexibility (Wierzbicki, 2015).

Decision-making problem with n criteria, indexed by i=1,2,..n and m alternatives, indexed

by j=1,2,..m can be represented as follows:
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up

n]lg]x qij = q; Equation 27
C1 C2 C3 C4 C5 Cé C7
Initial 9 0 - - -

Al |-7(g11) 2 (a12) 54(q13) 100(qy,4) O(dus) U 500(0I1 6) -1
A2  |-6.5(q21) 2.5(92,2) 80(q923) 100(q2,4) -250(q2,5) -2'000(q26) -2
A3 |-5.5(g31)  3.5(032) 48(03,3) 100(q3,4) -6'500(qgss)  -2°000(qse) -1
A4 | -5(qaa) 4 (Qa,2) 66(q4,3) 100(qa,4) -6'750(qgas)  -2'500(qae) -1
A5 |-6.5(gs,1) 2.5(gs,2) 45(qs3) 100(qgs,4) -4'000(qs s) -500(qs,6) -3
A6 |-4.5(0e1) 4.5(qe,2) 49(0s,3) 70(qe,4 -25’5000(qs5)  -100(qe,e) -2
A7 | -7(g71) 2(q7,2) 42(q7,3) 100(q7,4) -7"500(q7,5) -350(q76) -2
A8 |-6.5(qgs1) 2.5(gs,2) 62(qs3) 100(qs,4) -3’000(gss)  -1000(gss) -2
A9 | -7(qs1) 2(qs,2) 74(qs,3) 80(qs,4) -1'500(qes)  -150(qee) -2

Table 23. Decision matrix for 9 alternatives (A) and 7 criteria (C). An example, Two-reference

method.

a) After the specifications of aspiration and reservation levels, a; and g for each criterion,

a nonlinear aggregation of criteria by an achievement function is performed. To calculate

individual achievement functions, each criterion

satisfaction with its values:

Where a and 3, 0< a< <10 denote the values of partial achievement function for g;=r; and

o,(q;,a;, 1) =

(q, q} )

rql

+(B a)(ch T

Jifqi° <qi <

2 Jif i < q; <a; Equation28

L]

(10— B)(Ch a) .
B+, ifai=a <q?

l

g=a; correspondingly, and gy ; = ,(q]:

—ai

])for a given alternative keK signifies the

satisfaction level with the criterion value of the alternative, see Table 24.

is transformed to take into account
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oA OB oc oD ot OF 06 o total
Al 2.37 0 1.02 5.52 3.00 1.04 1.06 0.89
A2 3.26 267 3.63 552 2.76 2.18 2.1 6.09
A3 504 587 228 552 2.92 2.18 2.15 9.33
A4 9.6 9.6 3.55 552 2.84 0 0 11.47
A5 3.26 267 114 552 3.70 0.67 0.6 4.33
A6 11.4 114 266 0 0 3.01 3.01 12.8
A7 2.37 0 0 5.52 2.61 1.55 1.55 0.79
A8 3.26 267 271 552 0.05 2.7 2.7 3.87
A9 2.37 0 2.01 245 1.53 2.72 2.72 0.68
Average -6.06 294 057 094 -125 -420 -1.8
Aspiration -5.28 225 068 097 -62.5 -260 -1.4
Reservation -6.53 1.9 0499 082 -12812.5 -1460 2.4
q/° -9 2 0.42 0.7 -25500 -2500 -3
q‘f -4.5 4.5 0.8 1 0 -100 -1

Table 24.Partial achievement functions for 9 alternatives (A) and 7 criteria (C). An example,

Two-reference method.

b) After the overall achievement function for all the criteria is calculated:

o(q.a1) = milnaj(qi, a;, 1) + &/nXier 0i(qi, a;, 1) Equation 29
LE

Where n —number of alternatives, g=(q1,q2,..,qn) vector of criteria values a=(as,a,,..,a,) and

r=(r1,rs,..,rn) vectors of aspiration and reservation levels.

c) Aspiration and reservation levels are calculated based on the available alternatives:

g = Ty L ;1 = 05} + q); a; = 0.5(¢;” +q*)  Equation 30

Most of the methods are based on simple weighted sum aggregation Gjsym = Xier @; Gij,
which has various limitations which are avoided in this method. However, it is vital to mention
the limitations of those methods (such as AHP):
1. The weighted sum is based on an unstated assumption that an increase of another can
compensate for a worsening value for one criterion.
2. Modifying weighting coefficients is often counterintuitive to changes in criteria values

(Nakayama, 1995).
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3. The linear aggregation of preferences in the weighted sum results in unbalanced

decision-making; the Korhonen paradox is a typical example.

4. Only equal weighting allows an objective definition of the criteria (Wierzbicki, 2008).
Nonlinear approximation of decision-maker preferences allows for solving the
abovementioned issues. Another benefit of this method is debiasing the decision-making
process, proposing objective alternatives, thus protecting the output from the Decoy effect,
wishful thinking, and framing (Felfernig, 2014). In case when the decision-maker has primarily
available constraints, either reference levels can be modified or an intersubjective definition

of essential factors for every criterion can be made (Wierzbicki A. P., 2007).

3.3 Concluding remarks

There are plenty of risk assessment methods, and we discussed the most spread ones in this
chapter. Like any specifically designed tools, they all have certain applicational limitations and
parts that can be adapted for academic usage. While the use of HAZOP is very disputable,
FMECA attracts with the concept of risk index application and straightforward structure that
can be easily adapted for some processes. On the other hand, it requires certain modifications
to be less restrictive when failure modes are not that obvious. In academia, it is also necessary
to enhance the method, including human factors. FTA is a more flexible method from the
perspective of the failure source, which addresses the need for human factor consideration.
However, the lack of statistical data doesn't allow the application of quantitative FTA in
academia. The use of ETA is compromised for similar reasons. While Lab-HIRA was explicitly
designed for academia, it satisfies the need for a risk assessment tool only for chemical

laboratories. Moreover, it mainly allows preliminary risk analysis.

There is a need to integrate human factors assessment into the general framework of the risk
assessment. There are plenty of approaches to consider. However, in one way or another, they
are all based on the human capacity to make errors and surrounding factors that can either
decrease or increase this capability. These factors can be related to the type of the task so that

they can be classified as process-related to the human or outside environment. Some of these
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factors can be estimated and considered as they are more static, such as mood, bring a lot of
variances, and can hardly be predicted. In the end, these factors can be classified as follows:

- We know and can influence (improve)

- We know and can take into account (but can’t improve)

- We know that can exist, but we can't either influence no take it into account.

Failure shaping factors allow us to consider the nature of the process and reduce the probability
of an unwanted event. This group of factors is the easiest to consider, as they are almost not
influenced by the outside environment. On the other hand, external factors, such as
organization, ergonomics, individual, societal, etc., can affect the capability to make mistakes.
This relationship is rather complex, and it is difficult to have an exhaustive chain of events
leading to the failure. Nevertheless, considering key components allows us at least to grasp
potential deviations, improving them before. Thus, enhancing the human error probability
approach by integrating safety climate and ergonomic factors could predict the accident more

reliably and realistic in the context of data absence.

The field of multi-criteria decision-making is broad that, during the years of its existence,
developed various methods. The selection and application of these methods vastly depend on
the ontological assumptions of the researcher. The use of the method and its limits also depend
on the context of the problem (Guarini, Battisti and Chiovitti, 2018). There are much more
methods than represented in this chapter. However, the goal of this thesis is not to review the
MCDM approaches but rather to select the one that will satisfy the needs. Thus, applying one
classical method (except reference-point) from each group of methods was demonstrated, see

Table 25.
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Method Group Advantages Disadvantages
1)Restrained by the human
capacity to compare alternatives
2)Pairwise comparison requires a
lot of time
3) Adjustment of the list of
alternatives will significantly
impact the whole ranking
4) Preferences are not always
clear
5) Interdependences between
alternatives and objectives impact
1)Decision-making the fma.l result .
6) Strongly relies on decision-
problem represented . . .
hierarchal maker expenencg, thus imposing a
Full- 2)Facilitates , bias
FAHP (AHP) . . 7) Complicated to apply when
aggregation understanding of the . .
oroblem various degsmn—makers are
3)Computational method involved
. . 8) Use of weighted distance
is straightforward . o
creates a risk of missing important
Pareto points, as they might be
contained in the interior and not
on the boundary of the convex
cover of the set.
9)Compensatory character of
criteria is not always valid
in interdisciplinary applications
(Wierzbicki, 2010).
10) Linear aggregation promotes
decisions with unbalanced criteria.
11) Difficult to achieve objectivity
1)Shows outranking
relations
2)Based on threshold
values 1)Complex calculation
3) Commercially 2)Incomplete ranking of
, available software alternatives
ELECTRE Outranking 4)Takes uncertainty and  3)Possible incomparability among
vagueness into account two alternatives
5)Very poor performance
of alternative on one
criterion allows to
eliminate it
FTOPSIS Reference 1)5)?[2;22; ::)eaqi?vlvrii;n 1)No clear description of the
(TOPSIS) weight elicitation procedure

comparison as AHP
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2)Efficient for the
situation with many
alternatives and
attributes
3) Allows to include
quantitative data
4)Based on the closeness
to an ideal point

2)Does not consider the relative
importance of distances
3) Requires DM preferences
which are not always clear
4)Negative and positive values do
not influence calculation, as it
works on Euclidean distance
5)Deviation of one indicator
influences results
6)Difficult to achieve objectivity

1) Specification of
preferences is very
general, which allows the
decision-maker to
change his preferences
2)Alternatives can be

The two- ranked
reference 3)Ranking is "objective"
method by Reference asitis based only on
Wierzbicki available data
(Wierzbicki, 4)Possible to include
2010) criteria with both

guantitative and semi-
quantitative scales

5)Reference points are

intuitive and based on
data (Bandaru and
Smedberg, 2019)

Table 25. Comparison of MCDM.

1)No commercially available
software
2) Complicated computation
3) Modification of the criteria
“neutrality” can impact the rank of
alternative

Based on the comparison between different groups of methods, overall, reference-based

approaches initially developed by Wierzbicki (Wierzbicki, 1980)fit better for the goals defined

by this thesis. The presence of several decision-makers with conflicting preferences, the

absence of clear preferences or their possible modifications during the assessment, the need

to reduce biases during the decision-making process, and the predefined selection of the

method. However, due to the problem of weights elicitations, integration of FTOPSIS was

substituted by the two-reference point approach developed by Wierzbicki (Wierzbicki, 2015).
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Chapter 4. Safety climate factor

Safety climate can serve as an indicator valuable during risk estimation. The role and effect of
safety climate factor and human factors in general was discussed in chapters 3.1.6 and 3.1.7.
The need to estimate effect of the human on the hazardous activity, thus a risk level is essential
for academic setting. However, absence of data as well as non-standardized and diverse in
their nature activities do not allow to use purely quantitative approach. Meanwhile, the need
to take into account personality of the user, his/her safety perception lead us to the idea to
integrate safety climate factor into the risk assessment method, as constituting risk index. To
construct safety climate factor specifically designed for this purpose survey was used. This part
of the project is discussed in the current chapter. The development of safety climate
parameters is distinguished in a separate chapter from the development of the risk analysis
method and decision-making toolbox. Nevertheless, it constitutes an essential part of the
proposed methodology, as the developed factor is included in the probability of an accident

calculation.

4.1. Participants and data pre-selection

The survey was distributed among 12 universities located mainly in Europe. We recruited
different university actors for this study, including students of different levels, technicians,
laboratory and university management, and technical and administrative staff (N=2'500), see

Figure 32.

Totall number of responses
2'500

Number of complete responses
1'300

N7

Number of complete working in the laboratory
993

\Z

Exploratory Factor Analysis
493

Confirmatory Factor Analysis
500

Figure 32 Data pre-selection
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As the study's primary focus was on understanding and constructing the safety climate mode|,
the number of participants was reduced based on two criteria (N=1'300). The first criteria for
selecting the subpopulation was the completeness of the survey by the participant. In the
second step, responses of people not working in the laboratory were filtered out. This filtering

decreased the number of answers to a total of N=993.

4.2. Data analysis

Several statistical methods were used to specify the structure of the proposed theoretical
model and correctly identify latent factors. All gathered data was first reduced to 993. Due to
practical limitations of administering the survey to a broader range of universities, all data was
randomly split into two samples (Mondo, Sechi and Cabras, 2021). Sample 1 contained 493

responses, while sample 2 had 500 responses.

Cross-validation is one of the methods commonly used to ensure the validity and reliability of
the measurement (Thompson, 2013). The primary purpose is to test whether factor structure
in the calibration (sample 1) will be replicated in other similar (validation) sample 2 (Byrne,
2013). The model's construct validity was tested using exploratory and confirmatory factor
analysis. In the first step, Spearman’s rank correlation was set up, as it was used to verify the
intensity of the correlations within and between sets of variables and to determine the type of
rotation applicable for EFA. A random split of the initial sample is commonly used for cross-
validation (Kyriazos, 2018; Ryan & Blascovich, 2015). Afterward, several iterations of EFA were
conducted for Sample 1 to specify the proposed model. The modified model for safety climate
was analyzed using CFA for Sample 2. Standardized estimates obtained from CFA were used to

develop relative weights of factors, see Figure 33.
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Figure 33. Data analysis and model development.

Spearman’s rank correlation coefficient was used to evaluate relations among different
variables (Sedgwick & George, 2016). Not all the variables demonstrated a strong correlation,
which is why orthogonal rotation was selected for further Exploratory Factor Analysis (EFA)
(Izquierdo et al., 2014). After reducing the number of variables and factors, a Confirmatory
Factor Analysis was performed (Rossoni et al., 2016) using SPSS Amos v23 software. y?
monitored the fitness of the proposed model, and the root mean squares estimated error
(RSMEA)<0.08. RSMEA value between 0.05 and 0.08 indicates a good fit for the model (Cangur
& Ercan, 2015). Other indexes such as the Normal fit index (NFI) and the goodness of fit (GFI)

were used.
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4.2.1 Spearman’s Correlation coefficient

Spearman’s rank correlation coefficient for variables is presented in Attachment B1. It was
used to test a monotonic relationship between mentioned variables, the magnitude of the
association, and its direction. No correlation above 0.8 was found (Gunzler et al., 2021).
However, some variables were removed prior: gender, a field of work, and liability for an
accident, as they were nominal. Moreover, the number of female and male participants was
almost equal, despite the higher representation of male students and employees in the

academic engineering sector (Faculty & Affairs, 2010).

4.2.2 Exploratory Factor Analysis

Although there was no issue with multicollinearity, some variables were excluded before
conducting EFA; age and attitude to safety rules. The first factor was excluded because it
provided similar information like years of working experience in the laboratory and occupation.
Moreover, the analyzed dataset was a combination of responses from different universities.
The age of respondents occupying the same position, thus having similar training and working
experience, varied by 30% based on their country of initial education. Attitude to safety rules
was excluded because it provided information similar to the perception of safety rules and was

difficult to assess during the different interviews.

EFA aimed to determine a minimum number of factors sufficient to reproduce the item
correlation matrix (lzquierdo et al., 2014). Kaiser-Varimax rotation has been chosen (Bruin,
2006) for principal component analysis as it is often considered one of the best and widely
used orthogonal rotations (Fabrigar et al., 1999). Orthogonal rotation minimizes the number
of variables with high loadings on each factor and simplifies the interpretation of latent factors.
After five iterations, three more items were removed: improvement of safety, type of accident
experienced, and field of a participant, as they were cross-loading on multiple factors (Ngai et
al., 2004). The remaining 21 variables were grouped into four factors. After extracting factors,
reliability assessment by calculating Cronbach's a for the extracted variables, which measures
reliability and consistency of the model, @ =0.67, considered acceptable (Taber, 2018; van

Griethuijsen et al., 2015). The final results of EFA are shown in Table 26. As the results of EFA
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were followed by CFA analysis, four extracted factors were not labeled at this stage.
Simultaneous loadings into several factors were removed, and smaller values were removed,
as the difference between loadings was higher than 0.2. This last round did not identify factors

with loadings lower than 0.4 (Dahl et al., 2014); thus, no more factors required exclusion.

Variable Factor 1 Factor2  Factor3  Factor4
Occupation 0.768
Permanent/Temporary position 0.436
Previous experience 0.713
Years of lab experience 0.736
Safety training background 0.407
Awareness 0.497
Level of safety training 0.544
Accident experience 0.618
Hours per week in the lab 0.578
Frequency of working alone 0.507
Accident in the current lab 0.595
Level of the lab safety 0.617
Importance of safety 0.606
Availability of safety information 0.731
Accident reporting system 0.642
Perception of safety requirements 0.579
Condition of equipment 0.540
Availability of PPE 0.643
Management commitment 0.589
Breaking rules reporting 0.867
The time when safety training was 0.453
provided

Table 26 Extraction Method: Principal Component Analysis. Rotation Method: Varimax with
Kaiser Normalization. Rotation converged in 6 iterations.

4.2.3 Structural Equation modeling

While EFA is essential during the initial development of the model and helps a researcher
identify latent factors in the model, CFA rather confirms the reliability of the proposed model
(Worthington & Whittaker, 2006). According to some authors (Anderson & Gerbing, 1982; D.
W. Gerbing & J. G. Hamilton, 1994), CFA is more appropriate for fine-tuning the model than its
development. As it was expected for the proposed model to have two levels, CFA was used to
specify and validate its structure. It is common to split data into several samples to validate a

factor structure with another instrument (L. Milfont & Fischer, 2010).
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The initial 4-factor model, constructed based on EFA analysis, was proved inadequate due to
x?/pdf>5. The chi-square test is essential as it tests statistical significance but is also sensitive
to sample size. Therefore, the proposed model was corrected. Implemented modifications
included eliminating two factors: when safety training was provided and the safety training
background. After the first step of modifications, a 4-factors model was generated; see Figure

34 (bigger version of the figure in Attachment B2).

Safety
Climate

.86
T > s

@ w Safety requirements
” 18 ‘ 49 perception
. Accidents in the lab 34

tmportance of @ 13 Equipment 58 ‘Availability of
y o condition safety information
Accident

44

Permanent/ 72 experience
Temporary

.58
Years of lab
Level of lab safety -76 experience
o
42 . the lab 46 Breaking rules
reporting

Level of safety
training Availability of PPE
47 57
Frequency of Management
working alone commitment

Figure 34. 4-factors model of safety climate for University laboratories. 19 items.

‘Accident reporting
system

Several items were removed after consultation with safety experts, as it was considered
complicated to obtain reliable results that would reflect actual reality, see Figure 35 (bigger
version of the figure in Attachment B3). These items were: accidents in the current laboratory,
awareness, and accident experience. The motivation to remove mentioned items is also
supported by lower loading weights of these factors <0.20. However, the overall fitting of the

model was still low. y?/df=3.97
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Importance of

53 .69 experience

Temporary Years of lab

80 experience
Hours per week in

42 w 35 62 Breaking rules
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Figure 35. 4-factors model of safety climate for University laboratories. 16 items. Factors
removed from the previous iteration are colored in black.
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The number of factors was decreased to 3 to improve model fitting, see Figure 36 (bigger
version of the figure in Attachment B4). Since factor 1 only had a two-item loading, factors 1

and 3 were merged into one. This allowed for improving the overall model fit.
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Figure 36. 3-factors model of safety climate for University laboratories. Factors removed from
the previous iteration are colored in black.

Comparing 4 and 3-factors models, the 3-factors model demonstrates a better fit by all criteria,

as seen in Table 27. For both models, all items had standardized regression weights > 0.3.

Index 4-factor 3-factor
x2/df 3.95 3.77
X’ 403 385
df 102 102
RSM 0.058 0.058
GFl 0.945 0.949
AGFA 0.925 0.928
CFl 0.88 0.91
NFI 0.87 0.92
TLI 0.86 0.90

Table 27. Comparison of fitness Indexes in a conceptual model.

The overall fitting of the 4-factors model was acceptable. However, due to the high sample
size, some indexes showed lower goodness of fit CFI=0.88, NFI=0.87, and TLI=0.86 (Mogre &
Amalba, 2021). The comparative fit index (CFl) examines discrepancies between actual data
and the model. It can be potentially resolved by the item-parceling approach (Beauducel et al.,
2009), which was not applied due to the expected dimensionality of the model (Bandalos,
2002). Normed fit index (NFI) analysis discrepancies between null and hypothetical model chi-
squares. It is frequently used as it is not sensitive to sample size. Tucker Lewis Index also

compares hypothetical and null models; however, it is susceptible to sample size (Yadama &
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Pandey, 1995). However, Fit indexes for the 3-factor model show better fit, like CFl, NFI, and

TLI are above 0.90.

Regression analysis for 3 and 4-factors model demonstrated acceptable relationships: 31=0.57,
2=0.77, $3=0.52, B4=0.75, p<0.001 and 31=0.86, 3.=0.31, f3=0.69, p<0.001 respectively. In the

final 3-factors model, all items had significant loadings, as seen in Table 28.

N The Critical
Standardized on standard ritica
Estimate standardized error ratio P-value
Estimate (C.R)
(S.E)
F1->SC 0.859 0.71 0.179 3.96 oAk
F2->SC 0.309 0.80 0.105 7.62 oAk
F3->SC 0.693 1 oAk
Importance of safety=>F1 0.702 1 Rk
Frequency of working alone 0.498 0.527 0051  10.33 o
2>F1
Hours per week in the .
lab>F1 0.367 1.122 0.089 12.61
Level of lab safety=>F1 0.298 1.461 0.065 22.48 Rk
Level of safety training>F1 0.329 1.354 0.086 15.74 oAk
Permanent/
0.218 0.061 0.009 6.78 0.06
Temporary=>F2
Previous experience>F2 0.439 0.447 0.076 5.88 Rk
Occupation=>F2 0.878 1 *oEk
Years of lab experience>F2 0.608 1.513 0.181 8.36 Rk
Equipment condition=>F3 0.307 1.451 0.068 21.33 Rk
Availability of PPE>F3 0.517 1.126 0.061 18.46 oAk
Management condition>F3 0.576 1.308 0.078 16.76 oAk
Breaking the rules 0.437 1.156 0.100 1156 o
reporting—>F3
Accidentreporting 0.506 1.075 0055  19.54 o
system—>F3
Availability of safety .
information>F3 0.738 !
Safety requirements 0.517 0.912 0053  17.21 o

perception>F3

*** correlation is significant at the 0.001 level (2-tailed).
Table 28. Regression Weights in the Parameters of the Structural Equation Model in the final
3-factors model. Where SC — Safety Climate, F1-factor 1, F2-factor 2, F3-factor 3.

The final model's standardized and non-standardized coefficients and significance level
between variables and factors are presented (Byrne, 2013). Both standard error (S.E.) and
critical ratio (C.R.) demonstrate good fit, as C.R. is greater than 1.96 and S.E.is relatively small
(Byrne, 2020). Thus, factor loadings can be used in the further construction of the model, and

relative weights can be obtained using standardized loadings.
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4.2.4 Final model

To find the weight of each index based on the initial survey results for the final model, we
applied the method proposed by (Huang, 2014). The advantage of this method is that there is
no need to use additional subjective methods, such as FAHP (Masmoudi & Dhiaf, 2018) and
FTOPSIS (Krohling & Pacheco, 2015). Most of the goodness-of-fit indexes for the second-order
3-factors CFA model met reliability and validity requirements, as seen in Table 27. The final
model of Safety Climate is gained by normalization of path coefficients of 3-factor second-

order CFA, see Table 29.

Level-1 indicators (weights) Level-2 indicators (weights)

Factor 1 (F1) Importance of safety (P1) 0.318
0.462 Frequency of working alone (P2) 0.227
Hours per week in the lab (P3) 0.168
Level of lab safety (P4) 0.136

Level of safety training (Ps) 0.15
Factor 2 (F2) Permanent/Temporary (Ps) 0.102
0.167 Previous experience (P7) 0.205
Occupation (Pg) 0.409
Years of lab experience (Pq) 0.284
Factor 3 (F3) Equipment condition (P1o) 0.086
0.371 Availability of PPE (P11) 0.144

Management commitment (P12) 0.16
Breaking rules reporting (P13) 0.122
Accident reporting system (P14) 0.141
Availability of safety information (P1s) 0.204
Safety requirements perception (P1s) 0.144

Table 29. According to the final second level 3-factors CFA model, relative weights of indexes
contribute to Safety Climate.

The first factor describes the employee's perception of his current working situation and
laboratory safety. The second factor is cumulative information about the employee's
background. The last factor is the safety resources of the laboratory and management
commitment. Taking into account weights obtained from the second level 3-factor CFA mode|,
Safety Climate Index can be calculated using the following formula:
SC=Y3_, wp; * Vp;=0.462*Vp +0.167*V,+0.371*Vps  Equation 31
Vei = X wpi * Vp; Equation 32.
Where wpg;- relative weight of composing factors, Vg;- value taken by this factor, wp;- relative

weight of first level parameters, Vp;- value taken by this parameter from 1 to 3, based on initial
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questioner). The final model was derived from the initially proposed theoretical model with a
clear separation of contributing personal and social components. In the final model, two of
three factors can be associated with robust individual components: attitude, behaviour, and
experiences. Some researchers argue that using such questionnaires as safety climate
measurement tools only reflects organizational attitudes, neglecting individual values
(Guldenmund, 2007). On the other hand, personal experience strongly affects attitude (Hughes
& Ferrett, 2011), while there is a strong correlation between individual safety attitude and
behavior (Li et al., 2019).

As in the study conducted by (Yari et al., 2019), we observed that variables associated with
participant education, position, and previous background significantly impact safety climate.
However, the results demonstrate that the contribution of the participant's individual
experience is the lowest in safety climate. The third factor in the final model is responsible for
the external manifestation of the safety climate in the laboratory and can be considered an
organizational component. It can be expressed through management commitment, safety
equipment maintenance, and communication (Jiang et al., 2010). A comparison of the three
factors' contributions to the safety climate illustrates the most substantial effect of the
individual behavior. It is associated with its perception components, which proves the role of
personal identity or personal safety culture in the overall safety culture of the group.
Nevertheless, the effect of the organizational contributor is just slightly lower and proves the
significant role of the organizational unit on safety climate. The primary purpose of safety
climate factor is the application and integration as part of the risk assessment tool. This means
that each process is assessed in connection with the "operator," focusing on its perception of
the safety climate in the laboratory. However, to make an independent evaluation of the safety
climate in the group, it is better to use several participants. Generated responses will also help
identify the differences in perception and effect of an individual construct. Simultaneously
conducting several assessments in the group will allow judging the role of group safety values
and personal identity. Some of previous studies attempted to construct a unique safety climate
factor based on safety climate surveys using subjective methods for further relative weighing
of obtained criteria (Pungchompoo et al., 2014; Punniyamoorthy et al., 2011). The main reason
wh