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Abstract
In this thesis, the development and testing of a system for measuring the axial distribution of

fast neutron emission of spent nuclear fuel rods is presented. Emphasis is placed on the novel

fast neutron detector used which can reliably work in extremely high gamma fields.

The detector has a sensitive volume made of a silver-activated zinc sulfide (ZnS:Ag) scintillator

powder mixed with a transparent epoxy, with wavelength-shifting fibers (WLSFs) embedded

in this mixture. Neutron detection happens via elastic scattering with hydrogen in the optical

epoxy. The resulting recoil protons activate the ZnS:Ag and its scintillation light is partly

collected by the WLSFs. Silicon photomultipliers are used to read out the bursts of scintillation

light reaching the end of the fibers and a digital filter algorithm based on single photon

counting is employed to recognize neutron events from clusters of captured optical photons.

The thesis contains the description of the extensive characterization measurements that were

performed for the detector. The main prototype had a length of 3 cm and a sensitive volume

of 3 cm3. It contained 196 WLSFs embedded at a pitch of 0.7 mm read out by four SiPMs.

The testing was mainly focused on its performance in environments with a strong gamma

background since this is the type of environment of the targeted spent fuel characterization. In

a first step, the parameters of the filter algorithm were chosen with neutron detection efficiency

and gamma rejection properties in mind. The detector achieved an intrinsic neutron detection

efficiency (counts per neutron hitting the front face of the detector sensitive volume) of ∼1%

for neutrons emitted by a 252Cf source. At the same time, the detector efficiently rejected

gamma rays (less than 0.01 s−1 counts) from a 60Co source at an estimated average gamma

flux density of ∼5 ·106 cm−2s−1 over its sensitive volume. The damage due to gamma radiation

was characterized as well. After prolonged irradiation of the sensitive volume at a high gamma

flux (1.8 ·1013 cm−2 accumulated gamma fluence from 60Co), a significant reduction of ∼40%

in neutron detection efficiency was observed.

The overall detector characterization was extended to environments with less strong gamma

backgrounds. This is intended as the groundwork for future developments applying this

promising detector concept to applications in other fields than spent fuel characterization (for

example fast neutron imaging or monitoring). With the relaxed requirements on gamma rejec-

tion, it was possible to tune the filter parameters and reach an intrinsic detection efficiency

above 11%. Yet another set of parameters for the filter algorithm led to the detector being able

to measure the arrival time of neutrons with an accuracy of ∼60 ns.

The thesis further reports on a spent fuel measurement campaign where the detector, to-

gether with some existing infrastructure designed for gamma emission measurements, was
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Abstract

used to measure the neutron emission of four known mixed oxide fuel (MOX) and uranium

oxide(UO2) fuel samples. The fuel samples had a wide range of burn-ups and relatively long

cooling times of ∼25 y. The measured total neutron emission of the samples agrees well with

previous measurements of the same samples that used a different technique. The measured

total neutron emission of the samples relative to each other agrees within two standard devia-

tions with the previous measurements while the absolute neutron emission agrees within 2.5

standard deviations. For one of the samples an axial scan was performed and it was possible

to reconstruct the neutron emission with a resolution of 2.5 cm.

Finally, the thesis contains information about the ongoing development of a new version of

the spent fuel measurement system and an overall outlook of the work. A significant part of

the development has already been done. The new system is planned to feature, among other

things, a better collimation of neutrons to improve resolution, a bigger and more gamma-blind

detector for faster measurements, and the ability to measure spent fuel with shorter cooling

times.
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Zusammenfassung
Diese Doktorarbeit beschreibt die Entwicklung und Erprobung eines Messsystems für die

axiale Verteilung von Emittern von schnellen Neutronen in abgebrannten nuklearen Brenn-

elementen. Der Fokus liegt dabei auf dem verwendeten neuartigen Detektor für schnelle

Neutronen welcher in der Lage ist selbst in starken Gammafeldern verlässlich zu funktionie-

ren.

Der sensitive Teil des Detektors besteht aus einer Mischung aus silber-dotiertem Zinksulfit-

Szintillator (ZnS:Ag) in Pulverform und einem transparenten Epoxidharz, welche von Wel-

lenlängenschieberfasern (WLSF) durchzogen wird. Schnelle Neutronen werden durch ihre

elastische Streuung an Wasserstoff-Atomen im Epoxidharz detektiert. Die aus der Streuung

resultierenden Rückstossprotonen regen das ZnS:Ag an und die WLSF sammeln einen Teil des

resultierenden Szintillationslichts. SiPMs (von engl. silicon photomultipliers) werden benutzt,

um das Licht aus den Faserenden auszulesen. Ein digitaler Filteralgorithmus basierend auf der

Erkennung und dem Zählen einzelner Photonen wird benutzt, um Gruppen von optischen

Photonen zu identifizieren, die durch die Interaktion mit einem Neutron erzeugt wurden.

Die Arbeit beinhaltet die Beschreibung der umfassenden Messungen, die durchgeführt wur-

den, um den Detektor zu charakterisieren. Der hauptsächlich verwendete Prototyp hatte eine

Dicke von 3 cm und ein sensitives Volumen von 3 cm3 mit 196 WLSF, die in einem Raster mit

einem Abstand von 0.7 mm zueinander angeordnet waren. Die WLSF wurden von vier SiPMs

ausgelesen. Der Fokus für die Charakterisierung des Detektors lag auf den Eigenschaften und

der Effizienz des Detektors in der Gegenwart von starker Gammastrahlung, da dies die Art von

Umgebung ist, die für den Detektor während den angestrebten Messungen von abgebrannten

Brennelementen erwartet wird. Zunächst wurden die Parameter des Filteralgorithmus so

gewählt, dass der Detektor sowohl eine gute Effizienz für Neutronen als auch eine starke Blind-

heit gegenüber Gammastrahlung aufweist. Mit diesen Parametern erreichte der Detektor eine

intrinsische Effizienz (detektierte Neutronen per auf das sensitive Volumen auftreffendes Neu-

tron) von ∼1% für schnelle Neutronen von einer 252Cf Quelle. Gleichzeitig wurden nur wenige

(weniger als 0.01 s−1) Gammastrahlen von einer 60Co Quelle bei einer geschätzten Gamma-

Flussdichte von ∼5 ·106 cm−2s−1 fälschlicherweise als Neutronen detektiert. Zusätzlich wurde

der Schaden durch die Gammastrahlung am Detektor charakterisiert. Nach längerer Bestrah-

lung in einem starken Gammafeld (1.8 ·1013 cm−2 akkumulierte Gamma-Flussdichte von einer
60Co Quelle) wurde eine Reduktion von ∼40% in der Effizienz für Neutronen festgestellt.

Die Charakterisierung des Detektors wurde auf Umgebungen mit weniger starker Gamma-

strahlung ausgeweitet. Damit soll das Fundament für Weiterentwicklungen des Detektors für
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Zusammenfassung

andere Anwendungsgebiete (zum Beispiel bildgebende Verfahren oder Überwachung von

Neutronenstrahlung) gelegt werden. Durch die reduzierten Anforderungen an die Blindheit

des Detektors für Gammastrahlen war es möglich die Parameter des Filteralgorithmus so an-

zupassen, dass eine intrinsische Effizienz für Neutronen von über 11% erreicht werden konnte.

Wiederum eine andere Wahl der Parameter erlaubte eine Bestimmung der Ankunftszeit der

Neutronen mit einer Genauigkeit von ∼60 ns.

Des Weiteren enthält die Arbeit eine Beschreibung einer Messkampagne in der der Detektor,

zusammen mit bereits existierender Infrastruktur, die für Gammastrahler-Messungen gebaut

wurde, eingesetzt wurde um die Neutronenstrahlung von vier abgebrannten Brennelement-

segmenten, deren Eigenschaften bereits aus vorherigen Messungen bekannt sind, zu messen.

Der Abbrand der Brennelemente deckte eine grosse Spanne von Werten ab und die Abklingzeit

der Segmente war ∼25 Jahre. Die gemessenen Neutronenstrahlungswerte sind in Einklang

mit den Resultaten, die zuvor mit einem anderen Verfahren gemessen wurden. Die relative

Neutronenstrahlung der Segmente zueinander stimmt mit den vorherigen Messungen bis auf

zwei Standardabweichungen überein und die absolute Neutronenstrahlung stimmt mit den

vorherigen Messungen bis auf 2.5 Standardabweichungen überein. Für eines der Segmente

wurde die axiale Verteilung der Emitter von schnellen Neutronen rekonstruiert wobei eine

Auflösung von 2.5 cm erzielt wurde.

In einem letzten Teil enthält diese Arbeit Informationen zu den laufenden Arbeiten zur Ent-

wicklung einer neuen Version des Messsystems und einen Ausblick auf zukünftige Arbeiten da-

zu. Ein Grossteil der Entwicklung ist bereits abgeschlossen. Die neue Version des Messsystems

soll unter anderem eine bessere Kollimation der Neutronen ermöglichen, um die Auflösung

zu verbessern und es erlauben abgebrannte Brennelemente mit kürzeren Abklingzeiten zu

messen.
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1 Introduction

The topic of this thesis is to develop a new method for post irradiation examination (PIE) of

nuclear fuel based on the neutron emission of the fuel. Section 1.1 describes the motivation for

spent fuel analysis and the main methods that currently exist, including the reasoning behind

the decision to develop a new method based on neutron emission. Section 1.2 describes in

more detail the topic of the thesis and closely related previous work.

1.1 Spent Fuel Analysis

Knowing the content of nuclear fuel is important both during and after its use in a reactor. This

information is crucial for predicting the reactor behavior and optimizing profitability as well

as mitigating and preventing accidents. After being removed from the reactor, the fuel must be

kept sub-critical and its impact on the environment (heat and radiation) has to be limited. To

achieve this with as few resources as possible, detailed knowledge of the content of the spent

fuel is necessary. The most relevant isotopes depend on the aspect under investigation.

For radiation protection considerations, elements that are incorporated by organisms are of

special interest. For severe accidents, isotopes with a short half-life are important due to their

high activity and the potential for short times between production and their release to the

environment. Of special interest for geological final repositories are the long-lived isotopes

that migrate most quickly in the host rock the repository is built into, as well as isotopes that

produce a significant amount of decay heat. For transport and intermediate storage, isotopes

that emit fast neutrons or high energy gamma rays are important to consider since these

radiation types are highly penetrating (e.g. see [1] for a list of the relevant isotopes).

For criticality considerations, burn-up credit is a useful quantity for optimizing safety and

efficiency of spent nuclear fuel storage facilities and transport systems. It describes the

negative change of reactivity of nuclear fuel relative to the reactivity it had as fresh fuel. The

reactivity change is caused by a change in the fuel composition. For most reactors and fuel

types, the burn-up credit increases during operation as fissile atoms are being split to keep

1



Chapter 1. Introduction

the chain reaction going and produce energy. However, there are also effects which negatively

impact the burn-up credit of the fuel, such as new fissile material being bred and built-in

neutron poisons being depleted. It is important to be able to quantify all of these processes as

precisely as possible to fully utilize the potential of the burn-up credit concept [2, 3].

The content of nuclear fuel is strongly dependent on its history. It is, for example, influenced

by its initial composition, the amount of time it spent in the reactor, the local neutron field (i.e.

flux density and spectrum) during this time, and (if applicable) the cooling time afterwards.

This means that the content of the fuel can vary quite significantly for different fuel elements

and also over time. It would not be feasible to perform measurements covering all relevant

scenarios. Computational models (for simplicity, the combination of calculation methods,

data libraries, and geometry descriptions are referred to collectively as a model in this thesis)

are therefore used to calculate the contents of nuclear fuel based on known parameters of

its history. These models are complex and frequently use simplifications to be feasible to

compute. Additionally, they require detailed information on the different materials in the

reactor core (such as fuel, moderator, and structural elements), including their geometry,

reaction cross sections, and temperature and density distributions. Depending on the model,

some parameters are directly calculated by the code (for example coolant density if the model

includes thermal hydraulics calculations). The models themselves as well as the input data

can contain errors. It therefore can not be assumed that the results produced by the models

are accurate in all cases. They therefore have to be validated frequently against measurements.

Such measurements of fuel content are easiest to perform on spent fuel, as the fuel does

not need the fuel to be measured inside the reactor or reinserted back into the reactor after

the measurements. Additionally, spent fuel analysis is ideal for checking and predicting

the content of fuel in the back end of the fuel cycle (any time after discharge of the fuel)

since no more in-core irradiation will take place. The uncertainties associated with the

processes occurring in spent fuel (mainly radioactive decay) are in general lower than the

uncertainties associated with how the fuel changes during irradiation inside a reactor, where

the changes induced by the neutron field have a large impact. This means that if there is

accurate knowledge of spent fuel content at one point in time, the fuel composition can be

predicted with relatively high accuracy within a long period of time.

The strong dependence of spent fuel content on the neutron field means that spent fuel

measurements are useful not only to ensure a good prediction of the fuel content, but also to

verify the neutron field predicted by a computational reactor model. Spent fuel analysis can

essentially make the fuel act as a type of detector, measuring the neutron field during reactor

operation. The distribution of the fuel throughout the entire reactor core means that the

detector capabilities of the fuel can be used to gather information on the local environment at

almost any point in the reactor core.

There are multiple measurement techniques for spent fuel that have been developed over time.

They can be separated into the two categories of destructive and non-destructive techniques.

Non-destructive measurements do not alter the fuel under investigation in a meaningful way.
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1.1 Spent Fuel Analysis

The interpretation of what exactly is meaningful can vary. In the context of this thesis it is taken

as leaving the cladding of the fuel pins intact and not subjecting the fuel to strong enough

external radiation fields to significantly alter its composition.

1.1.1 Destructive Techniques

Destructive techniques can give direct and detailed information on the content of spent fuel.

A good example for this is mass spectrometry coupled with liquid chromatography, which

is capable of providing different signals, each corresponding to a different isotope and its

concentration in the investigated fuel sample [4, 5]. Another approach is to couple a mass

spectrometer to a laser ablation system, allowing for measurements with spatial resolutions

on the order of 10 µm [6]. Dissolved nuclear fuel can also be analyzed using alpha and gamma

spectrometry [7]. There are also techniques that do not focus on individual isotopes, such as

measuring the produced fission gas by puncturing a fuel rod [8].

1.1.2 Non-Destructive Techniques

Non-destructive measurement techniques are especially convenient when analyzing spent

fuel. They do not prevent further analysis with different techniques and, contrary to most

destructive techniques, generally have a negligible impact on the volume of hazardous ra-

dioactive material. As they do not damage the cladding, they can be performed in facilities

that cannot handle unclad fuel. This opens up the possibility for non-destructive techniques

to characterize a large portion of all produced spent fuel, not only selected samples.

One possible type of experiment is to measure the radiation emitted by spent fuel. The only

particles that are produced in significant quantities and are penetrating enough to also leave

the cladding are gamma rays, neutrons, and neutrinos. Neutrinos are notoriously hard to

detect, limiting their potential usefulness for spent fuel analysis. This leaves gamma rays and

neutrons as potential candidates.

1.1.3 PSI Hot-Laboratory Gamma Emission Measurements

At the Hot-Laboratory (AHL) of the Paul Scherrer Institut (PSI), the measurement of gamma

rays emitted by spent fuel rods is already a standard procedure. These measurements take

place in hot-cell number 1 (HZ1), an overview of which is given in figure 1.1a. HZ1 is the

only hot-cell at AHL large enough to accommodate full-length spent fuel rods. Additionally,

it is connected to a hot-cell extension via a � ∼30 cm hole called measurement penetration

(Messbankdurchführung in German). The hot-cell extension is long enough to accommodate

a full-length fuel rod as well, allowing a rod to be moved in its entirety between the HZ1 and

the extension through the measurement penetration. To be moved through the measurement

penetration, a fuel rod can be put on a set of rollers and fixed at one end to a remotely

controlled sledge. A picture of that system is shown in figure 4.2a. From the outside world, a
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Figure 1.1: (a) A top view technical drawing of the hot-cell number 1 of the PSI Hot Laboratory,
length units in mm. The red dashed lines mark the position of the fuel rod channel. On the
right side of this channel a hot cell extension is mounted (not shown). (b) A to-scale illustration
of the setup in the fuel rod channel. The collimator (green) is mounted in a hole in the concrete
walls (violet) of the fuel rod channel. The adjustable tungsten blocks (yellow) at the tip of the
collimator are shown in their fully opened configuration (∼18 mm apart). The sample under
investigation (blue) can be moved past the collimator (shown is a 40 cm fuel segment but up
to full-length spent fuel rods are possible).

� ∼10 cm hole called collimator penetration (Kollimatordurchführung in German) connects

to the measurement penetration at a 90° angle (see figure 1.1a).

To perform gamma emission measurements, a collimator is inserted into the collimator pen-

etration and a high-purity germanium (HPGe) is placed behind it. The measured fuel rod

is moved through the measurement penetration and past the collimator. This allows the

measurement of a space (in the axial direction of the fuel rod) and energy resolved emission

profile. The collimator has movable tungsten blocks at its tip (see figure 1.1b). Their distance

determines the aperture of the collimator and with that the spatial resolution of the measure-

ment. The aperture has a fixed height of ∼2 cm to ensure that the aperture always covers the

entire diameter of the fuel rod. By rotating the fuel rod around its axis, additional data about

the angular distribution of gamma ray emitters can be extracted (see for example [9]).

1.1.4 Neutron Emission Measurements

There are three main types of reactions producing neutrons in spent nuclear fuel. The first

one is spontaneous fission of heavy elements such as 242Pu, 242Cm, 244Cm, 246Cm, and 252Cf.

Spontaneous fission usually produces the majority of neutrons in spent fuel (see e.g. [1, figures

16 and 17]). The following numbers are an example for illustration purposes. The numbers

depend heavily on parameters like burn-up, initial enrichment, and fuel type. For typical
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1.1 Spent Fuel Analysis

Swiss spent fuel (uranium oxide PWR fuel with initial enrichment of ∼5% and a burn-up

of ∼60 GWd/tU) and typical cooling times for a spent fuel measurement (∼10 y), over 95%

of the emitted neutrons are produced by spontaneous fission (excluding neutron induced

fission, see below) [10]. For short cooling times (1−100 y), 244Cm is the dominant emitter

of spontaneous fission neutrons. Small additional contributions come from other minor

actinides while the contribution from uranium and plutonium is usually negligible. In the

spent fuel example provided before, over 95% of the spontaneous fission neutrons are coming

from 244Cm [10]. For longer cooling times 242Pu, 246Cm, and 248Cm become more important

[10]. The second interaction to produce neutrons is the (α, n) reaction with light nuclei (usually

oxygen in oxide fuels). Typical α-emitters to start such a reaction are americium, plutonium

and curium isotopes. The third type of reaction is neutron induced fission. Its influence is

strongly dependent on the measurement setup (for example the amount of fuel measured,

and the presence of moderators and neutron poisons) not only on the spent fuel content. All

three production methods generate neutrons almost exclusively in the fast range.

Typical neutron emission measurement results are mainly influenced by the concentration of

spontaneous fission neutron emitters, and especially by the 244Cm concentration. 244Cm is

produced, just like the other minor actinides contributing to the spontaneous fission neutron

source term, by successive neutron capture starting with the uranium (and depending on the

fuel type also plutonium) present in the fresh fuel. This is in contrast to the nuclei relevant

for gamma emission measurements, which are fission products. Neutron and gamma ray

emission measurements are therefore independent to a certain degree. This is especially

beneficial when considering reactor model validation where techniques are more likely to

catch mistakes when using more independent measurements.

Neutron emission measurements using a moderator to first thermalize the emitted fast neu-

trons before detection have already been carried out. Samples ranged from entire spent fuel

assemblies [11] down to small sections of individual spent fuel rods [12, 13]1. The approach to

moderate the neutrons before detection has advantages when compared to direct fast neutron

detection. Thermal neutron detectors that have high efficiencies and are insensitive to gamma

rays are commercially available (such as 3He detectors or fission chambers). Spent fuel is

frequently already stored in a water pool and the moderator is therefore readily available.

The main downside of these measurement systems is the poor spatial resolution, since the

moderation process causes a loss of information about the initial direction of the neutron. The

neutron flux and spectrum in a reactor changes on the order of mm to cm. The composition

of some fuel rods also changes on this length scale (i.e. the size of a fuel pellet). For reactor

model validation it would therefore be advantageous to have measurements with a resolution

as close to that as possible. To the knowledge of the author, no non-destructive technique

exists with ∼cm or better resolution for neutron emission measurements.

1It has to be noted though that cutting sections out of spent fuel rods makes these measurements no longer
non-destructive
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1.2 The NEWS Project and the Scope of the Thesis

The NEWS (Neutron Emission measurements With Scintillators) project is a collaboration be-

tween the Paul Scherrer Institut and swissnuclear. Its aim is to develop a method for measuring

the neutron emission of full-length spent fuel rods with a fine axial resolution (target is 2 cm).

As a basis, the already existing infrastructure for the gamma emission measurements (see

section 1.1.3) is used. This facilitates the development significantly since all the infrastructure

for handling and accurately positioning the fuel rod is already present. This allows the project

to focus on the neutron detection aspect. Alongside the experimental work presented in this

thesis many MCNP [14] simulations are included. Generally the conceptualization, geometry

definition, and analysis of these simulations were performed by me in close collaboration with

PSI scientist Grégory Perret, who generally did the actual implementation of the simulations.

To achieve the targeted resolution, it was decided to use direct fast neutron detection over

thermal neutron detection. Thermal neutron detectors would require a moderation process

where information about the emission point of the neutron can get lost. The loss of informa-

tion during moderation would be expected to mandate a collimator design which takes up

more space to achieve the same resolution as a collimator for direct fast neutron detection.

Since space in the targeted hot-cell environment is limited, direct fast neutron detection was

chosen. An example of a measurement system based on a moderator and a thermal neutron

detector is a theoretical study done at PSI [15]. The simulated measurement system requires

a significant amount of space with a box of 1 m height and 55 cm depth, and the calculated

point spread function has a full width at half maximum of about 10 cm. This is significantly

larger than the targeted 2 cm resolution of the new system.

The work presented in this thesis is part of the NEWS project. It covers the entirety of NEWS-I

and NEWS-II as well as the first part of NEWS-III. Several papers on the project have been

published or are in the process of being published (references [16, 17, 18]). Most of the

information used to write these papers is re-used throughout the entirety of this thesis. For

simplicity, citations will not be given for every part of this thesis where the same data is used

again. The descriptions in the thesis are generally as complete or even more complete than

the information given in the papers. It should therefore generally not be necessary to refer to

the papers for more information. Where this is not the case or where content has been taken

directly from one of the papers, citations will be given.

1.2.1 Choice of Detector

There are different types of commercially available fast neutron detectors. They can mainly

be separated into five categories: gas based detectors, fission chambers, liquid scintillator

detectors, organic solid detectors, and inorganic scintillators with a hydrogen-rich neutron

converter. This section evaluates these options with respect to the requirements for the NEWS

project.
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1.2 The NEWS Project and the Scope of the Thesis

Due to the low density of the sensitive volume in gas-based detectors and the small interaction

cross-section of fast neutrons with any nuclei, gas-based detectors have a low detection

efficiency per unit volume. As the space available for the detector is severely limited in the

envisioned measurement setup, this would make the measurement time unacceptably long,

especially for fuel rod sections with a low burn-up and therefore a low neutron emission.

Gas detectors were therefore disregarded as a viable option. For similar reasons, fission

chambers are excluded as an option. The main difference is that the limitation of useful

neutron interactions to one of the electrodes limits the efficiency instead of the low density of

the gas.

Liquid and solid organic scintillator detectors are not only sensitive to fast neutrons but also

to gamma rays. However, using a technique called pulse shape discrimination, some detectors

are capable of distinguishing neutrons from gamma rays [19]. Pulse shape discrimination

works by analyzing the time it takes for a scintillation light flash to fade. It therefore only

works if individual events are clearly separated in time from one another. The high gamma

environment associated with spent fuel means that gamma ray events will usually occur

in quick succession, causing the pulse shape discrimination to stop being able to reliably

distinguish them from neutrons. For this reason, liquid and solid organic scintillators were

also disregarded as an option.

This leaves inorganic scintillators with neutron converters as the remaining option. While

non of the commercially available solutions is satisfactory, a detector with a promising basic

concept had been developed shortly before the start of the NEWS project at PSI by the Re-

search with Neutrons and Muons (NUM) division for thermal neutron detection at the Swiss

Spallation Neutron Source (SINQ) [20, 21, 22]. This detector uses a silver-activated zinc sulfide

scintillator (ZnS:Ag) mixed with 6Li and with embedded wavelength-shifting fibers (WLSFs). It

detects thermal neutrons via a reaction with 6Li:

1
0n+6

3 Li −→ 4
2He+3

1 H+4.8 MeV (1.1)

The resulting 4He and 3H particles then deposit their energy partly in the ZnS:Ag and the

WLSFs collect the scintillation light released by the ZnS:Ag. While the 6Li reaction has a large

cross-section for thermal neutrons, the cross-section for fast neutrons is too small for this

detection mechanism to be efficient. It was therefore decided to develop a modified version

of the detector for the NEWS project where instead of 6Li, hydrogen is used as a converter.

Instead of 4He and 3H nuclei from a nuclear reaction, the recoil proton from elastic scattering

with hydrogen activates the ZnS:Ag. A detailed description of the working principle can be

found in section 2.1.

As it happens, the small quantity of binding material used in the original thermal neutron

detector already contains hydrogen, which can act as a converter for fast neutrons. It was

therefore possible to already conduct some preliminary measurements using one of the

existing detectors and perform a feasibility study based on these measurements before the
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start of the NEWS project. This was performed by Marianna Papadionysiou in the context

of a master thesis [23, 24]. The preliminary study found that the detector performance is

most likely sufficient for the characterization of spent fuel with a longer cooling time (∼10 y)

while measurements at shorter cooling times (∼1 y) might not be possible. This was deemed a

positive enough signal to go ahead with the detector choice, especially with the knowledge that

the detector can probably be optimized for the specific task and therefore made to perform

better than the thermal neutron detector considered for the feasibility study.
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2 Detector Design and Manufacturing

Several detector prototypes were built over the course of this thesis. Since the detector designs

as well as the assembly process were refined over time, only the detectors most relevant to this

thesis are discussed in this chapter. Information on earlier prototypes can be found in [16]

and [25].

Section 2.1 describes the structure of the detector and explains how it detects neutrons.

The two sections afterwards go into more details for two of the detector parts. Section 2.2

describes the manufacturing process of the detector probe, which includes the sensitive

volume, together with the technical details of the individual detectors. Section 2.3 describes

the implementation of the detector electronics. Section 2.4 describes the software used for

controlling and reading out the detector.

2.1 General Design and Working Principle

The detector can conceptually be separated into three parts: the sensitive volume where fast

neutron interactions generate flashes of light; the light guides, which transport the photons;

and the readout electronics which analyze the photons coming from the light guides.

2.1.1 Sensitive Volume

The sensitive volume consists of a mixture of silver activated zinc sulfide (ZnS:Ag) powder

and clear epoxy, in which wavelength shifting fibers (WLSFs) are embedded. An electron

microscope image of the ZnS:Ag-epoxy mixture is shown in figure 2.1. Incoming fast neutrons

can scatter on nuclei in the sensitive volume, transferring some of their energy to the target

nucleus. This nucleus then travels through the mixture, depositing the transferred energy

along its path. The relevant portion for detection is the part of the energy deposited into the

ZnS:Ag grains. Since the energy transfer from neutron to nucleus is more efficient for lighter

nuclei, this discussion focuses on hydrogen as the only relevant target (the next lighter nucleii

present in significant quantities being 12C, which receives on average an order of magnitude
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Chapter 2. Detector Design and Manufacturing

Figure 2.1: Electron microscope image of a cut through the ZnS:Ag-epoxy mixture. The ZnS:Ag
grains are the roughly oval shaped objects with the epoxy matrix being visible between the
grains.

less energy from neutron scattering). Both the epoxy and the WLSFs contain hydrogen. The

contributions of these two sources of hydrogen to the overall performance of the detector

have not yet been quantified. The recoil proton range is on the order of 10 µm whereas the

WLSF diameter is 250 µm, meaning a small fraction of recoil protons produced within the

fiber will escape the fiber and reach the ZnS:Ag-epoxy mixture. Therefore those events are

neglected in the following discussion, although they may contribute, to the overall sensitivity

of the detector.

The scintillation light generated by the ZnS:Ag then travels through the mixture until it is either

absorbed in one of the WLSFs or lost (being absorbed in the ZnS:Ag-epoxy mixture or leaving

the sensitive volume). The core of the WLSFs contains a dye, which re-emits any absorbed

photon at a lower wavelength in a random direction. If the angle between the re-emission

direction and the axis of the WLSF is small enough to cause total internal reflection at the

fiber cladding, the photon becomes trapped in the fiber and is guided towards one of its ends.

The dye has a low absorption probability for the wavelengths at which it emits light, and the

re-emitted light can travel through the fiber unhindered. To concentrate all photons at one

end of the fiber, a mirror is attached to the other end. This mirror reflects the photons leaving

the “wrong” end of the fiber back towards the “right” end. The entire process is illustrated in

figure 2.2.

At the end where the photons leave the fiber, the WLSFs are bundled together to allow easier

collection of the light from all fibers. For detectors with more than one channel, the WLSFs of

can be separated into multiple of these bundles instead. In this case, each bundle of WLSFs
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Figure 2.2: Illustration of the working principle of the sensitive volume. The components
of the sensitive volume are epoxy (light blue), ZnS:Ag (white), and WLSFs (light green). The
neutron path is shown (dark green) with the incoming (solid line) and the scattered (dashed
line) part. The recoil proton (red) in this case deposits energy in two ZnS:Ag grains. Several
possible paths for the scintillation light are shown. Some photons scatter at ZnS:Ag grains
before being absorbed in the epoxy (γ1) or a ZnS:Ag grain (γ2), or leaving the detector (γ3).
Other photons eventually reach the WLSF and pass through it (γ6), are captured (γ5, γ′5), or
escape after re-emission (γ4, γ′4). Some photons are also captured in farther away fibers (γ7,
γ′7).
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defines one channel. Details on the exact geometry of the different detectors (thickness, WLSF

arrangement in the ZnS:Ag-epoxy mixture, etc.) can be found together with the details of the

manufacturing process in section 2.2.

2.1.2 Light Guides

The light guides collect the light from the sensitive volume (more precisely the WLSFs) and

guide it towards the readout electronics. In the case of detectors with more than one channel,

each channel has its own light guide, which is connected to all WLSFs belonging to its channel.

The light guide consists of a �2.5 mm bundle of many thin optical fibers and has a length of

∼5 m. At the back end, the light guides have an SMA connector, which is used to connect them

to the readout electronics. Optical grease is used at both ends of the fiber to reduce coupling

losses. Experience has shown that this method results in a reliable coupling of the light guides

to the WLSFs and SiPMs. The packing density of the thin fibers in the light guide is about

90%. Coupling losses, packing density, and losses over the length of the fibers lead to a light

transmission of about 70% according to the manufacturer [26].

2.1.3 Neutron Event Filter

The detector uses the so-called moving sum after differentiation (MSD) algorithm to recognize

clusters of photons caused by a neutron event and disregard the noise (photons from other

sources such as residual light from the environment or gamma rays hitting the detector, as

well as electronic noise). The MSD is performed for every channel (i.e. for the light coming

from every light guide) separately. In a first step, the measurement time is separated into

intervals of length ∆t . If the measurement starts at time 0 and ends at time TEnd , there are a

total of n =
⌊

TEnd
∆t

⌋
intervals [i∆t , (i +1)∆t [ for 0⩽ i < n. For convenience, these intervals will

be numbered by their value of i in the expression above. The number of photons registered

on a single channel within the interval i is defined as qi . The MSD di for an interval i is only

defined for a subset VMSD = {i | i ∈N0, (2m −1)⩽ i < n} of all interval numbers.

di =
i∑

j=i−m+1
q j −

i−m∑
j=i−2m+1

q j ∀i ∈VMSD (2.1)

The summing length m can be fixed to any integer greater or equal to 1. The MSD is simply the

difference in the number of photons in two subsequent time windows defined by ∆t and m.

This is also illustrated in figure 2.3. The intervals for which the MSD is not defined are only the

intervals at the very start of the measurement where not all of the q j values for the two sums

are defined (i.e. where at least one of the two time windows of which the difference in the

number of photons should be calculated are not entirely within the time of the measurement).

Recognition of neutron events happens by setting a threshold k for the MSD value. The time

of the event is determined by the first maximum of the MSD after crossing the threshold. The
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(a)

(b)

Figure 2.3: (a): Illustration of how the moving sum after differentiation (MSD) is calculated.
The vertical black lines indicate the arrival of individual photons. The red numbers indicate
the number of photons counted for every ∆t interval. The blue numbers are the MSD values
calculated for every interval using m = 3 as an example. For some MSD values, green and
yellow bars are shown. They mark the intervals where the number of photons is added and
subtracted respectively to calculate the MSD value. (b): Number of photons counted per
interval and the corresponding MSD values for a real neutron event. Taken from [16].
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condition for an event to be recognized in an interval i is therefore (qi ⩾ k)∧ (qi > qi+1). After

each recognized event, the MSD needs to drop below the threshold value k and a blocking

time tB must elapse before the algorithm looks for another event. This prevents triggering

multiple times from the signal of a single neutron. The values of ∆t , m, k, and tB can be tuned

to improve the detector performance for specific applications. A set of values for all of these

variables is referred to as an MSD setting.

Details on the implementation of the event recognition used for the detectors presented in

this thesis can be found in section 2.3.

2.2 Manufacturing of Detector Probes

This section details the manufacturing process of the detector probes. The procedure is

similar for all detectors and the steps common to all detectors are therefore described first

described using pictures of the Hot-Lab Prototype 1 (see section 2.2.2) for illustration purposes.

Information on the unique aspects of each detector is given afterwards.

2.2.1 Manufacturing Steps Common to All Detectors

The first step of the manufacturing process is the fabrication of spacers, which hold the WLSFs

in the final positions. The spacers are custom printed circuit boards (PCBs) featuring a 21×21

grid of �0.35 mm holes with a pitch of 0.7 mm. Drawings for the spacers can be found in

appendix A.1. The WLSFs (Y-11(400)MSJ with a diameter of 0.25 mm from Kuraray [27]) are fed

through these spacers. The layout of the WLSFs is different for each detector (see sections 2.2.2,

2.2.3, and 2.2.4). A picture of a stack of spacers with fibers fed through is shown in figure 2.4a.

The spacers are then drawn apart until there is a 1 cm gap between them, and fixed in a 3D

printed holder. The fibers of each channel are bundled together. Which fibers belong to which

channel is different for the different detectors and indicated in the sections dedicated to the

individual detectors. Each bundle of WLSFs is fed individually through holes in a piece made

from aluminum and plastic at the back of the detector probe (see figure 2.4b). To fix everything

in this configuration, the fibers are glued first to the spacer at the front, then to the spacer

closest to the back, and finally to the aluminum and plastic piece at the back using clear epoxy

(EPO-TEK 301 [28]). After mixing the two epoxy components (but before applying it), the

epoxy is heated for ∼30 s in a ∼60 °C water bath. The time in the water bath can be extended

to increase the viscosity of the epoxy (this can make it easier to apply the epoxy). The epoxy

also seals holes, effectively creating two molds, which are sealed of from each other. The mold

in front consists of several 1 cm long compartments between the spacers while the mold at

the back is the region from the last spacer to the aluminum and plastic piece at the end (see

figure 2.4b). Several layers of epoxy are usually necessary to ensure that all holes are properly

sealed.
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(a) (b)

Figure 2.4: (a): A stack of spacers (dark green) with WLSFs (bright green) fed through in four
separate bundles. The depicted arrangement of the fibers is for the Hot-Lab Prototype 1. (b):
The spacers are drawn apart and held in place by a 3D printed holder (black). At the back, the
fibers of each channel are bundled together in a block of aluminum and acrylic. Additional
acrylic pieces are mounted at the back, sticking out on each side. Their purpose is to facilitate
the assembly and they are removed later.

The first mold to be filled is the one at the back. Black potting epoxy is used for this to minimize

potential crosstalk between the WLSFs of different channels. The mold at the front is filled in

two steps. First, the compartment between the spacer in the front and the spacer immediately

behind it is filled with clear epoxy (EPO-TEK 301 [28]). Before casting, the epoxy is again

heated for ∼30 s in a ∼60 °C water bath (contrary to before, the time should not be extended).

To prevent any epoxy from spilling into the rest of the front mold, the detector is hung with

its front towards the ground and tape is used to form a mold (to facilitate this step, the top of

the corresponding spacer PCBs, which has been used for aligning the spacers while feeding

fibers through them, are cut off). Figure 2.5a shows a picture of this configuration. The

remaining compartments of the front mold are then filled with a mixture of clear epoxy (EPO-

TEK 301 [28]) and ZnS:Ag powder (EJ-600 [29]). Before mixing, the clear epoxy is heated for

∼30 s in a ∼60 °C water bath. The two components are mixed in a mass ratio of 2 parts epoxy

to 3 parts ZnS:Ag. A picture of the result after this final casting step is shown in figure 2.5b.

In a next step, the 3D printed holder is milled away. After that, the front part filled with clear

epoxy is cut away, leaving only 1 mm of clear epoxy. The resulting surface is polished and a

mirror is glued to it (see figures 2.7b and 2.7c). The WLSFs coming out of the back are cut and

polished as well (see figure 2.7a). Finally, the sensitive volume is surrounded by a casing to

block environmental light.

2.2.2 Hot-Lab Prototype 1

The Hot-Lab Prototype 1 is built, as the name suggests, for measurements of spent fuel in

the PSI Hot-Lab. Its detector probe is designed as an insert for the current gamma collimator.
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(a) (b)

Figure 2.5: (a): A picture of the setup used to fill the front part of the detector probe with clear
epoxy. Black tape is wrapped around to form a mold for casting. (b): All parts of the detector
probe are filled: in the left of the picture, part of the black epoxy filled volume can be seen; in
the center are the three white regions filled with the ZnS:Ag-epoxy mixture; and to the right is
the small part filled with clear epoxy.

Details on this setup and the measurements can be found in chapter 4. The measurement

setup and especially the collimator dimensions inform to a large extend the design of this

detector. Technical drawings of the final detector as well as of individual components can be

found in appendix A.2.

The probe of the Hot-Lab Prototype 1 has four channels, defined by the arrangement of the

WLSFs embedded in the ZnS:Ag-epoxy mixture. Each of the channels has 49 WLSFs arranged

in a 7×7 grid with a pitch of 0.7 mm. The channels have 5 empty grid positions between them

(4.2 mm center to center distance between the outermost fibers). The exact arrangement is

illustrated in figure 2.6. They are embedded in the mixture for a length of 3 cm, divided into 3

sections with a length of 1 cm each. At the back of the probe, the fibers of each channel are

bundled together (the bundle diameter being about 2.4 mm). Pictures of this structure are

shown in figure 2.7.

The probe is enclosed in an aluminum casing, as shown in figure 2.8. This casing has a

provision for fixing tungsten plates to its front, which is located 10 cm from the front of the

sensitive volume. These optional tungsten plates can be used to reduce the gamma intensity at

the detector. The 10 cm distance to the sensitive volume is to reduce the scattering of gamma

rays from the tungsten into the sensitive volume. To facilitate inserting the detector into the

collimator, a long aluminum piece is connected to the back of the probe.
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1 1 1 1 1 1 1 2 2 2 2 2 2 2
1 1 1 1 1 1 1 2 2 2 2 2 2 2
1 1 1 1 1 1 1 2 2 2 2 2 2 2
1 1 1 1 1 1 1 2 2 2 2 2 2 2
1 1 1 1 1 1 1 2 2 2 2 2 2 2

Figure 2.6: The fiber arrangement of the Hot-Lab Detector 1 when looking from the back
towards the front. Each cell in the table corresponds to a 0.7 mm × 0.7 mm part of the sensitive
volume. The cells with numbers indicate parts of the volume with a WLSF in the center. The
number indicates which channel this WLSF belongs to.

(a) (b) (c)

Figure 2.7: Pictures of parts of the Hot-Lab Prototype 1 detector probe (without aluminum
enclosure). (a): Back of the sensitive volume. The WLSFs of each channel are bundled together.
(b): Front of the sensitive volume. The front end of the WLSFs are visible in a grid with four
distinct rectangles, one for each channel. (c): Side view. The three white blocks of the ZnS:Ag-
epoxy mixture, separated from each other by spacers, are clearly visible. Compared to (b), a
mirror is glued to the front, hiding the front ends of the WLSFs.
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(a)

(b)

Figure 2.8: Picture of the detector probe of the first Hot-Lab prototype without (a) and with
(b) the aluminum enclosure. The two pictures have roughly the same scale. The black tape
around the right end of the detector in (a) is only for protecting that part of the detector during
manufacturing and was removed after encapsulation, as can be seen in (b).

2.2.3 Single Channel Detectors

The single channel detectors are intended for radiation damage measurements (see sec-

tion 3.2.4 for details on the experiments). To allow different irradiation environments to be

tested as well as to have a reference detector and some spare ones in case of a failure, a total

of five of these detector probes were built. The design resembles the Hot-Lab Prototype 1,

with only a single 7× 7 WLSFs channel placed in the center of the sensitive volume. The

exact arrangement is illustrated in figure 2.9. In addition, the dimensions of several structural

elements is slightly changed for easier handling since these detectors do not have to fit into a

collimator. Figure 2.10 shows a picture of the detector probes.

2.2.4 Crosstalk Prototype

The crosstalk prototype is designed to measure the crosstalk between WLSFs that are right

next to each other (on the 0.7 mm grid imposed by the spacer). The crosstalk prototype has

two single fiber channels on adjacent positions on the spacer grid. Additional channels are

placed 2 and 3 positions away respectively to measure how the crosstalk falls of over distance.

To decrease the required measurement time, the structure of the 4 single WLSF channels is

repeated several times at a distance of 4 grid spaces. This distance was deemed unlikely to

produce a significant crosstalk between the structures. They can therefore be thought of as

independent measurements. The exact configuration is shown in figure 2.11.

To further decrease the measurement time, the volume of each channel is increased by em-

bedding the WLSFs in the ZnS:Ag-epoxy mixture for 10 cm (instead of 3 cm as in the other

detectors), as can be seen in figure 2.12.

18



2.2 Manufacturing of Detector Probes

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

Figure 2.9: The fiber arrangement of the single channel detectors. Each cell in the table
corresponds to a 0.7 mm × 0.7 mm part of the sensitive volume. The cells with “0” indicate
parts of the volume with a WLSF in the center.

Figure 2.10: The five single channel prototypes produced for irradiation damage testing.
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3 3 3 3 3
2 2 2 2 2
1 1 1 1 1
0 0 0 0 0

3 3 3 3 3
2 2 2 2 2
1 1 1 1 1
0 0 0 0 0

3 3 3 3 3
2 2 2 2 2
1 1 1 1 1
0 0 0 0 0

Figure 2.11: The fiber arrangement of the crosstalk detectors. Each cell in the table corresponds
to a 0.7 mm × 0.7 mm part of the sensitive volume. The cells with numbers indicate parts
of the volume with a WLSF in the center. The number indicates which channel this WLSF
belongs to.

Sensitive Volume

Figure 2.12: Picture of the crosstalk prototype probe (without casing). Clearly visible are the
10 segments of the sensitive volume with a length of 1 cm each.
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SiPM Ampli cation 

(+ Shaping)

Discrimination

Pulse Generation

~200 ns ~2 ns ~3 ns

Figure 2.13: An illustration of the signal processing chain to generate digital pulses from
photons. The first set of red lines represent the signals generated by the SiPM, with the
thickest line being a single photon pulse and the higher thinner lines multi photon pulses.
The second and third set of red lines represent the signal after amplification and shaping, and
after discrimination respectively. The last red line is the output of the front end electronics.

2.3 Electronics Details

The detector electronics is comprised of two stages. The front end electronics generates

a digital pulse for every incoming photon that is recognized by the SiPM. It is described in

section 2.3.1. The back end electronics reads these pulses and, depending on the configuration,

either performs the MSD algorithm or saves the timestamps of each photon. It is described in

section 2.3.2. Section 5.3.1 describes the currently ongoing development of a new version of

the detector electronics.

2.3.1 Front End Electronics

The purpose of the front end electronics is to create digital pulses of a fixed width for every

photon coming from the light guides. The different stages in that process are illustrated in

figure 2.13. In a first step an SiPM generates a weak and relatively long (order of ∼100 ns)

analog pulse for an incoming photon. The highest probability is for the SiPM to produce

a so called single photon pulse but sometimes it also creates multi-photon pulses. These

multi-photon pulses have the same shape as the single photon pulses but are scaled by an

integer factor. The SiPM pulses are then amplified (amplitude of ∼100 mV for single photon

pulses) and shortened to about 2 ns. Afterwards a discriminator generates a digital pulse from

the amplified signal and a pulse generator fixes the length of the pulses to a predetermined

value. The entire front end processing chain is separated on two custom boards, which were

developed specifically for this project and are described in the following sections.
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Figure 2.14: Picture of the SiPM_PS+PreAmp_1 board. The SiPM sits below an SMA connector.
From there the signal goes to the right through 3 amplifier stages to the signal output. The
additional capacitors and resistors to shorten the pulse are placed between the second and
the third amplifier. The integrated HV supply for the SiPM is located at the top. The amplifiers
and the HV supply are powered by +6 V, supplied to the connector directly above the signal
output. The board is mounted in the lower half of its black enclosure.

Silicon Photomultiplier and Preamplifier Unit

Each optical light guide (see section 2.1.2) is connected to an ASD-NUV3S-P [30] SiPM made

by AdvanSiD, which converts photons into an electrical signal. Every SiPM is mounted on its

own custom board (board name SiPM_PS+PreAmp_1, a schematic and technical details can

be found in appendix B.1), containing a high voltage (HV) supply for the SiPM as well as a

chain of amplifiers and a pulse shaping stage. The entire board is mounted inside a 3D printed

box to prevent light from the environment reaching the SiPM. A picture of this board is shown

in figure 2.14.

The core of the on-board HV supply is a MAX5026 [31] DC-to-DC converter, which can generate

an adjustable voltage up to 36 V. The exact output voltage is determined by a resistor network.

On the SiPM_PS+PreAmp_1 board, this resistor network consists of several resistors with a

fixed resistance determined by the intrinsic characteristics of the SiPM (such as the breakdown

voltage), a ERT-J1VR332G thermistor [32] to compensate for temperature fluctuations, and a

potentiometer to adjust the desired overvoltage. The temperature compensation is especially

interesting since there are two main effects the temperature has on an SiPM. With rising

temperature, the SiPM produces more dark counts and its breakdown voltage increases. If

the HV supply is kept constant, the breakdown voltage increase leads to a decrease of the

overvoltage. A reduced overvoltage in turn leads to a decrease in the SiPMs photon detection

efficiency. For this reason, the temperature compensation on the SiPM_PS+PreAmp_1 board

aims to make the supply voltage follow the breakdown voltage to get a constant overvoltage
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Figure 2.15: Picture of the PCB used to generate digital pulses from analog ones. The input
where the analog signal enters the board is marked in yellow. The amplifiers before it are
disabled. After the discriminator (blue), the signal splits into a delayed and a non-delayed
one (both purple). The delay can be adjusted using a set of switches (black). Both paths enter
the flip-flop (orange) and the resulting signal goes to two outputs (using two different signal
standards to provide flexibility when further processing the output)

and thereby a constant detection efficiency. As a side effect of this approach, the dark count

rate increases significantly if the temperature rises. However, the neutron detection algorithm

is very good at filtering out background noise and can therefore be trusted to deal with this

effect at a later stage.

For the amplification, three MAR-6SM+ [33] amplifiers are used for a total amplification of

a factor of ∼1000. The input of the third amplifier is connected to the output of the second

amplifier via a 22 pF capacitor. This shortens the relatively long pulses coming from the SiPM

to about 2 ns (full width at half maximum). Additionally, the input of the third amplifier is

connected to ground via a 6.8 pF capacitor. This suppresses very fast signal components,

which could otherwise induce too much noise in the rest of the processing chain.

Discrimination and Pulse Generation Unit

The second board (called SiPM_amplifier_discriminator_LVDS_5_1 or simplified discrimina-

tion and pulse generation board) in the readout chain prepares the signal for digital processing

by transforming the analog pulses from the SiPM_PS+PreAmp_1 board into digital pulses with

a fixed length. A picture of the board is shown in figure 2.15. The analog signal is fed into a

discriminator with a threshold of about half of the height of a single photon pulse. A pulse

generator is used to fix the length of the pulse. The signal is first split up and one of them is

delayed by an adjustable delay line. The delayed and non-delayed signals are then fed into

a D flip-flop. The non-delayed signal is connected to the clock input and the delayed signal

to the reset input of the flip-flop. The data input is tied to a high signal. The output of the

flip-flop is therefore set to high when the non-delayed signal arrives and reset to low once the
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delayed signal arrives. The width of each output pulse can be controlled by setting a delay

value for the delay line. The discrimination and pulse generation board originally contained a

preamplification stage as well. However, this part of the board has been disabled since the

amplification is already done on the SiPM_PS+PreAmp_1 board. The nominal pulse width (i.e.

the delay of the delay line) is set to 3.465 ns, which has been experimentally determined to be

adequate for a pulse to be recognized by the following electronics.

2.3.2 Back End Electronics

There are two different types of back end electronics used to process the signals from the

discrimination and pulse generation boards. The first one uses a logic analyzer, which records

the timestamps of individual pulses for later analysis in post-processing. The second one uses

an FPGA with a custom firmware for online processing of the signal.

Logic Analyzer

The logic analyzer (Logic Pro 8 [34]) has a small internal buffer to store photon timestamps

before transferring them to the memory of a connected computer. The logic analyzer can

only record the signal for a finite amount of time before memory space runs out, or its buffer

overflows because it can not write to the memory fast enough. Depending on the rate of pulses

which are recorded, the maximum recorded time can vary but it is usually between 0.1 s and

10 s. After such a segment, the data needs to be saved on some medium with a higher capacity

(usually a hard drive) to free up space for the next segment. A measurement using the logic

analyzer setup consists of multiple segments. The data collection electronics remains idle

for an extended period of time between segments due to the raw data being saved, which

leads to a measurement taking significantly longer than the effectively recorded time. The

useful measurement time varies with the circumstances but it is usually between 10% and

20% of the total time. Additionally, a considerable volume of data is being generated. Despite

these drawbacks, the logic analyzer setup can be very useful. Saving the timestamps of each

individual photon makes it possible to use the same data multiple times in post processing.

It is therefore invaluable for tasks such as optimizing parameters of the MSD algorithm or

testing new algorithms.

FPGA with Custom Firmware

The FPGA processes data online, using the MSD algorithm (see section 2.1.3) with MSD param-

eters that can be set by the user at the start of a measurement. The FPGA relays the information

about each event it found (the channel on which it occurred, its strength (maximum of the

MSD value), and the time at which it occurred) to a computer via a microprocessor. Since this

method is capable of continuous measurements for very long times and its output requires far

less space to be saved, this is usually the preferred option.
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The FPGA firmware and microprocessor program were developed and tested in the context of

a Master thesis by Lorenz Becker-Sander [35]. For details on the implementation, the reader is

referred to the thesis.

2.4 Control Software

There are two different sets of software, depending on whether a measurement is based on

the Logic Analyzer (see section 2.3.2) or the FPGA (see section 2.3.2). An overview of both of

them is given in this section. With a few exceptions (which are marked accordingly), all of the

software consists of custom programs developed specifically for the detector, and written in

MATLAB for an easy interface with data analysis and data presentation tools.

2.4.1 Control Software for the Logic Analyzer

The different pieces of software used with the logic analyzer are illustrated in figure 2.16.

In this configuration, the logic analyzer is the last part of the detector electronics chain. A

proprietary software (Logic 1.2.18 [36]) is provided by the vendor of the logic analyzer which

allow controlling the logic analyzer by custom user software. The logic analyzer control is such

a custom software written for the detector. It receives user input about the measurement to

be carried out (such as the measurement duration, the duration of each segment, and where

the data should be saved), and some metadata to be saved together with the data from the

detector. The logic analyzer control saves the individual photon data, which it receives from

the logic analyzer, leading to large data sets (more than 10 TB of this type of data have been

accumulated during the thesis). During the measurement, the program displays information

on the current status and history of the measurement.

After the measurement, the gathered data can by analyzed in post processing. In a first step, a

filter algorithm is applied to the data. For this, two different programs are provided, which

are explained below in detail. Both programs take the same type of objects (so-called filter

algorithm objects) as inputs. These objects specify the filter algorithm which should be used.

There is an object for the MSD algorithm explained in section 2.1.3 and used throughout this

thesis, but there are also objects implemented for more advanced filters that could be used in

the future. Among them are the continuous ordinary least squares (COLS) filter, which should

use information about the decay shape of the ZnS:Ag scintillation light to better filter out

events, and the dead time corrected MSD (DTC MSD) algorithm, which seeks to eliminate the

influence of the photon rate on the neutron detection efficiency (see section 3.2.3 for details on

this effect). Both of these algorithms are described in detail in section 5.3.2. These advanced

algorithms are currently still being tested, which is why no results using any of them are

presented in this thesis. The structure of the programs, which has the filter algorithms easily

exchangeable and usable for both programs, facilitates the investigation of new algorithms.

Due to the large data sets, both of these programs have large computational requirements and

are therefore usually executed on a cluster for several hours or even days. To avoid unnecessary
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Figure 2.16: Illustration of the pieces of software used to control the detector during a logic an-
alyzer measurement, and to perform the most common processing steps for the gathered data.
The red section runs during the measurement. The violet and blue sections are performed in
post-processing. The light green sections mark inputs to the different programs.

26



2.4 Control Software

repetitions of these expensive computations, their results are stored for further use by other

programs.

The first of the two programs performs the filter algorithm on the saved data for different

values set for the filter parameters. The part of the filter parameter space to be used is specified

by the user. Some of the calculations are the same for different parameter combinations.

Instead of performing these calculations multiple times, the program saves the results of

these common calculation steps and re-uses them for the calculations for other parameter

combinations. This speeds up computation significantly if results on large parts of the filter

parameter space are requested.

The second program performs a custom variant of the hill climbing algorithm [37] to optimize

the filter parameters. This algorithm starts with an arbitrary point in the parameter space

as the current position. It then checks points in the immediate vicinity in the parameter

space for their performance. Of all the checked points in the parameter space it takes the

best performing one and repeats all the steps with this point as the new current position.

The algorithm stops once the best performing candidate is not better than the current po-

sition. The algorithm will only find a local maximum. This can be an issue especially for

experimentally gathered data where random noise can create a lot of small local maxima.

This issue can be reduced by enlarging the portion of the parameter space checked at every

step. By checking a larger parameter space, the algorithm is more likely to capture longer

ranged parameter changes and prioritize them over searching small maxima. This can also

reduce the number of necessary steps, allowing the algorithm to take big steps when it is far

away from a maximum. However, checking every possible point in a big part of the parameter

space makes the algorithm slow, usually more than negating any potential speed gain from

reducing the number of steps. As a compromise, the algorithm checks points in a large part

of the parameter space but these points are not uniformly distributed. The checked points

are strategically chosen with large gaps far away from the current position to capture long

range trends, and closer to each other when approaching the current position for fine tuning

once it is close to a maximum. The optimization target for the algorithm together with some

parameters (such as the starting point) can be provided by the user.

2.4.2 Control Software for the FPGA

The different pieces of software used with the FPGA are illustrated in figure 2.17. A custom

FPGA control software communicates with the FPGA via the microcontroller. The software

takes user inputs such as the MSD setting that should be used for the measurement and the

targeted duration. The user can also specify any metadata to be saved alongside the measured

data. The program relays the relevant information to the FPGA and gives the signal to start

and stop the measurement. During the measurement, the FPGA control software gathers the

data sent by the FPGA and saves them at regular intervals as well as once at the end of the

measurement. The program also displays information on the current status and history of the
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Figure 2.17: Illustration of the pieces of software used to control the detector during an FPGA
measurement, and to perform the most common processing steps for the gathered data. The
red section runs during the measurement. The blue section is performed in post-processing.
The light green sections mark inputs to the different programs.
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measurement while it is running. If information on the photon rate (defined in section 3.2.1)

is desired, the logic analyzer can be connected to the FPGA control software for a short

time before the start of the actual measurement with the FPGA. During this time the photon

rate is recorded and is then used as an approximation for the photon rate during the entire

measurement. This only works well if the photon rate is not expected to change significantly

over the measurement and the short time before the measurement is representative of the

entire measurement.

To facilitate the analysis of the saved data, a basic data processing software is provided. It

performs tasks that are frequently needed such as calculating count rates, providing a list of

all captured events arranged by channel, and applying a photon rate correction that can be

supplied by the user.
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3 Detector Properties

This chapter focuses on the characterization of the Hot-Lab Prototype 1 (see section 2.2.2),

which is the detector that has been characterized most thoroughly due to it being used during

the hot-lab campaign (see chapter 4). Some specialized measurements were carried out with

other detectors. Where other detectors are used, this is indicated explicitly.

This chapter first presents the characterization of the source (section 3.1) and the detector in a

strong gamma environment (section 3.2), both being necessary to interpret the measurements

performed at the Hot-Laboratory (section 2.2.2). Because the performance of the detector

depends on the parameters chosen for the MSD algorithm (see section 2.1.3), section 3.2

focuses first on choosing adequate MSD settings for a high gamma-ray environment before

characterizing the detector more thoroughly. Additionally, the chapter presents investigations

of the detector degradation under irradiation (section 3.2.4). The energy-dependent efficiency

measurement described in section 3.6 would also have been of great value for the spent fuel

measurements described in chapter 4, but unfortunately there were problems during the

measurements that prohibited the extraction of useful data.

Apart from the characterization with respect to high gamma environments, other properties

of the detector of general interest for future detector applications were investigated as well.

Together with the high gamma environment results, they also show the versatility of the

detector. Section 3.3 presents an optimization of the set of MSD parameters to quantify the

maximum efficiency of the detector when the gamma background is low. Section 3.4 instead

presents an optimization of the MSD parameters for neutron event timing resolution.

Section 3.5 presents crosstalk measurements between individual WLSFs, which give infor-

mation useful for the design of the sensitive volumes of future detectors. Finally, section 3.7

presents the attempt to build a complete computational model of the detector.
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3.1 Characterization of the Reference 252Cf Source

This section describes the characterization of the 252Cf source (PSI source number 1154) that

was used as an absolute reference for several of the measurements described in this thesis.

3.1.1 Neutron Output

Important Impurities

According to its certificate, the source was manufactured in April 1988. The neutron output

of the source is reported to have been 1.12 ·108 s−1 on the April 22, 1988 [38]. However, as

shown in [38] and further illustrated in this section, the measured initial neutron output or

the related 252Cf content is not reliable. Further difficulties when reconstructing the neutron

output of the source aris from its old age. Due to the difficulty in separating different isotopes

of Californium, 252Cf sources usually contain some amount of other Californium isotopes.

While these are usually not relevant for a fresh 252Cf source, the 250Cf isotope can give a

significant contribution for older sources due to its long half life of 13.1 y [39] and its relatively

high branching ratio for spontaneous fission of 0.077% (compared to for example 5 ·10−7%

for 251Cf) [39]. The age when 250Cf contributions become relevant varies dependent on the

source and the desired accuracy, but typically after ∼20 years the 250Cf contribution is high

enough to be relevant. At the same time, decay products build up over time and they can have

a significant contribution for old sources as well. The most important one for the neutron

output is 248Cm, which is the product of the α-decay branch of 252Cf and builds up in the

source due to its long half life of 3.48 ·105 y [39]. Its high spontaneous fission branching ratio

of 8.39% [39] makes it a significant contributor for old sources.

The 248Cm content of the source can be calculated based on the initial 252Cf content using the

Bateman equation:

nC m248(t ) = nC f 252,0
λC f 252

λC f 252 −λC m248
brC f 252,α

(
e−λC f 252·t −e−λC m248·t

)
(3.1)

Here, λC f 252 and λC m248 are the decay rates of 252Cf and 248Cm, respectively, nC f 252,0 is the

initial 252Cf content, brC f 252,α = 96.898% [39] is the branching ratio of 252Cf for the α-decay,

and t is the time since the source manufacturing. In contrast to 248Cm, the amount of 250Cf

is not closely linked to the amount of 252Cf at the beginning, it represents an independent

contribution to the neutron emission of the source.

Comparison to Reference Source

To accurately measure the neutron output of the source, it was compared to a well known

reference 252Cf source (PSI source number 1077, referred to as the reference source here) with

a neutron output of 1.78 ·107 s−1 at the time of the calibration. This calibration was performed
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Figure 3.1: Picture of the setup at the PSI Eichstelle which was used to calibrate the 252Cf
source. The reference 252Cf source can be inserted into the thicker metal tube (marked by the
red arrow). The slightly thinner tube (marked by the blue arrow) containing the source that
is being calibrated is taped to the front of it. The green dashed line marks the measurement
height, which is the height at which both sources are placed in their respective tube. The
calibration detector (shown is the SmartREM detector) is clearly recognizable by its white
spherical moderator, which is centered on the measurement height.

on the 11th of September, 2020, directly before the measurements in the PSI Hot-Laboratory

described in chapter 4.

The measurements were performed at the calibration laboratory (Eichstelle) of the ASI (Abteilung

Strahlenschutz und Sicherheit) division at PSI. The measurements were performed with two

different detectors (LB 6411 [40] and SmartREM [41]) for cross validation. The measurement

system consists of a vertical tube for the neutron source and a horizontal rail on which a

detector can be placed. The reference source can be inserted into and retracted from the

vertical tube automatically. For measurements with the source that is being calibrated, it is

taped to the front of the vertical tube. A picture of the setup is shown in figure 3.1. Multiple

measurements are conducted, switching between the two detectors and varying the distance

between the detector and the source. Each of these measurements is performed once with

the reference source and once with the source that is being calibrated. Since the source that

is being calibrated is taped to the front of the tube, it is 1.25 cm closer to the rail holding

the detector. This is compensated by moving the detector 1.25 cm towards the source when

measuring with the reference source, thereby keeping the same distance between detector and

source. The different measurement arrangements and the measured count rates are shown in

table 3.1.
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Detector Distance Count Rate C Count Rate R Ratio

LB 6411 38.75 cm 10.27±0.04 s−1 1219.9±1.2 s−1 118.8±0.5
SmartREM 38.75 cm 18.81±0.13 s−1 2316.8±2.3 s−1 123.2±1.0

LB 6411 58.75 cm 4.99±0.02 s−1 562.4±0.6 s−1 112.7±0.4
SmartREM 58.75 cm 9.17±0.06 s−1 1050.8±1.1 s−1 114.6±0.4

LB 6411 66.10 cm 4.13±0.02 s−1 450.8±0.3 s−1 109.3±0.5

Average 113.6±4.8

Table 3.1: Results for the 252Cf source calibration measurements. The count rates for the source
that is being calibrated are marked “C” and the ones for the reference source are marked “R”.
The uncertainties represent a single standard deviation.

The ratio of the count rates when measuring with the two different sources allows calculating

the neutron output of the source that is being calibrated by applying the same ratio to the

known neutron output of the reference source. However, as can be seen from table 3.1, the ra-

tios for the different measurement arrangements are different and their spread is significantly

larger than the uncertainties on the individual ratios. The reason for this remains unknown. A

similar calibration measurement for the same source has already been done in the context of

the CASQUADES project in 2018. The change of the ratio of the count rates with the distance

between detector and source was not observed during the 2018 measurement [42, 12]. The

geometry was also modeled using MCNP 6.2 [14], the results of which showed no significant

change in the count rate ratio with distance. A possible explanation is the presence of an

unknown background signal, which is not subtracted. For the calculation of the neutron

emission, the weighted average of all ratios is taken and the standard deviation of the values is

taken as the uncertainty. This gives a neutron output of (1.57±0.07) ·105 s−1 for the source

being calibrated. Since the calibration took place immediately before the measurements at

the PSI hot laboratory described in chapter 4, this value and uncertainty is taken for the inter-

pretation of the results of these measurements. For the interpretation of other measurements,

the decay of the source needs to be taken into account. This is detailed in the next section.

Source Content and Neutron Emission Reconstruction

Using the results of the two measurements in 2018 and 2020, it is possible to reconstruct

the initial 252Cf and 250Cf content of the source. The 2018 calibration measured a neutron

emission of (1.817±0.036) ·105 on the 24th July 2018 [12, 42]. The resulting initial contents

are 4.75 ·1016 atoms of 252Cf and 1.79 ·1017 atoms of 250Cf. The resulting neutron emission is

shown in figure 3.2a. When comparing the 252Cf to 250Cf ratio of about 2 : 8 to what has been

found for other sources (ratios between 8 : 2 and 8.5 : 1.5 [43]), there is a large discrepancy.

Possible problems with this approach are the measurements being relatively close to each

other when compared to the age of the source, and the issue with the 2020 measurement

potentially being unreliable due to the unexplained spread in the results. Another approach is

to take a fixed ratio of 252Cf to 250Cf in accordance with the literature and determine the initial
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Figure 3.2: Neutron emission of the 252Cf source in total as well as separated by isotope.
Additionally, the two measured values are shown. The emission in (a) is based on the recon-
struction which agrees with both measurements and (b) is based on the reconstruction using
a 252Cf to 250Cf ratio which agrees with literature values.
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content only using the probably more reliable results from the measurement in 2018. The

initial contents using that method and a ratio of 8 : 2 are 3 ·1017 atoms of 252Cf and 7.5 ·1016

atoms of 250Cf. The resulting neutron emission is shown in figure 3.2b. At the time of the

2020 calibration, this method would give a neutron emission of 1.27 ·105 s−1 (compared to the

measured 1.57 ·105 s−1).

No nuclear database or other publication containing information on the neutron spectrum

for spontaneous fission of 250Cf and 248Cm was able to be located despite significant effort

searching. For this reason, the source is always treated as if it had a pure 252Cf spectrum.

While there is still a large uncertainty in the composition of the source, it is clear that at least

the contribution of 250Cf to the neutron output is significant (see figure 3.2). If the neutron

spectrum of 250Cf is therefore significantly different from the one of 252Cf, that could influence

the results of the calibration and of subsequent measurements with the source.

Overall, there is not enough information available to deduce the neutron emission rate and

spectrum of the source with a high degree of confidence. For further use in the thesis, the

neutron output is assumed to be the one predicted by the two measurements in 2018 and

2020, and which is shown in figure 3.2a. The idea of this choice is to have a better accuracy

for the measurements of the hot-lab campaign (chapter 4) which was conducted close to the

2020 calibration measurements. While the possible bias in the neutron source emission is

not detrimental for the interpretation of the results in this thesis, it is vital to have a better

characterized source (best would be a fresh 252Cf source) for high accuracy measurements in

the future.

3.1.2 Gamma Output

This section describes the measurement of the gamma emission of the 252Cf source. This is

mostly interesting when trying to determine what influence on the detector the gamma rays

could have had during a measurement with the 252Cf source. A Kromek-GR1A CZT gamma

detector [44] was used for the measurements.

Gamma Detector Calibration

The detector is calibrated using a 48 kBq 60Co source, a 2.1 MBq 137Cs source, and a 152Eu

source with an unknown activity. The spectrum for each of these calibration sources is

recorded as well as a background spectrum with no sources present. Care was taken to have

each source at the same position relative to the detector. The results are shown in figure 3.3a.

The calibration was only done for counts in the photopeaks, and is therefore of course also

only valid to interpret photopeak data. The calibration was performed using custom scripts

and is split into two parts: A function to relate the position of a photopeak to the energy of

the gamma rays producing it, and a function for the energy-dependent efficiency. To get the

position and the count rate of a photopeak, it is first fit to a Gaussian function for the peak
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Figure 3.3: (a): Spectrum measured by the Kromek detector for the different calibration
sources. The background spectrum recorded with no source present is already subtracted. (b):
Close-up of the spectrum measured for the 152Eu 779 keV photopeak is shown as an example.
Also shown is the fit for the background (red) and the photopeak (yellow). The total count rate
in the photopeak is estimated by integrating the region between the red and the yellow line.
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Figure 3.4: The results of the calibration of the Kromek gamma detector. (a): channel num-
ber of the photopeak position against the energy of the corresponding gamma line of the
calibration sources. (b): Energy of the gamma lines plotted against the count rate in the
photopeak divided by the emission rate for the corresponding gamma line. The error bars
show the uncertainty due to counting statistics, uncertainties of the nuclear data is not taken
into account for the error calculation. The double exponential fit through the data points is
shown as well.38
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itself and a linear function for the background. An example of this is shown in figure 3.3b. For

the position of the photopeak, the maximum position of the Gaussian function is taken. The

count rate of the photopeak is estimated as the area under the Gaussian function and above

the linear background function.

The energy calibration is done by plotting the position of each clearly recognizable photopeak

in the recorded spectra for the three calibration sources against the energy of the correspond-

ing gamma line (data from [45]). A linear fit through the obtained values is then taken as the

relation between photopeak position and the corresponding gamma energy (see figure 3.4a).

The energy-dependent efficiency for photopeak counts is determined in two steps. Since the

activity of the 152Eu source is not well known, this data cannot be used directly to determine

the absolute efficiency. Instead, the count rate of every clearly recognizable photopeak in the

measured 152Eu spectrum is divided by the corresponding gamma emission rate per 152Eu

decay to get a relative efficiency as a function of gamma energy. A complete function is derived

by fitting the data points to a double exponential function. This relative efficiency function

is then scaled to match the photopeak count rates divided by the corresponding gamma

emission rates for the two gamma lines (1.17 and 1.33 MeV)of the 60Co source. The result is

shown in figure 3.4b.

252Cf Source Measurement

The 252Cf source was placed at the same position relative to the Kromek detector as the calibra-

tion sources to record its spectrum. The recorded spectrum with the background subtracted is

shown in figure 3.5. The positions and count rates for the individual photopeaks are deter-

mined the same way as for the calibration sources. This is only done for the clearly visible

photopeaks above 200 keV since below that energy the photopeaks were hard to distinguish

from each other and from the background. The gamma energy and emission rate for each of

these photopeaks is determined using the calibration presented in the previous section. The

result is shown in figure 3.5.

Isotope Analysis

Based on the gamma energies, three isotopes can be determined which are most likely emitting

these gamma rays. These are 137Cs, 249Cf, and 251Cf (see table 3.2). The presence of all these

isotopes in the source is expected. Separation of the different californium isotopes during the

production of such sources is difficult and it is therefore expected that other isotopes apart

from 252Cf are present in the source (as already discussed in section 3.1.1). Both 249Cf, and
251Cf being present in similar quantities is also what is expected from literature [43]. It is also

interesting to compare these values to the initial quantities of 252Cf determined in section 3.1.1.

The result is much closer to the literature values when imposing the literature 252Cf to 250Cf

ratio than when only using the measured results. Regarding 137Cs, it is a fission product with

a high cumulative fission yield (∼ 5.0% [46]) and a long half life (30.1 years). It is therefore
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Figure 3.5: Measured spectrum and the deduced gamma emission lines for the 252Cf source.
For the x-axis of the spectrum, every channel is converted to the energy a gamma ray would
need to produce a photopeak centered on that channel.

expected to be present in large quantities as a result from the spontaneous fission of 252Cf

(and to a lesser degree spontaneous fission of other nuclei).

3.2 Performance in High Gamma Environments

3.2.1 Choice of MSD Parameters

Due to the strong gamma background present when measuring spent fuel, it is important

to choose the MSD parameters (see section 2.1.3) in such a way that gamma rays are not

producing false counts in the detector (for example via pile-up). Measurements to optimize

the MSD parameters were performed at the PSI Fast Neutron Lab (FNL) using a ∼120 MBq
60Co source. The detector was put in a lead cavity together with the source to maximize the

flux density of gamma rays in the sensitive volume. A picture of the setup is shown in figure 3.6

(the 252Cf source shown in figure 3.6a was not present for this measurement).

Since the characterization of the gamma environment in this setup is rather complicated

and would include a lot of uncertainties, the detector itself is used to quantify the gamma

environment. More precisely, the rate of pulses coming from the SiPMs (before the filter

algorithm), measured over a long period of time (more than 1 s), is used. Further on, this

quantity is called “photon rate”. Since the photon rate is connected to an SiPM, it is defined

for each detection channel individually. Using the photon rate as the metric for the gamma
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(a)

(b)

Figure 3.6: Two pictures of the setup at the FNL used to subject the detector to a high gamma
environment. (a): The detector is inserted from the left into a cavity where its sensitive volume
is surrounded by lead. The 252Cf source is placed at the front of the detector, ∼10 cm away
from the sensitive volume. The 60Co source is at the tip of a steel rod and inserted from
the top into the same cavity. Only one of the sources is used at a time for the measurements
described here. (b): The setup without the sources and with the top lead block of the cavity
removed. The position where the sources would be placed during a measurement is marked.
Right next to it is the sensitive volume of the detector.
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γ-Energy Isotope Activity Atoms Atoms at T0

662 keV 137Cs 0.40 MBq 5.54 ·1014 -

388 keV
249Cf 2.56 MBq 4.09 ·1016 4.37 ·1016333 keV

253 keV

227 keV 251Cf 1.13 MBq 4.61 ·1016 4.74 ·1016

Table 3.2: Main gamma lines in the 252Cf source spectra with corresponding isotope activities
and atom numbers. Where applicable, the number of atoms at the time of manufacturing (T0)
is also given.

environment has the added benefit of providing a quantity that can easily be measured in

any circumstances (e.g. also when the source is unknown and a theoretical calculation of

the gamma environment is impossible). By its nature, the photon rate depends on different

aspects of the gamma environment (such as flux density, spectrum, and gamma directions).

When making the approximation that all of the SiPM pulses from gamma rays are uncorrelated

to each other1, the effect of a change of the gamma environment on the detector can be

perfectly represented by the associated change in the photon rate. This is because the SiPM

signals used to calculate the photon rate are the same SiPM signals also used by the detector

to find the neutron events, and the distribution of random uncorrelated pulses is perfectly

described by its average rate. There are other contributions to the photon rate apart from

gamma rays. Most important are pulses generated by the SiPM if there is no incident photon

(these are called dark counts). Second is stray light from the environment that manages to

reach the SiPM through the enclosure. Together, the dark counts and the stray light produce a

contribution to the photon rate which is usually between 5 ·105 s−1 and 10 ·105 s−1, depending

on the light in the environment and the temperatures of the SiPMs. In principle, the neutron

flux also has an influence on the dark count rate but this has so far always been an extremely

small influence and is therefore disregarded. Assuming, as before, that the SiPM pulses from

these contributions are uncorrelated, characterizes the full impact of the gamma rays, dark

counts, and environmental light on the detector performance. I.e. if two different gamma

environments lead to the same photon rate, their effect on the detector behavior is the same.

If the photon rate is monitored and its influence on detector performance used to interpret

the detector output, no other extra steps have to be taken to account for possible changes in

the dark count rate or stray environmental light. In high gamma environments the photon

rate is dominated by the contribution from the gamma rays. For this reason it can still be used

as a good indicator of gamma intensity in high gamma environment and also the vast majority

of the false positive counts (i.e. counts not due to neutrons) will be due to gamma rays.

1Strictly speaking, it is only necessary for the SiPM pulses to always have the same correlation to each other.
This means that correlations that are introduced for all SiPM pulses in the same way, such as the afterpulse effect
of the SiPM or discretization of the pulses in the electronics, do not negate the argument. The idealization of
uncorrelated events is used here only simplify the argumentation.
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Channel Photon Rate Counts

Ch 0 10 ·106 s−1 2
Ch 1 9 ·106 s−1 1
Ch 2 7 ·106 s−1 0
Ch 3 6 ·106 s−1 0

Table 3.3: The results of the gamma-blindness measurements with only the 60Co source
present for the Hot-Lab Prototype 1 detector. The number of counts is for the MSD parameters
which were chosen to be used in the end. The photon rate shown is the measured rate of
pulses from the SiPMs. The effective measurement time was 100 s.

Channel Counts

Ch 0 232
Ch 1 50
Ch 2 291
Ch 3 198

Table 3.4: Raw count results obtained during the neutron efficiency measurements with the
252Cf source for the Hot-Lab Prototype 1 detector. The number of counts is for the MSD
parameters which were chosen to be used in the end. The effective measurement time was
500 s.

Apart from ensuring a low number of false positive counts from gamma rays, the choice of

the MSD parameters should also maximize the efficiency to detect neutrons. Measurements

for this have been performed using the same setup but without the 60Co source. Instead,

a 252Cf source (see section 3.1 for its characterization) was placed directly in front of the

detector (at 10.5 cm from the sensitive volume), just outside of the cavity. Figure 3.6a shows a

picture of this setup (the 60Co source not being present). Deriving a neutron efficiency from

measurements in this setup is difficult since there is a significant contribution to the detector

response coming from scattered neutrons in the surrounding lead. However, this is acceptable

here since qualitative information is enough for choosing the MSD parameters.

To allow different MSD parameters to be tested easily, the logic analyzer setup was used as the

detection electronics (see section 2.3.2), allowing the MSD algorithm to be performed in post

processing using different MSD settings to try and find the best performing one.

The parameters which were chosen after testing several combinations are an interval length

of ∆t = 400 ns, a summing length of m = 5, a threshold of k = 35, and a blocking time of

δtB = 10 µs (see section 2.1.3). The results of the measurements when using these parameters

are shown in tables 3.3 and 3.4. Unfortunately, due to time constraints, the data set is quite

limited. The effective measurement time is only 100 s and not all channels have been exposed

up to the same level of gamma radiation. However, with the chosen parameters, a more

accurate gamma-blindness measurement has been carried out (see section 3.2.2). The neutron

43



Chapter 3. Detector Properties

Channel Photon Rate Counts Run Time Event Rate

Ch 0 10 ·106 s−1 454 16 h 0.0079 s−1

Table 3.5: Gamma-blindness measurement results for the Hot-Lab detector 1

efficiency has also been measured again with better accuracy and in an environment with

reduced scattering to allow a quantitative result in section 3.2.3. The significant difference in

the number of neutrons measured is discussed there as well.

3.2.2 Gamma Blindness

As already mentioned previously, it is important to know that the count rate in the detector

due to gamma rays (for example through pile-up) is small. To test this, the detector has been

exposed to a ∼120 MBq 60Co source. The source was placed at the side of the detector. A

picture of the setup is shown in figure 3.7a. Due to time constraints, the gamma-blindness

was measured only for channel 0. The gamma-blindness of all other channels is assumed to

be similar for the same photon rate (see section 3.2.1). This approach is justified as the photon

rate should capture the main influence of the gamma rays at the point in the processing chain

directly before the MSD algorithm. Since the MSD algorithm is identical for every channel,

the same photon rate should also produce the same number of false counts. The results of

this measurement is shown in table 3.5. They show that the false counts from gamma rays can

be ignored at a photon rate of 10 ·106 s−1, if a count rate error of 0.0079 s−1 is acceptable. The

false counts are expected to be dominated by gamma pile-up [16]. Since pile-up results in a

strong non-linearity in the relationship between gamma flux and counts, the false counts are

expected to be much lower at lower photon rates.

3.2.3 Neutron Detection Efficiency

Dependency on Gamma Background

During the initial tests of the detector, it was observed that its efficiency decreases in the

presence of strong gamma fields (high photon rates, see section 3.2.1 for definition). This

is likely due to the way in which the MSD algorithm detects events. In an idealized model,

it would be possible to separate the counts q j in every time interval (see equation 2.1) into

contributions from neutron events qn, j and background (gammas, dark counts, etc.) qB , j :

q j = qn, j +qB , j . This would modify equation 2.1 into

di =
i∑

j=i−m+1

(
qn, j +qB , j

)− i−m∑
j=i−2m+1

(
qn, j +qB , j

) ∀i ∈VMSD (3.2)

In reality, SiPM signals from the neutron event and from the background are sometimes so
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close to each other that they actually only generate a single detectable pulse. These combined

pulses are counted twice in the simplified equation above. Therefore the number of these

coincidence signals qC , j has to be subtracted (q j = qN , j +qB , j −qC , j ), giving

di =
i∑

j=i−m+1

(
qn, j +qB , j −qC , j

)− i−m∑
j=i−2m+1

(
qn, j +qB , j −qC , j

) ∀i ∈VMSD (3.3)

This can be rearranged into

di =
(

i∑
j=i−m+1

qn, j −
i−m∑

j=i−2m+1
qn, j

)
+

(
i∑

j=i−m+1
qB , j −

i−m∑
j=i−2m+1

qB , j

)

−
(

i∑
j=i−m+1

qC , j −
i−m∑

j=i−2m+1
qC , j

)
∀i ∈VMSD (3.4)

The content within the first pair of braces (i.e.
∑i

j=i−m+1 qn, j −∑i−m
j=i−2m+1 qn, j ) is almost

independent from the photon rate (as stated previously, no measurable change in photon rate

was ever observed by changing the neutron flux). The content of the second pair of braces

(i.e.
∑i

j=i−m+1 qB , j −∑i−m
j=i−2m+1 qB , j ) is some random number, the probability distribution

of which is symmetric around 0 and gets wider the higher the photon rate is. If an event is

detected it is purely dependent on the maximum value of the MSD during this event. If the

MSD maximum is above the chosen threshold, the detector triggers. Experience has shown

that there are generally more events for which the maximum MSD is slightly below the set

threshold than events for which the MSD is higher than the threshold by the same amount.

This random contribution is therefore expected to slightly raise the detection efficiency when

it gets wider (i.e. with a higher photon rate). The content of the third pair of braces (i.e.∑i
j=i−m+1 qC , j −∑i−m

j=i−2m+1 qC , j ) is the most interesting part. With an increasing photon rate,

all qC , j are expected to increase. On average, qC , j will be roughly proportional to qn, j ·qB , j .

This means that the increase with a higher photon rate will be more pronounced in the

intervals with a higher qn, j . For an event to trigger
∑i

j=i−m+1 qn, j is expected to be much

higher than
∑i−m

j=i−2m+1 qn, j . It is therefore expected that the content of the third pair of braces

increases with higher photon rates, resulting in an overall reduction of the MSD value and a

lower chance of triggering on an event. The reduction of the neutron detection efficiency with

increasing photon rate is therefore likely due to the effect of the third part being stronger than

the one of the second part.

The neutron detection efficiency depends therefore on the environment. The photon rate has

already been identified as an adequate metric to describe the combined effect of gamma rays,

dark counts, and stray environmental light on the detector (see section 3.2.1). It is therefore

used again here to measure the neutron detection efficiency as a function of the photon

rate. The idea is again that the entire relevant influence of the non-neutron environment is

captured in the photon rate and that therefore the measured efficiency at a given photon rate

is independent of the exact causes that lead to that photon rate.
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(a) (b)

Figure 3.7: Pictures of the setup used to measure the gamma-blindness and gamma-
background dependent efficiency. (a): View from the top. Shown is the 60Co source next
to the detector. The 252Cf source is not present. (b): View from the side. Shown is the 252Cf
source in front of the detector. The 60Co source is not present.

Measurement with a 252Cf and a 60Co Source

The intrinsic neutron detection efficiency in this work is considered to be the count rate divided

by the neutron flux through the sensitive volume of a channel or the entire detector. The

sensitive volume is approximated as the combined volume of all WLSFs and their immediately

surrounding ZnS+Ag-epoxy mixture. The surrounding is considered for each fiber to be the

mixture within a square prism with a cross section of a 0.7 mm×0.7 mm centered around the

WLSF.

This intrinsic efficiency was measured at different photon rates at the PSI Fast Neutron Labo-

ratory (FNL) using the 252Cf source characterized in section 3.1 and a 60Co source. The 60Co

source was placed next to the detector, close to the position of the sensitive volume. The 252Cf

source was placed directly in front of the detector, 10.5 cm away from the sensitive volume.

Figure 3.7 shows pictures of the setup. It is similar to that described in section 3.2.1 but without

the lead cavity. The position of the 60Co source relative to the detector was used to control the

photon rate of the different channels. With the 60Co source on the side, one channel receives a

higher gamma flux than the others, which are farther away from the source. By rotating the

detector between measurements, different photon rates are achieved for each of the channels.

Additional data points with lower photon rates are measured with the 60Co source farther

away from the detector. One measurement was also conducted without the 60Co source. A

linear fit was made for each channel. The results of these measurements together with the fits

are shown in figure 3.8a.

46



3.2 Performance in High Gamma Environments

(a)

1 2 3 4 5 6 7 8 9

Photon Rate [s-1] 106

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

In
tr

in
s
ic

 E
ff
ic

ie
n
c
y
 [
1
]

Channel 0

Channel 1

Channel 2

Channel 3

Measured

Linear Fit

1  Band

(b)

1 1.5 2 2.5 3 3.5 4 4.5 5

Photon Rate [s-1] 106

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

In
tr

in
s
ic

 E
ff
ic

ie
n
c
y
 [
1
]

Channel 0

Channel 1

Channel 2

Channel 3

Linear Fit

1  Band

Figure 3.8: The intrinsic neutron detection efficiency as a function of the rate of photons
detected by the SiPM of each channel. Shown is a linear fit as well as the band representing a
single standard deviation. For (a), the efficiency measured with a 252Cf neutron source and a
60Co gamma source at the FNL. The measured points are shown with an error bar representing
a single standard deviation. For (b), a relative efficiency was measured using neutrons and
gamma rays from spent fuel at the AHL and put on an absolute scale by comparison with a
measurement using a 252Cf source at a photon rate of 106. No measurement points are shown
since it is not a direct fit of measurement data.
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The efficiency varies significantly between the channels. Channel 0 is over 2.5 times more

efficient than channel 1 at a photon rate of 106 s−1. The measurement at the lowest photon

rate has been repeated several times, switching the light guides and the electronics for the

different channels. This did not lead to a change of the measured efficiency. The cause for

the difference in the channels is therefore the detector probe. It is likely that some step in

the assembly process is not well controlled and leads to variations between the different

channels (e.g. formation of air bubbles during the casting process or damage to the WLSFs

during assembly). The efficiency of the individual channels varies by about 30%−40% over

the measured photon rate range.

The efficiency fits can be used to determine the neutron flux for a measured count rate at a

given neutron flux. However, strictly speaking, this is only valid if the neutron flux has the

same spectrum as the 252Cf source used to measure the efficiency.

While the photon rate is a useful quantity for checking the detector condition during a mea-

surement, it is less useful when trying to compare it to calculations or measurements with

other detectors. As stated previously, the photon rate (and even more prominently the change

in the photon rate) is dominated by the gamma influence for high gamma environments. It is

therefore possible to loosely associate a photon rate with a gamma spectrum and flux density

at the detector. In the measurements with the 252Cf and the 60Co source, the gamma spectrum

is almost entirely the one from the 60Co source (i.e. with a roughly equal amount of gammas

with an energy of 1.17 MeV and an energy of 1.33 MeV). Due to the close proximity of the 60Co

source to the detector, the flux density is harder to calculate and it varies significantly over the

volume of a single channel. When the channel is closest to the source, the received gamma

flux density is between ∼106 cm−2s−1 and ∼107 cm−2s−1, depending on the position within

the sensitive volume of the channel. The photon rate scale shown in figure 3.8a can therefore

loosely be thought of as representing a gamma flux density from 0 cm−2s−1 at a photon rate of

106 s−1 to a gamma flux density of ∼5 ·106 cm−2s−1 at a photon rate of 9 ·106 s−1.

Measurement with Spent Fuel

The photon rate dependent efficiency was also measured at the PSI hot laboratory (AHL) using

spent fuel, which has a different gamma spectrum from that of 60Co (mainly 137Cs for the

fuel used here). This measurement allows investigating if there is a strong dependency of the

efficiency on the gamma spectrum that is not captured by the photon rate.

These measurements were performed as part of a measurement campaign at the PSI hot labo-

ratory. The details on this measurement campaign and the setup are presented in chapter 4.

The measurement setup is the same as that of section 4.1 for the far position and the M4

spent fuel rod segment (described in section 4.2) at the axial zero position. In addition, the

measurement was repeated with plates of tungsten added in front of the detector to vary the

gamma flux at the detector. The thickness of tungsten used for the different measurements

were 0 mm (the original setup), 5 mm, 10 mm, 15 mm, and 50 mm.

48



3.2 Performance in High Gamma Environments

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Energy Threshold [MeV]

0

0.5

1

1.5

2

2.5

F
lu

x
 D

e
n
s
it
y
 p

e
r 

S
o
u
rc

e
 P

a
rt

ic
le

 [
c
m

-2
]

10-5

0 mm Tungsten

5 mm Tungsten

10 mm Tungsten

15 mm Tungsten

50 mm Tungsten

Figure 3.9: Neutron flux density through the detector above an energy threshold simulated
with different thicknesses of tungsten plates in front of the detector. The error bars show a
single standard deviation.

In the measurement with the 60Co and the 252Cf sources, the neutron flux at the detector did

not change when varying the gamma intensity. Contrary to that, the tungsten filter also affects

the neutron flux. To correct for this, the effect of the tungsten filter on the neutron flux was

simulated using MCNP-6.2 [14] and the ENDF/B-VII.0 [47] nuclear data library. The spent

fuel rod segment is assumed to contain 244Cm as the only neutron emitter. The number of

particles was increased up to 109 to yield uncertainties below 2% for the flux density integrated

above a threshold of 1.5 MeV. Figure 3.9 shows the result of this simulation.

The important information to get out of this simulation is the count rate change caused

by the change in the neutron spectrum and intensity. When this is known, the remaining

change in the count rate can be attributed to the change in the gamma environment. To

calculate the count rate from the neutron spectrum, the energy-dependent efficiency of the

detector is needed. Since the neutron emission from the fuel sample is a priori unknown,

the measurement can in the end only yield a relative efficiency as a function of the photon

rate. The scaling of the energy-dependent efficiency used to calculate the count rate from

the different simulated neutron spectra is therefore not relevant, only the shape is important.

The approximation that the energy-dependent efficiency is constant above 1.5 MeV and zero

for lower energies (derived in section 4.3.2) can therefore be used. The relative count rate

change due to the neutron spectrum and intensity change can then directly be read from

figure 3.9 as the values for an energy threshold of 1.5 MeV. The remaining change observed in

the measurement is assumed to be the relative efficiency change due to the gamma influence.
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Figure 3.10: Comparison of the gamma-induced efficiency loss measured with a 252Cf and a
60Co source to the one measured with a spent fuel sample. Plotted is the neutron detection
efficiency for a 252Cf spectrum multiplied by the emission of the reference source against the
rate of photons detected by the SiPM for each channel. For clarity, only the lines indicating a
single standard deviation are shown.

To get an absolute efficiency, the relative efficiency was scaled to match the absolute efficiency

measured with the method described in section 3.2.3 around a photon rate of 106 s−1. At this

photon rate, the influence of the gammas should be negligible as the photon rate is dominated

by the dark counts and stray environment light, and the two methods should therefore be

comparable. The resulting absolute efficiency is shown in figure 3.8b.

The efficiencies measured using spent fuel, and 60Co and 252Cf sources are compared in

figure 3.10. To eliminate the influence of the uncertainty on the activity of the 252Cf source

(which affects both efficiency curves in the same way and would therefore make the curves

appear to agree more than they actually do), the quantity which is used for the comparison is

the efficiency multiplied by the 252Cf source strength. The efficiencies agree well within the

single standard deviation boundaries, supporting the assumption that the influence of the

gamma spectrum on the detector is captured well by the photon rate.
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Figure 3.11: Measured intrinsic neutron detection efficiency for 252Cf neutrons before the
hot-lab campaign (blue), after the hot-lab campaign and additional measurements (red), and
with the fresh light guides (yellow).

3.2.4 Degradation under Irradiation

During the measurement campaign at the PSI Hot-Laboratory (AHL) described in chapter 4, a

drop of the detection efficiency of the detector was observed (see section 4.5 for details). An

even stronger decrease of the efficiency was observed after additional measurements at the

PSI Fast Neutron Lab (FNL). This is illustrated in figure 3.11 which compares the efficiency

measured before and after the AHL campaign and additional FNL measurements. All three

measurements used the setup described in section 3.2.3 (version without 60Co source). Ion-

izing radiation is well known for causing damage in optical and electronic equipment. The

detector efficiency degradation is therefore likely due to irradiation. The detector components

in which irradiation damage is most likely to have occurred in a way which influences the work-

ing of the detector are the sensitive volume (section 2.1.1) and the light guides (section 2.1.2).

Degradation of the Light Guides

To investigate potential damage in the light guides, they were replaced with freshly manufac-

tured ones and the measurement with the 252Cf source was repeated again. The result of this

measurement is shown in figure 3.11 alongside the results of the previous measurements.

The replacement of the fibers increased the efficiency significantly, raising it slightly above the

efficiency measured before the campaign at AHL (∼5% higher). It is hard to do a quantitative
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Figure 3.12: Pictures of the setup used to irradiate the detector probes in the LOTUS main
cavity. While irradiation is ongoing, the 60Co source is positioned inside the beige container at
the position marked by the yellow arrows. Det2 was placed in such a way that the sensitive
volume is completely inside the irradiation cone defined by the 60Co source collimator, leaving
the back of the detector probe less exposed.

analysis of the result since the light guides used in the experiment before the campaign at

AHL were not fresh at the time of the measurement but already irradiated during several

earlier measurements. However, it is clear that radiation damage in the light guides is a

significant factor for the efficiency of the detector. For this reason, it is important to investigate

possibilities for more radiation resistant fibers for future detectors.

Degradation of the Detector Probe

To investigate potential radiation damage to the sensitive volume, 5 identical detector probes

were manufactured. They are simplified versions of the Hot-Lab Prototype 1, having only

a single channel each (see section 2.2.3 for details). Two of these detector probes were irra-
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Figure 3.13: (a): Illustration of the measurement setup for the detector between irradiation
sequences at LOTUS (MCNP input geometry). The distances are given on the x and y axes in
cm. (b): Simulated neutron spectrum at the sensitive volume position during measurements
with the PuBe source. As a comparison, the unmoderated PuBe and the 252Cf spectra are
shown as well. Adapted from [17].
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diated with a strong 60Co source at the LOTUS facility at EPFL to test if that influences the

performance of the detectors.

The LOTUS facility at EPFL has a cavity with a 165 GBq (at time of measurement) 60Co source

installed. A collimator limits the radiation to a cone inside the cavity in which objects for

irradiation can be placed. The 60Co source is automatically retracted into a storage position

between irradiation times to avoid exposure of people setting up the experiments. The cavity

housing the source is shielded by thick concrete walls. [48]

The two detector probes to be irradiated were placed in different positions inside the cavity.

The first one (called Det1) was placed at a distance of 50 cm from the 60Co source and the

second one (called Det2) was placed directly in front of the collimator at a distance of 23 cm

from the 60Co source. The setup is shown in figure 3.12. Det1 was placed at a slightly higher

elevation than Det2 to allow the irradiation of both detectors at the same time without having

Det2 shielding Det1. Although Det2 was too close to the collimator to be entirely exposed, it

was placed in such a way that the sensitive volume was completely inside the irradiation cone

defined by the 60Co source collimator. The sensitive volume therefore receives the full flux

(and only the back of the detector probe is less exposed.)

The irradiation was carried out in short sequences with the detector probes being taken

out of the cavity and their performance checked between each sequence. There was no
252Cf source available at EPFL, which would have yielded the best comparability to other

measurements with the detector. A PuBe source was used instead. To make the spectrum

of the PuBe source closer to the spectrum of a 252Cf source, the detector was surrounded

with a polyethylene moderator block during the measurements with the PuBe source. An

illustration of the measurement setup is shown in figure 3.13a. The setup was simulated with

MCNP-6.2 [14], using the ENDF/B-VII.0 [47] library and the PuBe neutron spectrum measured

in [49]. The result of this simulation is shown in figure 3.13b. The moderated PuBe spectrum

resembles the 252Cf spectrum better than its unmoderated output, but there is still a significant

difference in the high energy tail (above ∼4 MeV).

The measured count rates of the detectors between the irradiation segments are shown in

figure 3.14a. The decrease in count rate is very similar for both detector probes for the

same gamma fluence accumulated over the irradiation sequences. The count rate of Det1

decreased by about 15% at an accumulated gamma fluence of 7 · 1012 cm−2 at the end of

the irradiation campaign, and the one of Det2 decreased by about 35% at a total gamma

fluence of 18 ·1012 cm−2. Before and after the irradiation campaign, the neutron detection

efficiency for both detector probes was measured at FNL using the 252Cf source. The efficiency

was measured again one month after the end of the irradiation campaign to see if there is

a recovery effect. As a consistency check, a non irradiated detector probe (called Det4) is

measured each time as well. The results are shown in figure 3.14b. The efficiency of the

non-irradiated detector probe did not change over time, as expected. The efficiency of Det1

drops by about 30% after the irradiation campaign, which is double the effect measured with

54



3.2 Performance in High Gamma Environments

(a)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Accumulated Gamma Fluence [1/cm
2
] 1013

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

C
o
u
n
t 
R

a
te

 [
1
/s

]

Det1 - Far

Fit

Det2 - Near

Fit

(b)

Det1 - Far Irrad Det2 - Near Irrad Det4 - No Irrad
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

E
ff
ic

ie
n
c
y
 [
1
]

Pre Irradiation

Post Irradiation

Post Irradiation + Wait

Figure 3.14: (a): Count rate recorded with the PuBe source between sequences of irradiation
at LOTUS as a function of the total accumulated gamma fluence during irradiation at the
detector position. The error bars mark a single standard deviation. A linear fit is provided for
each detector as well. (b): Efficiency measured using the 252Cf source before and after the
irradiation campaign at LOTUS as well as one month after the irradiation campaign. The error
bars mark a single standard deviation (only from counting statistics). Adapted from [17].
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the PuBe source. With an efficiency drop of 40%, the results from Det2 are more in line with

was was measured with the PuBe source. Det1 experienced a small but noticeable recovery of

efficiency after a waiting time of one month while the efficiency of Det2 did not recover.

The most likely explanation for the differences between the PuBe and the 252Cf source measure-

ments is that the change of efficiency due to irradiation is energy dependent. Theoretically,

this is expected as neutron interactions that deposit more energy in the sensitive volume

(which are more likely for the moderated PuBe source as it has a bigger high-energy tail than

the 252Cf source, see figure 3.13b) are more likely to still be detected even if some photons are

lost to defects caused by irradiation. Another interesting point is the recovery seen in Det1 but

not in Det2, for which no explanation was found.

The measurements show that the detector probe degrades significantly when exposed to an

accumulated gamma fluence higher than 1012 cm−2. For the use in high gamma environments

it would therefore be advantageous to find solutions to reduce or eliminate this degradation.

The most likely components of the detector probe to be causing this degradation are the

epoxy in the ZnS:Ag-epoxy mixture and the WLSFs. For both materials, there are currently

measurements being set up and conducted to test their radiation stability. It is much harder to

modify these components than the light guides (see section 3.2.4). For the WLSFs, new fibers

would have to be ordered and tested. For the epoxy there are some more options. The addition

of radical suppressants to the epoxy could improve its radiation hardness. Another option

would be to replace the epoxy completely. It could even be possible to replace it with a liquid.

In this case, the ZnS:Ag grains are not fixed in their positions after detector construction. It is

therefore possible that the local distribution of changes over time. One method to combat

this is to have the ZnS:Ag grains in the mixture densely packed and only fill the remaining

gaps with liquid. To investigate this option, tests with water, isopropyl alcohol, and ethanol

were conducted. To measure the volume ratio of liquid to ZnS:Ag for densely packed grains,

ZnS:Ag powder was mixed with the liquid and was left for the ZnS:Ag grains to settle. A picture

of the result is shown in figure 3.15. The overall volume of the mixture increases by ∼0.5 ml

when adding the ZnS:Ag, with the region containing the ZNS:Ag grains taking up a volume of

∼1.5 ml for all three liquids. The region containing the settled grains therefore contains about

0.5 ml of ZnS:Ag and 1 ml of liquid. This is similar to the volume mixing ratio of ZnS:Ag grain

and epoxy in the current detectors. Together with the high hydrogen density in the liquids,

this result suggests that detectors with liquids as recoil proton providers could achieve higher

efficiencies than detectors with epoxy as a recoil proton provider. The use of liquids would be

mechanically more challenging but could eliminate radiation damage almost completely.

56



3.2 Performance in High Gamma Environments

Figure 3.15: Mixing of ZnS:Ag powder in water, ethanol, and isopropyl alcohol (3 tubes on the
left, from left to right). As a reference, 3 tubes with the same amount of liquid but without the
ZnS:Ag powder added are shown on the right. For better visibility, the liquid level is marked in
green and the level of the mixed phase is marked in red.
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3.3 Performance in Low Gamma Environments

While the main target for the detector in the context of the NEWS project is to operate in a

high gamma environment, the detector design is also interesting for other applications. Some

of these applications, such as homeland security or fast neutron imaging, might not involve

a gamma background which is as strong as during spent fuel analysis. Neutron detection

efficiency is a major concern in most applications involving fast neutrons. This section aims

to provide a basis on which the usefulness of the detector design for applications with low

gamma background can be evaluated and investigated further.

3.3.1 Conservative Gamma Equivalence for the 252Cf Source

One of the concerns when trying to measure the performance of the detector with the 252Cf

source is that gamma rays from the source could create false counts in the detector, making

the efficiency for neutrons appear higher than it actually is. To check whether this happens,

the detector can be exposed to a pure gamma environment that creates at least the same

number of counts in the detector as only the gamma contribution from the 252Cf source (i.e.

a conservatively equivalent gamma environment to the 252Cf source gamma environment).

This section explains the methodology used to derive such a pure gamma environment.

The comparison between the gamma environment created by the 252Cf source and the targeted

pure gamma environment relies on the assumption that gamma interactions that deposit

more energy in the sensitive volume of the detector are more likely to lead to a detector count.

If for every gamma interaction in the 252Cf source environment there is one interaction in the

pure gamma environment which deposits at least the same amount of energy, the condition of

creating at least the same number of detector counts in the pure gamma environment should

be fulfilled. The deposited energy from gamma rays can be calculated from the 252Cf source

spectrum measured in section 3.1.2 and the spectrum of any pure gamma source which would

be a candidate to create the pure gamma environment. For the 252Cf source, only the gamma

lines which were measured in section 3.1.2(see figure 3.5 and table 3.2) are considered here.

The highest energy a gamma can deposit in the sensitive volume is its full energy via pho-

toelectric absorption. The pure gamma environment therefore has to contain gamma rays

with an energy of at least the highest gamma ray energy of the 252Cf source. Since the 252Cf

source does not emit significant quantities of gamma rays above the 662 keV line of 137Cs,

a 137Cs source would be a good candidate to create the pure gamma environment. Since

in that case all gamma energies are below 1.022 MeV, pair production is not possible and

the only gamma interactions which deposit energy in the sensitive volume are photoelectric

absorption and Compton scattering. Disregarding edge effects, the deposited energy resulting

from photoelectric absorption is always the full gamma energy and the deposited energy from

Compton scattering can be approximated using energy-momentum conservation and the
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Klein-Nishina formula [50] (differential scattering cross-section for a free electron):

E ′
γ(θ) = Eγ · 1

1+ Eγ

me c2 · (1− cos(θ))
(3.5)

dσ

dΩ
= 1

2
α2λ̄2

c ·
(

E ′
γ(θ)

Eγ

)2 (
E ′
γ(θ)

Eγ
+ Eγ

E ′
γ(θ)

− si n(θ)2

)
(3.6)

Here, Eγ is the initial energy of the incoming gamma ray, me is the electron mass, c is the speed

of light, θ is the scattering angle, E ′
γ(θ) is the resulting energy of the outgoing gamma ray, α is

the fine structure constant, λ̄c = ℏ
me c is the reduced Compton wavelength of the electron (with

ℏ the reduced Planck constant), and dσ
dΩ the differential scattering cross-section.

Summing up the Compton scattering and photoelectric absorption contribution for all gamma

lines, an interaction rate distribution rX (ED ,d), where rX (ED ,d)dE is the rate of gamma

interactions caused by the source X (252Cf or 137Cs source) at a distance d to the detector

and depositing an energy in the infinitesimal range between ED and ED +dE , is calculated.

Here, a 1D approach using the flux generated by the source at the distance to the center of the

sensitive volume is used for the calculation of the interaction probabilities. This means that

multi-scattering and variation of the flux density inside the sensitive volume due to different

distances to the source is disregarded, but self-shielding is taken into account.

For the comparison of the 252Cf and the 137Cs environment, the total rate RX (ED ,d) of inter-

actions depositing more than ED in the sensitive volume is calculated for every energy ED .

RX (ED ,d) =
∫ ∞

ED

rX (E ,d)dE (3.7)

The result for the 252Cf source at 10.5 cm and for a 2.1 MBq 137Cs source at 7.5 cm is shown

in figure 3.16. As can be seen, the interaction rate with the 137Cs source is at least as high

as the one with the 252Cf source for every minimum energy deposited ED in the sensitive

volume. This is exactly the requirement to ensure at least the same count rate in the 137Cs

environment as only from the gammas in the 252Cf environment that was introduced above.

For comparison: the radiation of the 137Cs source corresponds to a dose rate of about 20 µSv/h,

which is about 200 times average natural background radiation.

3.3.2 Measurement Setup

Three measurements were carried out to determine the neutron detection efficiency in low

gamma environments. The first one was a measurement with the 252Cf source in front of

the detector at a distance of 10.5 cm. This is the same setup as previously used for the

measurements in high gamma environments and shown in figure 3.7b. The second one was

with the 137Cs source 7.5 cm away from the detector, as determined in section 3.3.1. This

setup is shown in figure 3.17. The last one was a background measurement with no sources
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Figure 3.16: For every energy the number of gamma interactions which deposit at least this
amount of energy in the sensitive volume is plotted. The line for the 137Cs source at 7.5 cm
distance is always at least as high as the one for the 252Cf source at 10.5 cm distance. Adapted
from [17]

present. To minimize the number of measurements while trying out several MSD settings,

the MSD algorithm was performed in post processing. As such the logic analyzer setup (see

section 2.3.2) was used.

3.3.3 MSD Parameter Optimization and Efficiency

The gathered data was analyzed in post processing to find a good choice of parameters. The

data sets are too large and the possible parameter combinations too extensive to test all

combinations with a reasonable use of computational resources. Instead, a custom variant

of the hill climbing algorithm was employed (see section 2.4.1 for details). The optimization

target for the algorithm was set to the highest count rate during the measurement with the
252Cf source while neither the count rate during the 137Cs measurement nor the one during the

background measurement is allowed to be higher than 1% of the counts with the 252Cf source.

The initial start point was set to ∆t = 400 ns, m = 5, k = 35, and δtB = 10 µs, which is known

from previous measurements (see section 3.2.3) to produce good results. The algorithm was

allowed to change all of the parameters except δtB . A blocking time of 10 µs should not have a

significant impact on the measured count rate and allowing the algorithm to reduce it would

risk counting some events more than once.

The best parameter combination the algorithm found was∆t = 195 ns, m = 42, and k = 30. The
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Sensitive Volume Position

Cs-137 Source

7.5 cm

Figure 3.17: Measurement to determine the possible influence of the 252Cf source gammas by
a conservatively equivalent 137Cs setup. The 137Cs source had to be placed on the side of the
detector to reach a distance of 7.5 cm due to the detector geometry. Adapted from [17]

Channel cps 252Cf cps 137Cs cps Background Efficiency

0 1.91±0.3 < 0.001 0.040 13.5%±0.2%
1 1.10±0.2 < 0.001 0.022 7.8%±0.2%
2 1.70±0.3 < 0.001 0.0025 12.0%±0.2%
3 1.75±0.3 < 0.001 < 0.001 12.4%±0.2%

Average 1.618±0.013 < 0.001 0.016 11.42%±0.09%

Table 3.6: Results of the measurements in low gamma environment. The errors indicate a
single standard deviation. The error on the intrinsic efficiency only accounts for the error due
to counting statistics. Adapted from [17]

results using this combination are shown in table 3.6. The count rate for either the 137Cs or the

background measurement does not exceed 2% of the count rate during the 252Cf measurement

for any given channel. Averaged over all channels, the count rate for either the 137Cs or the

background measurement does not exceed 1% of the count rate during the 252Cf measurement

(as required by the optimization target). The overall intrinsic efficiency (neutron counts per

neutron entering one of the detector channels) is high at 11.42%. The fact that the background

and 137Cs count rates can reach up to 1% of the 252Cf count rate reduce the 11.42% efficiency

by 0.1% at most. Similar as as for the previous results shown in section 3.2.3, significant

differences between the channels can be observed with channel 0 having the highest efficiency

and channel 1 the lowest.

The reason why the count rate during the background measurement was higher than the one

during the 137Cs measurement is unclear. Intuitively, the count rate should have been lower

during the background measurement. A difference in environmental light or temperature

could explain this trend (as the measurements were performed several months apart). It

would be good to repeat these measurements in direct succession and paying attention to

these potential influences on the measurement. If the count rate really declined due to the
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introduction of extra gamma rays from the 137Cs, the premise of the gamma equivalence

calculation for the 252Cf source in section 3.3.1 would be invalid.

3.4 Performance for Timing Applications

Some applications such as coincidence, time of flight, and neutron noise measurements

require precise timing information for individual neutron events. The exact requirements

vary greatly between different applications. It is nevertheless interesting to investigate the

achievable timing precision of the detector, which is the purpose of this section.

Section 3.4.1 describes the metric used to measure the timing accuracy and explains how the

MSD parameters were optimized. The interpretation of the physical meaning of the achieved

timing accuracy is presented in section 3.4.2. In section 3.4.3 a measurement using the high

timing accuracy to determine the shape of the decay of the scintillation light from ZnS:Ag is

presented.

3.4.1 MSD Parameter Optimization

The data gathered during the measurement described in section 3.3.2 is used again. A custom

hill climbing algorithm (see section 2.4.1 for details) is used for the analysis. The optimization

target for the hill climbing algorithm is set to an estimate of the timing precision for the

events. The timing precision is estimated by averaging the shape of all recognized events and

calculating the time it takes for the rising edge to go from 10% to 90% of the peak value. This is

illustrated in figure 3.18a.

The best results were obtained with an MSD setting of ∆t = 65 ns, m = 3, k = 9, and kB = 10 µs

(see section 2.1.3). With this setting, the 10% to 90% rise time of the averaged event shape

(shown in figure 3.18a) was 57 ns.

3.4.2 Timing Accuracy Interpretation

If the time of the neutron interaction with the sensitive volume would be known without

any uncertainty for every event, it would be possible to average the event shape (density of

pulses from the SiPM) relative to this known neutron interaction time. This is illustrated in

figure 3.19a. For this discussion, it is assumed that the resulting average event shape has an

infinitely sharp rising edge (more on this below). The time when the trigger occurs will have

some kind of distribution relative to the neutron interaction time. If the time of the trigger is

fixed instead, the time of the neutron interaction is distributed (relative to the trigger time)

according to a mirrored version of the distribution of the trigger time before. This is illustrated

in figure 3.19b. The distribution of the neutron interaction time relative to the trigger is the

description of the timing accuracy we are interested in.
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Figure 3.18: (a): Average pulse shape of the events focused on the region of the rising edge.
Also shown is the center of the rising edge and the 10% to 90% window used to estimate the
timing precision. (b): Normalized average event shapes for different MSD maximum values.
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In reality, we do not know the interaction time of the neutron, and it is therefore impossible

to directly extract the desired information. However, the average event shape is deformed

when switching from averaging relative to the neutron interaction time to averaging relative to

the trigger, as illustrated in figure 3.19. Assuming that the individual event shapes that were

averaged are uncorrelated with the difference between neutron interaction time and trigger

of the corresponding event, the deformation that occurs is simply a convolution with the

distribution of the neutron interaction time relative to the trigger. If the average event shape

relative to the neutron interaction time is known, it can be used in a deconvolution to extract

the neutron interaction time distribution.

In reality, the average event shape relative to the neutron interaction time is not known.

However, it can be estimated by (1) assuming that the neutron interaction time relative to the

trigger follows a Gaussian distribution, (2) assuming that the average event shape relative to

the neutron interaction time has an infinitely sharp rising edge, and (3) making an educated

guess about the decay tail after the sharp rising edge (from the measured event shape shown in

figure 3.18a). The result of this estimation is a Gaussian distribution of the neutron interaction

time relative to the trigger where the 57 ns measured as the 10% to 90% rise time represents the

±1σ region of the distribution. This means that a fraction of ∼0.7 of all neutron interactions

occur within a 57 ns window relative to the trigger.

It should be noted that if instead of the educated guess for the decay tail of the average event

shape all possible decay shapes are considered, the 57 ns interval corresponds to ±x ·σ region

of the Gaussian distribution where x is between 0.9 and 1.3. The assumed decay shape does

therefore not have a large impact on the result.

As a check, the estimated fraction of ∼0.7 of neutron events within the 57 ns time window

can be compared to the maximum possible fraction of neutron events that could be within

this time window. With the chosen MSD setting, the trigger for an event can only occur every

∆t = 65 ns. Since the neutron interactions with the detector are not correlated with this

discretization in time, the maximum fraction of neutrons in the 57 ns time window is 0.87. A

fraction of ∼0.7 is therefore possible.

Two major assumptions were made for the derivation of this result. The first one is the choice

of the average event shape relative to the neutron interaction time, and especially its infinitely

sharp rising edge. The second assumption is that the shape of a single event is not correlated

with the timing precision of that particular event. Both of these assumptions are violated in

reality.

The de-excitation of the ZnS:Ag scintillator happens via a chain of events. The average light

output from ZnS:Ag therefore has some finite rise time. The rise time is further increased

by the de-excitation of the dye in the WLSFs and to some limited extend by the path length

difference for different scintillation photons. The detector electronics introduces additional

deformation of the signal, but in a way which is less directly linked to the fundamental working

principles of the detector and therefore can be changed more easily. The first assumption is
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Figure 3.19: (a): Illustration of the average event shape and distribution of trigger times relative
to the neutron interaction time. The timing difference between the neutron interaction and
the rising edge of the average event shape is exaggerated for clarity. Most likely, this timing
difference is negligible. (b): Average event shape and distribution of neutron interaction times
relative to the trigger time. The deformation of the average event shape when compared to
(a) leads to a finite rise time (indicated by cyan dashed lines). This rise time corresponds to a
certain section of the neutron interaction time distribution.
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Chapter 3. Detector Properties

therefore violated. However, a finite rise time would make the timing accuracy determined

above worse than the actual timing accuracy (i.e. it would still be valid as a conservative

estimate).

Far more serious is the violation of the second assumption. The shape of any individual event

is exactly what is used by the algorithm to produce a trigger. The individual event shape

therefore is almost certainly correlated with the timing precision of the corresponding event.

Since the MSD algorithm is likely to favor earlier detection of events where more light is

detected at the beginning of the event, this effect makes the timing precision appear better

than it actually is. It therefore does not allow the measured timing precision to be used as

an upper bound. This effect is also expected to favor earlier and more precise detection of

stronger events (i.e. events that generate more photons that are detected by the SiPM). The

impact of this effect might therefore be investigated by looking at events of different strengths.

The average event shapes for different event strengths (estimated by the maximum of the

MSD) is shown in figure 3.18b. No significant difference between the shapes of different event

strengths is visible. While this is not a definite proof that the individual event shape variation

has a negligible effect on the timing accuracy, it is an indication that the effect is not strong

enough to dominate the result.

In the future, one could perform measurements of the timing accuracy in which the intrinsic

rise time effect and the individual event shape variation effect are not relevant. This could

for example be achieved by a coincidence measurement of two neutrons emitted at the same

time by a 252Cf spontaneous fission event. A detector which has a very good timing accuracy

(such as some plastic scintillator detectors) could be used as the second detector in this case

to provide a reference trigger against which the trigger of the detector under investigation can

be measured.

3.4.3 ZnS:Ag Light Output Decay

The precise timing of the detector allows the measurement of the shape of the ZnS:Ag scintilla-

tor light output decay including fast components (decay time of ∼100 ns). The measured decay

tail including a 5-exponential fit is shown in figure 3.20. The coefficients for the 5-exponential

fit are shown in table 3.7.

3.5 Crosstalk Between Nearby Fibers

To optimize the detector sensitive volume, it is advantageous to know how the scintillation

light travels from the ZnS:Ag to the surrounding WLSFs. This is especially important if the

surrounding WLSFs do not all belong to the same channel and their light therefore ends up at

different SiPMs. Such situations occur more frequently for detectors with smaller and more

densely packed channels (as in this case a higher fraction of the WLSFs will be close to WLSFs

of other channels). This section tries to estimate the behavior of light in the sensitive volume
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Figure 3.20: The measured average pulse shape of the events. A 5-exponential fit for the tail
region is shown as well.

Decay Constant (λi ) [µs−1] Amplitude (ai ) [ms−1]

0.0054±0.0006 0.023±0.004
0.036±0.004 0.15±0.02

0.16±0.02 0.46±0.03
0.76±0.07 0.68±0.03

8.3±0.3 4.21±0.11
0 (Background) 1283.6

Table 3.7: The values for fit parameters used to approximate the photon rate decay of the
events. The fit function used is f (t ) =∑5

i=1(ai ·e−λi t )+b with t being the time relative to the
center of the rising edge. The background b is not a fit parameter but instead is deduced from
the average photon rate away from the events. The given uncertainties represent the 95%
confidence interval. The R2 value of the fit is 0.98. Adapted from [17]
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Chapter 3. Detector Properties

by measuring the crosstalk between channels. Here, crosstalk is considered to be between

the counts of different channels, not between the photons captured by the WLSFs of different

channels.

There are two main reasons for trying to build detectors with smaller channels. The first one

is that smaller channels reduce gamma pile-up and therefore can help with operating the

detector at a stronger gamma background. In this case a dense WLSFs packing is desirable to

minimize dead volume between the channels. Here, the main concern with having the light

from a single event traveling to WLSFs of different channels, is that the individual channels

capture less light from individual neutron events. Some neutron events that would have

been detected if all the light had traveled to WLSFs of a single channel might therefore not

be detected. It is also not desirable to simply combine the light of multiple channels when

looking for neutron events, as this would negate the gamma influence reduction that is the

reason for the smaller channels. The second reason for smaller and more densely packed

channels is the potential to use multi-channel detectors in imaging applications. In this case,

the target is to enhance the spatial resolution. If scintillation light of a single event is shared

between channels, this can lead to crosstalk. Having strong crosstalk between a large number

of detector channels limits the resolution improvements that can be achieved by reducing the

channel size further (although some amount of crosstalk is usually desirable to allow sub pixel

resolution).

This section presents a crosstalk measurement for individual WLSFs in close proximity to each

other. The results can be used to estimate the effects mentioned above and help with the

design of new sensitive volumes.

3.5.1 Measurement Setup

A specifically designed detector was used for the crosstalk measurement. The detector consists

essentially of four channels, each channel having only a single WLSF. These four channels

are placed directly adjacent to each other. Details on the specifications and construction can

be found in section 2.2.4. The detector was exposed to a 252Cf source (see section 3.1). The

arrangement is shown in figure 3.21. The MSD setting used during the measurement were∆t =
400 ns, m = 5, k = 35, and δtB = 10 µs (the same as for the high gamma environment analysis

in section 3.2). The timestamps of the registered events were saved to allow identification of

coincidences.

3.5.2 Results and Discussion

The number of coincidence counts between the channels was estimated using the Pearson

correlation formula. The channels were compared pairwise to each other, each time cal-

culating the correlation for different time offsets between the channels to allow for slight

imperfections in the timing accuracy of the event detection. The formula for the correlation
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Cf-252 Source

Detec
tor

Figure 3.21: Picture of the measurement setup used to measure the crosstalk between individ-
ual WLSFs.

Channel Counts Count Rate Occupied Interval Fraction

0 12386 0.67 s−1 0.27 ·10−6

1 16858 0.92 s−1 0.37 ·10−6

2 17533 0.95 s−1 0.38 ·10−6

3 18498 1.01 s−1 0.40 ·10−6

Table 3.8: Time-averaged values for the individual channels during the crosstalk measurement.
The occupied interval fraction is the fraction of all intervals of length∆t in which events where
recognized by the MSD algorithm.

ρv,w (∆i ) between the two channels v and w with a time offset of∆i intervals (see section 2.1.3

for the definition of the intervals in the MSD algorithm) is given in equation 3.8.

ρv,w (∆i ) =∑
i

(sv (i )−µv ) · (sw (i +∆i )−µw )

Nσvσw
(3.8)

nu =∑
i

su(i ) (3.9)

µu = nu

N
(3.10)

σu =
√

nu · (1−µu)2 + (N −nu) ·µ2
u

N
(3.11)

Here, su(i ) is 1 if an event has been detected by the MSD algorithm on channel u in the interval

number i . The sum over i only goes over the interval numbers for which all the outputs of all

channels is valid (this depends on ∆i ), with N as the number of these valid intervals. The total

number of counts nu , the channel average µu , and the standard deviation σu of a channel u

are defined in equations 3.9, 3.10, and 3.11.
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Figure 3.22: Correlation of neutron events measured in individual fibers. Every plot contains
the correlation between two fibers with the x-axis being the number of intervals between the
trigger of coincident events and the y-axis being the Pearson correlation coefficient.
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The resulting correlations for all channel combinations are shown in figure 3.22. For easier

interpretation of the results, equation 3.8 can be simplified when using the approximation

that the count rate is equal on all channels and that the fraction of intervals in which events

are detected is small: nv = nw ≪ N .

ρv,w (∆i ) = 1

Nσvσw

∑
i

sv (i )sw (i +∆i )− sv (i )µw − sw (i +∆i )µv +µvµw

= 1

Nσvσw

((∑
i

sv (i )sw (i +∆i )

)
−2

nv nw

N
+ nv nw

N

)

= 1

Nσvσw

((∑
i

sv (i )sw (i +∆i )

)
− nv nw

N

)

≈ 1

nv

((∑
i

sv (i )sw (i +∆i )

)
− n2

v

N

)

= 1

nv

(∑
i

sv (i )sw (i +∆i )

)
− nv

N
(3.12)

The first part is the fraction of events on one of the channels which are coincident with events

on the other channel. Subtracted from that is the fraction of intervals occupied by events. If

the fraction of occupied events is small, this is approximately the probability of events being

coincident assuming completely uncorrelated channels. The correlation coefficient ρ can

therefore be interpreted as roughly the fraction of events which are coincident above the level

of coincidence expected from randomness.

The correlation of 1 without any timing difference is expected when comparing one channel

to itself (plots on the main diagonal in figure 3.22). The correlation between adjacent fibers

(plots adjacent to the main diagonal in figure 3.22) is significant but not high. The results are

equivalent to about 4% to 5% of the counts in any given fiber also being measured in the fiber

right next to it. The correlation between fibers which are farther away is small. The results in

figure 3.22 only represent a few counts which were coincident over the entire measurement.

Apart from some residual crosstalk between fibers at these distances, these counts could

also be random coincidences, the result of multiple neutrons being released from a single

spontaneous fission event in the source, or the result of multi-scattering in the sensitive

volume.

The results demonstrate that the individual WLSFs that have centers separated by 0.7 mm

operate relatively independently. It is therefore expected that reducing the number of WLSFs

in a channel while keeping a 0.7 mm pitch between the fibers (i.e. reducing the channel

size) only has a small impact on the intrinsic detection efficiency, even when considering the

extreme case of a single fiber per channel. For imaging applications, it would probably be

desirable to move the WLSFs closer together to take better advantage of the possibility for

sub-pixel resolution. It is important to keep in mind that this result depends on the MSD

setting, which could also be optimized for a specific targeted application.
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Figure 3.23: Simulation of the neutron generator spectra at different angles relative to the
forward direction. A deuterium ion impact energy of 80 keV is assumed here. Adapted
from [51].

3.6 Energy-Dependent Efficiency Measurement

The response of the the detector to neutrons of different energy is an important characteristic.

It is important when comparing measurements for which the neutron spectrum is different,

but can for example also help to estimate how efficiently the detector can be used in an appli-

cation with a known spectrum. With respect to the application of spent fuel measurements,

there is for example the question of the difference between a reference 252Cf source spectrum

and the spent fuel spectrum for the detector (see also section 4.3.3), or how to arrange moder-

ator materials for effective neutron collimation (see also section 5.2.1). This section gives an

overview of a measurement system developed to measure the energy-dependent efficiency of

the detector. The system was developed in the context of a semester project by Vincent de

Buys, which I co-supervised. For details on the development, characterization, construction,

and use of the measurement system, the reader is referred to the semester work thesis [52].

The measurements rely on the fast neutron generator at the PSI Fast Neutron Lab (FNL). This

generator uses deuterium-deuterium fusion to produce neutrons (see equation 3.13).

2
1H+2

1 H −→ 3
2He+1

0 n+3.72 MeV (3.13)

The fusion reaction is initiated by accelerating deuterium ions up to a set energy (usually

between 80 keV and 100 keV) such that they impact a titanium target which is loaded with
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Figure 3.24: Illustration of the functioning of the scattering rings. Two scattering rings are
shown for illustration purposes, there are never multiple rings present at the same time during
a measurement. The blinding cone blocks the direct path to the sensitive volume, leaving
mostly neutrons which scattered from the scattering ring into the sensitive volume.

deuterium at the surface by the incoming deuterium beam. Since the center of mass frame for

the fusion reaction is not the same as the lab frame, the energy of the neutron which is released

in the reaction depends on the emission direction, relative to the traveling direction of the

deuterium nuclei hitting the target. The highest neutron energy is achieved in the forward

direction where the neutron is emitted in the same direction as the deuterium nuclei was

traveling (∼3 MeV). With an increasing emission angle (relative to the forward direction) the

neutron energy steadily decreases, reaching its minimum at 180° (∼2 MeV). Figure 3.23 shows

the neutron spectra at different angles. [51, 53, 54]

By exposing the detector to the generator flux at different angles, the neutron detection

efficiency in the region between ∼2 MeV and ∼3 MeV can be measured directly (with an energy

resolution better than 200 keV). An investigation of energies lower than this region is more

difficult. In order to obtain information on the lower energies with the same neutron source,

a technique involving scattering rings has been developed. This is illustrated in figure 3.24.

The direct flux from the neutron generator to the sensitive volume is blocked by a 20 cm thick

blinding cone in this configuration. The scattering ring is made of polyethylene and was placed

between the the sensitive volume and the generator. The rings used had outer diameters

between 12 cm and 24 cm. Neutrons can scatter off the hydrogen inside the polyethylene.

For the scattered neutrons to hit the sensitive volume (ignoring the possibility of further

scattering), they have to scatter in a specific angle defined by the size and position of the ring.

Since the generator produces neutrons of a specific energy at every angle, the energy of the

neutrons reaching the sensitive volume is fully defined by this initial energy and the scattering

angle.
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Figure 3.25: Simulation of the background corrected neutron spectrum for the different
measurements. The first 4 measurements are conducted with the blinding cone and scattering
rings with different radii (denoted by their inner and outer radius in the legend). The following
3 measurements are conducted with direct exposure to the neutron generator at different
emission angles. Adapted from [52].

In reality, the neutrons reaching the detector have some distribution caused by the output

of the generator which is only quasi-monoenergetic (see figure 3.23), and the finite sizes of

the scattering rings and sensitive volume. Additionally, some neutrons can scatter off carbon

atoms contained in the polyethylene, thereby loosing less energy, and some neutrons can take

entirely different scattering paths, potentially even via some structures in the surrounding

room. The measurements can therefore not simply all be evaluated to an efficiency at a

certain energy. Instead, the energy-dependent efficiency has to be reconstructed using the

information from multiple measurements. To find a function which can be used to extract the

energy-dependent efficiency from the count rate of multiple measurements, a simulation of

the neutron spectrum at the sensitive volume is performed with MCNP. The results of such a

simulation is shown for illustration purposes in figure 3.25.

Three measurements with direct flux from the neutron generator at varying angles relative

to the the forward direction were performed as well as four measurements in the forward

direction with different sized scattering rings. The ring sizes and positions, and the angles

were exactly the same as the ones of the simulations shown in figure 3.25. Pictures of the

setups are shown in figure 3.26. In addition, a background measurement with only a blinding

cone between the generator and the sensitive volume was performed for every angle. This

was used as a correction for the measurements to reduce the influence of the scattering paths

involving structures in the room that were not simulated.
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Figure 3.26: Pictures of the measurement setup using the scattering rings. Possible neutron
paths are illustrated by dashed green lines. The emission spot of the neutron generator is
inside the vertical metal cylinder on the right side of the pictures, at the start point of the
dashed dark green line.
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Unfortunately, with this initial test series it was not possible to extract meaningful energy-

dependent efficiency data from the measurement results. During the measurements the strong

degradation of the detector light guides described in section 3.2.4 was observed. It is likely that

the reconstruction was not possible due to a significant portion of this degradation occurring

during the measurements, changing the detector properties between the measurements.

This is the reason why the estimation measured at AHL from the point spread function (see

section 4.3.2) is used in this thesis whenever an energy-dependent efficiency is necessary.

The measurement should be repeated when a more radiation resistant replacement for the

light guides is found. An alternative would also be to couple the sensitive volume directly

to the SiPMs without a light guide. Finally, to validate the measurement system itself, the

measurements and subsequent reconstruction could be repeated with a more established

detector whose energy-dependent efficiency is known.

3.7 Simulation of Inner Processes of the Detector

There was a considerable amount of work done in an attempt to build a complete model of

the detector that could be used to predict the detector output under different circumstances

and for different sensitive volume geometries. This work was done in the context of several

student projects. These are the Master thesis of Enrico del Re [55], the semester project of

Caroline Seyffert [56], and the Bachelor thesis and semester project of Nicolas König [57, 58].

All of these, except for the semester project of Caroline Seyffert, were co-supervised by me.

The most challenging aspect of the simulation was the light propagation through the ZnS:Ag-

epoxy mixture. Other difficult areas were the deposition of energy in the ZnS:Ag from protons

and electrons, and the capturing of light by the WLSFs. No reliable model for the neutron

detector could be built in the end. However, a lot of important work towards such a model

has been made. This also includes measurements of individual pieces of the detector (such as

light transmission measurements through thin sheets of ZnS:Ag-epoxy mixture [57, 58]). For

information on the different methods of simulating the detector and the respective outcomes,

the reader is referred to the student theses.
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4 Spent Fuel Measurement Campaign

A first version measurement system for spent fuel was built up at the Hot-Laboratory (AHL) of

the Paul Scherrer Institut (PSI) and first measurements were carried out. Large parts of the

existing infrastructure for gamma emission measurements (see section 1.1.3) were used for

this measurement system. The measurements are intended as a proof of concept as well as

an opportunity to gather additional data on the behavior of the combined system of detector,

collimator, and spent fuel positioning devices to detect possible pitfalls before building a more

sophisticated measurement system (see section 5.2).

This chapter is organized as follows. It first gives an overview of the measurement system (sec-

tion 4.1) and of the relevant properties of the spent fuel sample selected for the measurements

(section 4.2). Preparatory measurements and simulations of the setup that are necessary

for the interpretation of the main neutron emission measurements are then presented in

section 4.3. The main neutron emission measurements (including total emission and axial

distribution) are then presented and their results discussed in section 4.4. Finally, section 4.5

shows some evidence of the degradation of the detector during the measurement campaign.

4.1 Measurement Setup

An illustration of hot-cell number 1 and the extension in which the measurements were

performed is shown in figure 4.1. A significant part of the infrastructure used for the gamma

emission measurements (described in section 1.1.3) is reused for the neutron measurement

setup described here. The same measurement penetration is used, including the sledge and

supports used to move samples through it. The axis on which the samples are aligned and

can be moved is called the center axis. A pictures of the hot cell interior with the sledge and

supports is shown in figure 4.2a. The collimator for the gamma measurements is used as well,

opened to its maximal width of 18 mm. Instead of the HPGe detector, the Hot-Lab Prototype 1

(see section 2.2.2) is used. Contrary to the HPGe detector, which is always positioned behind

the collimator during gamma measurements, the Hot-Lab Prototype 1 is inserted into the

collimator opening. A picture of this is shown in Figure 4.2b. Unless explicitly stated, all results
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Collimator Penetration

Measurement Penetration
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Figure 4.1: Horizontal cross section illustration of hot-cell number 1 and the attached exten-
sion (not to scale). The center axis goes through the center of the measurement penetration.
Adapted from [18]

presented in this chapter were obtained using the FPGA electronics (see section 2.3.2) with

the MSD settings presented in section 3.2 for high gamma environments.

Two parameters of the measurement setup were changed over the course of this measurement

campaign. These are the depth to which the detector was inserted into the collimator opening

(or the distance between the detector and the measured sample), and the thickness of tungsten

put in front of the detector for gamma shielding (see section 2.2.2). Two combinations of

these parameters are used frequently for the measurements and are described here for easy

reference. The first combination has the detector probe inserted into the collimator such that

the distance between the front of the sensitive volume and the center axis is 200 mm. In this

setup, a block of tungsten with a thickness of 20 mm is attached to the front of the detector

probe, 10 cm away from the sensitive volume. This setup is referred to as the “Near” setup.

The second setup has the sensitive volume at a distance of 367 mm from the center axis. No

tungsten plate is attached to the front of the detector probe. This setup is referred to as the

“Far” setup. Schematic representations of the two setups are shown in figure 4.3.
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Figure 4.2: (a): View into hot-cell number 1 with the entrance to the measurement penetration
(marked dashed blue). A fuel sample (red arrow), fixed at one end on a sledge (purple arrow)
and supported by rollers, is being inserted into the measurement penetration. (b): Outside
view of the collimator penetration with the gamma collimator inserted. The neutron detector is
inserted into the collimator opening with black light guides leading to the readout electronics.
Adapted from [18].
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Figure 4.3: Representations (MCNP input geometries) of the measurement setup (dimensions
in cm). The measurement penetration goes from the left (inside of the hot-cell number 1) to
the right through the hot-cell wall. (a): The encapsulation (blue) for the source (marked by
black arrow) is at the zero position. The source is roughly in the center of the encapsulation,
at the position where the the source holder changes from being solid to being hollow. The
detector is shown in the far configuration. (b): A spent fuel sample is shown in blue in the zero
position. The detector is shown in the near configuration. Adapted from [18].
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4.2 Measured Spent Fuel Samples

Sample ID Fuel Type Burn-up Shutdown Date Active Cycles

M4 MOX ∼70 GWd/t 2001-07 4
U1 UO2 ∼40 GWd/t 1996-06 2
U3 UO2 ∼70 GWd/t 1995-06 5
U6 UO2 ∼90 GWd/t 1995-06 7

Table 4.1: Properties of the spent fuel samples selected for neutron measurements from the
LWR-Proteus Phase II program. [61, 62] Adapted from [18].

4.2 Measured Spent Fuel Samples

During the measurement campaign, four fuel samples with a length of 40 cm each were

measured. They were cut from spent fuel rods from the Swiss nuclear power plant in Gösgen

(KKG) [59] as part of the LWR-PROTEUS Phase II program [60]. Sections in the middle of

the rod and away from spacer grid positions were chosen to have uniform neutron flux over

the entire length of the sample during irradiation inside the reactor, and therefore axially

uniform composition. Before cutting the fuel rods, their axial 137Cs gamma-ray distribution

were measured and found to be flat over the sample location confirming the axial uniform

composition of the sample. Table 4.1 shows an overview of the most relevant properties of the

samples.

As part of the LWR-PROTEUS program, the composition of each sample was measured. Small

parts about the size of a single fuel pellet were cut from the original fuel rods right next to

the locations the samples were taken from. These were then dissolved and the composition

analyzed using a mass spectrometry and liquid chromatography, as well as gamma spec-

trometry for selected nuclides [63, 64, 65]. Additionally, the neutron emission of the samples

was measured using the source amplification technique. The samples were inserted in the

PROTEUS zero-power reactor, which was configured to be slightly sub-critical. The effects on

the over all neutron level was measured and compared to measurements using a calibrated
252Cf source [66].

In the context of the CASQUADES project, the neutron emission of each sample was measured

using a BF3 thermal neutron detector in the hot-cell number 5 of the PSI hot laboratory. Each

fuel sample was in turn inserted into a polyethylene block. The thermal neutron detector was

inserted into the same block at some distance from the fuel sample and the neutron emission

relative to each other was measured. In addition, a calibrated 252Cf source (the same that is

used here) was inserted in place of the sample and used as a reference to calculate absolute

neutron emissions [62].

As detailed above, the neutron emission of the samples has been derived several times using

different methods, making the samples a good reference set to test the detector capability.

Since the measurements in the context of CASQUADES were the most recent, comprehensive

and direct measurements of the neutron emission, they will be used for comparison further
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Sample ID Neutron Emission

Relative [1] Absolute [s−1] Decay Adjusted [s−1]

M4 3.85±0.06 (2.7±0.1) ·106 (2.5±0.1) ·106

U1 0.0578±0.0005 (4.1±0.1) ·104 (3.7±0.1) ·104

U3 1 (7.0±0.2) ·105 (6.4±0.2) ·105

U6 2.02±0.01 (1.41±0.05) ·106 (1.28±0.05) ·106

Table 4.2: Neutron emission of the different spent fuel samples from the LWR-Proteus Phase II
program based on the CASQUADES measurements. The relative neutron emission is relative
to the U3 sample. The decay adjusted neutron emission is the one calculated for the time of
the measurements reported here. The uncertainties represent a single standard deviation. [62]
Adapted from [18].

on. However, the measured absolute emissions first have to be adjusted for the time difference

between the CASQUADES measurements (performed in May 2018) and the measurements

presented in the following sections (performed in September and October 2020). Since the

neutron emission for these fuel samples is almost exclusively due to 244Cm, the adjusted

emission is calculated by following the exponential decay of 244Cm (half life of 18.1 years [39])

and the relative emission of the samples (i.e., ratios between samples) does not need to be

adjusted. The original and adjusted results from the CASQUADES measurements are shown

in table 4.2.

In addition to the spent fuel samples, the 252Cf source described in section 3.1 was used during

the measurement campaign. The 252Cf source was encapsulated to avoid contamination of

the source and to enable using the same positioning system as for the spent fuel samples. The

back part of the encapsulation was a solid cylinder and the front part was a hollow tube. The
252Cf source was sitting to the front of the solid part, inside the tube part.

During a measurement, one of the samples is placed on the center axis. The samples are

always aligned with the center axis (i.e. the center axis coincides with the rotational symmetry

axis of the sample). The samples can be moved along the center axis, the exact positions are

given with the descriptions of the individual measurements. The zero position for the spent

fuel samples is defined as the position where the center of the 40 cm long fuel segment is

directly in front of the center of the collimator opening. Similarly, the zero position for the
252Cf source is defined as the position where the center of the active part of the encapsulated
252Cf source is directly in front of the center of the collimator aperture. Both zero positions are

illustrated in figure 4.3.

4.3 Setup Characterization

Several measurements and simulations were carried out to characterize the detector and the

measurement setup. These are necessary to properly interpret the results of the measurements
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described in section 4.4.2 and 4.4.3. Section 4.3.1 describes the derivation of point spread

functions for the measurement setups for the 252Cf source. In section 4.3.2, these results are

then compared to simulations to get an approximate model of the energy-dependent efficiency

of the detector. Section 4.3.3 finally describes the simulation of point spread functions for the
244Cm spectrum emitted by the spent fuel samples.

4.3.1 252Cf Point Spread Function

The point spread function (PSF) is defined as the probability of a neutron being detected

as a function of its emission location on the center line. The PSF accounts for the neutron

transport from the emission point to the detector as well as the probability of detecting a

neutron entering the sensitive volume of any channel of the detector (intrinsic efficiency). The

PSF depends on the detection setup (such as location of detector and geometry surrounding

materials) and the emission spectrum. Because the intrinsic efficiency of the detector depends

on the photon rate (see section 3.2), the PSF is also dependent on the photon rate (this effect

can be corrected for, see section 4.4.1 for details). Two PSFs, one with the detector in the near

configuration and one with it in the far configuration, were measured with the encapsulated
252Cf source. The 252Cf source was placed in the measurement penetration at different axial

positions between −20 cm +2 cm. Due to limited availability of measurement time and

technical constraints, it was not possible to measure in the entire range from −20 cm to

+20 cm. To get the entire point spread function between −20 cm and +20 cm, the measured

values between −20 cm and −2 cm were mirrored at the 0 position. The results are shown in

figure 4.4.

The most prominent feature in the PSF is the center region. There, the neutrons can reach the

detector unhindered by the collimator. In both the near and far setups, the full width at half

maximum of the center region peak is ∼25 mm. While neutrons from the center region have

the highest probability to be detected, the PSFs also feature a significant detection probability

for the sides of the central peak. The height of these side regions, relative to the central peak,

is much higher for the near setup, as is expected from the shorter useful collimator length.

Interesting features of this off-center contribution are the secondary peaks occurring at a

distance of ±125 mm. They correspond to the neutrons traveling to the detector through

the region where the outer surface of the collimator meets the surface of the measurement

penetration (see figure 4.3). For this path, the distance through the collimator is relatively

short due to the angle while the distance through the hot-cell wall is not yet significant. Within

the measured region, the PSF does not fall of to 0 at the sides. This is acceptable when

measuring the total neutron emission of small samples that do not extend past the measured

region (see section 4.4.2), but it is a problem for the reconstruction of the axial distribution of

neutron emitters (see section 4.4.3). For this reason, an extended PSF had to be simulated (see

section 4.3.3).
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Figure 4.4: Point spread function (PSF) measured with the 252Cf source for the near configura-
tion (a), and the far configuration (b). The x-axis is the axial position of the 252Cf source. The
y-axis is the probability of an emitted neutron to reach the detector. The measured points are
shown in red with an error bar indicating a single standard deviation. The blue line represents
a PSF which has been extended by mirroring data from the left side at x = 0. Adapted from [18].
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4.3.2 Energy-Dependent Efficiency

One of the parameters necessary to correct for the difference in the neutron spectrum between

the spent fuel and the 252Cf source is the energy-dependent neutron detection efficiency ηE

of the detector. More precisely, only the shape of the energy-dependent efficiency function

is important, the scaling is not necessary. The energy-dependent efficiency function was

estimated by first assuming that ηE (E) has the form of a ·Θ(E −ET h). WereΘ is the Heaviside

step function, and a and ET h are parameters to be determined. This is an approximation

which was used in the absence of more detailed knowledge (see also section 3.6 for a more

sophisticated approach to measure the energy-dependent efficiency). Since the scaling a is not

of primary interest, the only parameter left to determine is ET h . This was done by comparing

the PSF measured with the 252Cf source and presented in section 4.3.1 with simulations.

MCNP-6.2 [14] and ENDF/B-VII.0 [47] were used for the simulations. They include a section

of the wall at the entrance of hot-cell number 1, the measurement penetration, the collimator

penetration, and the existing gamma ray collimator. A representation of the geometry is

shown in figure 4.3. In these simulations, the source was modeled as a hollow stainless steel

cylinder containing a 0.5 cm long active volume with a diameter of 0.5 cm, emitting neutrons

isotropically with the spontaneous fission spectra of 252Cf. The source encapsulation that was

used in the experiments was also modeled. The detector was not explicitly modeled. Instead a

point detector (F5 tally [14]) located in the middle of the detector’s sensitive volume was used

to tally the neutron flux density per source particle at that position. The tally was segmented

in energy to obtain the flux spectrum and aggregated to yield the integrated flux above several

threshold energies (Eth). Simulations were performed for the near and far configurations. For

both detector geometries, the source was located at different axial positions between −1 m

and +1 m. Typically, 108 particles were sufficient to yield uncertainty ranging from about

1% to 7% from the center to the periphery of the investigated axial range (i.e. uncertainties

significantly lower than the experimental ones).

Figure 4.5 shows the comparison between the simulated PSFs with a few representative values

for ET h and the measured ones. Since the scaling of the energy-dependent efficiency function

is not relevant, the simulated functions are scaled to ease the comparison. The shape of

the simulation with ET h = 1.5 MeV matches the measured data well. This justifies to some

degree the approximation of the shape of the energy-dependent efficiency. The function

ηE (E) = a ·Θ(E −ET h) with ET h = 1.5 MeV is used for the energy-dependent efficiency of the

Hot-Lab Prototype 1.

The real energy-dependent efficiency is likely significantly different and the scope where

this approximation can reliably be applied is limited. Within this thesis, the derived energy-

dependent efficiency function is only used for modeling geometries similar to the one with

which it was derived and only for modeling the response to the 252Cf source it was derived

with, or to 244Cm which has a similarly shaped spectrum as 252Cf. These two restrictions allow

the use of the approximated energy-dependent efficiency with some confidence.
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Figure 4.5: Comparison of the measured PSF with simulations for the 252Cf source. In (a) the
data for the near setup is shown and in (b) the one for the far setup. The simulations assume a
constant detection efficiency above the given neutron energy and 0 efficiency below. They are
scaled to match the experimental data in the region around the 0 position. Adapted from [18].
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Figure 4.6: Simulated PSF for 244Cm neutrons with the detector in the near and the far config-
uration. The y-axis is the probability of a neutron emitted at the specified axial position to be
counted by the detector (assuming a photon rate of γ= 1 ·106 s−1). Adapted from [18].

4.3.3 244Cm Point Spread Function

The measured PSF presented in section 4.3.1 is only valid for neutrons with the same spectrum

as the 252Cf source. The neutron emission of the measured fuel samples is dominated by
244Cm. The PSF therefore has to be adjusted for the 244Cm spontaneous fission spectrum. A

simulation using MCNP-6.2 [14] and ENDF/B-VII.0 [47] together with the energy-dependent

efficiency ηE derived in section 4.3.2 was used to simulate this PSF. The simulation was

extended to positions on the center axis between −1 m and +1 m to ensure that the the tails go

down to a negligible value (as this is important for emission distribution reconstruction, see

section 4.4.3). The resulting PSF is shown in figure 4.6. The difference between the simulated

PSF for the 244Cm and the 252Cf is ∼5%, relatively independently of the axial position and also

about the same for the near and the far setup.

4.4 Spent Fuel Measurements

This section presents the measurements of the total relative and absolute neutron emission

of the samples (section 4.4.2), as well as the axial distribution of the neutron emission of
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sample M4 (section 4.4.3). In preparation for the analysis of the measured data, section 4.4.1

presents the equations to calculate the absolute neutron emission based on measurement

and simulation results presented in the previous sections.

4.4.1 Absolute Neutron Emission Formula

This section describes in detail the derivation of the formula used in section 4.4.2 to calculate

the absolute neutron emission of the fuel samples, and which assumptions were made.

The first assumption for this calculation is that no counts are caused by gamma rays (perfect

gamma blindness). However, the dependency of the neutron efficiency on the photon rate

(which is largely influenced by gamma rays, see section 3.2) is taken into account. The count

rate nX of the detector for a specific sample X can be written as:

nX =
∫ ∞

−∞

∫ ∞

0

∫ ∞

0
aX (x,E) ·p(x,E ,E ′) ·η(E ′,γX )dE ′ dE d x (4.1)

Here, aX (x,E )dE d x is the emission rate of neutrons between the energies E and E + dE , and

between the axial positions x and x + d x. X denotes a sample and its axial position. The

expression p(x,E ,E ′)dE ′ is the probability of a neutron emitted at the axial position x with

an initial energy E to end up at the detector position with an energy between E ′ and E ′+ dE ′,
and η(E ′,γX ) is the intrinsic detection efficiency for neutrons of energy E ′ at a photon rate of

γX (dependent on the sample and its position).

Assuming that the intrinsic efficiency η can be decomposed into a purely energy dependent

part ηE and a purely photon rate dependent part ηγ (first order approximation), η(E ′,γX )

becomes ηE (E ′) ·ηγ(γX ) and

nX = ηγ(γX ) ·
∫ ∞

−∞

∫ ∞

0

∫ ∞

0
aX (x,E) · p(x,E ,E ′) · ηE (E ′)dE ′ dE d x (4.2)

To calculate the count rate nC f ,xS for the 252Cf source at an axial position xS , the source is

approximated as a point source with aC f ,xS (x,E) = aC f (E) ·δ(x − xS), where aC f (E) is the

sources emission rate of neutrons of energy E and δ is the Dirac delta function.

nC f ,xS = ηγ(γC f ,xS )
∫ ∞

0

∫ ∞

0
aC f (E) · p(xS,E ,E ′) · ηE (E ′)dE ′ dE (4.3)
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Using the total neutron emission rate AC f of the 252Cf source this becomes:

nC f ,xS = AC f ·ηγ(γC f ,xS )
∫ ∞

0

∫ ∞

0

aC f (E)

AC f
·p(xS,E ,E ′) ·ηE (E ′)dE ′ dE (4.4)

Using this it is easy to calculate the counts per source particle n∗
C f ,xS

.

n∗
C f ,xS

= ηγ(γC f ,xS )
∫ ∞

0

aC f (E)

AC f

∫ ∞

0
ηE (E ′) · p(xS,E ,E ′)dE ′ dE (4.5)

The neutron emission of the fuel samples is approximately uniform in the axial direction over

the entire length of the sample. The fuel sample emission probability aFuel (x,E ) can therefore

be written as

aFuel (x,E) = aFuel (E)

x2 −x1
Θ(x −x1)Θ(x2 −x) (4.6)

Here,Θ is the Heaviside step function, and x1 and x2 are the axial positions of the two ends of

the fuel sample. The count rate nFuel for a spent fuel sample measurement is therefore

nFuel = ηγ(γFuel )
∫ ∞

0

aFuel (E)

x2 −x1

∫ ∞

0
ηE (E ′)

∫ x2

x1

p(x,E ,E ′)d x dE ′ dE (4.7)

For the counts per source particle n∗
Fuel , this needs to be divided by the total neutron emission

AFuel of the fuel sample.

n∗
Fuel = ηγ(γFuel )

∫ ∞

0

aFuel (E)

AFuel · (x2 −x1)

∫ ∞

0
ηE (E ′)

∫ x2

x1

p(x,E ,E ′)d x dE ′ dE (4.8)

Combining equations 4.5 and 4.8, we define kFuel as:

kFuel =
n∗

Fuel
ηγ(γFuel )∫ x2

x1

n∗
C f ,xS

ηγ(γC f ,xS )·(x2−x1) d xS

=
∫ ∞

0
aFuel (E)

AFuel ·(x2−x1)

∫ ∞
0 ηE (E ′)

∫ x2
x1

·p(x,E ,E ′)d x dE ′ dE∫ x2
x1

∫ ∞
0

∫ ∞
0

aC f (E)
AC f ·(x2−x1) ·p(xS,E ,E ′) ·ηE (E ′)dE ′ dE d xS

(4.9)

This can be simplified by introducing ψFuel (E) = aFuel (E)
AFuel

and ψC f (E) = aC f (E)
AC f

the neutron

emission spectrum of the fuel sample (almost exclusively 244Cm spontaneous fission for

the samples used) and the one of the 252Cf source (assumed to be the pure 252Cf spectrum)
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respectively.

kFuel =
∫ ∞

0
ψFuel (E)

x2−x1

∫ ∞
0 ηE (E ′)

∫ x2
x1

·p(x,E ,E ′)d x dE ′ dE∫ ∞
0

ψC f (E)
x2−x1

∫ ∞
0 ηE (E ′)

∫ x2
x1

p(xS,E ,E ′)d xS dE ′ dE
(4.10)

The factor kFuel does not depend on the background-dependent efficiency ηγ nor on the

emission rate of the samples AC f and AFuel . It can be interpreted as the ratio of the count

rates detected from a spent fuel sample and a sample of 252Cf with the same geometry, total

neutron emission, and gamma emission. The value of kFuel will later be deduced using data

from simulations.

Using the definition of kFuel together with equation 4.7, the count rate for the spent fuel

sample can be rewritten as:

nFuel = AFuel

AC f
· ηγ(γFuel ) · kFuel · 1

x2 −x1

∫ x2

x1

nC f ,xS

ηγ(γC f ,xS )
d xS (4.11)

This can be rearranged to get an expression for the activity of the fuel:

AFuel =
1

kFuel
·

nFuel
ηγ(γFuel )

1
x2−x1

∫ x2
x1

nC f ,xS
ηγ(γC f ,xS ) d xS

· AC f (4.12)

The activity of the 252Cf source AC f and the background-dependent efficiency ηγ are known

from sections 3.1.1 and 3.2.3. The integral
∫ x2

x1

nC f ,xS
ηγ(γC f ,xS ) d xS can be calculated from the point

spread function measurements described in section 4.3.1. The only quantity which is still

missing to link the count rate nFuel to the activity of a fuel sample is kFuel (equation 4.10).

The value of kFuel was estimated using MCNP-6.2 [14] and ENDF/B-VII.0 [47], and the ap-

proximation for the detector’s energy-dependent efficiency ηE described in section 4.3.2. The

nominator (expression 4.13) and denominator (expression 4.14) in the formula for kFuel were

both simulated individually.

∫ ∞

0

ψFuel (E)

x2 −x1

∫ ∞

0
ηE (E ′)

∫ x2

x1

·p(x,E ,E ′)d x dE ′ dE (4.13)

∫ ∞

0

ψC f (E)

x2 −x1

∫ ∞

0
ηE (E ′)

∫ x2

x1

p(xS,E ,E ′)d xS dE ′ dE (4.14)

For the denominator, the data from the simulations in section 4.3.2 was reused. The values at

the individual axial positions were integrated using linear interpolation between the points.

The nominator can be seen as the counts per source particle for a fuel sample measurement
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Measurement Time [h] Counts Count Rate [s−1]

M4 Near 1.86 9835 0.461±0.005
U1 Near 15.69 1464 0.0081±0.0002
U3 Near 5.92 8379 0.1222±0.0013
U6 Near 3.28 9238 0.243±0.003

M4 Far 27.32 21063 0.0668±0.0005
U1 Far 20.75 266 0.00110±0.00007
U3 Far 27.25 5793 0.0184±0.0002
U6 Far 22.39 9652 0.0371±0.0004

Table 4.3: Results of the measurements of the different fuel samples in the axial zero position
for the near and the far setup. The number of counts and the count rate are the sum over
all four detector channels. The count rate is given with a single standard deviation. Adapted
from [18].

divided by the length of the fuel sample. It was simulated using MCNP-6.2 [14] and ENDF/B-

VII.0 [47] together with the energy-dependent efficiency ηE derived in section 4.3.2. The basic

geometry for the simulation is the same as in section 4.3.2. The only difference is that instead

of the source with its encapsulation at a variable axial position, a fuel sample was placed in

the measurement penetration at a fixed position centered on the collimator. A representation

of the geometry is shown in figure 4.3a. The fuel sample is modeled as a 40 cm long neutron

emitter with a 244Cm spectrum. A total of 108 source particles were used for the simulation.

The simulation was performed for the near and the far setup (see section 4.1). The results

are kFuel = 1.014±0.013 for the far setup, and kFuel = 1.014±0.004 for the near setup. This

therefore only represents a small correction factor when compared to the assumption that the

fuel and the 252Cf source have the same neutron spectrum (which would mean k = 1).

4.4.2 Total Neutron Emission

For the measurement of the total neutron emission of the samples, the near setup and the

far setup (see section 4.1) were used. Each of the four 40 cm long fuel samples M4, U1,

U3, and U6 (see section 4.2) are placed in turn in front of the collimator in the axial zero

position. The count rate for each of these measurements is recorded and used to calculate the

relative neutron emission (section 4.4.2) and the absolute neutron emission (section 4.4.2).

The measured count rates are shown in table 4.3. To reach the same relative uncertainty,

measurements using the far setups took about 7 times longer than for the near setup.

Relative Neutron Emission

The recorded count rates are adjusted one time using the photon rate dependent efficiency

measured at the FNL with 252Cf and 60Co (see section 3.2.3) and another time adjusted using

the photon rate dependent efficiency measured at the AHL with spent fuel (see section 3.2.3).

91



Chapter 4. Spent Fuel Measurement Campaign

Sample ID Relative Neutron Emission

Near, AHL Near, FNL Far, AHL Far, FNL

M4 3.85±0.09 3.88±0.07 3.72±0.08 3.75±0.06
U1 0.062±0.003 0.061±0.002 0.056±0.004 0.055±0.004
U3 1 1 1 1
U6 2.04±0.04 2.06±0.03 2.06±0.04 2.08±0.04

Table 4.4: Total neutron emission of the different measured spent fuel samples relative to the
emission of the U3 sample. Each sample is measured with the near and the far setup. For
each measurement, the analysis is performed once with the gamma-background correction
measured using spent fuel (marked “AHL”) and once with the correction measured using the
252Cf and 60Co sources (marked “FNL”). The errors indicate a single standard deviation.

Since the geometry, neutron emitter distribution (all samples have a flat burn-up profile), and

the neutron emission spectra (all samples are almost exclusively emitting 244Cm spontaneous

fission neutrons) are the same for all fuel samples, the ratio of the adjusted count rates is equal

to the ratio of their total neutron emissions. The results for the relative neutron emissions are

shown in figure 4.7a and table 4.4. For the uncertainty calculations, the uncertainty on the

photon rate correction function and the uncertainties due to the counting statistics during

the measurements are considered. The agreement of the different setups and the different

corrections is good. The results are within one standard deviation, with the single exception

of the near measurement with the correction measured at FNL when compared to the far

measurement with the correction measured at AHL. The results also agree within 2 standard

deviations with the values obtained during the CASQUADES project for the same samples.

Absolute Neutron Emission

Equation 4.12 is used to calculate the total activity of each fuel sample from the corresponding

measured count rate in both configurations and with both photon rate corrections. The

results are presented in table 4.5 and in figure 4.7b together with the emission rates from the

CASQUADES project. For the uncertainty calculations, the uncertainties due to the counting

statistics during the measurement, the simulations of kFuel , the 252Cf source activity, the

PSF, the photon rate dependent efficiency have all been taken into account. The agreement

between the near and far measurements and the two photon rate dependent efficiencies is

good, all four values being within one standard deviations for each fuel sample, with the single

exception of the near measurement with the correction measured at FNL when compared to

the far measurement with the correction measured at AHL. However, it has to be noted that

a significant part of the uncertainty is due to the uncertainty in the calibration of the 252Cf

source (see section 3.1.1), which affects all measurements in the same way. The uncertainties

are therefore not completely uncorrelated and just comparing the standard deviations can

therefore be misleading. When only taking uncertainties into account which are not due to

the uncertainty on the 252Cf source output, the values agree within two standard deviations.
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Figure 4.7: The neutron emission of each fuel sample relative to the U3 sample (a) and as
absolute values (b). Each sample is measured with the near and the far setup. For each
measurement, the analysis is performed once with the photon rate correction measured using
spent fuel (marked “AHL correction”) and once with the correction measured using the 252Cf
and 60Co sources (marked “FNL Correction”). As a comparison, the results obtained in the
context of the CASQUADES project are plotted as well (see section 4.2). The error bars indicate
a single standard deviation.
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Sample ID Absolute Neutron Emission [105 s−1]

Near, AHL Near, FNL Far, AHL Far, FNL

M4 21±2 22±1 19±1 20±1
U1 0.33±0.02 0.34±0.02 0.29±0.02 0.30±0.02
U3 5.3±0.4 5.5±0.3 5.1±0.3 5.2±0.3
U6 11.0±0.9 11.5±0.5 10.6±0.8 11.0±0.5

Table 4.5: Total absolute neutron emission of the measured spent fuel samples. For each
measurement the analysis is performed once with the photon rate correction measured using
spent fuel (marked “AHL”) and once with the correction measured using the 252Cf and 60Co
sources (marked “FNL”). The errors indicate a single standard deviation.

There seems to be a trend towards the far setup data yielding systematically lower values

than the near setup data. This could be an indication that the point spread function was not

measured accurately enough. However, the difference is small compared to the uncertainties

and the indication therefore only weak. Similarly, the efficiency correction measured with

spent fuel seems to give systematically lower results than the one measured with 252Cf and
60Co. This could indicate some imperfections in the photon rate dependent efficiency, but

this effect is too small (compared to the uncertainties of the measurements) to give a clear

indication.

The agreement with the CASQUADES data is not as good as for the relative results presented

in section 4.4.2. The agreement is within two standard deviations for the near setup data and

within 2.5 standard deviations for the far setup data. The CASQUADES results are consistently

higher than all values measured in this thesis, indicating a systematic error. A possible source

for this discrepancy is detector degradation (see section 4.5), although this effect should be

limited as the measurement was performed soon after the point spread function and gamma-

background correction measurements. A more likely issue is the activity of the 252Cf source.

The calibration process showed unexplained deviations in the source activity results obtained

with different measurement setups (see section 3.1.1). Although the dispersion was accounted

for in the source uncertainty, some doubts remain as to the accuracy of the averaged value of

the source activity.

4.4.3 Axial Emission Distribution

The aim of this measurement is to estimate the capability of the measurement setup to

reconstruct the axial distribution of the neutron emission of a sample. All of the samples have

a flat burn-up profile and are therefore also expected to have a uniform neutron emission

over the entire length. While it is important to see if the flat region in the middle can be

reconstructed, the most interesting part for estimating the capabilities of the technique are

the regions around the edges of the sample. By comparing the reconstructed edges to the

known real edges, the resolution can be estimated.
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4.4 Spent Fuel Measurements

For this measurement, the M4 fuel sample was moved through the measurement penetration

past the collimator with the far detector setup (see figure 4.3). At selected positions the count

rate of the detector was recorded. A 252Cf equivalent neutron flux (i.e., neutron flux with a 252Cf

spectrum that would produce the same count rate) is derived as the ratio of the measured count

rate and the photon rate dependent efficiency obtained in section 3.2.3). The 252Cf equivalent

neutron flux can be used later in conjunction with the detector point spread function to

reconstruct the sample emission profile (see below). Due to technical and time constraints,

only a limited number of positions were measured. Since the problem is roughly symmetric

with respect to the fuel sample position mirrored on the zero position, additional values can

be generated by mirroring measured values at the zero position. Additional values were also

added for the positions further away from the center than any measurement was taken by

extrapolating the trend of the measured values. The measured, mirrored and extrapolated flux

values are shown in figure 4.8.

The reconstruction was performed between −50 cm and +50 cm relative to the center of

the fuel sample. The sample itself covers only the region from −20 cm to +20 cm within the

reconstructed region. Without any uncertainties, the reconstruction could be done by solving

a linear equation Ax = b where b is a vector containing the measured neutron fluxes, x is a

vector of neutron emissions at different positions, and A a matrix which can be constructed

from the point spread function (see section 4.3.3). However, when introducing noise, this

equation usually does not have a solution, so an approximate solution has to be found by

minimizing ∥Ax −b∥2
2. Additionally, minimizing this expression usually amplifies the noise

and therefore leads to low quality results. One method to mitigate this effect is called Tikhonov

regularization [67]. Instead of minimizing ∥Ax −b∥2
2, the following expression is minimized:

∥Ax −b∥2
2 +∥T x∥2

2 (4.15)

Where T is the Tikhonov matrix which can be any matrix suitable to solve the problem.

∥T x∥2
2 can be thought of as a penalty term which discourages certain outcomes defined by

T . Independent of the choice of T (except in some edge cases), Tikhonov regularization also

favors solutions that are scaled down by a scalar factor as this reduces the second term of

equation4.15. This behavior is unwanted since we are interested in the absolute emission.

Therefore, the Tikhonov regularization was modified, resulting in the following expression to

be minimized:

∥Ax −b∥2
2 +

∥T x∥2
2

∥x∥2
1

(4.16)

This ensures that the scaling of the solution is the one which best fits the original data. In

other words: If x = x∗ minimizes expression 4.16, there does not exist a scalar α such that

∥A(αx∗)−b∥2
2 < ∥Ax∗−b∥2

2. This can easily be seen through a proof by contradiction: We
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Figure 4.8: Measured 252Cf equivalent neutron flux though the detector and the sample
neutron emission reconstructed from that flux. For the flux, the axial position is the sample
position. For the reconstructed emission, the axial position is measured relative to the center
of the fuel sample. The blue line indicates the measured values. The individual measurements
are marked together with their standard deviations. The green line represents the measured
points that were mirrored at x = 0. The cyan line represents the flux extrapolated outside the
measured range. Adapted from [18].

assume that such an α exists for a solution x∗. Since x∗ minimizes expression 4.16 it follows

that:

∥∥Ax∗−b
∥∥2

2 +
∥T x∗∥2

2

∥x∗∥2
1

⩽
∥∥A(αx∗)−b

∥∥2
2 +

∥T (αx∗)∥2
2

∥αx∗∥2
1

⇒ ∥∥Ax∗−b
∥∥2

2 +
∥T x∗∥2

2

∥x∗∥2
1

⩽
∥∥A(αx∗)−b

∥∥2
2 +

∥T x∗∥2
2

∥x∗∥2
1

⇒ ∥∥Ax∗−b
∥∥2

2 ⩽
∥∥A(αx∗)−b

∥∥2
2

which contradicts the assumption.
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Figure 4.9: Measured and simulated 252Cf equivalent neutron flux through the detector.

For the Tikhonov matrix, a multiple of the identity matrix was chosen: T =α · I with α= 40.

The resulting emission is plotted in figure 4.8 together with the theoretical emission of the

sample. The two edges of the fuel sample are captured quite well. They reach 90% of the

full height in about 1.5 cm. There is a slight bias in the positioning with the reconstructed

edges being about 1 cm further away from the center of the rod than they theoretically should

be. The shape of the region between the two edges is captured quite well, oscillating around

a constant value. However, the absolute value of the emission is about 5% lower than the

theoretical value (the theoretical value being calculated by averaging the measurements of the

total neutron emission of the sample in section 4.4.2 and assuming a uniform distribution of

neutron emitters). One factor in this discrepancy is the outwards bias in the reconstruction of

the edges. When integrating the reconstructed emission profile, the result is within 2% of the

average total emission measured in section 4.4.2. This is within a single standard deviation.

Another comparison which can be made is between the measured neutron flux, and the

neutron flux obtained by calculating the convolution of the theoretical neutron emission

distribution (flat between ±20cm and zero otherwise) and the simulated point spread function

(see section 4.3.3). This comparison is shown in figure 4.9. The simulated and measured fluxes

agree well, indicating a good match of the different measurements and the simulated point

spread function.
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4.5 Detector Degradation

The entire Hot-Laboratory measurement campaign was performed over the course of 1.5 months.

Towards the beginning and the end, the M4 sample was measured in the same configuration

(using the near setup). This allows to check for possible degradation in the detector lead-

ing to a lower detection efficiency. The count rate measured at the start of the campaign

is 0.461±0.005 s−1 and the one measured at the end of the campaign is 0.394±0.002. This

corresponds to a reduction of approximately 15%, which is significant enough to require the

detector to be re-calibrated several times during a long measurement campaign. The impli-

cations of this degradation for the detector are discussed in section 3.2.4. It should be noted

here that the influence on the results presented in this chapter should be limited. Absolute

results were always obtained by comparison to the 252Cf source and data which was compared

to each other was measured within relatively short time intervals (usually within a week).

Details on the time of individual measurements can be found in appendix C. Unfortunately,

the radiation exposure of the detector was not logged well enough over time to attempt a

quantitative correction using these results.
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5.1 Other Envisioned Detector Applications

Fast neutron detection is useful for a number of applications apart from spent fuel characteri-

zation such as fast neutron imaging and tomography, homeland security, radiation protection,

and nuclear reactor instrumentation. This section details some applications where the type of

detector developed in this thesis could be used.

5.1.1 Fast Neutron Imaging

The most prevalent method of fast neutron imaging is currently to use a thin screen of plastic

mixed with ZnS:Ag and a camera located at the back of the screen to capture the scintillation

light [68]. Due to the opacity of the screen material (similar to the ZnS:Ag-epoxy mixture used

in this thesis for the detector, but it dependents on the ZnS:Ag content), only thin screens

(thickness on the order of 1 mm) are feasible in this configuration. This severely limits the

efficiency of such imaging devices. The small efficiency of the detectors is one of the main

issues of fast neutron imaging.

As shown in section 3.5, the scintillation light of an event is concentrated on the WLSFs

immediately around the neutron scattering position. This makes it possible to use the detector

as an imaging screen. Individual neighboring fibers have a low crosstalk. Reading out every

fiber individually should lead to largely independent pixels with a size of 0.7 mm. Further

resolution improvements can be attained by reducing the pitch of the fibers. Doing so reduces

the pixel size and also increases the crosstalk between neighboring channels allowing sub-

pixel resolution by analyzing the distribution of the total light of an event between neighboring

fibers. The thickness of the detector is essentially unlimited, allowing a much higher efficiency

for neutron detection than the traditional approach with a thin screen and a camera. The

WLSFs can also be used to guide the light towards the readout electronics. Depending on the

exact layout, this can improve light collection significantly when compared to the traditional

fast neutron imaging method.
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Figure 5.1: Illustration of the proposed imaging detector with crossed WLSFs (view in the
direction of the neutron beam). The WLSFs marked blue are in front of the ones marked yellow.
A neutron interaction in the ZnS:Ag mixture is marked in red. It is registered by one horizontal
and one vertical fiber (marked by the red arrows).

One method of reducing the number of readout channels necessary for an imaging detector

is to use coincidences. Instead of all of the WLSFs being parallel to the incoming neutron

beam, a layout with two rows of WLSFs that run perpendicular to the neutron beam and to the

fibers of the other row can be used. This layout is illustrated in figure 5.1. Neutron interactions

which occur close to the crossing of two fibers can be detected in the channels for both fibers

at the same time and the neutron interaction position can be reconstructed. For increased

efficiency, this grid structure can be stacked along the direction of the neutron beam. WLSFs

which have the same direction and are directly behind one another can be combined into a

single channel to reduce the number of detection channels, or read out individually to get 3D

information on the interaction position.
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5.1.2 Fast Neutron Monitoring

Neutron monitoring frequently needs to be distributed over large areas or volumes. For such

an application the detector design is well suited. The sensitive volume of every channel

can have complex structures and extend over large areas and volumes while maintaining a

uniform detection efficiency. The main limitation of the size of the sensitive volume of a single

channel is the photon rate induced by the gamma ray interactions in the sensitive volume (see

section 3.2.1). However, when using the MSD settings derived for high gamma environments

in section 3.2.1 at natural background gamma levels, the size of a single channel sensitive

volume is expected to be (almost) unlimited (extrapolation suggests more than 1 m3), but

practical limitations like the length of fibers before losses are significant or the number of

fibers which can be read out by a single channel still have to be considered. It has to be noted

though that this sacrifices some of the intrinsic efficiency gains possible with smaller channels

in low gamma environments (see section 3.3).

Another possible application is mobile neutron monitoring, for example using flying drones.

The sensitive volume is robust and requires no additional heavy components (such as a

moderator or a pressure tank). Large sensitive volumes per channel can be used to reduce the

number of channels and thereby also reduce electricity consumption.

A possible application in homeland security is to look for illegal neutron emitting material. In

this case, it is necessary to be able to capture as many of the emitted neutrons as possible, as

illegal materials might be purposefully shielded to prevent detection. This means that large

detectors with a high intrinsic efficiency are required. The high efficiency possible in low

gamma environments with the detector design presented in this thesis is demonstrated in

section 3.3. As mentioned above, the possible channel size is flexible and mainly limited by the

expected gamma background and the desired intrinsic efficiency. Size, intrinsic efficiency, and

cost would therefore have to be balanced to achieve optimal results for a homeland security

system. In this application very low background rates are desired to avoid false alarms, so

that issue would need to be studied in more detail to avoid, for example, any impurities of

alpha-emitters within the detector volume which might create false counts.

5.2 Improvement of the Hot-Lab Measurement Station

This section describes improvements of the neutron emission measurement station used for

the spent fuel measurements presented in this thesis (see chapter 4). These improvements

concern the neutron detector but also the collimator and the sample positioning system. They

aim at realizing new measurements at AHL to demonstrate the capability of the technology

to measure axial neutron emission distributions with a 2 cm resolution for spent fuel with a

shorter cooling time (less than couple of years), which is more representative of the typical

spent fuel to be characterized. At the same time, they also aim at making measurements faster,

easier to perform, and more reliable.
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The current status of development of the different improvements varies. Section 5.2.1 details

the improvements that are independent (to a large degree) of the detector development, and

that concern the collimator and the sample positioning system. Section 5.2.2 focuses on

improvements of, or directly related to, the detector.

5.2.1 New Collimator and Sample Positioning System Design

For the results obtained from spent fuel measurements at the AHL (see chapter 4), the collima-

tor and the sample positioning system of the existing infrastructure for gamma measurements

were re-used (see sections 4.1 and 1.1.3). Part of the infrastructure is not ideal for fast neutron

measurements and albeit adequate for gamma emission measurements could benefit from an

overhaul1.

This section presents a new version of the collimator and sample positioning system, which

has been designed as part of the thesis and is expected to start being manufactured soon.

Viktor Boutellier from AHL, who is the primary operator of the gamma emission measurement

system, was involved in the design process to ensure that the new system would integrate

well in the hot-laboratory environment and yields at least the same level of precision and

accuracy for the gamma emission measurements. Patrick Suter from the division of large

research facilities (GFA) at PSI and Viktor Boutellier are responsible for the mechanical design.

Together with the PSI responsible for the NEWS project Grégory Perret, I was responsible for

the conceptualization, initialization and follow-up of the project. We defined in particular

a coarse design, and ran particle transport simulations to ensure the adequate shielding of

the collimator and adequate properties for the measurement. The following sections detail

the individual issues encountered for neutron and gamma measurements and how they are

addressed in the new version of the system. The focus here is on the coarse design that I

conceptualized (and not on the mechanical details on which I had limited inputs and which

are still subject to change at the time of writing).

Sample Position Detection

For repeatable measurements, the absolute position of the sample relative to the collimator

has to be known. The sledge to which the sample is attached for a measurement is capable of

relative movement with a precision between 0.1 mm and 0.2 mm. It is therefore enough to

know the position of the sample at one position (preferably with an accuracy of 0.1 mm or

better to take full advantage of the sledge movement accuracy). All other points can then be

deduced by the movement of the sledge relative to that position.

The current system uses a laser which is pointing through the collimator opening at a mirror

inside the measurement penetration. The mirror reflects the light back which can then be

1contrary to the neutron measurements, the improvements for the gamma measurements are not primarily
aimed at increasing the quality of measured results but improving usability, versatility, and reliability
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Figure 5.2: Side view of the current system to detect the position at which the sample tip is in
front of the collimator. The solid part of the laser beam is always active, but the dashed part is
blocked if a sample is in front of the collimator.

measured. If a sample is positioned in front of the collimator, the path of the laser to the mirror

is blocked. The system is illustrated in figure 5.2. By slowly inserting a sample and checking

the position at which the reflected laser light vanishes, the position of the tip of the sample

can be measured.

This system has several limitations. First, the precision relies on the width of the opening of

the collimator (the opening essentially defines the final size of the laser beam). While gamma

emission measurements have typically an opening of 0.4 mm and therefore can reach an

acceptable positioning accuracy, neutron measurements are intended to have a much wider

opening of ∼2 cm, resulting in an unacceptably low accuracy 2. Second, because the laser

positioning system uses the same collimator opening as the measurement, the position of

the sample has to be measured once at the beginning of an emission measurement. As the

detector is behind the collimator for the gamma measurements, it is easy to place the laser in

front of the gamma detector for the sample positioning and remove it for the measurement.

For the neutron emission measurements on the other hand the detector is placed inside the

collimator opening for an adequate detection efficiency, making it impossible to use the laser

system in this configuration and complicating the measurement campaign3. Third, because

the height of the samples is not well controlled, mostly due to varying sample rigidity and

diameter, the laser can be slightly misaligned with the sample, which in the case of conic

sample tips translates in slight errors in axial positioning. Finally, the system is sensitive

to small mechanical deformations. The alignment of the mirror especially can be easily

changed accidentally, causing the laser beam to no longer be reflected correctly and making

the measurement impossible.

The new system uses a camera based detection of the sample tip. It is illustrated in figure 5.3.

The camera looks via a mirror and through a dedicated channel (called camera channel) in

the collimator at the inside of the measurement penetration. The introduction of the mirror at

the back of the collimator puts the camera out of the direct path of radiation from the sample.

A white surface, which is angled to be well illuminated by the light from the normal hot-cell

2Note that for the results obtained in chapter 4, a labor intensive alternative solution was performed to reach a
high accuracy in sample positioning. That procedure is not adequate for routine measurements.

3Indeed, for radio protection reasons it is not feasible to remove the detector from inside the collimator for the
position measurement
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Figure 5.3: Top view illustration of the new camera based tip position detection method. The
camera looks via a mirror at a white surface. The white surface is illuminated by light from the
already installed normal ho-cell lighting. As soon as the sample moves in the path of the light,
the path to the camera (dashed yellow line) is cut.

illumination, acts as a bright background for the camera. The sample, which is either dark or

reflects the dark interior of the measurement penetration, gives a clear contrast in front of the

white surface. The narrowest region of the camera channel is at the front of the collimator.

This defines the slit through which the camera can see the sample. The exact dimension of the

slit is not fixed yet but values on the order of 0.1 mm are considered.

Since the camera uses a dedicated channel through the collimator instead of the main colli-

mator opening, this solution is suitable for any measurement, including measurement which

could be developed in the future, with little to no adjustment needed. The problem of the

varying height of the sample is solved since the camera is not limited to a single spot. The

channel to which the camera looks at the sample is 2 cm high. This is significantly more than

any expected height variation and should allow the camera to accurately capture the tip of

any sample. This system also allows to check the height of a sample during measurement.

Although generally not needed, this represents a useful feature in case of heterogeneity of the

rod. The angle and position of the white surface is not critical, making the system more robust

than the laser based system. While small changes in the camera angle and position can shift

the pixels in the image of the sample, it is possible to correct this in the software acquiring the

image. A program can for example look for the bright slit in the image, which corresponds to

the path of light through the camera channel, and then take all pixels in relation to the slit.

A simplified mock-up of the new positioning system has been built and tested. This mock-

up includes a 3D printed replica of the camera channel with a 0.2 mm slit at the front, a

white surface as background, a sharp pencil as a sample (approximating the conic sample

tip), and the camera foreseen in the real design (a raspberry pi hi quality camera [69] with a

104



5.2 Improvement of the Hot-Lab Measurement Station

(a)

200 400 600

500

1000

1500

2000

2500

(b)

200 400 600

500

1000

1500

2000

2500

(c)

200 400 600

500

1000

1500

2000

2500

Figure 5.4: Images taken with the mock-up tip detection system with the sample (pencil) at
different positions (marked at the top of the image). The zero position is roughly when the
tip is directly in front of the camera channel, but only with a precision of ±0.5 mm. The color
indicates the light level from low (dark blue) to bright (yellow). The numbers mark the pixel
positions. The dark region from the tip of the sample is faintly visible in (b) and clearly visible
in (c) at a height of ∼1700 pixels.

105



Chapter 5. Ongoing Development and Outlook

PT3611614M10MP telephoto lens [70]). The mirror and all other parts of the collimator were

not included to simplify the test setup. The sample (pencil) was moved in small steps in front

of the camera channel. At each step, a picture was taken. Figure 5.4 shows several images with

the sample at different positions. From the images, the sample position can be determined by

eye with an accuracy of at least 0.8 mm (probably even 0.4 mm). This is a similar accuracy as

for the laser based system. Note that the pencil tip was also much sharper than the tip of a

fuel sample, making it likely that the position of a real fuel sample can be determined with

better accuracy.

One way of increasing the accuracy of the tip position determination is by using a post-

processing algorithm. Such algorithm could have, for example, the following steps. In a first

step, the data is limited to the region of the slit, cutting out any noise from the uninteresting

region on the sides. The slit is too thin for a realistic chance to get any horizontally resolved

data (based on the numerical aperture imposed by the 0.2 mm slit, the maximum possible

resolution at the sample position is also about 0.2 mm). In a next step the image pixels are

therefore averaged horizontally to get an average light level for every height. The data is then

normalized at every height to the light level recorded at the same height without a sample

(correcting for potential heterogeneity in the setup), and normalized at every sample position

to the overall light level of the picture taken at that position (correcting for any overall light

intensity changes). The result of this is shown in figure 5.5.

The deepening of the dip associated with the sample crossing the slit is clearly visible. The

main part of the dip lies between pixel positions 1220 and 1320. The change of the total light

level in this region as a function of the sample position is shown in figure 5.6. There is a sharp

drop of the light level at a sample position of −0.5 mm. Within 0.1 mm the value changes

significantly more than any of the noise fluctuations before that. If the start of this drop is

used as a reference, the sample position can be determined with a reproducibility of 0.1 mm,

which is the best possible value with the current sledge positioning precision. The mock-up

system is not precise enough with the absolute sample position to determine if the result is

also accurate to 0.1 mm (as the absolute positioning of the mock-up sample was only precise

to ∼0.5 mm). If the positioning has a bias, a reference measurement with a sample with a

similarly shaped tip could be used to measure this bias so that it can be corrected for in the

future. This would ensure that 0.1 mm accuracy can be reached. This system therefore also

represents a improvement on the sample positioning accuracy.

Sample Guiding System

The current system does not feature any supports for a sample on the side of the collimator

towards the hot-cell extension. This is not optimal for reliable sample positioning as the

stiffness and weight of the sample influences the height at the position in front of the collimator.

Additionally, more flexible samples tend to bend more and more downwards when inserting

them further into the extension. Another problem is that the distance between the sample

and the tip of the collimator is known only with limited precision (∼5 mm).
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Figure 5.5: Normalized light intensity measured for every height position in the slit and for
different sample positions.
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Figure 5.6: Normalized light intensity in the region of the slit that is on the height of the tip
of the sample. There is a sharp drop at an axial sample position of −500 µm. This drop is
significantly larger that the random oscillations for positions <−500 µm
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5.2 Improvement of the Hot-Lab Measurement Station

The new guiding system has several supports inside the measurement penetration, on both

sides of the collimator. This should hold the sample at the same height, independent of

weight, flexibility, and its position. All supports are fixed on a plate, which also features a

bayonet mount to directly connect the new collimator to the plate. The relative position of the

collimator and the sample guiding system is therefore clearly defined.

Improved Neutron Collimation

The current collimator is designed for gamma emission measurements, and its ability to stop

neutrons coming from the side of the region of interest is unsatisfactory for a high precision

neutron measurement. The current collimator is made of materials with mostly heavy ele-

ments such as stainless steel and tungsten. Fast neutrons which scatter with these elements

loose very little kinetic energy in the process. Even after multiple scattering interactions, the

neutron still has enough energy to be detected.

The new collimator design has thick blocks of high density polyethylene at the sides of the

collimator opening. The light elements (most prominently hydrogen) slow down the neutrons

much more effectively to a level where they are much less likely to be detected. This improves

the collimation significantly. Further improvements are achieved by adding blocks of high

density polyethylene to the sides of the collimator, inside the measurement penetration.

The geometry is illustrated in figure 5.7. To quantify the effect on the point spread function

(see sections 4.3.1 and 4.3.3), the setup was simulated using MCNP-6.2 [14] and ENDF/B-

VII.0 [47] together with the energy-dependent efficiency derived in section 4.3.2 (i.e. a constant

efficiency with a threshold value of 1.5 MeV). The results are shown in figure 5.8.

The improvement of the point spread function is significant. The contribution to the side of

the center region is much lower. This should make the reconstruction easier and therefore

more reliable for the same measurement time.

Convenient and Flexible Gamma Collimation

It is a substantial effort to set or check the opening of the current collimator with the required

precision for a gamma emission measurement. It necessitates the removal of the collimator

from the collimator penetration, and reinsertion afterwards. This is made even more difficult

by the fact that the collimator has no significant provisions to help with removal and insertion.

There has for some time been the desire to switch to a system that can set the opening width

in a more robust way.

The new collimator design has no moving parts to adjust the width of its opening. Instead, it

has provisions for inserts into the collimator (similar to the detector for fast neutron emission

measurements, see section 5.2.1). For gamma measurements, there will be an insert which

narrows the opening to a desired fixed width (e.g. 0.4 mm to match the current default). This

makes the opening more precise and reliable. These inserts are easy to handle, and they
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Figure 5.7: Illustration of the moderator layout for the new collimator design with measure-
ments in cm. The polyethylene moderator is present in the collimator and in the form of two
blocks inside the measurement penetration. The tip of the collimator is made of tungsten to
block gamma rays. An sensitive volume at a distance of 367 mm to the center axis and a spent
fuel rod are shown as a reference.
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5.2 Improvement of the Hot-Lab Measurement Station

Figure 5.8: Point spread functions for the new collimator with and without the additional
moderator blocks in the measurement penetration. As a comparison the point spread function
for the current collimator is shown as well. The y-axis is the normalized flux density of neutrons
with an energy above 1.5 MeV for a sensitive volume at a distance of 36.7 cm from the center
axis.
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Figure 5.9: Illustration of a possible geometry of a collimator insert for gamma emission
tomography.

are easier (and cheaper) to manufacture than a full collimator with a fixed width opening.

This allows to have several inserts with different openings to be easily made available should

there ever be a need. The individual inserts can easily be removed and inserted between

measurements (e.g. for performing successive neutron and gamma emission measurements).

The flexibility of the new collimator also makes investigating new measurement techniques

that require a different insert geometry easier. An interesting example is passive gamma

emission tomography of a single fuel pin (similar to [71]). A possible geometry for such an

insert is shown in figure 5.9. Multiple detectors could be connected to different openings

in a tungsten insert. Half of the pixel for the tomography would be blocked for collimation

purposes but could be accessed by shifting the sample. Rotating the sample around its axis

would yield all the different projection angles needed for the reconstruction.

5.2.2 New Detector

While the Hot-Lab Prototype 1 performed well during the spent fuel measurements (see chap-

ter 4), there are three areas which are intended to be improved for a new detector for spent

fuel measurements. These are the fraction of neutrons detected, the radiation damage, and

the gamma rejection. The design process of a new detector for spent fuel measurements

is currently ongoing. The main reason for this is to wait for the results of the degradation

measurements of the WLSFs and the epoxy (see section 3.2.4), and to further test possible

replacement materials to improve radiation resistance. The information in this section repre-

sents a combination of the current design status and recommendations for its continuation.
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The simplest change to the detector design that improves the number of detected neutrons is

to increase the solid angle covered by the detector. Space for a detector in the old collimator is

limited to about 1.8 cm by 1.8 cm. The new collimator has an opening of 2 cm (width) by 5.5 cm

(height), representing an almost 3.5 times larger surface for the detector. The width of 2 cm

means that the achievable resolution should be similar to or better than the one of the current

collimator setup (see section 4.4.3). The four channels of the Hot-Lab Prototype 1 together

only cover an area of ∼1 cm2 due to the significant distance put between the channels. The

measurements presented in section 3.5 show that the channels can be packed directly adjacent

to each other with manageable crosstalk, or with a single empty fiber position between them

for negligible crosstalk. While it is unlikely that the entire 11 cm2 of the new collimator opening

can be used due to the required structural elements, an increase of the covered area by a factor

of 9 to 10 is probably possible.

The size of each channel is planned to be reduced. Although the final number of WLSFs per

channel is still under investigation, 9 WLSFs are currently targeted (compared to 49 for the

Hot-Lab Prototype 1, see section 2.2.2). The smaller channel size reduces the total gamma

flux entering each channel, thereby also decreasing the photon rate for each channel (see

section 3.2.2). For spent fuel with a short cooling time, this would help to compensate the

increased gamma output of the fuel (and the increased photon rate associated with that). For

spent fuel with long cooling times, the lower gamma influence could be used to switch to a

less strict neutron event filter setting, increasing neutron detection efficiency (see for example

sections 2.1.3, 3.2, and 3.3). The increased detector area and decreased channel size lead to a

significant increase in the number of channels. To read out all the channels, a new version of

the detector electronics is currently being developed (see section 5.3.1).

Regarding the radiation resistance of the new detector, more radiation resistant light guides

(see section 3.2.4) can almost certainly be found to replace the current ones. However, it is less

likely that the degradation of the detector head (see section 3.2.4) can be mitigated in time for

the construction of the next prototype. In that case, frequent checks with a reference source

will have to be made during a future measurement campaign to adjust for the reduction in

efficiency. If fuel rods with high gamma emissions are measured, additional shielding in front

of the detector will likely be required to keep the total damage to the detector limited and keep

the measurement times acceptable. One possible target for a measurement campaign would

be to limit the total gamma exposure to ∼2 ·1013 cm−2. This gamma fluence from 60Co lead to

a ∼40% decrease in efficiency during the measurements presented in section 3.2.4.

5.3 Electronics and Software Development

This section contains information on the current development of the detector electronics and

the associated software. These development are not tailored to the spent fuel measurements at

the PSI hot-laboratory, but instead are intended to be application independent improvements.

Section 5.3.1 gives information on the development of the new detector electronics and

113



Chapter 5. Ongoing Development and Outlook

section 5.3.2 discusses the development of new filter algorithms that could replace the MSD

algorithm.

5.3.1 SPIDER Project

The SPIDER (Scintillation Particle Identification using Digital Electronics Readout) project

has been launched in 2021 to create improved electronics for the detector readout. It is a

collaboration with the Electronics for Measurement Systems (EMS) group of the Research with

Neutrons and Muons (NUM) division at PSI. The goal is to improve reliability, scalability, and

user-friendliness of the electronics. The current electronics (sees section 2.3) uses multiple

boards with no special provisions to help with cable or space management. This makes them

unsuitable for detectors with many channels. The large number of boards and connections

which have to be set up and changed manually to perform measurements also makes the

current electronics unsuitable for use by a non-expert. Some parts of the current electronics

such as the threshold for the discrimination are quite sensitive and have led to problems several

times in the past. The new electronics should be more robust. The electronics development is

done by Michael Müller, Elmar Schmid, and Urs Greuter from EMS. My responsibilities in the

project were to set and review the requirements that the electronics should meet, give inputs

from my experience from building and using the current electronics, regularly check on the

progress, and solve any issues concerning the interface between the electronics and the rest of

the detector or the user. The project is currently ongoing, there is not yet a usable prototype of

the electronics. As such none of the results described in other sections were obtained using

any part of the electronics described in this section. Additionally, most of the implementation

details are not yet fully defined. Details on the SPIDER project and its current status can be

found in appendix D.

5.3.2 Alternative Digital Filter Algorithms

This section presents some advanced filtering techniques currently being researched. They

have not yet been robustly tested with experimental data and as such no performance evalu-

ation is presented. The purpose of the techniques is to improve on the MSD algorithm (see

section 2.1.3) in terms of discrimination between neutrons and noise/gammas, or to remove

the dependence of the MSD algorithm output on the photon rate (see section 3.2.3).

Continuous Ordinary Least Squares

The first step of the continuous ordinary least squares is to divide the measurement time into

small intervals i of length ∆t and to count the number of photon pulses qi in every interval,

just as described for the MSD algorithm in section 2.1.3. At this point it would also be an

option to add the single photon dead time correction described in section 5.3.2.

For every interval i , the algorithm takes the m subsequent intervals and tries to fit the decay
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shape of the ZnS:Ag scintillator for proton activation to the numbers of photons recorded in

these intervals. The value of m can be chosen as any positive integer. It is a filter parameter

which can be optimized. The decay shape of ZnS:Ag can for example be extracted from the

data shown in figure 3.20. The method used for the fit is ordinary least squares with the scaling

of the decay function as the only parameter. If the decay function of the ZnS:Ag is a(t) for a

time t after the activation, the scaling d∗
i resulting from ordinary least squares becomes:

d∗
i =

∑i+m−1
j=i q j ·a(( j − i ) ·∆t )∑i+m−1

j=i a(( j − i ) ·∆t )
(5.1)

The denominator is a constant expression and for simplification a new value di can be defined

which only includes the nominator:

di =
i+m−1∑

j=i
q j ·a(( j − i ) ·∆t ) (5.2)

Implementations of multiplications are expensive in FPGAs. One solution to implement the

filter on an FPGA would be to compute the value of q j · a(i ·∆t) for all possible q j and all

0 ≦ j < m in advance and save them in a lookup table. The filter could then simply extract

these values from the lookout table. Another approach would be to use a simplified ZnS:Ag

decay function. For the purposes of the filter, the decay of the ZnS:Ag can be approximated as

a single exponential decay. This simplifies a(( j − i ) ·∆t ) to e−α·( j−i )·∆t = (
eα·∆t

)i− j
with a fixed

value α.

di =
i+m−1∑

j=i
q j ·

(
eα·∆t

)i− j = (
eα·∆t

)1−m
i+m−1∑

j=i
q j ·

(
eα·∆t

)i+m−1− j
(5.3)

Since
(
eα·∆t

)1−m
is a constant, this can be simplified by defining d ′

i = di
(
eα·∆t

)m−1
.

d ′
i =

i+m−1∑
j=i

q j ·
(
eα·∆t

)i+m−1− j
(5.4)

The filter will receive q j values with a low value of j first. These are currently at the beginning

of the sum. We can change the summation order to put the values which are received later

towards the beginning of the sum, i.e. with j ′ = i +m −1− j :

d ′
i =

m−1∑
j ′=0

qi+m−1− j ′ ·
(
eα·∆t

) j ′
(5.5)

Each value of q j gets multiplied by eα·∆t every time a new q j is received. Within the range of

the sum, all of the values with the accumulated factors of eα·∆t are summed up. This means

that the calculation of the filter is reduced to summation and multiplication with a factor of

eα·∆t . While multiplication in general is expensive to implement on FPGAs, special cases can

be easy to implement. If one of the factors is a power of 2, the multiplication becomes a bit
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shift, which is easy to implement. By extension, if one of the factors is a short sum of powers of

2 (e.g. 2.25 = 2+ 1
4 ), the multiplication becomes a short sum of bit shifted values, which is also

easy to implement. If ∆t is chosen such that eα·∆t becomes an easy factor for multiplication,

the filter can be implemented on an FPGA with an acceptable use of resources.

After di or d ′
i (depending on the chosen implementation) is calculated, a threshold k is set for

di /d ′
i and events are recognized if that threshold is crossed in the same way as for the MSD

algorithm presented in section 2.1.3.

Single Photon Dead Time Correction

Single photon dead time correction is a mechanism to reduce the impact of the photon rate

on the detector efficiency (see section 3.2.1). It will be explained here by combining it with

the MSD algorithm (creating a dead time corrected MSD algorithm), but the method can

be added to other filter algorithms as well. As discussed in section 3.2.3, the photon rate

influences the event recognition by individual photon pulses arriving too close to each other

to be distinguishable. Essentially, each photon pulse creates a dead time within which no

other photon pulse can be registered. The expected number of registered pulses qi over a time

interval of length ∆t is related to the true number of photon pulses q∗
i by the formula for the

paralyzable dead time model [72, 4-VII]:

qi = q∗
i ·e−

q∗i
∆t τ (5.6)

Here τ is the dead time of each photon pulse. This equation assumes a random distribution

of photon pulses which is uniform over the entire length of the interval. The single photon

dead time correction mechanism essentially applies the reverse of this equation to the the

count rate measured within an interval before forwarding the result to the subsequent filter

algorithm. The applied function f∆t ,τ gives the average number of initial photon pulses for a

measured number of pulses. Assuming a low true number of photon pulses (q∗
i ≪ ∆t

τ ), f can

be approximated as [72, 4-VII]:

ft ,τ(qi ) = q∗
i = qi

2

1+
√

1−4 τ
∆t qi

(5.7)

For the dead time corrected MSD algorithm, equation 2.1 becomes:

di =
i∑

j=i−m+1
f∆t ,τ(q j )−

i−m∑
j=i−2m+1

f∆t ,τ(q j ) ∀i ∈VMSD (5.8)

For implementation in an FPGA (where divisions, multiplications and square roots are expen-

sive to compute), the different values f∆t ,τ(q j ) can be computed in advance for all possible q j

values. The results can then be saved in a lookup table, read for quick access during execution

of the filter algorithm.
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6 Conclusion

The main goal of the thesis was to develop a system for neutron emission measurements of

spent fuel rods with a fine axial resolution. A novel fast detector was developed for these spent

fuel measurements. While the motivation for the detector development was its envisioned

application for the spent fuel measurements, it became clear during development that the

properties of the detector make it (or variants of it) a suitable candidate for other applications

as well. This opened a second line of investigation to characterize more general properties of

the detector, as preparation for its anticipated use in other fields.

Section 6.1 summarizes the main results of the detector development. This includes devel-

opments aimed at spent fuel measurements as well as other research. Section 6.2 focuses on

the main results derived from the development of the spent fuel measurement station in its

entirety. Finally, section 6.3 summarizes the current state of the development of an upgraded

measurement system to be used in the future.

6.1 Detector Development

The developed detector design uses a sensitive volume made of a mixture of optical epoxy

and ZnS:Ag, with WLSFs embedded in it (see section 2.2). This structure is a continued devel-

opment from previous detector designs that had the WLSFs embedded in machined plastic

sheets. The structure allows uniform light collection over large volumes of the ZnS:Ag-epoxy

mixture. The readout electronics uses a digital filter algorithm based on single scintillation

photon counting (see sections 2.3 and 2.1.3). This approach is versatile. It allowed the filter to

be implemented on an FPGA, where the filter algorithm can be changed without any electron-

ics redesign. It also facilitates the development of new and complex filters (see sections 2.4.1

and 5.3.2), since a digital filter can be perfectly simulated without detailed knowledge of the

electronics.

The ability to simulate the filter was used extensively during the detector characterization

(chapter 3). The moving sum after differentiation (MSD) algorithm was chosen as the basic
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filter and many different combinations of its parameters were simulated on measured raw

scintillation photon data. This greatly facilitated the search for well performing MSD parame-

ter choices. Test cases for different scenarios were developed and appropriate data sets were

gathered.

The most intensively investigated scenario, due to its relevance for the spent fuel measure-

ments, was the one of a measurement with a high gamma background (section 3.2). The

detector showed its capability of measuring neutrons from a 252Cf source with an intrinsic

efficiency of ∼1%, while ignoring gamma rays from a 120 MBq 60Co source directly adjacent

to the detector (estimated average gamma flux density of ∼5 ·106 cm−2s−1). Special care was

taken to measure the influence of the presence of gamma rays on the detector efficiency,

measuring it once with 60Co and 252Cf sources, and once with gammas and neutrons from

spent fuel. As a result of these measurements, a correction function was produced, allowing

consistent measurements in different gamma environments. The parameter for this correc-

tion function (the photon rate) can be measured directly by the detector itself, the gamma

environment therefore does not have to be known from other sources to be able to apply

the correction. Another scenario under investigation was the optimization of the neutron

detection efficiency in a low gamma environment (tested with a 2.1 MBq 137Cs source at 7.5 cm

distance). A combination of parameters for the MSD algorithm was found which lead to a high

intrinsic efficiency above 11% for neutrons from a 252Cf source (see section 3.3). The third

scenario was an optimization of the timing precision of registered neutron events. Analyzing

the time dependency of the light recorded in the time intervals around recorded events, the

timing precision was estimated to reach about 60 ns for the chosen MSD parameter values

(see section 3.4).

Properties of the detector design that are not associated with an optimization of the MSD

parameters were investigated as well. The decay shape of the scintillation light was measured

(see section 3.4.3). By reading out individual fibers, the crosstalk between individual WLSFs

in the sensitive volume was estimated (see section 3.5). Four fibers were placed in a line to

measure the dependency of the crosstalk on the distance. About 5% of the events detected in

one fiber were also detected in a directly adjacent fiber (center to center distance of 0.7 mm

between the fibers). The measured crosstalk for next-nearest neighbor (center to center

distance of 1.4 mm) and farther away fibers was negligible. The detector was subjected to

intense continuous gamma fields to measure and isolate radiation damage in the detector

materials (see section 3.2.4). Significant radiation damage was observed for the light guides,

which can probably be switched out for more radiation resistant versions. Radiation damage

in the sensitive volume was observed to cause a loss of ∼40% after 60Co irradiation with

an accumulated fluence of 1.8 ·1013 cm−2. If not addressed in future detectors, this would

mean that the sensitive volume would have to be exchanged for fresh ones frequently if the

detector is subjected to strong gamma fields. It would, however, not make measurements in

strong gamma fields impossible. Investigations to isolate the material in the sensitive volume

responsible for the degradation and research into alternatives (some promising possibilities

have already been suggested) are currently ongoing (see section 3.2.4).
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6.2 Spent Fuel Neutron Emission Measurements

A measurement station for spent fuel pins was set up in the PSI Hot Laboratory (see section 4.1).

Its performance was tested using fuel samples with a neutron emission known from previous

measurements carried out with a thermal detector, a moderator block and a 252Cf source. The

spent fuel samples had a length of 40 cm and were cut from MOX and UO2 spent fuel rods

irradiated at the Swiss nuclear power plant of Gösgen (KKG). The burn-up of the samples

covers a range of 40 GWd/t to 90 GWd/t and had a cooling time of ∼25 y at the time of

measurement (see section 4.2). The relative neutron emission of the samples were measured

with in two configurations and the results agreed well with each other. These results also

agree well with the relative neutron emission measured previously with the thermal neutron

detector. Most of the relative neutron emissions agree within a single standard deviation

and all of them agree within two standard deviations of each other (see section 4.4.2). For

the absolute neutron emission, the agreement is slightly worse and some trends are visible

in the measured data, indicating potential imperfections in the measurement setup or its

characterization. The agreement between the different measurements is still acceptable, being

within two standard deviations when comparing the measurements of this thesis to each other

and within 2.5 standard deviations when comparing them to the previously measured values

(see section 4.4.2).

The standard deviation of the individual absolute neutron emission values is about 5%. A

significant portion (∼4%) of this uncertainty comes from the 252Cf source that was used as an

absolute reference. The source is almost 35 years old and its activity cannot be determined

from its documentation alone. As such its neutron output was measured by comparing it

to a well known reference source. Unfortunately, repeated measurements did not produce

reproducible results and this dispersion was accounted for by an increased uncertainty (see

section 3.1). Future measurements could be significantly improved by using a fresher and

better characterized source.

The main goal of the spent fuel measurement station is to be able to gather axially resolved

information on the neutron emission of spent fuel pins. The 252Cf source was used to measure

a point spread function (i.e. how the neutrons from the sample are collimated). This point

spread function had a full width at half maximum of ∼2.5 cm, indicating that a similar axial

resolution can be expected (see section 4.3.1). This was tested using a spent fuel sample,

which was moved in small steps, measuring the neutron flux at the detector in each position.

From this data, the distribution of the neutron emission in the sample was reconstructed.

Based on the reconstructed edges of the sample, the achieved resolution was estimated to

be 2.5 cm. This is in accordance with the expectation from the point spread function and is

acceptably close to the targeted resolution of 2 cm. The capabilities of the system in terms of

axial resolution have therefore been successfully demonstrated (see section 4.4.3).
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6.3 Development of an Improved Measurement System

An improved version of the measurement system has been conceptualized (see section 5.2).

This new version should improve measurement times, resolution, and ease of use. Its develop-

ment continues in the context of the running NEWS collaboration between swissnuclear and

PSI.

A new positioning system should lead to a better controlled sample position relative to the

collimator and any detector used with the system. This is achieved by introducing supports

on both sides of the collimator and by a locking mechanism between the collimator and the

sample guiding system. The axial position of the sample is determined via a camera setup,

which is more robust than the laser based system currently in use. Preliminary tests suggest

that the accuracy of the new camera system is at least as good as the one of the laser based

system and could reach the limit of 0.1 mm imposed by the sledge moving the fuel rod.

The new system has improved collimation for neutrons by introducing hydrogen-rich modera-

tor regions inside the collimator and in the measurement penetration. This is expected to lead

to an improvement in the reconstructed neutron emission profiles. At the same time, the new

collimator is designed for larger detectors, which lead to a higher count rate and therefore

faster measurement times.

With respect to gamma emission measurements, the new collimator is expected to improve

the ease of use with the new positioning system and the use of inserts with fixed apertures. At

the same time its modularity also allows easier development of capabilities for new types of

gamma measurements such as gamma emission tomography.

Some design considerations for a new neutron detector have also been made. The new

detector should utilize the increased space offered by the new collimator design (see above).

It should also feature smaller channels to reduce its gamma sensitivity. The new detector will

need some shielding to reduce radiation damage. The exact amount of shielding will need to

be determined based on the gamma activity of the fuel which should be measured.

The smaller channels and increased size of the detector necessitates readout electronics with

significantly more channels than the current one. To design and build electronics for this, the

SPIDER project was started (see section 5.3.1). Its aim is to produce modular detector electron-

ics, which can be used for an arbitrary number of channels (with a single unit featuring 128

channels and the ability to combine multiple units), and which provides improved reliability

and user-friendliness.

The design of the collimator and positioning system is finished and their manufacturing is

currently being initiated. For the new detector a few more questions need to be investigated

before the designing phase can start properly. The SPIDER electronics are currently being

designed with prototypes of some of its parts already being tested.
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A Drawings

A.1 Spacers

The following pages include drawings of the spacers which are used for the detector con-

struction described in section 2.2.1. The first one is a mechanical drawing of a single spacer

while the second one is the arrangement of several spacers in a single PCB board to improve

production costs.
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Appendix A. Drawings

A.2 Hot-Lab Prototype 1

This section includes drawings of the Hot-Lab Prototype 1 detector head. On the first one,

the head is shown without the slide which is used to insert it into the collimator (for better

visibility). The second to fifth drawings are the different components of the slide: The piece

which holds the light guides in place, and the outer and inner pieces of the slide which hold

the detector tip in place when inserted into the collimator and which have the light guides

running through them. The last three drawings are for parts which are used in the construction

of the detector head: the 3D printed piece which holds the spacers in place and is milled away

after the casting process, and the fiber bundler (aluminum) and WLSFs polishing (acrylic)

parts which bundle the WLSFs in according to their channels.
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Appendix A. Drawings

A.3 Single Channel Detectors

This section presents the drawings of the single channel detectors (see section 2.2.3) used

for the radiation damage measurements presented in section 3.2.4. The first page is of the

3D printed piece which holds the spacers. The second and third page are the two pieces

(aluminum and plastic) which together hold the WLSF at the back of the probe in place. They

also provide a surface for polishing and the connection interface for the light guides.
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Appendix A. Drawings

A.4 Crosstalk Prototypes

This section presents the drawings of the crosstalk detector (see section 2.2.4). The first page is

the 3D printed piece that holds the spacers. The second page is the drawing of the aluminum

part of the piece that holds the WLSF and provides the interface to connect the light guides.

It is combined with the same plastic piece as is used for the single channel detectors (see

section A.3).
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B Electronics Schematics

B.1 SiPM_PS+PreAmp_1 Board

This section contains design information on the SiPM_PS+PreAmp_1 board. The following

pages show its schematic and the PCB layout (only the front copper layer is shown for the PCB

layout).
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Appendix B. Electronics Schematics

The values of R1fix1, R1fix2, Rseq, and Rpar have to be adapted to the mounted SiPM.

The following graphs shown in figures B.2 and B.1 have been generated as guidelines for

ASD-NUV3S-P [30] SiPMs made by AdvanSiD. R1fix2 is not used (infinite resistance) in this

example. The resulting deviation from the targeted overvoltage is illustrated in figure B.3
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Figure B.1: Suggested resistances for Rseq (a) and Rpar (b).
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B.2 SiPM_amplifier_discriminator_LVDS_5_1 Board
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Figure B.2: Suggested resistances for R1fix1, to be used together with a 100 kΩ potentiometer.

Figure B.3: Calculated deviation from the targeted overvoltage when using the suggested
resistors for an example overvoltage of 4.5 V.

B.2 SiPM_amplifier_discriminator_LVDS_5_1 Board

This section contains design information on the SiPM_amplifier_discriminator_LVDS_5_1

board. The following pages show its schematic and the PCB layout (only the front copper layer

is shown for the PCB layout). Due to issues with the initial design (noise, feedback loops, and

timing issues), several components were changed on the finished boards. These changes are:
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Appendix B. Electronics Schematics

• Changed R8 for a capacitor with 2 pF

• Removed C8

• Exchanged R49 for 6.8 pF capacitor

• Exchanged U10 for LTC6754 (modified IC leads to fit the pads on the PCB)

• 15 pF capacitor inserted between R25 and R23 (connecting the two signal lines)

For the use together with the SiPM_PS+PreAmp_1 board, C11 is desoldered and J1 is used as

an input for th signal from the SiPM_PS+PreAmp_1 board. This disables the amplifier section

before C11 and also makes it unnecessary to provide the SiPM bias voltage and the +9 V supply

to the board.
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C Hot-Lab Campaign Measurement Lists

Measurement ID Location Start Date Time Samples Readout

M3 FNL 2020-08-13 ∼1 h 60Co Logic

M4 FNL 2020-08-14 ∼1 h 252Cf Logic

M5 FNL 2020-08-14 ∼3 h 252Cf, 60Co Logic

M7 FNL 2020-09-02 ∼5 d 252Cf, 60Co FPGA

H2-1 AHL 2020-09-16 ∼2 d Fuel (All) Logic

H2-2 AHL 2020-09-22 ∼2 d 252Cf FPGA

H2-3 AHL 2020-09-24 ∼5 d Fuel (All) FPGA

H3 AHL 2020-09-25 ∼3 d 252Cf FPGA

H4-1 AHL 2020-09-28 ∼7 d M4, U3, U6 FPGA

H4-2 AHL 2020-10-02 ∼5 d 252Cf FPGA

H5 AHL 2020-10-09 ∼7 d M4 FPGA

H6 AHL 2020-10-16 ∼9 d U1 FPGA

H2-4 AHL 2020-10-27 ∼6 h M4 FPGA

Table C.1: An overview of the most important measurements in the context of the spent fuel
measurement campaign campaign. Measurements whose ID starts with a “M” were carried
out at the FNL and measurements staring with a “H” were carried out at the AHL.

Sections Samples Setup Measurement IDs

3.2.3 M4 Far (Modified) H4-1

4.3.1 252Cf Near and Far H3, H4-2

4.4.2 Fuel (All) Near and Far H2-3, H4-1, H5

4.4.3 M4 Far (Moving Sample) H5

4.5 M4 Near H2-3, H2-4

Table C.2: Overview over the use of the data from individual measurements for the different
sections. The measurement IDs correspond to the ones used in table C.1.
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D SPIDER

This chapter contains details about the SPIDER project (see section 5.3.1). The project is

currently ongoing, there is not yet a usable prototype of the electronics. Additionally, most

of the implementation details are not yet fully defined. This chapter therefore contains only

an overview, going as far into details as the current state of development allows. While the

main goal of the SPIDER project is to develop electronics for the NEWS project, the design is

intended to be modular and should also be useful for other applications which involve digital

filter algorithms based on fast photon counting.

D.1 Structure of the SPIDER System

The basic unit of the SPIDER system is a set of 5 crates. Together, these 5 crates contain

the electronics to capture and analyze the light of 128 detector channels. Four of the crates

are identical units, each containing the SiPMs and amplifiers for 32 channels (for details

see section D.2). The fifth one is a crate adapted from the electronics used in the MEG II

experiment at PSI [73]. It contains the electronics to discretize the signals coming from all

front end boards and to perform the filter algorithm (for details see section D.3). The system is

designed to be scalable, allowing multiple of this set of five crates to be used at the same time

to support applications where more than 128 channels are needed.

D.2 Front End Crate

Each of the 32 channels in a front end crate can be conceptually separated into 3 elements. The

first one is an SiPM, which creates signal pulses for every photon it detects. The second one is

the shaping amplification stage. It works similarly to the shaping and amplification stages on

the SiPM_PS+PreAmp_1 board 2.3.1, amplifying the signal and shortening each pulse coming

from the SiPM. The last part is an AC-DC splitter. In order to simplify the connections of the

board, the same connection is used to supply the high voltage necessary for the SiPM to the

board and to read the signal pulses generated by the board. The AC-DC splitter couples the
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Appendix D. SPIDER

AC-DC 

Splitter

Shaping 

Ampli cation

SiPMHV Power

Signal

Figure D.1: Illustration of the front end electronics. The SiPM generates a signal (blue arrows)
for every photon it detects. The signal is then amplified and shortened. The output for the
signal is used at the same time to feed the high voltage for the SiPM. An AC-DC splitter ensures
that the amplifier output is not driven by the high voltage and that the SiPM supply is not
affected by changes induced by the signal.

amplifier output to the board output via a capacitor to ensure that the high voltage (a pure

DC component) is not applied to the amplifier output. At the same time it also couples the

SiPM to the board input via an inductor to isolate the SiPM input from the signal (an AC signal

with main components of more than 100 MHz). This is illustrated in figure D.1. In the end, the

output of the board is a series of short analog pulses (∼2 ns) for every photon detected by the

SiPM.

Apart from the electronics for the individual channels, the crate also contains the power supply

for the amplifiers, and 4 temperature sensors to read the temperature of the SiPMs to support

temperature compensation (keeping the overvoltage constant, see section 2.3.1 for details).

The temperature sensors are distributed evenly between the SiPMs such that each sensor can

be thought of to be responsible to read the temperature for 8 SiPMs. Figure D.2 shows 3D

renderings of how the finished electronics could look.

D.3 MEG Crate

The adapted MEG crate should take the analog signals from four front end crates as input

and recognize neutron events on all of the channels using the MSD algorithm as a filter (see

section 2.1.3 for details on the MSD algorithm).

The original system developed for the MEG II experiment [73] is illustrated in figure D.3.

It consists of a crate frame with 18 slots in which cards can be inserted. The crate frame

contains an active cooling system for the inserted cards, a power supply unit, and other basic

electronics to control the crate. For the MEG II experiment, the slots are filled with 16 so-called

WaveDREAM boards, a trigger concentrator board (TCB), and a data concentrator board (DCB).

The requirements for the SPIDER project are slightly different from the ones of the MEG II

experiment. For this reason, the WaveDREAM boards are replaced with custom discrimination

boards, which are being developed as part of the SPIDER project.
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D.3 MEG Crate

(a)

4 x 8 Outputs for 

Ampli ed Signals

32 SiPMs in Two Rows

Ampli ers for One Channel

(b)

32 Connectors for Light Guides

Power Supply 

for Amplifiers

Figure D.2: (a): 3D rendering of the current design of the front end part of the SPIDER
electronics. The shaping amplification lines for all channels are arranged in 2 rows of 16
channels each to better utilize the space. The SiPMs are mounted towards the front on a
separate part of the PCB, connected via a bent PCB section. The output is arranged in groups
of eight, each group with a separate connector combining all its channels for easier cable
management. (b): 3D rendering of the front end electronics in its crate enclosure (without the
lid). The connectors for the light guides are on the front of the crate with one SiPM behind
each of them. The crate power supply is only needed for the amplifiers as the SiPMs are
powered via the signal cable. When closed, the crate is completely sealed, all cooling is done
via heat conduction through the enclosure, especially through the side panels which have
groves designed to enhance heat exchange.
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Figure D.3: Illustration of the MEG crate with the cards used for the MEG experiment inserted.
The gray panel on the right side is to control the crate frame. Adapted from [73]

The discrimination boards are to some extend equivalent to the discrimination and pulse gen-

eration board of the electronics currently employed for the NEWS detectors (see section 2.3.1).

Their main task is to generate digital pulses from the pulses on the analog inputs, which are

connected directly to the analog outputs of the front end crates. Each of the 16 discrimina-

tion boards is responsible for 8 channels, resulting in one discrimination board for every 8

channel connector at the back of the front end crates. Each channel on a discrimination

board uses a high speed discriminator with a threshold that is low enough to detect single

photon pulses coming from the front end board. The pulse generation stage present on the

board currently in use is omitted. Instead, the analog input pulse is tweaked to result in a

long enough digital pulse for the subsequent electronics. An additional task of the board is to

supply the high voltage for the SiPM to the same pin it receives its input pulses from. This way

the discriminator board can directly be connected to the front end electronics without the

need of additional connections to supply the high voltage. Similar to the front end electronics,

a AC-DC splitter is used to ensure a clean separation of signal and power components. The

high voltage generation itself is controlled by a microcontroller, allowing for easy compensa-

tion of factors like the SiPM breakdown voltage and temperature (the microcontrollers are

connected to the temperature sensors installed in the front end electronics). At the same time,

the microcontroller also records all the information, allowing easy analysis and even some

fault detection like broken SiPMs that draw too little or too much current.

The TCB of the MEG II experiment is reused and it is where the digital pulses from the

discrimination board are sent to. Its FPGA can be programmed to execute the MSD algorithm

(or also more advanced triggering algorithms, should better performing ones be found in the
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D.3 MEG Crate

future) in real time, or to save timestamps of the arriving photons for post-processing similar

to the logic analyzer solution currently in use (see section 2.3.2). The DCB from the MEG II

experiment is re-used as well. It collects all the information from the different microcontrollers

on the discriminator boards as well as the data generated by the TCB. The data can then be

read from the DCB by connecting it to a computer. The DCB also serves as the communication

interface where user input such as the breakdown voltage of the SiPMs, the values of the

MSD parameters, and the signal to start a measurement is collected and distributed to the

appropriate cards in the crate.
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7 Languages
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English: Fluent
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8 Programming/Hardware Description/Typesetting
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C++: Good
C: Basic Knowledge
Brainfuck: Good
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Python: Basic Knowledge
MCNP: Basic Knowledge
VHDL: Basic Knowledge
System Verilog: Good
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