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Abstract— Although many energy efficient/conserving routing
protocols have been proposed for wireless sensor networks, the
concentration of data traffic towards a small number of base
stations remains a major threat to the network lifetime. The main
reason is that the sensor nodes located near a base station have
to relay data for a large part of the network and thus deplete
their batteries very quickly. The solution we propose in this paper
suggests that the base station be mobile; in this way, the nodes
located close to it change over time. Data collection protocols
can then be optimized by taking both base station mobility and
multi-hop routing into account. We first study the former, and
conclude that the best mobility strategy consists in following
the periphery of the network (we assume that the sensors are
deployed within a circle). We then consider jointly mobility and
routing algorithms in this case, and show that a better routing
strategy uses a combination of round routes and short paths. We
provide a detailed analytical model for each of our statements,
and corroborate it with simulation results. We show that the
obtained improvement in terms of network lifetime is in the
order of 500%.

Index Terms— Sensor networks, Network lifetime, Mobile Base
Stations, System design, Mathematical optimization, Simulations.

I. INTRODUCTION

Many communication protocols for energy conservation in
wireless sensor networks have been proposed recently. These
include, among others, energy conserving routing (e.g., [1],
[2], [3], [4]), topology control (e.g., [5], [6], [7], [8]) and
clustering (e.g., [9], [10], [11], [12]). Although all these proto-
cols achieve their optimization goals under certain conditions,
they always focus on the sensor nodes.1 We will show that
further improvements on the lifetime of sensor networks can
be achieved if we shift our focus to the behavior of base
stations.

We observe that, as data traffic must be concentrated to-
wards a small number (typically one) of base stations, the
sensor nodes around a base station have to forward data for
other nodes whose number can be very large; this problem
always exists, regardless of what energy conserving protocol
is used for data transmission. In other words, applying energy

†The work presented in this paper was supported (in part) by
the National Competence Center in Research on Mobile Information
and Communication Systems (NCCR-MICS), a center supported by the
Swiss National Science Foundation under grant number 5005-67322.
(http://www.terminodes.org)

1In this paper, the words sensor, sensor node and node are used inter-
changeably.

conserving protocols does not directly lead to load balancing
in the whole network. Using a simple analytical model, we
will show how unevenly the load is distributed within a
network. As a result, those bottleneck nodes around base
stations deplete their batteries much faster than other nodes
and, therefore, their lifetime upper bounds the lifetime of the
whole network.

Intuitively speaking, the load of sensor nodes can be more
balanced if a base station changes its position from time to
time. Although a base station is usually assumed to be static,
it can become mobile thanks to the advance made in the
field of robotics [13], [14]. In this paper, taking a mobile
base station into account, we investigate the problem of load-
balanced data collection in wireless sensor networks. The idea
is to make use of existing multi-hop routing protocols and to
achieve further improvements in terms of network lifetime by
exploiting the base station mobility. Since multi-hop routing is
used, our solution does not significantly affect latency and is
thus different from the mobile relay approach [15], [16]. Using
our analytical model, we first show that the load distribution
becomes much more even, with only an arbitrary mobility
trajectory of the base station. These analytical results suggest
that, in addition to routing, mobility (of base stations) does
help to optimize the network lifetime. Considering jointly the
mobility and routing strategies, we propose data collection
protocols that further balance the load. Finally, we perform
simulations to validate the analytical model and to quantify
the lifetime elongation compared with sensor networks with a
static base station.

The rest of this paper is organized as follows: Section II
states the problem and the network model. Section III analyzes
sensor networks with a static base station and with a base
station moving arbitrarily. Section IV refines the problem def-
inition, presents our joint mobility and routing strategy for data
collection, and discusses implementation issues. Simulation
results are provided in Section V. Section VI surveys related
work. Finally, Section VII concludes the paper.

II. NETWORK MODEL AND PROBLEM STATEMENT

We assume a relatively dense and strongly connected net-
work that harvests data from the area covered by the network.
The network consists of a set N of static sensor nodes and one
base station that collects data from all nodes. We focus only on
the communications between the nodes and the base station,
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whereas the communications between the base station and
devices outside the network are out of the scope of this paper.
We also assume that nodes are distributed as a Poisson process
with density ρ within a circle COR of center O and radius R.
Each node sends data to the base station with a constant rate λ.
The overall energy for a node to receive and transmit a unit of
data is ε. The transmission and sensing ranges of all nodes are
identical and fixed at r (r � R). For simplicity, we assume an
ideal load-balanced short path routing protocol (we refer to [4]
for a profile of such protocols), and we do not consider data
aggregation (e.g., [17], [18]) when data are collected2. Fig. 1
illustrates this model. The model can be extended to cases
where multiple base stations exist by dividing the network
into several sections with one base station assigned to each.

R

�

�

O

Base station

Sensor node

Fig. 1. Network model.

Let us first define the relevant concepts before specifying
our problem. We define the network lifetime as the time span
from the sensor deployment to the first loss of coverage [20]
(i.e., the time when some area initially covered by the network
is not sensed by any active node any more). The load of node
n, loadn, is the power that n consumes to transmit and receive
data. It is obvious that the higher loadn is, the shorter the
lifetime of n is. The average load of n, loadn, is an average
over both a time period and a subset of nodes that are within
the sensing range of n. The time average is necessary if the
base station mobility (mobility hereafter) is introduced, since
loadn becomes time-variant. And the geographical average
makes sense due to our definition of network lifetime; whereas
the quick loss of individual nodes bearing a high load may
not lead to the loss of coverage, a subset of nodes with a
high average load do leave a coverage “hole” in the network
after depleting their batteries all together. We also provide our
definition of energy efficiency in order to clarify its relationship
with the network lifetime: A protocol is energy efficient if it
minimizes the accumulative energy consumption for fulfilling
its task (e.g., minimum-energy broadcast [21]). It has long

2On one hand, it can be easily seen that applying these strategies can
only improve the performance of our protocols. On the other hand, assuming
redundancy in order to use data aggregation becomes impractical if the sensed
areas are much smaller than the overall areas under monitoring (for instance,
collecting soil moisture over large agricultural areas [19]).

been recognized that an energy efficient protocol does not
necessarily maximize the network lifetime [1].

Although the network lifetime definition based on the
concept of loss of coverage is more comprehensive than
other definitions [22], the lifetime defined as such is hard to
quantify; existing proposals have investigated only its upper
bound [20], [23], [24]. Therefore, we convert the problem of
maximizing network lifetime to a problem of load balancing,
and formulate it as a min-max problem in terms of the average
load of a certain node n:

Minimize loadN ≡ max
∀n∈N

loadn(strategies) (1)

Constraints : specific to given strategies.

The intuition behind this formulation is that the network
lifetime is roughly in inverse proportion to loadN , or the
network load. Existing solutions, when specifying the problem
decision variables (or strategies) and constraints, only take
routing strategies into account. In this paper, we intend to show
that, by considering jointly mobility and routing strategies, one
can yield a better solution to the problem. But before doing
this, we first demonstrate in the next section that mobility is
indeed a strategy that deserves to be considered. Note that, in
our proposal, the base station does not rely only on mobility
to retrieve data from sensors (in opposition to the proposals
in [15], [16]); the data collection procedure continues through
multi-hop routing wherever the base station stays.

III. TO MOVE OR NOT TO MOVE

In this section, we compare two cases. In one case, we locate
the base station in a place where the most energy efficient data
collection is achieved. In the other case, we require the base
station to move in an arbitrary way. We analytically quantify
the benefit in terms of network lifetime due to mobility, and
thus show that mobility deserves to be a strategy for solving
the problem specified by (1).

A. Networks with a Static Base Station

We first place the base station at its optimum location in
terms of energy efficiency, then we show that the network
lifetime is quite limited with this optimum base station posi-
tion.

Claim 1: The center of the circle COR is the optimum
position for a base station in terms of energy efficient data
collection.

Proof: Let the base station be at B (xB , yB) and consider
an infinitesimal area S that measures dx× dy and is centered
on (x, y), as shown in Fig. 2. Given the Euclidean distance
d =

√
(x− xB)2 + (y − yB)2 from the center of S to B, the

routing path length (in hops) l from S to B is approximately
linear in d (i.e., l ≈ kd) due to the assumption of a short path
routing protocol. As a result, the energy consumed to transmit
data from S to B is kdε × λtρ × dxdy, where λtρ × dxdy
is the amount of data produced within time t and kdε is the
energy spent to transmit a unit of data from S to B. The total
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Fig. 2. Proof of optimum base station position.

energy consumption is E =
∫
y

∫
x
kdελtρ dxdy. It is easy to

see that minimizing E is equivalent to minimizing

∫ +R

−R

∫ +
√
R2−y2

−
√
R2−y2

[(x− xB)2 + (y − yB)2]dxdy

=
1
2
πR2(2x2

B + 2y2
B +R2)

which achieves the minimum value if xB = yB = 0, i.e., the
based station is placed at the center O.

We will show that, even with this optimum position, the
load is poorly distributed among the nodes. Given a node n
that is at distance d from the base station B (also the center
O), as shown Fig. 3, the geographical average load taken by
this node is in proportion to (S1 + S2)/S2. Here we adopt
and extend the model proposed in [25]. In Appendix I, we
give detailed explanations about how this model is built. The
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Fig. 3. Calculation of load distribution with a centered static base station. S1

and S2 in (a) are two disjoint parts of a sector whose two sides are tangent
to a circle of center n and radius r.

intuition is that all the traffic flows from both areas S1 and S2

have to go through nodes in area S2, which forms a “pressure”
on those nodes. The (geographical) average power that a node
in S2 spends to forward the data traffic can be calculated as

the intensity of the pressure:

loadn =
(S1 + S2)ρλε

S2ρ{
≈

β
2 (R2−d2)λε

π
2 r

2 + λε d ≥ r

= R2λε
r2 d < r

(2)

where β = 2arcsin(r/d). As shown in Fig. 4, the average load
of a sensor node increases dramatically with the decreasing
distance between the node and the base station. This means
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Fig. 4. Load distribution with a centered static base station. We assume
R = 10, r = 1, ρ = 8/π, λ = 1, and ε = 1.

that the nodes around the base station use up their energy
much faster than other nodes, because they have to forward
a great amount of traffic flows even though their number is
limited. Therefore, the network lifetime is upper bounded by
the lifetime of these nodes. Also, when these nodes run out
of batteries, the base station has no way to collect data any
more (even though a large part of the network is still “alive”),
because the network is partitioned. Finally, the loadN does not
vary with different base station position, according to (2) with
d < r. However, the centered position is optimum in terms of
energy efficiency, as shown by Claim 1.

B. Networks with a Moving Base Station

Intuitively speaking, a moving base station can distribute
over time the role of “hot spots” (i.e., the nodes around the
base station), such that the load can be evened out. In this
section, we prove that this intuition is indeed correct. Since
the data collection procedure continues wherever the base
station stays, (i) any departure of the base station from the
center increases the worst-case latency (whose maximum value
doubles compared with that in the case of centered static base
station) and (ii) the moving speed is not essential to a mobility
strategy.

We assume that the base station moves in such a way that it
appears everywhere with the same frequency in the long run.
We could continue using the model in Section III-A, but it
would result in an extremely complex integral, which can only
be computed through numerical methods and does not provide
enough insight into the system performance. Therefore, we
simplify the model in order to obtain a closed form expression.



Let us consider the power consumption of an arbitrary node n
that is at distance d from the center, with respect to a random
base station position B. As shown in Fig. 5, we consider that
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Fig. 5. Calculation of load distribution with a mobile base station.

node n is charged with the (geographical average) forwarding
load from a small sector S3, when the base station stays at
B on segment nC; A and C are intersections of line nB and
circle COR, and S3 is centered around line nA with an angle
of θ. This model is not physically as explainable as the model
in Section III-A. However, in Appendix II, we show that they
are equivalent (in a sense that (S1 + S2)/S2 = S3ρ) and θ is
a decreasing function of |nB|. For simplification, we apply an
average value θ̄ = 0.2 that is estimated in Appendix II for any
positions of B and n within COR. In order to facilitate further
calculation, we also consider that B is located in another sector
S4 centered around line nC, with an angle of ∆γ. When
∆γ → 0, it goes back to the situation where B is on segment
nC. Since B visits everywhere within COR, we divide diskOR
(the area within COR) into disjoint sectors {Sγ4 } such that⋃
γ S

γ
4 = diskOR. Now we calculate the average load of node

n by further taking a time average:

loadn =
2π∑
γ=0

loadn|{B in S
γ
4 } × Fr{B in Sγ

4 }

=
2π∑
γ=0

Sγ3 ρλε×
Sγ4
πR2

≈
2π∑
γ=0

1
2
|nA|2θ̄ρλε×

1
2 |nC|2∆γ
πR2

=
2π∑
γ=0

(R2 − d2)2θ̄ρλε∆γ
4πR2

(3)

where γ takes only a discrete value of k∆γ, k ∈ Z
+. The

calculation of the occupying frequency Fr{B in Sγ
4 } is based

on the assumption that the base station visits everywhere with
the same frequency. The reason |nA|2 × |nC|2 = (R2 − d2)2

is that triangles ∆nAE and ∆nFC are similar. Let ∆γ → 0,

the sum over [0, 2π] in (3) becomes an integral over [0, 2π]:

loadn =
∫ 2π

0

(R2 − d2)2θ̄ρλε
4πR2

dγ

=
1
2

(
R2 − d2

R

)2

θ̄ρλε (4)

The average load is plotted in Fig. 6. A comparison between

2 4 6 8 10
d (Distance from the center)

5

10

15

20

25

30

load (Average load)

0

-10
-5

0
5x

-10
-5

0
5

10y

0

10

20

30

lo
a

d
(A

v
e
r
a

g
e

lo
a

d
)

10

Fig. 6. Load distribution with a mobile base station. We assume R = 10,
r = 1, θ̄ = 0.2, ρ = 8/π, λ = 1 and ε = 1.

Fig. 6 and Fig. 4 shows that the maximum average load is
much lower in the case of a mobile base station, indicating
an extended network lifetime (more than 3 times). We also
provide simulation results for these two cases in Section V-A,
which corroborate our analysis. In addition, the closed form
expression (4) actually suggests that, given certain values for
λ and ε, there are two possibilities for further improvements:

• Reducing θ for the hot spot (the center),
• Reducing the network size characterized by R.

Note that reducing node density ρ does not help, because,
according to Appendix II, θ increases when decreasing ρ.

IV. JOINT MOBILITY AND ROUTING STRATEGY

In the previous section, we have shown that mobility helps
to balance the load and prolong the network lifetime. This sug-
gests that mobility is indeed a promising strategy to optimize
the network lifetime. Now, we refine our problem definition
of maximizing network lifetime as:

Minimize loadN ≡ max
∀n∈N

loadn(M,R) (5)

Constraints : M constraints; R constraints

where M and R refer to mobility strategies and routing strate-
gies, respectively. A traditional way of solving the problem
with only routing taken into account is linear programming
[1], in which the routing constraints are actually flow con-
servation. However, since we add the mobility strategy, the
size of the strategy space increases dramatically. Therefore,
we only rely on the following heuristics to achieve a “better”
(but not necessarily the “best”) solution to the problem:
we first fix the routing strategy to short path routing and
search for the optimum mobility strategy, then based on the
optimum mobility strategy, we search for a routing strategy
that performs better than short path routing. The constraints
are discussed separately for each strategy. We also explain the
implementation issues at the end of this section.



A. Optimum Mobility Strategy

We first fix the routing strategy and search for the optimum
mobility strategy under the constraint that the base station
should not move out of the network region (otherwise it cannot
collect data any more). At first glance, the strategy space of
mobility is enormous because the number of trajectories that
can be chosen is infinite. Fortunately, by defining periodic
mobility as recurrent movements with a constant period, we
can first reduce the size of the strategy space by removing all
aperiodic mobility strategies (i.e., mobility strategies that are
not periodic within the network lifetime). In fact, this category
of mobility strategies can always be considered as a periodic
mobility whose period is the same as the network lifetime.
In addition, the following claim further limits our searching
to periodic mobility strategies whose trajectories have rotation
symmetry of all degrees around the network center (symmetric
strategies hereafter for brevity and non-symmetric strategies
otherwise):

Claim 2: For each non-symmetric strategy that achieves a
network load loadN , there exists one corresponding symmetric
strategy that achieves a network load no larger than loadN .

Proof: Let T0 in Fig. 7(a) be the trajectory of an arbitrary
non-symmetric mobility strategy, and let loadN be the network
load achieved with T0. In order to obtain the symmetric strat-
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Fig. 7. Transformation from a non-symmetric mobility strategy to a
symmetric one.

egy corresponding to T0, we modify the trajectory in such a
way that, after completing one period, the base station changes
to another trajectory that rotates the previous one about the
center with a ∆γ angle. For example, upon completing T0, the
base station moves from point A to point B and then starts to
move along T∆γ , as shown in Fig. 7(b). When ∆γ → 0, the
mobility strategy becomes an identical frequency movement3

in the annulus S (i.e., the base station appears everywhere in S
with the same frequency), which is a symmetric strategy. Note
that the mobility strategy we considered in Section III-B is a
special case of this category of strategies. Now, let us consider

3This movement does not necessarily follow the trajectory we suggest here
or a random walk (they both have an infinite period); it can always be achieved
by a regular moving trajectory (e.g., a space-filling curve [26]) with a short
period.

the average load of an arbitrary node n in the network. Let
loadnk∆γ

be the average load of n when only the strategy
Tk∆γ is considered, we have loadn = M−1

∑k=M
k=0 loadnk∆γ

,
where M = 2π/∆γ. Let ∆γ → 0, we have loadn =
(2π)−1

∫ 2π

0
loadnγ

dγ ≤ (2π)−1
∫ 2π

0
loadNdγ = loadN ,

since loadN remains constant with rotation because of the
embedded symmetry. Therefore, the network load achieved
by the symmetric strategy (max∀n∈N loadn) is no larger than
loadN .
This claim actually limits our search to two categories of
mobility trajectories: movements on concentric circles and
identical frequency movements in annuli, because they are the
only symmetric strategies we can have within the network
region. Finally, the following claim gives us the best mobility
strategy we can have, under the condition of short path routing:

Claim 3: The optimum symmetric strategy is the one whose
trajectory is circle COR (i.e., the periphery of the network).

A formal proof is hard to achieve in this case, so we
instead confirm the claim by analytically comparing mobility
trajectories on concentric circles of radius Rm. With a circle
trajectory, we cannot obtain a closed form expression, even
with the simplified model of Section III-B. As shown in Fig. 8,
we turn back to use the model applied in Section III-A. Similar
to (2), we can calculate the average load as follows:

loadn =
∫
γ

(S1 + S2)ρλε
S2ρ

× Fr{B on arc l2dγ} (6)

where S1 ≈ β
2 ((l1 + l2)2 − l22) and S2 ≈ πr2/2. While l1 =√

R2 − d2 sin2(γ)+d cos(γ), the calculation of l2 depends on
d = |nO|. There are four cases that should be distinguished:

i) 0 ≤ d < Rm − r in Fig. 8(a),
ii) Rm − r ≤ d < Rm in Fig. 8(b),

iii) Rm ≤ d < Rm + r in Fig. 8(c),
iv) Rm + r ≤ d < R in Fig. 8(d).

In the case of (i), l2 =
√
R2
m − d2 sin2(γ)−d cos(γ). Possible

situations where |nB| < r have to be taken into account when
Rm− r ≤ d < Rm. The frequency of such events is η/π, and
the average load in that case can be calculated by (2) with
d < r; otherwise the integral is over [γ0, 2π − γ0]. The cases
of (iii) and (iv) are different because γ only varies within
[γ1, 2π − γ1] and the integration has two parts: a clockwise
one and a counter-clockwise one, as shown in Fig. 8(d). The
calculation of the counter-clockwise integration is the same

as (i). For the clockwise part, l2 = −
√
R2
m − d2 sin2(γ) −

d cos(γ) and, in the case of (iii), possible situations where
|nB| < r are treated in the same way as for (ii).

Assuming R = 10, r = 1, ρ = 8/π, λ = 1, and ε = 1,
we compute loadn with a numerical method. The results for
Rm = 3, 5, 7, 10 are plotted in Fig. 9, and the result in
Fig. 6 is also re-plotted (denoted by Rm ∈ [0, 10]). It is
easy to see that (i) the trajectory with Rm = R is the best
among all circle trajectories and (ii) the maximum average
load is always achieved at the network center. According
to these observations and considering the fact that moving
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Fig. 8. Calculation of load distribution with the mobility strategy on a
concentric circle.

in an annulus is a weighted average over movements on a
set of concentric circles (e.g., the movement with Rm ∈
[0, 10] is roughly equivalent to a trajectory of Rm = 6), we
know that circle COR is the optimum mobility strategy under
the condition of short path routing. These results prove the
correctness of Claim 3. They also match the intuition we get
from (4); the trajectory with Rm = R maximizes the distance
from the base station to the network center (which is always
the hot spot), and thus minimizes the angle θ for the center,
which in turn minimizes loadN . We validate this analysis by
simulations in Section V-B.

B. “Better” Routing Strategy

According to (4) in Section III-B, there are two ways to
reduce the network load. In the previous section, we have
already applied one of them (i.e., reducing θ) to achieve the
optimum mobility strategy. So the only way to further reduce
the network load is to decrease R. This implies a sacrifice
of the network size, if only mobility strategy is considered.
Fortunately, we still have another dimension of design strategy,
i.e., routing. By investigating the load distribution of networks
with a mobile base station (e.g., Fig. 9), we find that the
nodes that are near to the border of the network always take a
lighter load than the nodes near the center. A “better” routing
strategy should exploit the energy capacity of these nodes to
compensate the energy consumption of the hot spots. Our
heuristic on joint routing and mobility strategy is shown in
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a concentric circle of radius Rm < R and an area between
that circle and the periphery of the network (the grey annulus).
The base station only moves on the circle of radius Rm. The
routing constraints4 are such that the nodes within the inner
circle still take the short routing path when transmitting data,
whereas nodes in the annulus perform a two-step routing: the
path first circles around the center O until it reaches OB
(round routing hereafter), then it follows a short path to the
base station. The direction of the round routing depends on the
location of a node: clockwise on one side of the diameter OB
and counterclockwise on the other side. The rationale behind
this heuristic is that this joint strategy tends to achieve a better
performance (i.e., a lower network load) by reducing the radius
of the network section that applies short path routing (but not
of the whole network) from R to Rm.

4Detailed constraints such as flow conservation could be applied for further
optimization, but we use only this “high level” specification, because the paper
aims at demonstrating the benefit of mobility.



The same analysis in Section IV-A can apply for nodes
located within the trajectory circle. Since the radius of this
part has been reduced from R to Rm, the maximum load of
this part is approximately (Rm/R)2 of the loadN achieved by
the optimum mobility strategy (i.e., Rm = R), according to
(4). For nodes outside the trajectory circle, a different analysis
should be made because those nodes do not apply short path
routing. If we could characterize the load distribution for this
part of the network, we would choose Rm in order to balance
the load between these two network sections.

It is easy to model the load distribution if we omit the load
incurred by the second routing step. The S1 and S2 for a
node n in this case are shown in Fig. 10. They have the same
(radial) width w that is centered on n. The length of S1 is
d|ψ + π − γ|, and the length of S2 is always r. Note that we
are using rectangles to approximate the areas of S1 and S2,
because w can be arbitrarily small. We can then estimate the
average load of n with respect to the round routing as follows:

loadn =
∫ 2π

γ=0

(S1 + S2)λε
S2

× Fr{B on arc Rmdγ}

≈
∫ 2π

0

(
wd|ψ + π − γ|λε

rw
+ λε) × Rmdγ

2πRm

=

(
dλε

πr

∫ π+ψ

ψ

(ψ + π − γ)dγ

)
+ λε

=
(πd+ 2r)λε

2r
(7)

However, this model works only for d − Rm > r. As we
will see in Section V-C, the load distribution in the annulus
[Rm − r,Rm + r] is hard to characterize, simply because, in
reality, there is no clear demarcation between the two areas
that apply different routing strategies. As a result, we have to
rely on simulations to determine the radius Rm of a trajectory
circle that performs better than the optimum mobility strategy.
Nevertheless, the analytical model still provides instructive
information. We can compute by (7) that the load taken by
nodes near the network periphery is about 17, given the
assumption that R = 10, r = 1, ρ = 8/π, λ = 1, and ε = 1.
We also know that the maximum load of the inner network
section is approximately (Rm/R)2 of the loadN achieved by
the optimum mobility strategy (which is about 23 from Fig. 9).
Therefore, Rm should be within [8, 10]: smaller values of Rm
would not lead to lower loadN , because loadN ≥ 17.

C. Implementation Issues

We now explain the implementation aspects of the afore-
mentioned mobility and routing strategies. The explanations
are expressed as the answers to four questions.

1) How to make a base station move? We can mount a
sensor node (e.g., a Berkeley mote [27]) on a robot. The robot
provides a power supply for the node and also carries commu-
nication facilities that enable the base station to communicate
with devices outside the considered sensor network. A detailed
design of a mobile base station is out of the scope of this paper;
a brief introduction can be found in [13], [28]. It is important

to note that, in order to achieve a balanced load distribution,
the mobility period (i.e., the time to complete one round along
a trajectory) should divide the network lifetime. This implies,
in practice, a period much shorter than the lifetime.

2) How to achieve short path routing in the case of a mobile
base station? We need to consider two cases:

a) The base station performs a discrete movement whose
trajectory coincides with sensor locations: The routing is easy
to achieve in this case, if there is a (loose) time synchronization
among nodes. The base station itinerary (a discrete trajectory
along with a time schedule) and the pairwise routing path can
be determined after the deployment but before the operation
of the network. As a result, each node knows the location
of the base station at a given time and which routing path it
should use to transmit data. Since the routing computation
is performed offline, we can apply any sophisticated load-
balanced routing protocol for all nodes.

b) The base station performs a continuous movement that
follows the exact curve of a trajectory: The base station has to
broadcast a data query whenever the network topology changes
due to the mobility, in order to refresh the routing information
of the nodes. This scheme does not necessarily bring extra
overhead, because sensor networks with a static base station
also need periodic query flooding [17] and because practical
routing protocols (e.g., MintRoute [29]) apply a table-driven
scheme. If the base station and the sensor nodes are location-
aware (using GPS or other localization methods [30], [31],
[32]) and the base station announces its location to all nodes,
building load-balanced routing path online is possible [4].

3) How to implement the round routing? The trajectory
based forwarding, proposed in [33], [34], provides a way to
shape a routing path into a predefined curve. In our case,
the curve is simply an arc parameterized by a radius and the
coordination of its center. The location-awareness is necessary
for sensor nodes that apply such a routing, which brings extra
overhead and could potentially offset the benefit of our joint
strategy. Therefore, a careful design based on field testing is
needed.

4) What if the network region is not circular? The periphery
mobility strategy can be conjectured as being (at least) nearly
optimum, because it could be the best way to disperse the
traffic flows. Note that this strategy also has a practical
significance: certain applications (e.g., habitat monitoring [35])
of sensor networks do prefer less human intervention in the
inner part of the networks in order to reduce the disturbance
effects. A joint strategy depends heavily on the shape of the
network region, but the idea of exploiting redundant energy
capacity always applies.

V. SIMULATIONS

In this section, we provide simulation results for the strate-
gies presented in Section III and IV, including the static base
station, the mobile base station, and the joint mobility and
routing. We also compare these results with their correspond-
ing analytical results. We perform simulations with a high
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Fig. 11. Illustration of the exact load distribution: (a) static base station and (b) mobile base station.

level simulator programmed in MATLAB�, which ignores the
MAC effects.

Our simulation set-ups consist of about 800 nodes deployed
within a circle of R = 10 units. The nodes are randomly
scattered as a Poisson process with density ρ = 8/π. Each
node has a transmission range of r = 1 unit. We also normalize
λ (data rate), ε (energy consumption for a data unit), and
T (simulation time) to 1. For strategies with a mobile base
station, we always consider a discrete (in the sense of both
space and time) mobility trajectory for the base station. So
if a mobility trajectory consists of m steps, the base station
spends 1/m time for each step. We also assume that the base
station only stays at sensor locations in order to keep the
network connectivity independent of the positions of the base
station; this results in an actual mobility trajectory that does
not exactly follow the defined trajectory (e.g., a circle). We
emulate the effect of load-balanced routing by randomizing
all link weights before searching a routing path; this scheme
distributes the traffic forwarding load from other nodes among
a set of neighboring nodes. For each strategy, we perform 10
simulations with different node deployments.

A. Static vs. Mobile

We perform simulations for the two strategies analyzed in
Section III. A static base station is located at the node whose
distance to the network center is the smallest, and a mobile
base station stays at each node for a time period of 1/|N |
(remember that we have |N | ≈ 800 nodes in a network).

Fig. 12 compares the simulation results with the analytical
ones. The figure represents the average load of nodes versus
their distance d from the center. The analytical results are
simply a re-plot of the curves in Fig. 4 and 6. Simulation
results match the analytical ones very well in the case of
a static base station. For the mobile base station strategy,
analytical results appear to be a bit over-optimistic, but they
do not differ too much from the simulation results when d
varies between 0 and 5. The difference becomes larger when
d goes beyond 5; the reason is that we apply the θ̄ estimation
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Fig. 12. Comparison between analytical and simulation results on the average
load (confidence intervals 95%).

of the center for every other nodes. In spite of these errors, the
overall approximation is valid. Most importantly, it is observed
that a mobile base station reduces loadN (≡ max∀n∈N loadn)
by about 75%; this implies a 400% increase of the network
lifetime.

We also evaluate the network lifetime defined as the time for
the first node to die [1], [36], which is often pessimistic [22].
Fig. 11 shows the simulation results of the exact (not average)
load distribution for one of the network configurations. One
can easily see the similarity between these plots and Fig. 4
and 6. The unusual spikes appearing in Fig. 11(b) (compared
with Fig. 6) are due to three facts: (i) the network topology
is not regular, (ii) the movement of the base station is not
continuous, and (iii) the emulation of load-balanced routing is
not perfect. However, the gain in lifetime is still quite obvious
even with these spikes. Since the maximum load taken by a



node is reduced by about 60%, the lifetime is increased by
about 250%.

B. Optimum Mobility with Short Path Routing

We evaluate different mobility strategies (under the con-
dition of short path routing) in this section. We make a
comparison between three strategies: (i) movement on a con-
centric circle of radius Rm = 5, (ii) identical frequency
movement in the network (the one described in Section III-B,
equivalent to Rm ∈ [0, 10]), and (iii) peripheral movement
with Rm = 10. Each discrete movement on a circle consists
of 72 steps, so a mobile base station stays at each step for a
time period of 1/72. Fig. 13 shows the comparison results. It
actually confirms our Claim 3 that peripheral movement is the
best strategy. Furthermore, the comparison between analytical
and simulation results also prove the validity of our models.
Finally, we observe that the identical frequency movement is
better than the circle movement of Rm = 5 and is worse than
the peripheral movement. This result supports our argument
that the identical frequency movement is a weighted average
over all the circle movements it covers.
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Fig. 13. Comparison between different mobility strategies (confidence
intervals 95%).

C. Joint Mobility and Routing

In this section, we provide simulation results for the joint
strategy proposed in Section IV-B. The results plotted in

Fig. 14 show that the joint strategy indeed reduces the maxi-
mum load in the network section within the mobility trajectory,
at the cost of an increased load in the network section outside
the mobility trajectory. The maximum load of the two network
sections becomes equal when Rm = 9, which gives us the
best choice of the joint strategy. The joint strategy further
reduces the network load by about 10% compared with the
optimum mobility strategy (Rm = 10). As a result, the overall
improvement of the network lifetime, compared with the case
of static base station (Fig. 12), reaches about 500%.
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Fig. 14. Comparison between different joint mobility and routing strategies
(confidence intervals 95%).

VI. RELATED WORK

The existing work concerned with lifetime (or energy
conservation) issues is so vast that it would deserve several
comprehensive surveys. Hence, we only discuss a few related
topics here. Energy conserving routing (e.g., [1], [2], [3],
[4]) aims at balancing the energy consumption among all
nodes, instead of minimizing the absolute consumed power.
Topology control (e.g., [5], [6], [7], [8]) and clustering (e.g.,
[9], [10], [11], [12]) are usually closely correlated [11]. They
both manipulate the network topology by exploiting the nodes’
ability to adjust their transmission power dynamically; the goal
is to maintain network connectivity while reducing energy
consumption and improving network capacity. Although these
proposals are somewhat orthogonal to the idea we present in
this paper, they are all potentially complementary to our idea.

Base station mobility has also been exploited to extend the
network lifetime [15], [16], but in a form of mobile relay
approach (an idea originally described in [37]), which can
lead to significant delays of data delivery. Also, their proposals
leverage only on uncontrollable (although predictable for [16])
mobility of the base station. The controllable mobility was
recently investigated in [28]. This proposal is a compromise
between the mobile relay approach and ours: the base station



still relays data with its movements, but a node that does not
lie in the vicinity of the mobility trajectory transmits data
through a multi-hop routing when the base station moves to
the closest point to the node. It would be interesting to have
a theoretical analysis on this hybrid approach. Our proposal
differs from [15], [16], [28] in that we do not apply the mobile
relay approach; as a result, the moving speed, which is crucial
in their cases due to its impact on latency, is not essential any
more to our solution. Finally, it is also important to note that
the mobility of network nodes can facilitate sensor deployment
[38], reduce sensing uncertainty [39], and act as a network
control primitive to improve communication performance in
ad hoc networks [40].

In terms of the model we have used, two papers should be
mentioned. Pham and Perreau [41] propose a similar model
to analyze the performance of multi-path routing. Ganjali
and Keshavarzian [25] introduce another model for the same
purpose.

VII. CONCLUSION

In this paper, we have first shown that, with a static base
station, the sensor nodes located close to the base station suffer
premature battery depletion, leading to an early disconnection
of the network. In order to better balance the load among the
nodes, we have proposed that the base station be mobile and
demonstrated that the traffic experienced by the most heavily
loaded nodes is reduced by a factor of 3 with only an arbitrary
mobility strategy. These results suggest that base station mo-
bility is indeed a strategy that deserves to be considered when
optimizing the network lifetime. In order to further exhibit
the benefit of the base station mobility, we have compared
different mobility strategies and obtained the optimum one
under the assumption of certain routing strategies. We have
also explained how routing can be fine-tuned to leverage on
the trajectory of the base station; in particular, we have shown
how to better exploit the transmission capabilities of the nodes
located at the periphery of the network. Our joint mobility
and routing strategy achieves a 500% improvement of the
network lifetime. For all these scenarios, we have developed
an analytical model, corroborated by a set of simulations.

We are currently considering an interesting complement to
the work in this paper, where we perform an analysis based on
a discrete model (i.e., a graph). In addition, we are preparing
field tests that could better justify the benefit of the base station
mobility.

In terms of other future work, we intend to study how data
aggregation protocols can be efficiently integrated into the
proposed scheme. We will also explore how a set of mobile
base stations can be coordinated to further optimize the data
collection.

More generally, an intriguing research area would consist
in further exploiting the capabilities5 of base stations for
optimizing various aspects of sensor networks.

5As shown in [14], in addition to mobility, a robot can also calibrate and
recharge sensor nodes.
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APPENDIX I
MODELING THE LOAD OF SENSOR NODES: THE CASE OF A

STATIC BASE STATION

We sketch the analytical model proposed by Ganjali and
Keshavarzian [25] and show how we extend their model for
our analysis. Let us consider two fixed points B and n (which
refer to the base station and an arbitrary node in our case).
Ganjali and Keshavarzian observe that the set of nodes used
by routing paths between any two nodes approximately lie in
a rectangle of width 2w. They suggest that the locus of a node
x whose routing path towards B goes through n should meet
two conditions if |xB| ≥ w: (i) the distance from n to the line
segment xB should be less than w, and (ii) the projection of
point n on xB should lie between x and B. These two criteria
indicate that the locus of x is the area S1 in Fig. 15(a). In our
case, we only assume single-path routing, so it is intuitively
correct to set w = r.
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Fig. 15. Modeling sensor load in the case of a static base station.

Actually, it is only in the worst case that n should forward
all traffic flows from S1. Since we apply an ideal load-balanced
routing, the load will be shared among nodes in S2, i.e., nodes
within this one-hop belt have the same probability to be chosen
as forwarding nodes. As a result, loadn is in proportion to
(S1+S2)/S2 (remember that nodes in S2 have to forward their
own data traffic). Directly calculating the area of S2 leads to
a very complex expression, but the area can be approximated
by πr2/2, as suggested in Fig. 15(a). When |nB| < r, [25]
concludes that the locus of x consists of the intersection of a
half plane and the network region. This result, however, does
not apply to our average load computation. For average load
evaluation, it is easy to see that nodes (including n) within the
transmission range r of B share the load of forwarding traffic



flows from all nodes in the networks, as shown in Fig. 15(b),
again due to our assumption of an ideal load-balanced routing.

APPENDIX II
MODELING THE LOAD OF SENSOR NODES: THE CASE OF A

MOBILE BASE STATION

For the case of a mobile base station, it is very hard to
obtain a closed form expression for loadn if we continue using
the model in Appendix I. The reason is that the angle β in
Fig. 16(a), and thus the area of S1, depends on the positions of
both n and B. Let us consider a new model where node n has
the duty of forwarding data traffic from S3, a sector centered
around nA with an angle of θ. This model is equivalent to the
model in Appendix I if (S1 +S2)/S2 = S3ρ. Given a position
of n and an angle γ, since S1 decreases with increasing |nB|
and S2 is somewhat constant, S3, and thus θ, is a decreasing
function of |nB|. If we can find a sector S̄3 of angle θ̄ that
is equivalent to (S1 + S2)/S2 on average but is decoupled
from |nB|, the estimations provided in Section III-B would
be justified. However, obtaining a value equivalent to (S1 +
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Fig. 16. Modeling sensor load in the case of a mobile base station.

S2)/S2 on average for an arbitrary n has the same complexity
as calculating the loadn. Fortunately, θ̄ is computable when n
lies on the center, as shown in Fig. 16(b). Also, it is observed
that the area of S3 depends mostly on its height, i.e., |nA| in
both Fig. 16(a) and (b), instead of θ, since S3 ≈ θ|nA|2/2. So
we can calculate θ̄ for the centered n and apply this value as an
estimation for an arbitrary n. Let loadn be the value computed
with (S1 + S2)/S2 and l̂oadn be the value computed with θ̄
(thus S̄3), we want loadn = l̂oadn for a centered n. These
two values can be computed as follows:

l̂oadn =
∫ 2π

γ=0

∫ R

l=0

S3ρλε× Fr{base station at B}

=
∫ 2π

0

∫ R

0

1
2
θ̄R2ρλε× l × dl × dγ

πR2

=
1
2
θ̄R2ρλε (8)

loadn =
∫ 2π

γ=0

∫ R

l=0
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× Fr{base station6at B}

≈
{∫ 2π
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∫ R

r

(SOEF + SOCE + SODF + S2)λε
S2

× l × dl × dγ
πR2

}
+

∫ 2π

0

∫ r

0

πR2λε

πr2
× l × dl × dγ

πR2

≈ 4λε
πr2R2

{∫ R

r

(
(arcsin(

r

l
) + arcsin(

r

R
))R2

+ r
√
R2 − r2 +

πr2

2

)
ldl
}

+ λε (9)

Let loadn = l̂oadn and assume R = 10, r = 1 ρ = 8/π,
λ = 1, and ε = 1; we thus have θ̄ ≈ 0.2.
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