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Abstract

Local modifications of a computational domain are often performed in order to simplify the meshing
process and to reduce computational costs and memory requirements. However, removing geometrical
features of a domain often introduces a non-negligible error in the solution of a differential problem in
which it is defined. In this paper, we aim at generalizing the work from [1], in which an a posteriori
estimator of the geometrical defeaturing error is derived for domains from which one geometrical feature
is removed. More precisely, we study the case of domains containing an arbitrary number of distinct
features, and we perform an analysis on Poisson’s, linear elasticity, and Stokes’ equations. We introduce
a simple and computationally cheap a posteriori estimator of the geometrical defeaturing error, whose
reliability and efficiency are rigorously proved, and we introduce a geometric refinement strategy that
accounts for the defeaturing error: Starting from a fully defeatured geometry, the algorithm determines
at each iteration step which features need to be added to the geometrical model to reduce the defeaturing
error. These important features are then added to the (partially) defeatured geometrical model at the
next iteration, until the solution attains a prescribed accuracy. A wide range of numerical experiments
are finally reported to illustrate and validate this work.

Keywords: Geometric defeaturing, geometric refinement, a posteriori error estimation, adaptivity, mesh
generation.

AMS Subject Classification: 65N50, 65N30.

1 Introduction

With the advance of engineering knowledge, simulations are performed on objects of increasing geometric
complexity, nowadays mainly described by three-dimensional Computer-Aided Design (CAD) models. These
models often contain a large number of geometric details of different scales, also called geometric features.
Unfortunately, the construction of a finite element mesh on such complex domains may fail, or if it does not,
the mesh may require a very large number of elements, therefore leading to simulations which are too costly
or even unfeasible. For instance, it has been shown in [2, 3] that the cost of the underlying simulation may
be increased by up to a factor 10 in the presence of a single geometric feature of relatively small size.

However, depending on the problem at hand, such high model complexity may be unnecessary. That
is, the geometric description of the object may require a high number of degrees of freedom, but not all
of them are needed to perform an accurate analysis, and taking all of them into account is potentially too
costly. To deal with complex geometries and to accelerate the process of analysis-aware geometric design,
it is therefore essential to be able to simplify the geometric model, process also known as defeaturing. This
is a very common practice among finite element analysts. See, as matter of example, the case illustrated in
Figure 1. There, a CAD design with numerous features as holes, rounds, and a carved logo (Figure 1a) is
defeatured to create a simpler model (Figure 1b) that is easier to mesh. Each finite element mesh in Figure 1
was generated using Gmsh [4] with the same mesh algorithm and parameters. Nevertheless, the mesh of the
original design has 5 times more nodes than the one of the defeatured model. Likely, most of those extra
degrees of freedom, required for correctly representing the geometrical details, will improve little the accuracy
of the solution obtained with such mesh, but will increase the computational cost and memory requirements
significantly.
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(a) Original design and mesh (75575 nodes). (b) Defeatured design and mesh (15211 nodes).

Figure 1: Example of an original (left) and defeatured CAD designs (right). Both finite element meshes were
generated with Gmsh [4] using the same mesh algorithm and parameters.

Nevertheless, it is important to consider how such geometrical simplifications will impact the analysis
solution, i.e., to control the error introduced by defeaturing, in order to provide an accurate solution of the
problem at hand. The literature on the subject is still relatively scarce, and a lot remains to be done. To
estimate the defeaturing error on the solution of a partial differential equation (PDE), some a posteriori
criteria have been developed: The one introduced in [5] uses an approximation of the error in energy norm;
in [6, 7], an estimator is found using topological sensitivity analysis; adjoint theory is used in the series of
works [8–10] to describe the first order defeaturing error on a quantity of interest; an estimator is introduced
in [11] based on the reciprocal theorem stating the conservation of solution flux in the features; and in the
series of works [12–15], defeaturing error is expressed as a modeling error directly on the differential problem,
both for negative features (holes) and positive ones (protrusions). In these latter papers, the modeling error
is then estimated with the dual weighted residual method [16]. Nevertheless, very few of those works come
with a sound mathematical theory, and most of them rely on some heuristics.

In the recent paper [1], the authors have tackled this issue: A precise mathematical framework is defined
for geometries for which a single feature of very generic shape is removed, and an efficient and reliable a
posteriori estimator of the defeaturing error is derived in the context of Poisson’s equation in the energy
norm. We generalize here this work to geometries for which an arbitrary number of distinct geometrical
features are removed from the computational domain. We do not only consider Poisson’s equation, but also
linear elasticity and Stokes’ problems. In general, and in practice, differential problems cannot be solved
exactly, and thus a numerical method is used to solve them approximately in a finite dimensional space.
However, in this article, we neglect the contribution of the error coming from the numerical approximation of
the solution, as we concentrate our efforts on the defeaturing error. Deriving an estimator that also includes
the numerical error contribution is the subject of a subsequent work, see [17,18].

Therefore, in Section 2, we first introduce the problem of defeaturing and the corresponding notation that
will be used throughout the article, and we precisely define the defeaturing error that we aim at estimating.
Then, we state the main results that are obtained, namely the reliability and the efficiency of an a posteriori
estimator of the defeaturing error whose effectivity index is independent from the number of the features and
their size. Subsequently, in Sections 3, 4 and 5, we precisely define the exact and defeatured problems when
the differential problem at hand is, respectively, Poisson’s, the linear elasticity, and Stokes’ equations, and
we propose in each case a defeaturing error estimator. We then introduce in Section 6 an adaptive geometric
refinement strategy driven by the defeaturing error estimators previously defined. We perform in Section 7 a
validation of the presented theory, of the aforementioned estimators’ properties, and of the proposed adaptive
strategy, thanks to an extensive set of numerical experiments. To perform these tests, we use isogeometric
analysis (IGA) [19, 20] on very fine meshes, in order to have a negligible numerical error with respect to the
defeaturing error. Since IGA and defeaturing both pursue the scope of reducing the gap between the design
and the analysis phases, IGA is a natural method of choice. Nevertheless, it is important to remark that the
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Ω

(a) Internal negative fea-
ture.

Ω

(b) Negative feature on the
boundary.

Ω

(c) Positive feature.

Ω

(d) Complex feature.

Figure 2: Domains with different types of geometrical features F . In each case, the negative component of
F is dashed while its positive component is filled in gray.

proposed techniques are completely discretization agnostic and any other numerical method could be used.
Some conclusions are finally drawn in Section 8, and the rigorous proofs of the reliability and efficiency of all
the defeaturing error estimators are reported in Appendix A.

In the following, the operator . is used to mean any inequality which neither depends on the number
of features nor on their size, but which can depend on their shape. Moreover, for all D ⊂ Rn, n = 2 or
n = 3, and for all Λ ⊂ ∂D, we denote by |D| the n-dimensional Lebesgue measure of D, by |Λ| the (n− 1)-
dimensional Hausdorff measure of Λ, by D and Γ the closure of D and of Γ, respectively, and by int(D) and
int(Λ) the interior of D and of Γ, respectively.

2 Analysis-aware defeaturing

2.1 Presentation of the problem

Let us consider a potentially complicated open domain Ω ⊂ Rn, n = 2 or n = 3, on which we want to solve
a differential problem P(Ω) which contains some boundary (and initial) conditions. More precisely, let us
assume that Ω contains geometrical details of smaller scale also called features. As illustrated in Figure 2
and as introduced in [1], there exist three kinds of such geometrical features: A feature F ⊂ Rn is said to be

• negative if
(
F ∩ Ω

)
⊂ ∂Ω,

• positive if F ⊂ Ω,

• complex if it is composed of both negative and positive components.

A negative feature corresponds to a part where some material has been removed (e.g., a hole), a positive
feature corresponds to the addition of some material (e.g., a protrusion), and a feature is complex in the
most general situation that corresponds to both the addition and the removal of some material. Note than
an internal feature (e.g., an internal hole) is a special case of negative feature.

However, to solve the given differential problem P(Ω) can be very complicated due to the complexity of
Ω, coming from the presence of the features. Therefore, we solve instead a similar problem but in a defeatured
domain Ω0, where the features of Ω are removed: Holes are filled with some material, and protrusions are
cut out of the computational domain. This differential problem on Ω0 is denoted by P(Ω0) and it is called
defeatured (or simplified) problem.

The defeaturing of the computational domain introduces an error in the problem’s solution, and we are
interested in controlling the energy norm of this so-called defeaturing error. In other words, if u is the solution
of the exact problem P(Ω) and u0 is the solution of the defeatured problem P(Ω0), then we are interested in
controlling the error “u− u0” in the exact energy norm, which is the energy norm defined by problem P(Ω)
and denoted as |||·|||Ω. Since u is defined in Ω and u0 is defined in Ω0, the defeaturing error needs to be more
accurately defined. To do so, we need to introduce some further geometric notation.
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Ω

F = Fn

γ = γn

(a) Negative feature in a
domain Ω.

γ = γp

Ω

F = Fp

(b) Positive feature in a do-
main Ω.

γn

γp

Ω

Fp

Fn

(c) General complex fea-
ture in a domain Ω.

γ0

Ω0

(d) Simplified domain for
cases in (a)–(c), (e)–(f).

γn

γp

Ω

Fp

Fn

(e) General complex fea-
ture in a domain Ω.

γn

γp

Ω

Fp

Fn

(f) General complex fea-
ture in a domain Ω.

γ0,n

γ0,p

Ω0

(g) Simplified cases for do-
mains in (e) and (f).

γ = γp

Ω0

F = Fp

γ0 = γ0,p

(h) Positive feature in do-
main Ω := int

(
Ω0 ∪ F

)
.

Figure 3: Geometries containing different types of features.

Generalizing the work from [1], let Nf ≥ 1, Nf ∈ N, denote the total number of (possibly complex)

features of Ω, gathered into the set F :=
{
F k
}Nf
k=1

. Let us make the following assumption on the features.

Assumption 2.1 The features in F are separated, that is, F k ∩ F ` = ∅ for every k, ` = 1, . . . , Nf , such that
k 6= `.

Remark 2.2 In the currently considered setting in which features are discrete objects, it is always possible
to satisfy Assumption 2.1 by changing the numbering of the features. Indeed, if there are k, ` = 1, . . . , Nf ,

k 6= `, such that F k∩F ` 6= ∅, then F k,` := int(F k ∪ F `) can be considered as a single feature that replaces the
two features F k and F `. However, note that the treatment of a geometry in which the boundary is complex
everywhere is not considered here.

Since the features in F are assumed to be generally complex, this means that, for all k = 1, . . . , Nf , the
feature F k ∈ F is an open domain which is composed of a (not necessarily connected) negative component F kn ,
a hole, and a (not necessarily connected) positive component F kp , a protrusion, that can have a non-empty
intersection, see Figure 3. More precisely,

F k = int
(
F kp ∪ F kn

)
,

where F kn and F kp are open domains such that, if we define

Fp := int

Nf⋃
k=1

F kp

 , Fn := int

Nf⋃
k=1

F kn

 , Ω? := Ω \ Fp, (1)

then

Fp ⊂ Ω and
(
Fn ∩ Ω?

)
⊂ ∂Ω?.

In this setting, we define the defeatured geometry by

Ω0 := int
(
Ω? ∪ Fn

)
⊂ Rn. (2)

Note that in the case in which the exact domain Ω contains a single feature F , i.e. Nf = 1, then
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Ω

(a) Exact domain Ω.

F

Ω

(b) Possible simplified domain
Ω0 := int(Ω ∪ F ) with a negative
feature F .

Ω0

F

(c) Possible simplified domain Ω0 =
Ω \ F with a positive feature F .

Figure 4: Exact geometry Ω and different possible defeatured geometries Ω0.

• if F is negative, i.e., Fp = ∅ and Fn = F , then Ω0 := int
(
Ω ∪ F

)
,

• if F is positive, i.e., Fp = F and Fn = ∅, then Ω0 := Ω \ F ,

• if F is complex, definitions (1) and (2) and apply,

therefore generalizing the definition of Ω0 given in [1].

Remark 2.3 Given a complicated geometry Ω without any further information, one cannot always easily
tell whether the features it contains are negative or positive, see Figure 4. Therefore, this is often a choice
that the user needs to make, based on the available geometric information at hand. If one has access to a
simplified geometry, for instance thanks to the history of CAD operations from which the exact geometry
Ω is built, then it is possible to define the features from Ω and Ω0, instead of defining Ω0 from Ω and the
features. The identification of features in a given geometry and the construction of a corresponding simplified
geometric model can be complicated tasks, see [21] for a review of possible techniques. However, this goes
beyond the scope of this work, which supposes at its roots that the feature information is known.

Now, we remark that the solution u0 of P(Ω0) is not defined in Fp, i.e., in the positive component of
the features of Ω, since Fp 6⊂ Ω0 but Fp ⊂ Ω. Thus, to be able to compare u and u0 in Fp, we need to
solve for each feature F k ∈ F a local differential problem P

(
F kp
)

in F kp , whose solution suitably extends u0

to F kp . However, and as already noted in [1], the domain F kp might be complicated or even non-smooth, thus

finding the solution of the extension problem P
(
F kp
)

might be cumbersome. To circumvent this difficulty,

instead of solving P
(
F kp
)
, we solve an extension problem P

(
F̃ kp
)

in a simpler domain F̃ kp containing F kp , see

Figure 5. The domain F̃ kp can be for instance the bounding box of F kp , if the solution uk of P
(
F̃ kp
)

restricted

to F kp correctly defines an extension of u0 in F kp , see Section 2.3, Equation (4). Then we define the extended
defeatured solution ud in Ω as

ud ≡

{
u0|Ω? in Ω?

uk|Fkp in F kp , for all k = 1, . . . , Nf ,
(3)

where we recall the definition of Ω? from (1). We are now finally able to precisely define the defeaturing error
in the energy norm by |||u− ud|||Ω.

2.2 Main results

In this article, we will precisely define the considered differential problems P(Ω), P(Ω0), and P
(
F̃ kp
)

for all
k = 1, . . . , Nf in the context of Poisson’s, linear elasticity, and Stokes’ equations. Note that when the linear
elasticity equations are considered, then u, u0, uk, and ud are vector-valued functions that we will also,
respectively, write u, u0, uk, and ud. Similarly, for Stokes equations, u, u0, uk, and ud also include the
pressure, i.e., we will write them (u, p), (u0, p0), (uk, pk), and (ud, pd), respectively.

Analysis-aware defeaturing of complex geometries 5



Ω

γp

γn

(a) Domain Ω with a com-
plex feature.

γ̃
F̃p

Ω0

γ0,p γ0,n

γs

(b) Defeatured domain
Ω0 and simplified positive
component F̃p.

γr

Gp

Fn

Fp

γs

Ω?

(c) Domains Ω?, Fn, Fp

and Gp.

Ω̃

(d) Domain Ω̃.

Figure 5: Domain with one complex feature and illustration of the notation.

For each case, we will then define an a posteriori estimator E (ud) of the defeaturing error in the energy
norm (Sections 3, 4, and 5), in the case in which Neumann boundary conditions are imposed on the boundaries
of the features. This assumption is formalized as follows:

Assumption 2.4 Let us decompose ∂Ω = ΓD ∪ΓN such that Dirichlet boundary conditions are imposed on
ΓD with |ΓD| > 0, Neumann boundary conditions are imposed on ΓN , and ΓD ∩ ΓN = ∅. Then we assume
that for all k = 1, . . . , Nf ,

ΓD ∩
(
∂F kn ∪ ∂F kp

)
= ∅.

And let us also introduce the following definition.

Definition 2.5 Let Λ be an (n− 1)-dimensional subspace of Rn. We say that Λ is regular if Λ is piecewise
smooth and shape regular, that is, if for all `1, `2 = 1, . . . , NΛ with `1 6= `2,

• Λ = int

(
NΛ⋃
`=1

Λ`

)
,

• Λ`1 ∩ Λ`2 = ∅,

• |Λ| .
∣∣Λ`1∣∣,

• Λ`1 is smooth.

Then, under assumption 2.4, for each one of the differential problems P(Ω) that will be considered in this
article, the introduced a posteriori defeaturing error estimator E (ud) verifies the two following Theorems 2.6
and 2.7.

Theorem 2.6 (Reliability) The defeaturing error estimator E (ud) is reliable, i.e., meaning that it is an
upper bound for the defeaturing error in the energy norm:

|||u− ud|||Ω . E (ud).

Theorem 2.7 (Efficiency) If the boundaries of the features are shape regular as in Definition 2.5, then the
defeaturing error estimator E (ud) is efficient up to oscillations, meaning that it is a lower bound for the
defeaturing error in the energy norm:

E (ud) . |||u− ud|||Ω + osc(ud),

where osc(ud) is a higher order term with respect to the size of the features.

Analysis-aware defeaturing of complex geometries 6



We remark again that the inequalities in Theorems 2.6 and 2.7 do not depend neither on the size nor on
the number of features. In addition, as it will be shown in Sections 3, 4, and 5, the estimator E (ud) is simple
and computationally cheap, and it is not only driven by geometrical considerations, but also by the PDE at
hand.

In the context of Poisson’s, linear elasticity, and Stokes’ equations, the explicit expression of the oscillation
term osc(ud) and the proofs of Theorems 2.6 and 2.7 can be found in Appendix A. The proofs are given
in the case in which all considered domains are Lipschitz regular, and under a slightly stronger separability
assumption with respect to Assumption 2.1, see Assumption A.1. The key issue in the analysis is to track
the dependence of all constants from the sizes of the features and from their number.

2.3 Some further geometric notation

To be able to correctly define the defeaturing error estimator E (ud), we need to introduce some further
notation identifying specific pieces of boundaries of the features. In the following, we use the upper index k
to refer to the feature F k, with k = 1, . . . , Nf , and the lower indices n and p to refer to negative and positive
components of the features, respectively.

Now in particular, we let γ be the union of the pieces of boundaries of Ω that are removed by defeaturing,
and we let γ0 be the union of the pieces of boundaries of Ω0 replacing them, that is, and as illustrated in
Figure 3,

γ0 :=

Nf⋃
k=1

γk0 and γ :=

Nf⋃
k=1

γk,

where γk0 := int
(
γk0,n ∪ γk0,p

)
⊂ ∂Ω0 with γk0,n := ∂F kn \ ∂Ω?, γk0,p := ∂F kp \ ∂Ω,

γk := int
(
γkn ∪ γkp

)
⊂ ∂Ω with γkn := ∂F kn \ γk0,n, γkp := ∂F kp \ γk0,p,

so that ∂F kn = γkn ∪ γk0,n with γkn ∩ γk0,n = ∅, and ∂F kp = γkp ∪ γk0,p with γkp ∩ γk0,p = ∅. Moreover, let

γ0,n :=

Nf⋃
k=1

γk0,n, γ0,p :=

Nf⋃
k=1

γk0,p,

γn :=

Nf⋃
k=1

γkn , γp :=

Nf⋃
k=1

γkp .

Using this notation and following the discussion in Section 2.1, we can now precisely determine which
simple extension F̃ kp of the positive component F kp can be chosen, for all k = 1, . . . , Nf (see Figure 5). More

precisely, for the solution of P
(
F̃ kp
)

restricted to F kp to correctly define an extension of the solution of P(Ω0)

in F kp , we need

F̃ kp ⊃ F kp , γk0,p ⊂
(
∂F̃ kp ∩ ∂F kp

)
. (4)

Note that it is possible to have F̃ kp ∩ Ω0 6= ∅. Let us also define

Gkp := F̃ kp \ F kp for all k = 1, . . . , Nf and Gp :=

Nf⋃
k=1

Gkp.

We remark that for all k = 1, . . . , Nf , one can look at F̃ kp as the defeatured geometry of the positive component

F kp , that is, as a geometry simplified from the exact geometry F kp , for which Gkp is a negative feature (see
Figure 5c). To simplify the following exposition, and even if this hypothesis could easily be removed, let us
make the following assumption regarding these domain extensions.
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Assumption 2.8 Let us assume that

• F̃ kp ∩ F̃ `p = ∅ for all k, ` = 1, . . . , Nf such that k 6= `,

• if we let F̃p :=

Nf⋃
k=1

F̃ kp , then F̃p ∩ Ω? = ∅ for all k = 1, . . . , Nf .

In addition, let γ̃k := ∂F̃ kp \ ∂F kp , and let γkp be decomposed as γkp = int
(
γks ∪ γkr

)
, being γks and γkr open,

γks is the part of γkp , that is shared with ∂F̃ kp , while γkr is the remaining part of γkp , that is, the part that does

not belong to ∂F̃ kp . I.e., γks = γkp ∩ ∂F̃ kp and γkr = γkp \ γks . This notation is illustrated in Figure 5. Then,
similarly to the previously introduced notation, let

γ̃ :=

Nf⋃
k=1

γ̃k, γs :=

Nf⋃
k=1

γks , γr :=

Nf⋃
k=1

γkr .

In the sequel, we will see that the boundaries γn, γ0,p, and γr will play an important role in the definition
of the defeaturing error estimators E (ud). Therefore, let us also introduce the following notation:

Γk := γkn ∪ γk0,p ∪ γkr , for k = 1, . . . , Nf , (5)

and the sets

Σn :=
{
γkn
}Nf
k=1

, Σ0,p :=
{
γk0,p

}Nf
k=1

, Σr :=
{
γkr
}Nf
k=1

,

Σk :=
{
γkn , γ

k
0,p, γ

k
r

}
, for k = 1, . . . , Nf ,

Σ := {γ ∈ Σk : k = 1, . . . , Nf}. (6)

Finally, let n and n0 respectively denote the unit outward normal vectors to Ω and Ω0. Moreover, for all
k = 1, . . . , Nf , let ñk be the unitary outward normal to F̃ kp , and let nk ≡ nFk denote the unitary outward

normal vector to F kn and to F kp . Note that the vectors nk may not be uniquely defined if the outward normal

to F kn is of opposite sign of the outward normal to F kp , but we allow this abuse of notation since the context
will always make it clear.

3 Defeaturing in Poisson’s equation

In this section, we consider the Poisson equation and precisely define the exact problem P(Ω), the defeatured
problem P(Ω0), and the extension problems P

(
F̃ kp
)

for all k = 1, . . . , Nf . Then in this context, we give a
precise definition of the proposed reliable and efficient a posteriori estimator E (ud) of the energy norm of
the defeaturing error |||u− ud|||Ω.

In the following, we denote byHs(D) the Sobolev space of order s ∈ R in a domainD ⊂ Rn, whose classical
norm and semi-norm are written ‖ · ‖s,D and | · |s,D, respectively. We will also denote by L2(D) := H0(D).

Moreover, if we let ϕ ⊂ ∂D and z ∈ H 1
2 (ϕ), and to be able to deal with boundary conditions, we will denote

by
H1
z,ϕ(D) := {y ∈ H1(D) : trϕ(y) = z},

where trϕ(y) denotes the trace of y on ϕ.

Analysis-aware defeaturing of complex geometries 8



3.1 Exact and defeatured problems

Let us first introduce Poisson’s problem P(Ω) in the exact geometry Ω. To do so, let be gD ∈ H
3
2 (ΓD),

g ∈ H 1
2 (ΓN ) and f ∈ L2 (Ω). Then, the problem reads: find u ∈ H1(Ω), the weak solution of

P(Ω) :


−∆u = f in Ω

u = gD on ΓD
∂u

∂n
= g on ΓN ,

(7)

that is, u ∈ H1
gD,ΓD

(Ω) satisfies for all v ∈ H1
0,ΓD

(Ω),

a(u, v) :=

ˆ
Ω

∇u · ∇v dx =

ˆ
Ω

fv dx+

ˆ
ΓN

gv ds. (8)

If H1
0,ΓD

(Ω) is equipped with the L2(Ω)-norm of the gradient ‖∇ · ‖0,Ω, then we know from Lax-Milgram
theorem that this problem is well-posed. However, note that this problem is usually not solved in practice,
as it is assumed to be computationally expensive.

Let us therefore introduce the corresponding Poisson problem P(Ω0) in the defeatured geometry Ω0.
To do so, we need to consider an L2-extension of the restriction f |Ω? in all the negative components F kn ,
k = 1, . . . , Nf , that we still write f ∈ L2(Ω0) by abuse of notation. Note that such an extension is not needed
in the positive components of the features. Then instead of (7), we solve the following defeatured Poisson

problem: after choosing g0 ∈ H
1
2 (γ0), find u0 ∈ H1(Ω0), the weak solution of

P(Ω0) :



−∆u0 = f in Ω0

u0 = gD on ΓD
∂u0

∂n0
= g on ΓN \ γ

∂u0

∂n0
= g0 on γ0,

(9)

that is, u0 ∈ H1
gD,ΓD

(Ω0) satisfies for all v0 ∈ H1
0,ΓD

(Ω0),

ˆ
Ω0

∇u0 · ∇v0 dx =

ˆ
Ω0

fv0 dx+

ˆ
ΓN\γ

gv0 ds+

ˆ
γ0

g0v0 ds. (10)

Let us recall that, according to Assumption 2.4, ΓD ∩ γ = ∅. From Lax-Milgram theorem, we know that
problem (10) is well-posed. The choice of the defeatured problem data f in F kn for k = 1, . . . , Nf and g0 on γ0

will be guided by Remark 3.1. We only anticipate here that the best possible choices allow the conservation
of the solution flux in the positive and negative components of the features. That is, the best possible choices
verify for all k = 1, . . . , Nf ,

ˆ
γk0,p

g0 ds =

ˆ
γkp

g ds+

ˆ
Fkp

f dx, and

ˆ
γk0,n

g0 ds =

ˆ
γkn

g ds−
ˆ
Fkn

f dx. (11)

Now, we need to extend the solution u0 of (10) to F̃ kp , for k = 1, . . . , Nf , as discussed in Section 2.1, where

F̃ kp satisfies the properties given in (4). To do so, we need to consider an L2-extension of the restriction f |Fkp
in each Gkp := F̃ kp \ F kp , that we still write f by abuse of notation. Then, we solve the following extension

Analysis-aware defeaturing of complex geometries 9



problem for k = 1, . . . , Nf : after choosing g̃k ∈ H 1
2 (γ̃k), find uk ∈ H1

(
F̃ kp
)
, the weak solution of

P
(
F̃ kp
)

:



−∆uk = f in F̃ kp
uk = u0 on γk0,p
∂uk
∂ñk

= g̃k on γ̃k

∂uk
∂ñk

= g on γks ,

(12)

that is, uk ∈ H1
u0,γk0,p

(
F̃ kp
)

satisfies for all vk ∈ H1
0,γk0,p

(
F̃ kp
)
,

ˆ
F̃kp

∇uk · ∇vk dx =

ˆ
F̃kp

fvk dx+

ˆ
γ̃k
g̃kvk ds+

ˆ
γks

gvk ds. (13)

As before, from Lax-Milgram theorem, we know that problem (13) is well-posed. Once again, the choice of
the defeatured problem data f in Gkp and g̃k on γ̃k, for k = 1, . . . , Nf , will be guided by Remark 3.1. Thus, as
in (10), the best possible choices will allow for the conservation of the solution flux in every feature extension
Gkp. That is, the best possible choices verify for all k = 1, . . . , Nf ,

ˆ
γ̃k
g̃k ds =

ˆ
γkr

g ds−
ˆ
Gkp

f dx. (14)

Then, the defeatured solution ud ∈ HgD,ΓD (Ω) is defined from u0 and uk for k = 1, . . . , Nf as in (3), and
the energy norm of the defeaturing error is defined as

|||u− ud|||Ω :=
(
a(u− ud, u− ud)

) 1
2 = ‖∇(u− ud)‖0,Ω. (15)

3.2 Defeaturing error estimator

In this section, we generalize the defeaturing error estimator introduced in [1], in the case of a geometry that
presents multiple features. As for the single feature case, the derived estimator is an upper bound and a
lower bound (up to oscillations) of the energy norm of the defeaturing error.

Let us recall the definition of the defeatured solution ud from (3), and the definitions of Σ, Σk, Σn, Σ0,p,
and Σr from (6). Then for all γ ∈ Σ, let kγ ≡ k if γ ∈ Σk for some k = 1, . . . , Nf , and let

dγ ≡


g − ∂ud

∂n
if γ ∈ Σn or if γ ∈ Σr,

−
(
g0 +

∂ud

∂nkγ

)
if γ ∈ Σ0,p.

(16)

In other words, dγ represents the Neumann error on the boundaries γn and γr due to the defeaturing process,
and the jump of the normal derivative of the defeatured solution on the boundaries γ0,p. Then, if we let
η ∈ R be the unique solution of η = − log(η), and if for all γ ∈ Σ, we let

cγ :=

{
max

(
− log (|γ|) , η

) 1
2 if n = 2

1 if n = 3,
(17)

we define the a posteriori defeaturing error estimator as:

E (ud) :=

∑
γ∈Σ

Eγ(ud)2

 1
2

, (18)
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where, for all γ ∈ Σ,

Eγ(ud) :=
(
|γ|

1
n−1

∥∥dγ − dγγ∥∥2

0,γ
+ c2γ |γ|

n
n−1

∣∣dγγ∣∣2) 1
2

,

where dγ
γ

denotes the average value of dγ over γ. Note that we can rewrite the estimator feature-wise as
follows:

E (ud) =

Nf∑
k=1

∑
γ∈Σk

Eγ(ud)2

 1
2

=

Nf∑
k=1

E k(ud)2

 1
2

, (19)

where for all k = 1, . . . , Nf , we define E k(uk) as the defeaturing error estimator for feature F k, that is,

E k(ud) :=

∑
γ∈Σk

Eγ(ud)2

 1
2

.

The proposed estimator indicates that the whole information on the error introduced by defeaturing
multiple features, in the energy norm, is encoded in the boundary of the features, and can be accounted by
suitably evaluating the error made on the normal derivative of the solution. This result generalizes the one
from [1].

Remark 3.1 As analogously noted in [1, Remarks 4.1 and 5.3], the terms involving the average values of dγ
in the estimator E (ud) only depend on the defeatured problem data since for all k = 1, . . . , Nf ,

dγkn
γkn =

(
g − ∂ud

∂n

)γkn
=

1

|γkn |

(ˆ
γkn

g ds−
ˆ
γk0,n

g0 ds−
ˆ
Fn

f dx

)
,

dγk0,p
γk0,p =

(
g0 +

∂ud

∂nk

)γk0,p
=

1∣∣γk0,p∣∣
(ˆ

γk0,p

g0 ds−
ˆ
γkp

g ds−
ˆ
Fkp

f dx

)
,

dγkr
γkr =

(
g − ∂ud

∂n

)γkr
=

1

|γkr |

(ˆ
γkr

g ds−
ˆ
γ̃k
g̃k ds−

ˆ
F̃kp \Fkp

f dx

)
.

As a consequence, if these terms dominate, this means that the defeatured problem data should be more
accurately chosen, namely g0, g̃k, and the extension of f to Gkp. Moreover, under the reasonable flux
conservation assumptions (11) and (14), the defeaturing error estimator (18) rewrites

E (ud) :=

∑
γ∈Σ

|γ|
1

n−1
∥∥dγ∥∥2

0,γ

 1
2

.

Remark 3.2 Note that

E (ud) .

∑
γ∈Σ

c2γ |γ|
1

n−1
∥∥dγ∥∥2

0,γ

 1
2

=: Ẽ (ud).

However, when n = 2, and under the flux conservation conditions (11) and (14), Ẽ (ud) is sub-optimal since
in this case, Ẽ (ud) . max

γ∈Σ

(
cγ
)
E (ud). Indeed, no lower bound can be provided for Ẽ (ud).
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4 Defeaturing in linear elasticity

In this section, we consider a linear elasticity problem, and, following the same structure as for the Poisson’s
problem in Section 3, we precisely define the exact P(Ω), defeatured P(Ω0), and extension problems P

(
F̃ kp
)

for all k = 1, . . . , Nf . Then in this context, we give a precise definition of the proposed reliable and efficient
a posteriori estimator E (ud) of the energy norm of the defeaturing error |||u− ud|||Ω.

In the following, we denote by Hs(D) := [Hs(D)]
n

the vector-valued Sobolev space of order s ∈ R in a
domain D ⊂ Rn, whose classical norm and semi-norm are again written ‖ · ‖s,D and | · |s,D, respectively. We

will also denote by L2(D) := H0(D). Moreover, if we let ϕ ⊂ ∂D and z ∈ H
1
2 (ϕ), and to be able to deal

with boundary conditions, we will denote by

H1
z,ϕ(D) := {y ∈H1(D) : trϕ(y) = z},

where trϕ(y) denotes the trace of y on ϕ.

4.1 Exact and defeatured problems

Let us first introduce the linear elasticity problem P(Ω) in the exact geometry Ω. To do so, considering a
function v : Ω→ Rn, let

ε(v) :=
1

2

(
∇v +∇v>

)
(20)

be the linearized strain rate tensor, and let σ(v) be the Cauchy stress tensor in the medium. Then the linear
elastic regime is governed by the constitutive relation called Hooke’s law which is defined by

σ(v) = 2µ ε(v) + λ(∇ · v)IIIn, (21)

where λ and µ denote the first and second Lamé coefficients, respectively, and IIIn is the identity tensor in

Rn×n. Owing to thermodynamic stability, we know that µ > 0 and λ +
2

3
µ > 0 a.e. in Ω. Therefore, we

assume that there exist µmin, κmin > 0 such that

µ, λ ∈ L∞(Ω), µ(x) ≥ µmin, λ(x) +
2

3
µ(x) ≥ κmin, a.e. in Ω. (22)

Assumption 4.1 Hereinafter, for the sake of simplicity in the exposition, we assume that the Lamé constants
λ and µ are constant everywhere, and therefore are naturally extended to defeatured geometry Ω0.

Now, let gD ∈H
3
2 (ΓD), g ∈H

1
2 (ΓN ), and f ∈ L2 (Ω). We are interested in the following linear elasticity

problem defined in the exact geometry Ω: find u : H1(Ω), the weak solution of

P(Ω) :


−∇ · σ(u) = f in Ω

u = gD on ΓD

σ(u)n = g on ΓN ,

(23)

that is, u ∈H1
gD,ΓD

(Ω) satisfies for all v ∈H1
0,ΓD (Ω),

a(u,v) :=

ˆ
Ω

σ(u) : ε(v) dx =

ˆ
Ω

f · v dx+

ˆ
ΓN

g · v ds. (24)

If we equip H1
0,ΓD (Ω) with the norm ‖∇·‖0,Ω, it can be shown that under the assumptions written in (22) on

the Lamé coefficients, by Lax-Milgram theorem, problem (24) is well-posed. However, note that this problem
is rarely solved in practice, as it is assumed to be computationally too expensive.

Let us therefore introduce the corresponding linear elasticity problem P(Ω0) in the defeatured geometry
Ω0. To do so, we need to consider an L2-extension of the restriction f |Ω? in all the negative components F kn ,
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k = 1, . . . , Nf , that we still write f ∈ L2(Ω0) by abuse of notation. Moreover, we assume that the constitutive
relation (21) governing the linear elastic regime of the body deformation is also valid on functions defined
everywhere in Ω0, with the Lamé coefficients also satisfying (22) in the negative components of the features.

Then, instead of (23), we solve the following defeatured linear elasticity problem: after choosing g0 ∈H
1
2 (γ0),

find the weak solution u0 ∈H1(Ω0) of

P(Ω0) :


−∇ · σ(u0) = f in Ω0

u0 = gD on ΓD

σ(u0)n = g on ΓN \ γ
σ(u0)n0 = g0 on γ0,

(25)

that is, u0 ∈H1
gD,ΓD

(Ω0) satisfies for all v0 ∈H1
0,ΓD (Ω0),

ˆ
Ω0

σ(u0) : ε(v0) dx =

ˆ
Ω0

f · v0 dx+

ˆ
ΓN\γ

g · v0 ds+

ˆ
γ0

g0 · v0 ds. (26)

From Lax-Milgram theorem, we know that problem (26) is well-posed. Analogously to Poisson’s problem, the
choice of the defeatured problem data f in F kn for k = 1, . . . , Nf and g0 on γ0 will be guided by Remark 4.2.
We only anticipate here that, as before, the best possible choices allow for the conservation of the solution
flux in the positive and negative components of the features. That is, the best possible choices verify for all
k = 1, . . . , Nf ,

ˆ
γk0,p

g0 ds =

ˆ
γkp

g ds+

ˆ
Fkp

f dx and

ˆ
γk0,n

g0 ds =

ˆ
γkn

g ds−
ˆ
Fkn

f dx. (27)

Now, for all k = 1, . . . , Nf , we need to extend the solution u0 of (26) to F̃ kp as discussed in Section 2.1,

where F̃ kp satisfies the properties given in (4). To do so, let us choose an L2-extension of the restriction

f |Fkp in Gkp := F̃ kp \ F kp , that we still write f by abuse of notation, and let us assume that the constitutive

relation (21) governing the linear elastic regime of the body deformation is also valid for functions defined
in F̃ kp , with the Lamé coefficients satisfying (22). Then, similarly to (12), we define for all k = 1, . . . , Nf the

following extension of the solution u0 of (25) in F̃ kp , for k = 1, . . . , Nf : after choosing g̃k ∈ H
1
2 (γ̃k), find

uk ∈H1
(
F̃ kp

)
, the weak solution of

P
(
F̃ kp

)
:


−∇ · σ(uk) = f in F̃ kp
uk = u0 on γk0,p
σ(uk)ñk = g̃k on γ̃k

σ(uk)ñk = g on γks ,

(28)

that is, uk ∈H1
u0,γk0,p

(
F̃ kp

)
satisfies for all vk ∈H1

0,γk0,p

(
F̃ kp

)
,

ˆ
F̃kp

σ(uk) : ε(vk) dx =

ˆ
F̃kp

f · vk dx+

ˆ
γ̃k
g̃k · vk ds+

ˆ
γks

g · vk ds. (29)

From Lax-Milgram theorem, we know that problem (29) is well-posed. The choice of the defeatured problem
data f in Gkp, and g̃k on γ̃k for k = 1, . . . , Nf will be guided as well by Remark 4.2. As before, the best

possible choices allow for the conservation of the solution flux in every feature extension Gkp. I.e., they verify
for all k = 1, . . . , Nf ,

ˆ
γ̃k
g̃k ds =

ˆ
γkr

g ds−
ˆ
F̃kp \Fkp

f dx. (30)
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Then, the defeatured solution ud ∈ HgD,ΓD (Ω) is defined from u0, and uk for k = 1, . . . , Nf as in (3)
and the energy norm of the defeaturing error is defined as

|||u− ud|||Ω :=
(
a(u− ud,u− ud)

) 1
2 =

(ˆ
Ω

σ(u− ud) : ε(u− ud) dx

) 1
2

. (31)

4.2 Defeaturing error estimator

Let us recall the definition of the defeatured solution ud from (3), and the definitions of Σ, Σk, Σn, Σ0,p and
Σr from (6). Then for all γ ∈ Σ, let kγ ≡ k if γ ∈ Σk for some k = 1, . . . , Nf , and let

dγ ≡

g − σ(ud)n if γ ∈ Σn or if γ ∈ Σr,

−
(
g0 + σ(ud)nkγ

)
if γ ∈ Σ0,p.

(32)

In other words, and as for Poisson’s equation, dγ represents the Neumann error on the boundaries γn and
γr due to the defeaturing process, and the jump of the normal derivative of the defeatured solution on
the boundaries γ0,p. Moreover, recalling that the Lamé coefficients µ and λ verify the well-possedness
conditions (22), let ρ ≥ 0 come from the coercivity constant of the bilinear form a(·, ·) corresponding to
problem (29), explicitly defined by

ρ :=

{
µmin if λ ≥ 0 a.e.,

min(µmin,
3
2κmin) otherwise.

(33)

Then, we define the a posteriori defeaturing error estimator as:

E (ud) :=

∑
γ∈Σ

Eγ(ud)2

 1
2

, (34)

where for all γ ∈ Σ,

Eγ(ud) := ρ−
1
2

(
|γ|

1
n−1

∥∥dγ − dγγ∥∥2

0,γ
+ c2γ |γ|

n
n−1

∥∥dγγ∥∥2

`2

) 1
2

,

where cγ is defined in (17), dγ
γ

denotes the dimension-wise average value of dγ over γ, and ‖ · ‖`2 denotes

the discrete `2-norm as dγ
γ ∈ Rn. Note that, similarly as in (19), we can rewrite the estimator feature-wise

as follows:

E (ud) =

Nf∑
k=1

∑
γ∈Σk

Eγ(ud)2

 1
2

=

Nf∑
k=1

E k(ud)2

 1
2

, (35)

where for all k = 1, . . . , Nf , we define E k(uk) as the defeaturing error estimator for feature F k, that is,

E k(ud) :=

∑
γ∈Σk

Eγ(ud)2

 1
2

.

The proposed estimator indicates that all the information on the error introduced by defeaturing, in the
energy norm, is encoded in the boundary of the features, and can be accounted by suitably evaluating the
error made on the normal traction of the solution.

Remark 4.2 As in Remark 3.1, the terms involving the component-wise average values of dγ in the estimator
E (ud) only depend on the defeatured problem data. As a consequence, if these terms dominate, this means
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that the defeatured problem data should be more accurately chosen. Moreover, under the following reasonable
vectorial data compatibility conditions (27) and (30) for all k = 1, . . . , Nf , the defeaturing error estimator (34)
rewrites

E (ud) := ρ−
1
2

∑
γ∈Σ

|γ|
1

n−1
∥∥dγ∥∥2

0,γ

 1
2

.

Remark 4.3 In a similar fashion as Remark 3.2, note that

E (ud) . ρ−
1
2

∑
γ∈Σ

c2γ |γ|
1

n−1
∥∥dγ∥∥2

0,γ

 1
2

=: Ẽ (ud).

However, when n = 2, and under the data compatibility conditions (27) and (30), Ẽ (ud) is sub-optimal since
in this case, Ẽ (ud) . max

γ∈Σ

(
cγ
)
E (ud).

5 Defeaturing in Stokes’ equations

Finally, in this section, we consider the Stokes’ equations and we define precisely the exact P(Ω), defeatured
P(Ω0), and extension problems P

(
F̃ kp
)

for all k = 1, . . . , Nf . Then in this context, we give a precise definition
of the proposed reliable and efficient a posteriori estimator E (ud, pd) of the energy norm of the defeaturing
error |||(u− ud, p− pd)|||Ω.

5.1 Exact and defeatured problems

Let us first introduce the Stokes problem P(Ω) in the exact geometry Ω. To do so, considering a function
v : Ω → Rn, let ε(v) denote the linearized strain rate tensor in Ω, analogous to (20), and let σ(v) be the
viscous stress tensor of the considered fluid. Assuming the fluid to be Newtonian, Galilean invariance implies
that

σ(v) = 2µ ε(v) + λ(∇ · v)IIIn, (36)

where, in this case, the constants µ > 0 and λ ≥ 0 are now the dynamic and bulk viscosities, respectively.
Assumption 4.1 also applies in this case. Note that in this section, σ(v) is the viscous stress tensor and not
the total Cauchy stress tensor that would be defined by σ̂(v, q) := σ(v)− q IIIn for some function q : Ω→ R
in the space of pressures.

Now, let gD ∈ H
3
2 (ΓD), g ∈ H

1
2 (ΓN ), fc ∈ L2(Ω), and f ∈ L2 (Ω). We are interested in the following

Stokes problem defined in the exact geometry Ω: find (u, p) ∈H1(Ω)× L2(Ω), the weak solution of

P(Ω) :


−∇ · σ(u) +∇p = f in Ω

∇ · u = fc in Ω

u = gD on ΓD

σ(u)n− pn = g on ΓN ,

(37)

that is, (u, p) ∈H1
gD,ΓD

(Ω)× L2(Ω) satisfies for all (v, q) ∈H1
0,ΓD (Ω)× L2(Ω),

a(u,v) + b(p,v) =

ˆ
Ω

f · v dx+

ˆ
ΓN

g · v ds,

b(q,u) = −
ˆ

Ω

qfc dx.

(38)
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where for all v,w ∈H1(Ω) and all q ∈ L2(Ω),

a(w,v) :=

ˆ
Ω

σ(u) : ε(v) dx, (39)

b(q,v) := −
ˆ

Ω

p∇ · v dx. (40)

Note that if fc ≡ 0, then (37) is also the system of equations describing the linear elastic problem of Section 4
in the incompressible limit λ→∞, and (36) simplifies to

σ(v) = 2µε(v). (41)

Moreover, since
∇ ·
(
λ(∇ · v)IIIn

)
= ∇(λ∇ · v),

if we use the following change of variables,

p′ := p− λ∇u, σ′(u) := 2µε(u), (42)

then problem (37) remains identical if we replace p by p′ and σ(u) by σ′(u). Therefore, in the following, we
adopt this change of variables and we assume that σ(u) is expressed as in (41) from now on.

If we equip H1
0,ΓD (Ω) with the norm ‖∇ · ‖0,Ω, it is possible to show by Ladyzhenskaya-Babuška-Brezzi

theorem [22] that problem (38) is well-posed.
Let us introduce the corresponding Stokes problem P(Ω0) in the defeatured geometry Ω0. To do so, we

need to choose an L2-extension of f and an L2-extension of fc in the negative components of the features
Fn, that we still write f and fc by abuse of notation. Moreover, we assume that the viscous stress tensor
σ also satisfies (41) on functions defined everywhere in Ω0. Then instead of the exact problem (37) and

similarly to (25), the following defeatured problem is solved: after choosing g0 ∈ H
1
2 (γ0), find the weak

solution (u0, p0) ∈H1(Ω0)× L2(Ω0) of

P(Ω0) :



−∇ · σ(u0) +∇p0 = f in Ω0

∇ · u0 = fc in Ω0

u0 = gD on ΓD

σ(u0)n− p0n = g on ΓN \ γ
σ(u0)n0 − p0n = g0 on γ0,

(43)

that is, (u0, p0) ∈H1
gD,ΓD

(Ω0)× L2(Ω0) satisfies for all (v0, q0) ∈H1
0,ΓD (Ω0)× L2(Ω0),

ˆ
Ω0

σ(u0) : ε(v0) dx−
ˆ

Ω

p0∇ · v0 dx =

ˆ
Ω0

f · v0 dx+

ˆ
ΓN\γ

g · v0 ds+

ˆ
γ0

g0 · v0 ds,

−
ˆ

Ω

q0∇ · u0 dx = −
ˆ

Ω

q0fc dx. (44)

By Ladyzhenskaya-Babuška-Brezzi theorem, problem (44) is well-posed. As for the Poisson and linear elas-
ticity problems, the choice of the defeatured problem data f and fc in F kn for k = 1, . . . , Nf and g0 on γ0

will be guided by Remark 5.1. As for Poisson and linear elasticity problems, the best possible choices satisfy
a conservation assumption of the solution flux in the positive and negative components of the features given
by (27) for all k = 1, . . . , Nf .

Now, for all k = 1, . . . , Nf , we need to extend the solution (u0, p0) of (44) to F̃ kp as discussed in Section 2.1,

where F̃ kp satisfies the properties given in (4). To do so, let us choose an L2-extension of the restriction f |Fkp
and an L2-extension of the restriction fc|Fkp in Gkp := F̃ kp \ F kp , that we still write f and fc by abuse of

notation. Moreover, we assume that the viscous stress tensor σ also satisfies (41) on functions defined in F̃ kp .
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Then, similarly to (28), we define for all k = 1, . . . , Nf the following extension of the solution (u0, p0) of (43)

in F̃ kp : after choosing g̃k ∈H
1
2 (γ̃k), find (uk, pk) ∈H1

(
F̃ kp

)
× L2

(
F̃ kp

)
, the weak solution of

P
(
F̃ kp

)
:



−∇ · σ(uk) +∇pk = f in F̃ kp
∇ · uk = fc in F̃ kp
uk = u0 on γk0,p
σ(uk)ñk − pkñk = g̃k on γ̃k

σ(uk)ñk − pkñk = g on γks ,

(45)

that is, (uk, pk) ∈H1
u0,γk0,p

(
F̃ kp

)
× L2

(
F̃ kp

)
satisfies for all (vk, qk) ∈H1

0,γk0,p

(
F̃ kp

)
× L2

(
F̃ kp

)
,

ˆ
F̃kp

σ(uk) : ε(vk) dx−
ˆ
F̃kp

pk∇ · vk dx =

ˆ
F̃kp

f · vk dx+

ˆ
γ̃k
g̃k · vk ds+

ˆ
γks

g · vk ds,

−
ˆ
F̃kp

qk∇ · uk dx = −
ˆ
F̃kp

qkfc dx. (46)

By Ladyzhenskaya-Babuška-Brezzi theorem, problem (46) is well-posed. The choice of the defeatured problem
data f and fc in Gkp, and g̃k on γ̃k for k = 1, . . . , Nf will be guided by Remark 5.1. We anticipate here that
as before, the best possible choices satisfy a conservation assumption of the solution flux in every feature’s
extension Gkp, given by (30).

Then, the defeatured solution (ud, pd) ∈ HgD,ΓD (Ω) × L2(Ω) is defined from (u0, p0) and (uk, pk) for
k = 1, . . . , Nf as in (3) and we define the defeaturing error as

|||(u− ud, p− pd)|||Ω =

(ˆ
Ω

σ(u− ud) : ε(u− ud) dx

) 1
2

+ µ−
1
2 ‖p− pd‖0,Ω. (47)

5.2 Defeaturing error estimator

Let us recall the definition of the defeatured solution (ud, pd) from (3), and the definitions of Σ, Σk, Σn, Σ0,p,
and Σr from (6). Then, let kγ ≡ k if γ ∈ Σk for some k = 1, . . . , Nf , and let us redefine dγ for all γ ∈ Σ in
the context of Stokes equations. That is, let

dγ ≡

g − σ(ud)n + pdn if γ ∈ Σn of if γ ∈ Σr,

−
(
g0 + σ(ud)nkγ − pdnkγ

)
if γ ∈ Σ0,p.

(48)

In other words, and as for Poisson’s and linear elasticity equations, dγ represents the Neumann error on the
boundaries γn and γr due to the defeaturing process, and the jump of the normal derivative of the defeatured
solution on the boundaries γ0,p. Then, we define the a posteriori defeaturing error estimator as:

E (ud, pd) :=

∑
γ∈Σ

Eγ(ud, pd)2

 1
2

, (49)

where for all γ ∈ Σ,

Eγ(ud, pd) := 3µ−
1
2

(
|γ|

1
n−1

∥∥dγ − dγγ∥∥2

0,γ
+ c2γ |γ|

n
n−1

∥∥dγγ∥∥2

`2

) 1
2

,

where cγ is defined in (17), dγ
γ

denotes the dimension-wise average value of dγ over γ, and ‖ ·‖`2 denotes the

discrete `2-norm as dγ
γ ∈ Rn. Note that, as for the Poisson’s and linear elasticity problems, we can rewrite
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the estimator feature-wise as

E (ud, pd) =

Nf∑
k=1

∑
γ∈Σk

Eγ(ud, pd)2

 1
2

=

Nf∑
k=1

E k(ud, pd)2

 1
2

, (50)

where for all k = 1, . . . , Nf , we define E k(uk, pk) as the defeaturing error estimator for feature F k, that is,

E k(ud, pd) :=

∑
γ∈Σk

Eγ(ud, pd)2

 1
2

.

The proposed estimator indicates that all the information on the error introduced by defeaturing is
encoded in the boundary of the features, and can be accounted by suitably evaluating the error made on the
normal viscous stress and pressure of the solution.

Remark 5.1 Similarly to Remarks 3.1 and 4.2, the terms involving the component-wise average values of dγ
in E (ud, pd) only depend on the defeatured problem data. As a consequence, if these terms dominate, this
means that the defeatured problem data should be more accurately chosen. Moreover, under the reasonable
data compatibility conditions (27) and (30) that represent flux conservation assumptions in this context, the

defeaturing error estimator (49) rewrites E (ud, pd) := µ−
1
2

∑
γ∈Σ

|γ|
1

n−1
∥∥dγ∥∥2

0,γ

 1
2

.

Remark 5.2 Similarly to Remark 3.2 and 4.3, note that

E (ud, pd) . µ−
1
2

∑
γ∈Σ

c2γ |γ|
1

n−1
∥∥dγ∥∥2

0,γ

 1
2

=: Ẽ (ud, pd).

However, when n = 2 and under the flux conservation conditions (27) and (30), Ẽ (ud, pd) is sub-optimal
since in this case, Ẽ (ud, pd) . max

γ∈Σ

(
cγ
)
E (ud, pd).

6 An adaptive geometric refinement strategy

In this section, we aim at defining an adaptive analysis-aware defeaturing strategy in a geometry Ω containing
Nf ≥ 1 distinct complex features. More precisely, starting from a fully defeatured geometry Ω0, we want
to precisely define a strategy that determines when and which geometrical features need to be reinserted in
the geometrical model, among those that have been removed by defeaturing. Note that the word defeaturing
may be misleading when thinking of an adaptive strategy: The geometry Ω0 in which the problem is actually
solved is (partially) defeatured, but the adaptive algorithm selects the features that need to be added to the
geometrical model, in order to solve the differential problem up to a given accuracy. The concept of geometric
adaptivity is illustrated in Figure 6.

In the sequel, we elaborate on each of the building blocks which compose one iteration of an iterative
process:
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geometric adaptivity

defeaturing

Ω(0) Ω(i) Ω

Figure 6: Illustration of defeaturing and geometric adaptivity.

SOLVE ESTIMATE MARK REFINE

To do so, let i ∈ N be the current iteration index of the adaptive geometric refinement strategy. For
simplicity in this section, let us always write ud the defeatured solution, even in the context of linear elasticity
for which it should be ud, or in the context of Stokes equations for which it should be (ud, pd). To begin the

process, let Ω
(0)
0 be the fully defeatured geometry defined as in (2). That is, Ω

(0)
0 is the domain in which all

features of Ω are removed: Their positive component is cut out, and their negative component is filled with

material. Since some features will be reinserted during the adaptive process, we denote Ω
(i)
0 the simplified

geometry at the i-th iteration, and in general, we use the upper index (i) to refer to objects at the same
iteration. However, to alleviate the notation, we will drop the index (i) when it is clear from the context. In

particular, we will write Ω0 ≡ Ω
(i)
0 .

6.1 Solve and Estimate

We first solve the defeatured problem (10) in the framework of Poisson’s equation, or problems (26) or (44)
for linear elasticity or Stokes, respectively, defined in the (partially) defeatured geometry Ω0. Then, we solve
the local extension problem (13), respectively (29) and (46), for each feature having a non-empty positive

component. We thus obtain the defeaturing solution ud ≡ u
(i)
d defined in (3), as an approximation of the

exact solution u of (8), respectively (24) and (38), at iteration i. Then, the defeaturing error is estimated by
E (ud) defined in (18), respectively (34) and (49).

6.2 Mark

Recalling that Nf ≡ N (i)
f at the current iteration i, we select and mark some features

{
F km

}
km∈Im

⊂ F with Im ⊂
{

1, . . . , N
(i)
f

}
to be added to the (partially) defeatured geometry Ω0 ≡ Ω

(i)
0 . To do so, we employ in the following a

maximum strategy. That is, let us first recall definition (19) (respectively, (35) and (50)) of the single feature
contributions E k(ud) of the defeaturing error estimator E (ud), for k = 1, . . . , Nf . Then, after choosing a
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marking parameter 0 < θ ≤ 1, a feature F km is marked, i.e., km ∈ Im, if it verifies

E km(ud) ≥ θ max
k=1,...,Nf

(
E k(ud)

)
. (51)

In other words, the set of marked features are the ones giving the most substantial contribution to the
defeaturing error estimator. The smallest is θ, the more features are selected, and viceversa.

6.3 Refine

In this step, the defeatured geometry Ω
(i)
0 is refined, meaning that the marked features

{
F k
}
k∈Im

are inserted

in the geometrical model. That is, the new partially defeatured geometrical model Ω
(i+1)
0 at the next iteration

is built as follows:

Ω
(i+ 1

2 )
0 = Ω

(i)
0 \

⋃
k∈Im

F kn , (52)

Ω
(i+1)
0 = int

(
Ω

(i+ 1
2 )

0 ∪
⋃
k∈Im

F kp

)
. (53)

And thus in particular,

F (i+1)
n := F (i)

n \
⋃
k∈Im

F kn , F (i+1)
p := F (i)

p \
⋃
k∈Im

F kp ,

F̃ (i+1)
p := F̃ (i)

p \
⋃
k∈Im

F̃ kp , Ω
(i+1)
? := Ω \ F (i+1)

p ,

and as in definition (2),

Ω
(i+1)
0 = int

(
Ω

(i+1)
? ∪ F (i+1)

n

)
.

Once the mesh and the defeatured geometry have been refined, the modules SOLVE and ESTIMATE

presented in Section 6.1 can be called again. To do so, we update Ω0 as Ω
(i+1)
0 , define N

(i+1)
f := N

(i)
f −#Im,

update the set of features F as F \
{
F k
}
k∈Im

, and renumber the features from 1 to N
(i+1)
f . The adaptive

loop is continued until a certain given tolerance on the error estimator E (ud) is reached, or until the set F is
empty, meaning that all the features have been added to the geometrical model.

Remark 6.1 Note that a more precise geometric refinement strategy could be performed since Gkp can be

seen as a negative feature of F kp whose simplified domain is F̃ kp , for all k = 1, . . . , Nf . More precisely, one

could consider separately the contributions to E k(ud) given by

• γkn and γk0,p, which indicate whether feature F k should be added to the defeatured geometrical model Ω0;

• γkr , which indicates whether the negative feature Gkp of F kp should be removed from the simplified

positive component F̃ kp of F k.

However, since this adds an extra complexity without introducing new conceptual ideas, this strategy is not
further developed in the remaining of this article.

7 Numerical considerations and experiments

In this section, we perform a few numerical experiments to illustrate the validity of the proposed a posteriori
estimators of the defeaturing error, introduced in Sections 3, 4, and 5. Thanks to these experiments, we also
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F 1

F 2

Ω

(a) Exact domain with two circular features.

F 1

F 2

Ω

(b) Exact domain with two square features.

Figure 7: Numerical test 7.1.1 – Exact geometries used for the comparison between features’ sizes (not at
scale).

demonstrate that the adaptive procedure presented in Section 6 ensures the convergence of the defeaturing
error in the energy norm.

For the numerical approximation of the differential problems treated in this section, we use isogeometric
analysis (IGA) on very fine meshes, and multipatch and unfitted boundary techniques for the geometrical
description of the features. More specifically, a code has been developed on top of GeoPDEs [23], an open-
source and free Octave/MATLAB package for the resolution of PDEs using IGA. The local meshing process
required for the integration of trimmed elements uses the in-house tools presented in [24,25], that have been
linked to GeoPDEs. Finally, the 3D numerical experiment of Section 7.3 has been performed using an in-
house C++ library for immersed problems that implements the folded decomposition technique presented
in [26]. The interested reader is referred to [19] for a presentation of isogeometric analysis and advanced
spline technologies.

It is important to remark that, even if in this work we adopted spline based discretizations, the estimator
and methodology presented in this work are discretization agnostic, being possible to use other techniques.

7.1 Impact of some feature properties on the defeaturing error

In this section, we study the impact of some properties of the geometrical features on the defeaturing error
and estimator. In particular, we study the influence of the size and shape of the features, of the distance
between them, and of their number.

7.1.1 Size of the features

Let us consider a numerical experiment first studied in [1], in which a computational domain contains a very
small but important feature, and a large feature whose presence or absence does not affect much the solution
accuracy. More precisely, let Ω0 := (0, 1)2 be the fully defeatured geometry, and let Ω := Ω0 \

(
F 1 ∪ F 2

)
,

where F 1 is a circular hole of radius 10−3 centered at (1.1 · 10−3, 1.1 · 10−3), and F 2 is a larger circular hole
of radius 10−1 centered at (8.9 · 10−1, 8.9 · 10−1). The considered geometry is illustrated in Figure 7a. We
consider Poisson’s problem (7) in the exact computational domain Ω, and its defeatured version (9) defined
in Ω0, with f(x, y) := 128e−8(x+y) in Ω0, gD(x, y) := e−8(x+y) on ΓD :=

(
[0, 1) × {0}

)
∪
(
{0} × [0, 1)

)
, the

bottom and left sides, g(x, y) := −8e−8(x+y) on ∂Ω0 \ ΓD, and finally g ≡ 0 on ∂F 1 ∪ ∂F 2. The exact and
defeatured solutions u and u0 of these Poisson’s problems have a high gradient in the region around the small
feature F 1, while they are almost identically equal to zero in the region around the large feature F 2.

We then perform the same test, but with square holes instead of circular ones. That is, we consider
the same defeatured geometry Ω0 = (0, 1)2, and the same data to solve Poisson’s equation (7), but now
Ω := Ω0 \(F 1∪F 2), where F 1 and F 2 are squares centered at (1.1 ·10−3, 1.1 ·10−3) and (8.9 ·10−1, 8.9 ·10−1),
respectively, and whose sides have length 2 · 10−3 and 2 · 10−1, respectively. The geometry is illustrated in
Figure 7b, and as before, the solution has a high gradient close to the bottom left corner where F 1 is located,
and is almost constantly equal to zero close to the top right corner where F 2 is located.
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Features E 1(u0) E 2(u0) E (u0) |||u− ud|||Ω ηeff

Circular holes 5.03 · 10−2 7.86 · 10−6 5.03 · 10−2 1.45 · 10−2 3.47
Square holes 6.29 · 10−2 7.73 · 10−6 6.29 · 10−2 1.64 · 10−2 3.84

Table 1: Numerical test 7.1.1 – Results of the comparison between features’ sizes.

The values of the defeaturing error estimator (18) and of the defeaturing error |||u− ud|||Ω are reported in
Table 1. In both geometries, independently of the shape of the features, F 1 is indeed more important than
F 2 since the estimator for F 1 is four orders of magnitude larger than the estimator for F 2. This result was
expected because of the solution’s very high gradient close to F 1, and because of the homogeneous boundary
conditions imposed on the feature’s boundaries. In both cases, the proposed estimator well estimates the

defeaturing error since the effectivity index ηeff :=
E (u0)

|||u− ud|||Ω
is reasonably low, with values comparable to

the single feature experiments performed in [1]. These results perfectly agree with the theory developed in
Section 3, and illustrate how the proposed estimator does not only depend on geometrical considerations,
but also on the analysis behind, i.e., on the considered differential problem that one wants to solve. Hence
the name analysis-aware defeaturing.

7.1.2 Distance between features

The following numerical example is used to show that the separability Assumption A.1 is very weak, as one
can consider features that are arbitrarily close to one another, as soon as the number of close features is
bounded. Indeed, consider a geometry with either two square features, one positive and one negative, or one

complex feature, as follows. Let Ω0 := (0, 1)2, let δ ∈ (−0.1, 0.8), and let Ωδ := int
(

Ω0 ∪ F 1
δ \ F 2

δ

)
with

F 1
δ :=

(
0.4− δ

2
, 0.5− δ

2

)
× (1, 1.1) ,

F 2
δ :=

(
0.5 +

δ

2
, 0.6 +

δ

2

)
× (0.9, 1) ,

as illustrated in Figure 8. That is,

• if δ ≤ 0, then F 1
δ ∪ F 2

δ needs to be considered as a single feature because of Assumption A.1, where
F 1
δ is the positive component of that feature, and F 2

δ is its negative component. In this case, we let
γ1

0,δ := γ0,p, γ2
0,δ := γ0,n, γ1

δ := γp, and γ2
δ := γn;

• if δ > 0, then F 1
δ and F 2

δ are two distinct features satisfying Assumption A.1 and separated by a distance
δ, where F 1

δ is positive, and F 2
δ is negative. In this case, we let γ1

0,δ := γ1
0,p = γ1

0 , γ2
0,δ := γ2

0,n = γ2
0 ,

γ1
δ := γ1

p = γ1, and γ2
δ := γ2

n = γ2.

Let us consider Poisson problem (7) with f ≡ 0 in Ω, gD(x, y) := 40 cos(πx)+10 cos(5πx) on ΓD := (0, 1)×{0},
and g ≡ 0 on ΓN := ∂Ωδ \ΓD. We solve the defeatured Poisson problem (9) with the same data, and we take
g0 ≡ 0 on

γ1
0,δ =

(
0.4− δ

2
, 0.5− |δ|

2

)
× {1}

and γ2
0,δ =

(
0.5 +

δ

2
, 0.6 +

δ

2

)
× {1}.

Finally, we solve the Dirichlet extension problem (12) in F̃ 1
δ = F 1

δ . We choose different values of δ in order
to consider different cases:
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γ1
0,δ

γ2
0,δ

Ω0

(a) Simplified domain Ω0

for δ = 0.1.

Ωδ

γ1
δ

γ2
δ

(b) Exact domain Ωδ for
δ = 0.1.

γ1
0,δ

γ2
0,δ

γ1
δ

γ2
δ

(c) Zoom on part of the up-
per boundary of Ω0 (up)
and Ωδ (down) for δ = 0.

γ1
0,δ

γ2
0,δ

γ1
δ

γ2
δ

(d) Zoom on part of the up-
per boundary of Ω0 (up)
and Ωδ (down) for δ =
−0.05.

Figure 8: Numerical test 7.1.2 – Simplified domain Ω0 and exact domains Ωδ for different values of δ.

δ E (ud) |||u− ud|||Ωδ ηeff

2.0 · 10−1 1.58 1.49 1.73
2.0 · 10−4 2.84 1.68 1.69
0.0 · 100 2.84 1.68 1.69
−1.0 · 10−3 27.0 15.1 1.78
−9.9 · 10−2 24.5 14.3 1.71

Table 2: Numerical test 7.1.2 – Values of the defeaturing error and estimator for different values of δ. The
cases in which δ > 0 correspond to separate features, while the cases δ < 0 correspond to features with
overlapping boundaries.

• with δ = 2 · 10−1, the distance between the features and the distance between γ1
0,δ and γ2

0,δ are of the

same order of magnitude as the measures of γ1
0,δ and γ2

0,δ;

• with δ = 2 · 10−4, the distance between γ1
0,δ and γ2

0,δ is several orders of magnitude smaller than the

measures of γ1
0,δ and γ2

0,δ;

• with δ = 0, the boundaries of the feature components intersect in one single point;

• with δ = −1 · 10−3, the measure of the intersection between the boundaries of the feature components
is several orders of magnitude smaller than the measures of the boundaries of the features;

• with δ = −9.9 ·10−2, the measure of the intersection between the boundaries of the feature components
is of the same order of magnitude as the measures of the boundaries of the features.

The results are presented in Table 2, and we indeed see that the defeaturing estimator approximates well
the defeaturing error in all the different presented cases. In particular, we observe that the effectivity index

ηeff :=
E (ud)

|||u− ud|||Ω
is not influenced by the distance separating the positive and negative components of the

feature(s). This confirms the fact that Assumption A.1 in not very restrictive in practice.

7.1.3 Number of features

Under Assumption A.1, the effectivity index of the defeaturing error estimator should not depend on the
number of features that are present in the original geometry Ω. To verify this, let Ω0 := (0, 1)2 be the
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Feature index k 1 2 3 4 5 6 7 8 9

Radius [·10−2] 8.13 6.64 3.89 7.40 8.18 6.00 0.85 9.22 0.54

Center [·10−2] 0.98 2.84 5.46 7.16 8.99 0.67 3.12 4.95 7.06

0.93 1.24 0.57 0.93 1.04 3.40 3.03 3.08 2.48

Feature index k 10 11 12 13 14 15 16 17 18

Radius [·10−2] 5.27 1.19 3.80 8.13 2.44 8.84 7.13 3.78 2.49

Center [·10−2] 8.86 0.67 3.28 5.01 7.44 8.93 1.10 2.44 5.45

2.90 5.35 4.46 5.09 4.88 5.07 6.93 6.78 7.73

Feature index k 19 20 21 22 23 24 25 26 27

Radius [·10−2] 2.53 6.67 0.50 6.85 6.20 7.47 8.77 2.00 1.00

Center [·10−2] 7.27 9.21 0.22 3.26 5.01 7.06 8.99 4.00 1.00

7.33 6.96 8.24 9.15 9.10 8.78 8.98 7.00 9.00

Table 3: Numerical test 7.1.3 – Data of the 27 circular features.

fully defeatured domain, and let Ω := Ω0 \
⋃Nf
k=1 F

k, where Nf = 27, and the features F k are circular holes
of random radii in the interval (0, 0.01) which are randomly distributed in Ω0, under the condition that
Assumption A.1 is satisfied. For the sake of reproducibility, the values of the radii and centers of the features
are reported in Table 3. The exact domain Ω with all the 27 features is represented in Figure 9a.

We want to find a good approximation of the solution of Poisson’s problem (7) in Ω, whose exact solution
is shown in Figure 9c, being f(x, y) := −18e−3(x+y) in Ω0, gD(x, y) := e−3(x+y) on the bottom and left
boundaries, i.e., on ΓD :=

(
[0, 1)×{0}

)
∪
(
{0}× [0, 1)

)
, g(x, y) := −3e−3(x+y) on ∂Ω0 \ΓD, and g ≡ 0 on ∂F k

for k = 1, . . . , Nf . Thus we perform the adaptive algorithm introduced in Section 6 starting from the fully

defeatured domain Ω
(0)
0 := Ω0, with marking parameter θ = 0.95. I.e., at every iteration we include the 5%

of the features whose error contributes the most. We recursively solve the partially defeatured problem (9)

in Ω
(i)
0 at each iteration i ≥ 0, and we call u

(i)
0 its solution.

The results are presented in Figure 10, and the sets of added features at each iteration are the following:
{1}, {2, 6}, {4, 16}, {8}, {3}, {5}, {13}, {12}, {17}, {22}, {11}, {10}, {15}, {23}, {24, 16}, {7}, {20, 27},
{18, 25}, {21}, {14}, {19, 9}. For instance, the error is divided by 10 when 9 out of the 27 features are
inserted in the partially defeatured geometrical model, i.e., a third of total number of features; this happens

at iteration i = 7, and Ω
(7)
0 is represented in Figure 9b. On the other hand, features 19, 20, 24, and 25, that

are placed near the right top corner, where the solution is gradient is very small, are only activated in the last

iterations. We remark that the iteration index is directly linked to the number N
(i)
f at each iteration i, that

is, to the number of features that are still missing in the simplified geometrical model Ω
(i)
0 with respect to

the 27 features in Ω. Moreover, we can see that the effectivity index is independent of the number of features
that are not in the simplified geometrical model in which the problem is solved. Indeed, ηeff remains almost
constant at each iteration, between 2.1 and 3.8. This result perfectly agrees with the theory developed in
this paper, in particular the reliability and efficiency results of Theorems 2.6 and 2.7.

7.1.4 Shape of the features

The presence of a feature in the computational domain may greatly but locally perturb the solution, for
instance because of a sharp or even re-entrant corner. When such feature is removed, the defeatured solution
becomes smoother. In this section, the presented numerical illustration demonstrates that the proposed
estimator is able to capture the correct behavior of the error independently of the shape of the feature, and
with a low effectivity index.

To do so, let Ω0 := (0, 1)2 be the fully defeatured domain, and let Ω := Ω0 \
⋃3
k=1 F

k be the exact
computational domain containing three holes: F 1 is a circle of radius 0.0125 centered at (0.375, 0.5), F 2 is a
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(a) Exact domain Ω with 27 features.
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(b) Partially defeatured domain Ω(i) at itera-
tion i = 7.

(c) Exact solution in Ω

Figure 9: Numerical test 7.1.3 – Geometry with 27 features, considered exact solution, and corresponding
partially defeatured geometrical model at iteration i = 7.
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)

Figure 10: Numerical test 7.1.3 – Behavior of the defeaturing error and estimator with respect to the number

of features in the defeatured geometrical models Ω
(i)
0 . Each marker corresponds to the value at one iteration.
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Feature index k 1 2 3

E k(ud, pd) 2.1713 · 10−2 2.4578 · 10−2 1.5601 · 10−2

Table 4: Numerical test 7.1.4 – Feature contributions E k(ud, pd) to the multi-feature estimator E (ud, pd).

(a) Magnitude of u (left) and ud (right) in the domains Ω and Ω0, respectively.

(b) Zoom of the central region: Magnitude of u (left) and ud (right) in the domains Ω and Ω0, respectively.

Figure 11: Numerical test 7.1.4 – Magnitude of the velocity in the exact Ω and fully defeatured Ω0 domains.
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square of side 0.0250 centered at (0.5, 0.375), and F 3 is a non-convex quadrilateral creating three re-entrant
corners in Ω, whose vertices are placed in (0.625, 0.5125), (0.6125, 0.4875), (0.625, 0.5) and (0.6375, 0.4875).
See Figure 11a (left) for an illustration of the domain Ω.

In this experiment, we aim at finding the exact solution (u, p) of the Stokes’ problem (37) defined in Ω,
where f(x, y) := exp

[
4
(
(x− 0.5)2 + (y − 0.5)2

)]
and fc ≡ 0 in Ω, gD ≡ 0 in ∂Ω0, and g ≡ 0 in ∂F k for all

k = 1, 2, 3. Instead of solving problem (37), we tackle the approximate one (43) in Ω0 with the same data;
in particular, f is naturally extended in the features, and we obtain the defeatured solution (u0, p0).

The magnitude of the velocity fields u and ud is shown in Figure 11. As it can be seen in the zoom-
in (Figure 11b), in this case, the sharp non-convex feature F 3 introduces a localized perturbation that is
similar to ones produced by the sharp convex F 1 and smooth F 2 features, as all of them are located at
solution regions with similar gradient magnitudes. Indeed, their contributions E k(ud, pd), for k = 1, 2, 3,
reported in Table 4, are of the same order. From those individual contributions, through (50), the total
defeaturing error estimate is computed to be E (ud, pd) = 1.0895 · 10−1, and the corresponding energy error
is |||(u− ud, p− pd)|||Ω = 7.5381 · 10−2. Therefore, the effectivity index of the proposed estimator is

ηeff :=
E (ud, pd)

|||(u− ud, p− pd)|||Ω
= 1.4454,

which is notably very low (at the same level as the ones observed in [1] for geometries with a single feature):
The estimator is able to estimate the effect of different features, independently of their shape.

7.2 Lid-driven cavity

For this next numerical experiment, let us consider Stokes’ problem in a lid-driven cavity [27] in which
three holes are located. More precisely, we consider an exact domain Ω = Ω0 \ (F 1 ∪ F 2 ∪ F 3) for which
Ω0 := (0, 1)2 is the fully defeatured domain, and F 1, F 2, and F 3 are three circular holes of radius 0.01
centered, respectively, at (0.011, 0.989), (0.5, 0.75), and (0.011, 0.011). For this test, we let ΓD := ∂Ω0,
ΓN := ∂F 1 ∪ ∂F 2 ∪ ∂F 3, f ≡ 0 in Ω0, g ≡ 0 on ΓN , and

gD ≡

{
(1, 0) on (0, 1)× {1} the top boundary,

(0, 0) everywhere else on ΓD.

Then, let (u, p) be the solution of the exact Stokes’ problem (37), and let (ud, pd) ≡ (u0, p0) be the solution
of the corresponding Stokes’ problem (43) in the fully defeatured geometry Ω0. We compute the estimator
E (ud, pd) defined in (50) by computing each feature contribution E k(ud, pd) for k = 1, 2, 3.

Results are presented in Figure 12, in which the magnitude of the velocity fields u and u0 is shown,
and Table 5 reports each feature contribution’s E k(ud, pd) for k = 1, 2, 3. We observe that the presence of
the features changes the fluid velocity inside the cavity, especially for features F 2 and F 3. This is expected
because of the homogeneous Neumann boundary conditions on the features. However, features only change
locally the velocity field of the fluid around them. Thus, feature F 1 brings the largest contribution to the
estimator while feature F 3 brings the smallest one. This is coherent with the theory since the velocity has
a large gradient close to the moving boundary at the top, while it is almost constantly equal to zero around
features F 2 and F 3 (note the different scales in Figures 12b-12d). We therefore expect F 1 to contribute the
most to the overall defeaturing error, even if at a first glance it is the hole whose absence changes the least
the velocity of the fluid (recall Figure 12b).

The total defeaturing error estimate is equal to E (ud, pd) = 35.622, and |||(u− ud, p− pd)|||Ω = 31.308.
Therefore, the effectivity index of the proposed estimator is equal to

ηeff :=
E (ud, pd)

|||(u− ud, p− pd)|||Ω
= 1.1378,

which is notably very low, as in the previous experiment. Note that to compute the defeaturing error, a very
fine mesh around the holes had to be taken in Ω in order to be able to neglect the component of the error
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Feature index k 1 2 3

E k(ud, pd) 1.1874 · 101 6.7065 · 10−2 2.1130 · 10−2

Table 5: Numerical test 7.2 – Feature contributions E k(ud, pd) to the multi-feature estimator E (ud, pd).

coming from the numerical approximation of the problem, as represented in Figure 13. This is not required
when the holes are filled as in the defeatured geometry Ω0: This shows the potential of defeaturing, in terms
of memory and computational time savings. Far from the features and high solution gradients, a coarser grid
is considered.

7.3 Three-dimensional elastic structure

For this last numerical experiment, let us consider the exact domain Ω and the corresponding defeatured
domain Ω0 represented in Figure 14. More precisely, the base has dimensions 200 × 200 × 20 [mm], and
the cylinder has a height of 150 [mm]. Moreover, and in particular, the exact domain contains 20 features
numbered as illustrated in Figure 14a:

• F 1 to F 4 are the four letters of the carved “EPFL” logo, in order (see also Figure 6 in which these
features are more clearly visible).

• F 5 to F 8 are the four holes in the stiffeners, counted counter-clockwise beginning from the one on the
left of the “EPFL” logo.

• F 9 to F 12 are the four holes in the vertical part of the structure, counted counter-clockwise beginning
from the one above the “EPFL” logo.

• F 13 to F 20 are the eight rounds present on the left and right diagonal angles of the stiffeners, counted
counter-clockwise beginning from the left round of the stiffener on the left of the “EPFL” logo.

Rounds, holes, and carved logos are three of the most typical features that finite element analysis practitioners
encounter in CAD designs. These features are interesting to analyze, since they are usual candidates to be
removed before creating a finite element mesh.

Taking the origin at the bottom lower left corner of the structure, let ΓD be the bottom of the structure
and ΓN := ∂Ω \ ΓD, let f = 0 [N· mm−3], gD = 0 [mm], and

g [MPa] =

{
0 on ΓN \ Γtop

ex = (1, 0, 0)> on Γtop,

where Γtop is the top face of the cylinder. Then, let u ∈ H1
0,ΓD (Ω) be the solution of the linear elasticity

problem given by (24), where the material properties correspond to steel. That is, the Lamé parameters λ
and µ are expressed in terms of the Young modulus E = 210 [GPa] and Poisson’s ration ν = 0.3 [–] as

λ =
Eν

(1 + ν)(1− 2ν)
and µ =

E

2(1 + ν)
.

Now, let us extend f by 0 in all features so that f = 0 [N· m−3] in Ω0, and let g0 = 0 [Pa] on γ0 := ∂Ω0 \∂Ω.
Then we compute the defeatured solution ud ≡ u0 ∈H1

0,ΓD (Ω0) given by problem (26). Finally, we compute

the estimator E (ud) defined in (35) by computing each feature contribution E k(ud) for k = 1, . . . , 20.
A rather fine mesh is used in order to reduce the error derived from numerical approximation. More

precisely, the bounding box of Ω0 is meshed with nel = 128 elements per direction, and B-splines of degree
2 and regularity 1 are used. Results are presented in Table 6, where we report each feature’s contribution
E k(ud) for k = 1, . . . , 20. The obtained total error estimator is equal to E (ud) = 1.716 · 10−6[J]. Moreover,
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(a) Magnitude of u (left) and u0 (right) in the domains Ω and Ω0, respectively.

(b) Magnitude of u (left) and u0 (right) around F 1. (c) Magnitude of u (left) and u0 (right) around F 2.

(d) Magnitude of u (left) and u0 (right) around F 3.

Figure 12: Numerical test 7.2 – Magnitude of the velocity in the exact domain Ω and in the corresponding
fully defeatured domain Ω0.
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Figure 13: Numerical test 7.2 – Mesh used to compute an overkilled solution of the lid driven cavity Stokes’
problem in the exact domain Ω.

Feature index k 1 2 3 4 5 6 7 8 9 10

E k(ud) [·10−8J] 1.949 2.904 3.032 1.278 69.28 69.28 69.28 69.24 61.96 26.06

Feature index k 11 12 13 14 15 16 17 18 19 20

E k(ud) [·10−8J] 61.96 26.06 8.797 14.84 14.69 8.871 8.980 14.74 14.75 9.001

Table 6: Numerical test 7.3 – Feature contributions E k(ud) to the multi-feature estimator E (ud).
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(a) Exact geometry Ω and numbering of the 20 features (in color).

(b) Defeatured geometry Ω0

Figure 14: Numerical test 7.3 – Exact and defeatured 3D domains; the colored boundaries correspond to γk,
for each feature k = 1, . . . , 20 as numbered in (a).
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Displacement magnitude [µm]
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Von Mises stress [MPa]
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Figure 15: Numerical test 7.3 – Defeatured solution in the defeatured geometry Ω0. The views correspond
to those of Figure 14, and the deformed configuration is magnified [×5 · 103] for visualization purposes.

the magnitude of the solution displacements u and ud, and the corresponding von Mises stress distributions
are shown in Figures 15 and 16, respectively.

We can first see that the absence of features F 5 to F 8 in the defeatured geometry significantly affects
the solution in the stiffeners. This is indeed reflected in the estimator: The estimator contributions of those
four features is very large, corresponding to around half of the total error estimator. On the other hand,
the solution is basically constant around the “EPFL” logo, no deformation is observed around it. We can
therefore expect that the absence of features F 1 to F 4 in the defeatured geometry is not affecting much the
accuracy of the solution. This is indeed observed in the estimator contributions of those features, as E 1(ud)
to E 4(ud) are the lowest contributions of the estimator, corresponding to around 1% − 2% of E (ud). This
is a typical situation that simulation practitioners encounter daily: Carved logos and trademarks are usually
defeatured before creating a finite element mesh, since they complicate the meshing process and increase the
number of elements (see, e.g., Figure 1a), but they contribute little to the accuracy of the problem’s solution.
The proposed estimator identifies them straightaway.

Let us now run the adaptive algorithm introduced in Section 6 with θ = 0.99 as marking parameter, until

all features are added to the geometrical model. We call u
(i)
d the solution of the defeatured problem (26) at

iteration i. In Table 7, we report the indices of the features that are added to the defeatured geometrical

model at each iteration, together with the value of the estimator E
(
u

(i)
d

)
. The magnitude of the solution

displacement and the corresponding von Mises stress distribution at iteration 4 are represented in Figure 17.
Comparing the values of the estimator at each iteration and the von Mises stress distributions around each
feature, we can see that the features that are added to the geometrical model at each iteration seem to be
the ones that are affecting the most the solution accuracy, as one would expect. In Table 7 we can also see
that to reduce the error estimator by 90%, it is enough to consider 12 out of the total 20 features of Ω (see
iteration 4, whose solution is represented in Figure 17).

For instance, the holes F 9 and F 11 are added before the holes F 10 and F 12 during the adaptive process,
because of the direction in which the structure is bending due to the applied traction along the x-direction;
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Displacement magnitude [µm]
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Von Mises stress [MPa]
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Figure 16: Numerical test 7.3 – Exact solution in the exact geometry Ω. The views correspond to those of
Figure 14, and the deformed configuration is magnified [×5 · 103] for visualization purposes.

Iteration i 0 1 2 3 4

Marked features 5, 6, 7, 8 9, 11 10, 12 14, 15, 18, 19 17, 20

E
(
u

(i)
d

)
[·10−8J] 171.6 99.75 49.19 32.08 16.64

Iteration i 5 6 7 8 9

Marked features 13, 16 3 2 1 4

E
(
u

(i)
d

)
[·10−8J] 12.21 5.056 3.958 2.516 1.345

Table 7: Numerical test 7.3 – Results of the adaptive defeaturing strategy for nel = 128 elements.

Iteration i 0 1 2 3 4 5 6 7 8 9

nel = 8 5, 6, 7, 8 9, 11 10, 12 14, 15, 18, 19 13, 16, 17, 20 1 2 3 4 ×
nel = 32 5, 6, 7, 8 9, 11 10, 12 14, 15, 18, 19 13, 16, 17, 20 3 2 1 4 ×
nel = 128 5, 6, 7, 8 9, 11 10, 12 14, 15, 18, 19 17, 20 13, 16 3 2 1 4

Table 8: Numerical test 7.3 – Marked features at each iteration on different mesh refinements.
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Displacement magnitude [µm]

0.0 2.0 3.3 4.7 6.0 8.0

Von Mises stress [MPa]

0.0 2.8 4.6 6.4 8.2 11

Figure 17: Numerical test 7.3 – Partially defeatured solution in the partially defeatured geometry obtained
at iteration 4. The letters of the “EPFL” logo and the four rounds F 13, F 16, F 17, and F 20 are the missing
features in this geometry. The views correspond to those of Figure 14, and the deformed configuration is
magnified [×5 · 103] for visualization purposes.

this is reflected by the variation of the von Mises stresses that are larger in F 9 and F 11 than in F 10 and
F 12. We can also see that larger stresses are present nearer the rounds F 14, F 15, F 18, and F 19 than around
the other four rounds. This is again coming from the direction of the bending. And very interestingly, the
estimator is able to capture this effect, as rounds F 14, F 15, F 18, and F 19 are introduced in the defeatured
geometry after iteration 3, while the other rounds are introduced later, after iterations 4 and 5. See, for
instance, the stress distribution in the connection between features F 17 and F 18 and the main cylinder
(zoom-in regions in Figures 15, 16, and 17). As it can be appreciated, the stress concentration is higher
around feature F 18, fact that also reveals the estimator value in Table 6, and the fact that feature F 18 is
activated before than F 17 (see Table 8 and Figure 17).

Rounds are other typical examples of features that are candidates to be removed. However, in this
case, the situation is usually less clear. Indeed, from one hand, rounds complicate the meshing process and
increase the number of elements in the model. But on the other hand, depending on the boundary conditions,
removing rounds may lead to the creation of singularities in the solution. The proposed estimator is able to
determine the impact of removing those rounds.

Finally, the numerical error is not considered in this article. However, it is interesting to note that the
estimator is still able to drive the proposed adaptive strategy on a coarser mesh. Indeed, this algorithm has
been performed on multiple meshes containing a different number nel of elements in each space direction of
the bounding box of Ω0. More precisely, we have considered nel = 8, 32, and 128. In all three cases, the

convergence of the estimator E
(
u

(i)
d

)
is reported in Figure 18, and the features chosen at each iteration are

reported in Table 8. We can observe that except for features whose error contributions are very close to
one another, the adaptive algorithm is able to correctly choose the important features, even on the coarsest
mesh.
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Figure 18: Numerical test 7.3 – Results of the adaptive defeaturing strategy for different discretization
parameters.

8 Conclusions

In the context of the Poisson’s, linear elasticity, and Stokes equations, we have studied the accuracy impact
of removing features from geometries in which the solution of a PDE is sought. In particular, we have
generalized the a posteriori estimator of the energy norm of the defeaturing error from [1] to two- and three-
dimensional geometries containing an arbitrary number of negative, positive, or generally complex features.
The proposed estimator has the following properties:

• it is not only driven by geometrical considerations, but also by the PDE at hand;

• it is able to weight the impact of defeaturing in the energy norm even in the presence of numerical errors,
and its effectivity index is independent of the size of the geometrical features and of their number;

• it is able to determine whether the defeaturing error comes from the choice of defeaturing data (right
hand side and Neumann boundary conditions), or if it comes from the importance of the presence of
the feature itself;

• it is rigorously proven to be reliable and efficient up to oscillations;

• it is naturally decomposed into single feature contributions;

• it is simple, computationally cheap, and embarrassingly parallel, as it only requires the evaluation of
fluxes through boundary pieces and the resolution of small problems at feature level.

• it has been tested on an extensive set of numerical experiments: In all of them, the estimator acts as
an excellent approximation of the defeaturing error.

Note however that our framework does not include the case of a geometry whose boundary is complex
everywhere as considered for instance in [28,29], because of Assumption A.1.

Then, with the help of the proposed error estimator, we have been able to design an adaptive geometric
refinement strategy taking into account the defeaturing errors. More precisely, starting from a fully defeatured
geometry, features are iteratively added to the geometrical model when their absence is responsible for most
of the solution accuracy loss. That is, the strategy is able to build a (partially) defeatured geometric model
containing few features, for which the defeaturing error is below a prescribed tolerance. Presented numerical
experiments have demonstrated the convergence of the defeaturing error during the adaptive loop. In a
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subsequent work [17], the proposed adaptive strategy will be combined with a mesh refinement strategy
in the case in which a finite element method (and in particular isogeometric analysis [19, 20]) is used to
approximately solve the PDE at hand.
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A Appendix

The proofs of Theorems 2.6 and 2.7 are given in this appendix for the three different differential problems
treated in this article. More precisely, after giving some preliminary results, we state the reliability and
the efficiency of the proposed defeaturing error estimator E (ud) in the context of the Poisson equation, the
linear elasticity equations, and the Stokes equations. As anticipated in the previous sections, we assume for
the proofs that every considered n-dimensional domain of Rn is Lipschitz, and that the features F satisfy a
separability assumption that is stronger than Assumption 2.1, as stated in the following.

Assumption A.1 The features in F are separated, that is,

• F k ∩ F ` = ∅ for every k, ` = 1, . . . , Nf , k 6= `,

• there exist sub-domains Ωk ⊂ Ω, k = 1, . . . , Nf such that

◦ F kp ⊂ Ωk,
(
γkn ∪ γkr

)
⊂ ∂Ωk, γk0,p ⊂ ∂(Ωk ∩ Ω0),

◦
∣∣Ωk∣∣ ' |Ω| where the hidden constant is independent of the size of the features, i.e., the measure
of Ωk is comparable with the measure of Ω, not with the measure of the feature F k,

◦ Ns := max
J⊂{1,...,Nf}

(
#J :

⋂
k∈J

Ωk 6= ∅

)
� Nf , that is, the maximum number Ns of superposed

sub-domains Ωk is limited and notably smaller than the total number of features Nf .

Remark A.2 The second condition of Assumption A.1 means that one cannot have an increasingly large
number of features that are arbitrarily close to one another. Moreover, if Nf = 1, one can take Ω1 := Ω.

This assumption is illustrated in Figure 19. Furthermore, to ease the notation in the following analysis,
we respectively denote the Neumann boundaries of Ω0 and of F̃ kp by

Γ0
N := (ΓN \ γ) ∪ γ0 and Γ̃kN := γks ∪ γ̃k, k = 1, . . . , Nf , (54)

and we let

Γ̃N :=

Nf⋃
k=1

Γ̃kN = γs ∪ γ̃. (55)

Finally and for the sake of simplicity, we strengthen Definition 2.5, even though the proofs could be easily
generalized to the weaker setting.

Definition A.3 An (n − 1)-dimensional subspace Λ of Rn is regular if Λ is piecewise shape regular and
composed of flat elements, that is, if there is NΛ ∈ N such that for all `1, `2 = 1, . . . , NΛ with `1 6= `2,
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Figure 19: Domain Ω with three separated features, and a possible choice of subdomains Ωk, k = 1, 2, 3,
satisfying Assumption A.1.

• Λ = int

(
NΛ⋃
`=1

Λ`

)
,

• Λ`1 ∩ Λ`2 = ∅,

• |Λ| .
∣∣Λ`1∣∣,

• Λ`1 is flat, i.e. it is a straight line if n = 2 or a flat square or triangle if n = 3.

Suppose that D ⊂ Rn, and let Λ ⊂ ∂D. Then in this Appendix, we denote by H
1
2
00(Λ) the space of

functions w ∈ L2(Λ) such that the zero-extension w? of w to ∂D belongs to H
1
2 (∂D), and we denote by

H
− 1

2
00 (Λ) its dual space. Moreover, whenever Λ is regular (see Definition A.3), then for all m ∈ N, Qpw

m,0(Λ)
is the space of continuous piecewise polynomials of degree at most m on each variable, that vanish at the
boundary ∂Λ. In this case, we define

Πm,Λ : L2(Λ)→ Qpw
m,0(Λ) (56)

as the extension of the Clément operator [30] developed in [31] on Λ.

A.1 Preliminary results

To simplify the exposition, the results presented in this section are given for scalar-valued functions, but
the statements and their proofs can be straightforwardly generalized to vector- or tensor-valued functional
spaces.

Lemma A.4 (see [1], Appendix A.1) Let Λ be an (n−1)-dimensional subspace of Rn. Then, for all functions

v ∈ H 1
2 (Λ), ∥∥v − vΛ

∥∥
0,Λ

. |Λ|
1

2(n−1) |v| 1
2 ,Λ
,

where vΛ :=
1

|Λ|

ˆ
Λ

v ds is the average of v on Λ.

Lemma A.5 (see [1], Appendix A.2) Let D ⊂ Rn, and let Λ ⊂ ∂D be an (n − 1)-dimensional subspace

of Rn such that 1 ' |∂D| � |Λ|. Then for all v ∈ H 1
2 (∂D), if we define η ∈ R as the unique solution of

η = − log(η),

‖v‖0,Λ . cΛ|Λ|
1

2(n−1) ‖v‖ 1
2 ,∂D

, where cΛ :=

{
max (− log (|Λ|) , η)

1
2 if n = 2,

1 if n = 3.
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Lemma A.6 (see [1], Appendix A.4) Let Λ be an (n−1)-dimensional subspace of Rn. Then, for all v ∈ L2(Λ),

‖v‖
H
−1/2
00 (Λ)

. |Λ|
1

2(n−1) ‖v‖0,Λ.

For the following two last lemmas, let D ⊂ Rn be a Lipschitz domain, J ∈ N, and suppose that

∂D =

J+1⋃
j=1

Λj

with Λi ∩ Λj = ∅ for all i, j = 1, . . . , J + 1, i 6= j. Moreover, let

Λ = int

 J⋃
j=1

Λj

 .

Then, consider the functional space

H :=
{
v ∈ H

1
2
00(Λ) : v|Λj ∈ H

1
2
00(Λj),∀j = 1, . . . , J

}
⊂ H

1
2
00(Λ)

equipped with the broken norm

‖ · ‖H :=

 J∑
j=1

∥∥ · |Λj∥∥2

H
1
2
00(Λj)

 1
2

.

Finally, let H∗ be the dual space of H, equipped with the dual norm ‖ · ‖H∗ . Before stating and proving an

inverse inequality on H, let us first study the relation between the norm on H
1
2
00(Λ) and the norm on H.

Lemma A.7 (see [1], Appendix A.6) For all v ∈ H,

‖v‖
H

1/2
00 (Λ)

≤
√
J‖v‖H ,

and for all w ∈ H−
1
2

00 (Λ),

‖w‖H∗ ≤
√
J‖w‖

H
−1/2
00 (Λ)

.

Lemma A.8 (see [1], Appendix A.7) For all j = 1, . . . , J , assume that |Λj | ' |Λ|, and suppose that Λj is
regular according to Definition A.3. If we let m ∈ N, for all piecewise polynomial φ ∈ Q0

m where

Q0
m :=

{
ψ ∈ Qpw

m,0(Λ) : ψ|Λj ∈ Qpw
m,0(Λj),∀j = 1, . . . , J

}
⊂ H,

then
‖φ‖0,Λ . |Λ|−

1
2(n−1) ‖φ‖H∗ ,

where the hidden constant increases with m.

A.2 Proofs for Poisson’s problem

In this section, Theorems 2.6 and 2.7 are stated and proven in the framework of Poisson’s equation.
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A.2.1 Reliability

Let us first state and show that the error indicator defined in (18) is reliable, that is, it is an upper bound
for the defeaturing error defined in (15).

Theorem A.9 (Theorem 2.6 for Poisson’s problem) Let u be the solution of problem (8) defined in the exact
domain Ω, and let ud be the defeaturing solution defined in (3). If the features F satisfy Assumption A.1,
then the defeaturing error in the energy norm is bounded in terms of the estimator ED(ud) introduced in (18)
as follows:

‖∇(u− ud)‖0,Ω . ED(ud).

Proof. Consider the exact problem (7) restricted to Ω? = Ω \ Fp with the natural Neumann boundary
condition on γ0,p. That is, since for all k = 1, . . . , Nf , nk = −n on γkn , then u|Ω? ∈ H1

gD,ΓD
(Ω?) is the weak

solution of 

−∆ (u|Ω?) = f in Ω?

u|Ω? = gD on ΓD
∂ (u|Ω?)

∂n
= g on ΓN \ γp

∂ (u|Ω?)

∂n0
=

∂u

∂n0
on γ0,p.

(57)

By abuse of notation, we omit the explicit restriction of u to Ω?. Then for all test functions v0 ∈ H1
0,ΓD

(Ω?),

ˆ
Ω?

∇u · ∇v0 dx =

ˆ
Ω?

fv0 dx+

ˆ
ΓN\γp

gv0 ds+

ˆ
γ0,p

∂u

∂n0
v0 ds. (58)

Then, let us consider the simplified problem (9) also restricted to Ω?, with the natural Neumann boundary
condition on γn. Thus, since ud|Ω? = u0|Ω? by definition, if we omit the explicit restriction of ud to Ω?, then
for all v0 ∈ H1

0,ΓD
(Ω?),

ˆ
Ω?

∇ud · ∇v0 dx =

ˆ
Ω?

fv0 dx+

ˆ
ΓN\γ

gv0 ds+

ˆ
γn

∂ud

∂n
v0 ds+

ˆ
γ0,p

g0v0 ds. (59)

Let e := u− ud ∈ H1
0,ΓD

(Ω). So, from (58) and (59), for all v0 ∈ H1
0,ΓD

(Ω?), we obtain

ˆ
Ω?

∇e · ∇v0 dx =

ˆ
γn

(
g − ∂ud

∂n

)
v0 ds+

ˆ
γ0,p

(
∂u

∂n0
− g0

)
v0 ds. (60)

In a very similar fashion, we can deduce that for all k = 1, . . . , Nf and all vk ∈ H1
(
F kp
)
,

ˆ
Fkp

∇e · ∇vk dx =

ˆ
γk0,p

∂ (u− ud)

∂nk
vk ds+

ˆ
γkr

(
g − ∂ud

∂nk

)
vk ds. (61)

Let v ∈ H1
0,ΓD

(Ω), then v|Ω? ∈ H1
0,ΓD

(Ω?) and for all k = 1, . . . , Nf , v|Fkp ∈ H1(F kp ). Therefore, from

equations (60) and (61), since n0 = −nkγ on all γ ∈ Σ0,p, and since n = nkγ on all γ ∈ Σr, then recalling
the definition of dγ in (16), we obtain

ˆ
Ω

∇e · ∇v dx =
∑
γ∈Σ

ˆ
γ

dγv ds

=
∑
γ∈Σ

[ˆ
γ

(
dγ − dγ

γ)
(v − vγ) ds+ dγ

γ
ˆ
γ

v ds

]
. (62)
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For each γ ∈ Σ, the first terms of (62) can be estimated thanks to Poincaré inequality of Lemma A.4 and
trace inequalities, using the domains Ωk defined in Assumption A.1 for k = 1, . . . , Nf . That is,∑

γ∈Σ

ˆ
γ

(
dγ − dγ

γ)
(v − vγ) ds

≤
∑
γ∈Σ

∥∥dγ − dγγ∥∥0,γ
‖v − vγ‖0,γ .

∑
γ∈Σ

|γ|
1

2(n−1)
∥∥dγ − dγγ∥∥0,γ

|v| 1
2 ,γ

.
∑

γ∈Σn∪Σr

|γ|
1

2(n−1)
∥∥dγ − dγγ∥∥0,γ

‖v‖1,Ωkγ +
∑

γ∈Σ0,p

|γ|
1

2(n−1)
∥∥dγ − dγγ∥∥0,γ

‖v‖1,Ωkγ∩Ω?
. (63)

Then, the last terms of (62) can be estimated thanks to Lemma A.5 and trace inequalities, using again the
domains Ωk for k = 1, . . . , Nf . That is,

dγ
γ
ˆ
γ

v ds . |γ| 12
∣∣dγγ∣∣ ‖v‖0,γ

.
∑

γ∈Σn∪Σr

cγ |γ|
n

2(n−1)
∣∣dγγ∣∣ ‖v‖ 1

2 ,∂Ωkγ +
∑

γ∈Σ0,p

cγ |γ|
n

2(n−1)
∣∣dγγ∣∣ ‖v‖ 1

2 ,∂(Ωkγ∩Ω?)

.
∑

γ∈Σn∪Σr

cγ |γ|
n

2(n−1)
∣∣dγγ∣∣ ‖v‖1,Ωkγ +

∑
γ∈Σ0,p

cγ |γ|
n

2(n−1)
∣∣dγγ∣∣ ‖v‖1,Ωkγ∩Ω?

. (64)

Thus by choosing v = e ∈ H1
0,ΓD

(Ω), if we combine (62), (63) and (64), and if we use the discrete Cauchy-
Schwarz inequality, we get

‖∇e‖20,Ω =

ˆ
Ω

∇e · ∇edx

.

∑
γ∈Σ

(
|γ|

1
n−1

∥∥dγ − dγγ∥∥2

0,γ
+ c2γ |γ|

n
n−1

∣∣dγγ∣∣2)
 1

2
Nf∑
k=1

(
‖e‖21,Ωk + ‖e‖21,Ωk∩Ω?

) 1
2

. ED(ud)

Nf∑
k=1

‖e‖21,Ωk

 1
2

. ED(ud)‖∇e‖0,Ω.

We can conclude by simplifying on both sides.

A.2.2 Efficiency

Let us now state and show that the error indicator defined in (18) is efficient, that is, it is a lower bound
for the defeaturing error defined in (15), up to oscillations. In the case n = 2, the proof is given under the
assumption that the data compatibility conditions (11) and (14) are satisfied.

Theorem A.10 (Theorem 2.7 for Poisson’s problem) Consider the same notation and assumptions as in
Theorem A.9, and assume that all γ ∈ Σ are also regular according to Definition A.3. Then, assume that∣∣γkn ∣∣ ' ∣∣γkr ∣∣ ' ∣∣γk0,p∣∣ for all k = 1, . . . , Nf . Moreover, for any m ∈ N, let Πm be such that Πm|γ ≡ Πm,γ

for all γ ∈ Σ where Πm,γ is the extension of the Clément operator defined in (56), and let dk be such that
dk|γ ≡ dγ on all γ ∈ Σk, for all k = 1, . . . , Nf . Finally, suppose that either n = 3, or n = 2 and the flux
conservation conditions (11) and (14) are satisfied. Then the defeaturing error, in the energy norm, bounds
up to oscillations the estimator ED(ud) introduced in (18), that is,

ED(ud) . ‖∇(u− ud)‖0,Ω + osc(ud),
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where for any m ∈ N, recalling definition (5) of Γk,

osc(ud)2 :=

Nf∑
k=1

(
osck(ud)

)2
, (65)

osck(ud) :=
∣∣Γk∣∣ 1

2(n−1)
∥∥dk −Πm

(
dk
)∥∥

0,Γk
for k = 1, . . . , Nf .

Proof. Let e := u− ud ∈ H1
0,ΓD

(Ω) and let k ∈ {1, . . . , Nf}. First, recall the definition of Ωk from Assump-
tion A.1, and let

Ωk? := Ω? ∩ Ωk.

Then, let us consider the exact problem (7) restricted to Ωk?, with the natural Neumann boundary condition
on γk0,p, and the natural Dirichlet boundary condition on ∂Ωk? \ ∂Ω?. That is, similarly to (57), u|Ωk? is the
weak solution of 

−∆
(
u|Ωk?

)
= f in Ωk?

u|Ωk? = gD on ∂Ωk? ∩ ΓD

u|Ωk? = tr∂Ωk?\∂Ω?(u) on ∂Ωk? \ ∂Ω?
∂
(
u|Ωk?

)
∂n

= g on ∂Ωk? ∩ ΓN

∂
(
u|Ωk?

)
∂n0

=
∂u

∂n0
on γk0,p.

(66)

By abuse of notation, we omit the explicit restriction of u to Ωk?. Then for all v0 ∈ H1
0,∂Ωk?\[ΓN∪γk0,p]

(Ωk?),

ˆ
Ωk?

∇u · ∇v0 dx =

ˆ
Ωk?

fv0 dx+

ˆ
∂Ωk?∩ΓN

gv0 ds+

ˆ
γk0,p

∂u

∂n0
v0 ds. (67)

Then, let us consider the simplified problem (9) also restricted to Ωk?, with the natural Neumann boundary
condition on γkn , and the natural Dirichlet boundary condition on ∂Ωk? \ ∂Ω?. Thus, since ud|Ωk? = u0|Ωk? by

definition, if we omit the explicit restriction of ud to Ωk?, then for all v0 ∈ H1
0,∂Ωk?\[ΓN∪γk0,p]

(Ωk?),

ˆ
Ωk?

∇ud · ∇v0 dx =

ˆ
Ωk?

fv0 dx+

ˆ
(∂Ωk?∩ΓN )\γkn

gv0 ds+

ˆ
γkn

∂ud

∂n
v0 ds+

ˆ
γk0,p

g0v0 ds. (68)

So, from (67) and (68), for all v0 ∈ H1
0,∂Ωk?\[ΓN∪γk0,p]

(Ωk?),

ˆ
Ωk?

∇e · ∇v0 dx =

ˆ
γkn

(
g − ∂ud

∂n

)
v0 ds+

ˆ
γk0,p

(
∂u

∂n0
− g0

)
v0 ds. (69)

Let v ∈ H1
0,∂Ωk\ΓN (Ωk), so that v|Ωk? ∈ H

1
0,∂Ωk?\[ΓN∪γk0,p]

(Ωk). Recall that Ω? = Ω \ F p, and thus we have

Ωk = int
(
F kp ∪ Ωk?

)
. Consequently, reusing equation (61), using (69), since n0 = −nk on γk0,p, and since

n = nk on γkr , then if we recall definition (16) of dγ ,

ˆ
Ωk
∇e · ∇v dx =

ˆ
γkn

(
g − ∂ud

∂n

)
v ds+

ˆ
γk0,p

(
−g0 −

∂ud

∂nk

)
v ds+

ˆ
γkr

(
g − ∂ud

∂n

)
v ds

=
∑
γ∈Σk

ˆ
γ

dγv ds.
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Therefore, for all v ∈ H1
0,∂Ωk\ΓN (Ωk),

∑
γ∈Σk

ˆ
γ

dγv ds =

ˆ
Ωk
∇e · ∇v dx ≤ |e|1,Ωk |v|1,Ωk . (70)

Now, let H(k) :=
{
v ∈ H

1
2
00

(
Γk
)

: v|γ ∈ H
1
2
00(γ), for all γ ∈ Σk

}
equipped with the norm

‖ · ‖H(k) :=

∑
γ∈Σk

‖ · ‖2
H

1/2
00 (γ)

 1
2

,

and let
(
H(k)

)∗
be its dual space equipped with the dual norm ‖ · ‖(H(k))

∗ . For all w ∈ H(k), let us define

piecewise uw ∈ H1
0,∂Ωk\(γkn∪γkr )

(
Ωk
)
⊂ H1

0,∂Ωk\ΓN

(
Ωk
)

as the unique solution of−∆
(
uw|Fkp

)
= 0 in F kp

uw|Fkp =
(
w|γk0,p∪γkr

)?
on ∂F kp ,

{
−∆

(
uw|Ωk?

)
= 0 in Ωk?

uw|Ωk? =
(
w|γk0,p∪γkn

)?
on ∂Ωk?,

where
(
w|γk0,p∪γkr

)?
and

(
w|γk0,p∪γkn

)?
are the extensions by 0 of w|γk0,p∪γkr on ∂F kp and of w|γk0,p∪γkn on ∂Ωk?,

respectively. Then by continuity of the solution on the data and from Lemma A.7,

‖∇uw‖0,Ωk .

(
‖w‖2

H
1/2
00 (γk0,p∪γkr )

+ ‖w‖2
H

1/2
00 (γk0,p∪γkn)

) 1
2

. ‖w‖H(k) . (71)

So, thanks to (70) and (71), recalling that dk|γ = dγ on each γ ∈ Σk by definition, then

∥∥dk∥∥(H(k))
∗ = sup

w∈H(k)

w 6=0

ˆ
Γk
dkw ds

‖w‖H(k)

. sup
w∈H(k)

w 6=0

∑
γ∈Σk

ˆ
γ

dγuw ds

‖∇uw‖0,Ωk

≤ sup
v∈H1

0,∂Ωk\ΓN
(Ωk)

v 6=0

∑
γ∈Σk

ˆ
γ

dγv ds

‖∇v‖0,Ωk
≤ ‖∇e‖0,Ωk . (72)

Moreover, using Remark 3.2 if n = 3, or Remark 3.1 if n = 2 and the flux conservation conditions (11)
and (14) are verified, then

ED(ud) .

Nf∑
k=1

∑
γ∈Σk

|γ|
1

n−1

∥∥dγ∥∥2

0,γ

 1
2

.

Therefore, using the triangle inequality and since
∣∣γkn ∣∣ ' ∣∣γkr ∣∣ ' ∣∣γk0,p∣∣ ' ∣∣Γk∣∣ for all k = 1, . . . , Nf , then∑

γ∈Σk

|γ|
1

n−1

∥∥dγ∥∥2

0,γ
.
∑
γ∈Σk

|γ|
1

n−1

(∥∥Πm

(
dγ
)∥∥2

0,γ
+
∥∥dγ −Πm

(
dγ
)∥∥2

0,γ

)
.
∣∣Γk∣∣ 1

n−1
∥∥Πm

(
dk
)∥∥2

0,Γk
+
∣∣Γk∣∣ 1

n−1
∥∥dk −Πm

(
dk
)∥∥2

0,Γk
.

Now, we use the definition of the broken norm in H(k) to apply the inverse inequality of Lemma A.8.
Recalling the definition of the oscillations in (65), and using again the triangle inequality, we thus obtain for
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all k = 1, . . . , Nf ,∑
γ∈Σk

|γ|
1

n−1

∥∥dγ∥∥2

0,γ
.
∥∥Πm

(
dk
)∥∥2

(H(k))
∗ +

(
osck(ud)

)2
.
∥∥dk∥∥2

(H(k))
∗ +

∥∥Πm

(
dk
)
− dk

∥∥2

(H(k))
∗ +

(
osck(ud)

)2
.

Finally, using (72), and applying Lemma A.7 and Lemma A.6, we obtain

ED(ud)2 .
Nf∑
k=1

∥∥dk∥∥2

(H(k))
∗ +

Nf∑
k=1

∥∥Πm

(
dk
)
− dk

∥∥2

(H(k))
∗ + osc(ud)2

.
Nf∑
k=1

|e|21,Ωk +

Nf∑
k=1

∥∥Πm

(
dk
)
− dk

∥∥2

H
−1/2
00 (Γk)

+ osc(ud)2

.
(
‖∇e‖0,Ω + osc(ud)

)2
.

This concludes the proof.

Remark A.11 As already observed in [1], when the data is regular, it is always possible to choose m large

enough so that the asymptotic behavior of the oscillations is O
(

max
k=1,...,Nf

∣∣Γk∣∣m+ 1
2(n−1)

)
. Therefore, we can

make sure that the oscillations get small with respect to the defeaturing error, when the features get small.

A.3 Proofs for the linear elasticity problem

In this section, Theorems 2.6 and 2.7 are stated and proven in the framework of the linear elasticity equations.
Before going into the details of the proofs, let us recall that the bilinear form

a(w,v) :=

ˆ
Ω

σ(w) : ε(v)

defined for all w,v ∈H1
0,ΓD (Ω) is continuous and coercive, with

a(w,v) . ρ‖∇w‖0,Ω‖∇v‖0,Ω (continuity), (73)

a(v,v) & ρ‖∇v‖20,Ω (coercivity), (74)

where ρ has been defined in (33).

A.3.1 Reliability

Let us first state and show that the error indicator defined in (34) is reliable, that is, it is an upper bound
for the defeaturing error defined in (31).

Theorem A.12 (Theorem 2.6 for a linear elasticity problem) Let u be the solution of the linear elasticity
problem (24), and let ud be the defeaturing solution defined in (3). If the features F are separated as in
Assumption A.1, then the defeaturing error in the energy norm is bounded in terms of the estimator ED(ud)
introduced in (34) as follows:

|||u− ud|||Ω . ED(ud),

where the hidden constant is independent of the number of features Nf and of their size.
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Proof. Let us follow similar steps as in the proof of Theorem A.9. So to begin with, consider the exact
problem (23) restricted to Ω? = Ω\Fp with the natural Neumann boundary condition on γ0,p. That is, since
for all k = 1, . . . , Nf , nk = −n on γkn , then the restriction u|Ω? ∈H

1
gD,ΓD

(Ω?) is the weak solution of
−∇ · σ (u|Ω?) = f in Ω?

u|Ω? = gD on ΓD

σ(u|Ω?)n = g on ΓN \ γp

σ(u|Ω?)n0 = σ(u)n0 on γ0,p.

(75)

By abuse of notation, we omit the explicit restriction of u to Ω?. Then for all test functions v0 ∈H1
0,ΓD (Ω?),

ˆ
Ω?

σ(u) : ε(v0) dx =

ˆ
Ω?

f · v0 dx+

ˆ
ΓN\γp

g · v0 ds+

ˆ
γ0,p

σ(u)n0 · v0 ds. (76)

Then, let us consider the simplified problem (25) also restricted to Ω?, with the natural Neumann boundary
condition on γn. Thus, since ud|Ω? = u0|Ω? by definition, and if we omit the explicit restriction of ud to Ω?,
then for all v0 ∈H1

0,ΓD (Ω?),

ˆ
Ω?

σ(ud) : ε(v0) dx =

ˆ
Ω?

f · v0 dx+

ˆ
ΓN\γ

g · v0 ds+

ˆ
γn

σ(ud)n · v0 ds+

ˆ
γ0,p

g0 · v0 ds. (77)

Let e := u − ud ∈ H1
0,ΓD (Ω). So from (76) and (77), since σ is linear by definition (see the constitutive

relation (21)), for all v0 ∈H1
0,ΓD (Ω?), we obtain

ˆ
Ω?

σ(e) : ε(v0) dx =

ˆ
γn

(
g − σ(ud)n

)
· v0 ds+

ˆ
γ0,p

(
σ(u)n0 − g0

)
· v0 ds, (78)

In a very similar fashion, we can deduce that for all k = 1, . . . , Nf and all vk ∈H1
(
F kp
)
,

ˆ
Fkp

σ(e) : ε(vk) dx =

ˆ
γk0,p

(
σ(u)− σ(ud)

)
nk · vk ds+

ˆ
γkr

(
g − σ(ud)nk

)
· vk ds. (79)

Therefore, let v ∈ H1
0,ΓD (Ω), then v|Ω? ∈ H1

0,ΓD (Ω?) and v|Fkp ∈ H1(F kp ) for all k = 1, . . . , Nf .

Therefore, from equations (78) and (79), since n0 = −nkγ on all γ ∈ Σ0,p, and since n = nkγ on all γ ∈ Σr,
then recalling the definition of dγ in (32), we obtain

a(e,v) =

ˆ
Ω

σ(e) : ε(v) dx =
∑
γ∈Σ

ˆ
γ

dγ · v ds (80)

=
∑
γ∈Σ

[ˆ
γ

(
dγ − dγ

γ) · (v − vγ) ds+ dγ
γ ·
ˆ
γ

v ds

]
. (81)

For each γ ∈ Σ, the first terms of (81) can be estimated thanks to the Poincaré inequality of Lemma A.4
and trace inequalities, using the domains Ωk defined in Assumption A.1 for k = 1, . . . , Nf . That is,∑

γ∈Σ

ˆ
γ

(
dγ − dγ

γ) · (v − vγ) ds

.
∑
γ∈Σ

∥∥dγ − dγγ∥∥0,γ
‖v − vγ‖0,γ .

∑
γ∈Σ

|γ|
1

2(n−1)
∥∥dγ − dγγ∥∥0,γ

|v| 1
2 ,γ

.
∑

γ∈Σn∪Σr

|γ|
1

2(n−1)
∥∥dγ − dγγ∥∥0,γ

‖v‖1,Ωkγ +
∑

γ∈Σ0,p

|γ|
1

2(n−1)
∥∥dγ − dγγ∥∥0,γ

‖v‖1,Ωkγ∩Ω?
. (82)

Analysis-aware defeaturing of complex geometries 44



Then, the last terms of (81) can be estimated thanks to Lemma A.5 and trace inequalities, using again the
domains Ωk for k = 1, . . . , Nf . That is,

dγ
γ ·
ˆ
γ

v ds . |γ| 12
∥∥dγγ∥∥`2 ‖v‖0,γ

.
∑

γ∈Σn∪Σr

cγ |γ|
n

2(n−1)
∥∥dγγ∥∥`2 ‖v‖ 1

2 ,∂Ωkγ

+
∑

γ∈Σ0,p

cγ |γ|
n

2(n−1)
∥∥dγγ∥∥`2 ‖v‖ 1

2 ,∂(Ωkγ∩Ω?)

.
∑

γ∈Σn∪Σr

cγ |γ|
n

2(n−1)
∥∥dγγ∥∥`2 ‖v‖1,Ωkγ

+
∑

γ∈Σ0,p

cγ |γ|
n

2(n−1)
∥∥dγγ∥∥`2 ‖v‖1,Ωkγ∩Ω?

. (83)

Thus by choosing v = e ∈H1
0,ΓD (Ω), if we combine (81), (82) and (83), if we use the discrete Cauchy-Schwarz

inequality, and if we define ÊD(ud) := ρ
1
2 ED(ud), we get

|||e|||2Ω = a(e, e) .

∑
γ∈Σ

(
|γ|

1
n−1

∥∥dγ − dγγ∥∥2

0,γ
+ c2γ |γ|

n
n−1

∥∥dγγ∥∥2

`2

) 1
2

Nf∑
k=1

(
‖e‖21,Ωk + ‖e‖21,Ωk∩Ω?

) 1
2

. ÊD(ud)

Nf∑
k=1

‖e‖21,Ωk

 1
2

. ÊD(ud)‖∇e‖0,Ω. (84)

Finally, using the coercivity of a(·, ·) in H1
0,ΓD (Ω) equipped with the norm ‖∇ · ‖0,Ω from equation (74), then

|||e|||2Ω . ÊD(ud)‖∇e‖0,Ω . ρ−
1
2 ÊD(ud)

(
a(e, e)

) 1
2 = ED(ud)|||e|||Ω, (85)

and we can conclude by simplifying on both sides.

A.3.2 Efficiency

Let us now state and show that the error indicator defined in (34) is efficient, that is, it is a lower bound
for the defeaturing error defined in (31), up to oscillations. In the case n = 2, the proof is given under the
assumption that the data compatibility conditions (27) and (30) are satisfied.

Theorem A.13 (Theorem 2.7 for a linear elasticity problem) Consider the same notation and assumptions
as in Theorem A.12, and assume that all γ ∈ Σ are also regular according to Definition A.3. Then, assume
that

∣∣γkn ∣∣ ' ∣∣γkr ∣∣ ' ∣∣γk0,p∣∣ for all k = 1, . . . , Nf . Moreover, for any m ∈ N, let Πm be such that Πm|γ ≡ Πm,γ

for all γ ∈ Σ, where Πm,γ is the component-wise extension of the Clément operator defined in (56), and let

dk be such that dk|γ ≡ dγ on all γ ∈ Σk, for all k = 1, . . . , Nf . Finally, suppose that either n = 3, or n = 2
and the data compatibility conditions (27) and (30) are satisfied. Then the defeaturing error, in the energy
norm, bounds up to oscillations the estimator ED(ud) introduced in (34), that is,

ED(ud) . |||u− ud|||Ω + osc(ud),
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where for any m ∈ N, recalling definition (5) of Γk,

osc(ud)2 :=

Nf∑
k=1

(
osck(ud)

)2
, (86)

osck(ud) := ρ−
1
2

∣∣Γk∣∣ 1
2(n−1)

∥∥∥dk −Πm

(
dk
)∥∥∥

0,Γk
for k = 1, . . . , Nf .

Proof. This proof follows similar steps as in the proof of Theorem A.10. So let e := u−ud ∈H1
0,ΓD (Ω) and

let k ∈ {1, . . . , Nf}. First, let us recall the definition of Ωk? := Ω? ∩ Ωk, where Ωk is the domain associated
to feature F k defined in Assumption A.1. Then, let us consider the exact problem (23) restricted to Ωk?,
with the natural Neumann boundary condition on γk0,p, and the natural Dirichlet boundary condition on

∂Ωk? \ ∂Ω?. That is, similarly to (75), u|Ωk? is the weak solution of

−∇ · σ
(
u|Ωk?

)
= f in Ωk?

u|Ωk? = gD on ∂Ωk? ∩ ΓD

u|Ωk? = tr∂Ωk?\∂Ω?(u) on ∂Ωk? \ ∂Ω?

σ
(
u|Ωk?

)
n = g on ∂Ωk? ∩ ΓN

σ
(
u|Ωk?

)
n0 = σ(u)n0 on γk0,p.

(87)

By abuse of notation, we omit the explicit restriction of u to Ωk?. Then for all v0 ∈H1
0,∂Ωk?\[ΓN∪γk0,p](Ω

k
?),

ˆ
Ωk?

σ(u) : ε(v0) dx =

ˆ
Ωk?

f · v0 dx+

ˆ
∂Ωk?∩ΓN

g · v0 ds+

ˆ
γk0,p

σ(u)n0 · v0 ds. (88)

Then, let us consider the simplified problem (25) also restricted to Ωk?, with the natural Neumann boundary
condition on γkn , and the natural Dirichlet boundary condition on ∂Ωk? \ ∂Ω?. Thus, since ud|Ωk? = u0|Ωk? by

definition, if we omit the explicit restriction of ud to Ωk?, then for all v0 ∈H1
0,∂Ωk?\[ΓN∪γk0,p](Ω

k
?),

ˆ
Ωk?

σ(ud) : ε(v0) dx =

ˆ
Ωk?

f · v0 dx+

ˆ
(∂Ωk?∩ΓN )\γkn

g · v0 ds

+

ˆ
γkn

σ(ud)n · v0 ds+

ˆ
γk0,p

g0 · v0 ds. (89)

So from (88) and (89) and by linearity of σ, for all v0 ∈H1
0,∂Ωk?\[ΓN∪γk0,p](Ω

k
?),

ˆ
Ωk?

σ(e) : ε(v0) dx =

ˆ
γkn

(
g − σ(ud)n

)
· v0 ds+

ˆ
γk0,p

(
σ(u)n0 − g0

)
· v0 ds. (90)

Let v ∈ H1
0,∂Ωk\ΓN (Ωk), and therefore v|Ωk? ∈ H

1
0,∂Ωk?\[ΓN∪γk0,p](Ω

k
?). Recall that Ω? = Ω \ Fp, so that

Ωk = int
(
F kp ∪ Ωk?

)
. Consequently, reusing equation (79), using (90), since n0 = −nk on γk0,p, and since

n = nk on γkr , then if we recall definition (32) of dγ ,

ˆ
Ωk
σ(e) : ε(v) dx =

ˆ
γkn

(
g − σ(ud)n

)
· v ds+

ˆ
γk0,p

(
− g0 − σ(ud)nk

)
· v ds

+

ˆ
γkr

(
g − σ(ud)n

)
· v ds

=
∑
γ∈Σk

ˆ
γ

dγ · v ds. (91)
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Now, let ak(·, ·) : H1
0,∂Ωk\ΓN (Ωk)×H1

0,∂Ωk\ΓN (Ωk)→ R be defined by

ak(w,v) =

ˆ
Ωk
σ(w) : ε(v) dx, ∀w,v ∈ H1

0,∂Ωk\ΓN (Ωk).

Note that ak(·, ·) is continuous with respect to the norm ‖∇ · ‖0,Ωk . Thus using (91) and (73), for all test

functions v ∈H1
0,∂Ωk\ΓN (Ωk),∑
γ∈Σk

ˆ
γ

dγ · v ds =

ˆ
Ωk
σ(e) : ε(v) dx = ak(e,v) . ρ‖∇e‖0,Ωk‖∇v‖0,Ωk . (92)

Now, let H(k) :=
{
v ∈H

1
2
00

(
Γk
)

: v|γ ∈H
1
2
00(γ), for all γ ∈ Σk

}
equipped with the norm

‖ · ‖H(k) :=

∑
γ∈Σk

‖ · ‖2
H

1/2
00 (γ)

 1
2

,

and let
(
H(k)

)∗
be its dual space equipped with the dual norm ‖ · ‖(H(k))

∗ . For all w ∈H(k), let us define

piecewise uw ∈H1
0,∂Ωk\(γkn∪γkr )

(
Ωk
)
⊂H1

0,∂Ωk\ΓN
(
Ωk
)

as the unique solution of−∇ · σ
(
uw|Fkp

)
= 0 in F kp

uw|Fkp =
(
w|γk0,p∪γkr

)?
on ∂F kp ,

{
−∇ · σ

(
uw|Ωk?

)
= 0 in Ωk?

uw|Ωk? =
(
w|γk0,p∪γkn

)?
on ∂Ωk?,

where
(
w|γk0,p∪γkr

)?
and

(
w|γk0,p∪γkn

)?
are the extensions by 0 of w|γk0,p∪γkr on ∂F kp and of w|γk0,p∪γkn on ∂Ωk?,

respectively. Then by continuity of the solution on the data and from Lemma A.7,

‖∇uw‖0,Ωk .

(
‖w‖2

H
1/2
00 (γk0,p∪γkr )

+ ‖w‖2
H

1/2
00 (γk0,p∪γkn)

) 1
2

. ‖w‖H(k) . (93)

So thanks to (92) and (93), recalling that dk|γ = dγ on each γ ∈ Σk by definition, then

∥∥∥dk∥∥∥
(H(k))

∗ = sup
w∈H(k)

w 6=0

ˆ
Γk
dk ·w ds

‖w‖H(k)

. sup
w∈H(k)

w 6=0

∑
γ∈Σk

ˆ
γ

dγ · uw ds

‖∇uw‖0,Ωk

≤ sup
v∈H1

0,∂Ωk\ΓN
(Ωk)

v 6=0

∑
γ∈Σk

ˆ
γ

dγ · v ds

‖∇v‖0,Ωk
. ρ‖∇e‖0,Ωk . (94)

Moreover, using Remark 4.3 if n = 3, or Remark 4.2 if n = 2 and the data compatibility conditions (27)
are satisfied, then

ED(ud) . ρ−
1
2

Nf∑
k=1

∑
γ∈Σk

|γ|
1

n−1

∥∥dγ∥∥2

0,γ

 1
2

.

Therefore, using the triangle inequality and since
∣∣γkn ∣∣ ' ∣∣γkr ∣∣ ' ∣∣γk0,p∣∣ ' ∣∣Γk∣∣ for all k = 1, . . . , Nf , then∑

γ∈Σk

|γ|
1

n−1

∥∥dγ∥∥2

0,γ
.
∑
γ∈Σk

|γ|
1

n−1

(∥∥Πm(dγ)
∥∥2

0,γ
+
∥∥dγ −Πm(dγ)

∥∥2

0,γ

)
.
∣∣Γk∣∣ 1

n−1

∥∥∥Πm

(
dk
)∥∥∥2

0,Γk
+
∣∣Γk∣∣ 1

n−1

∥∥∥dk −Πm

(
dk
)∥∥∥2

0,Γk
.
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Now, we use the definition of the broken norm in H(k) to apply the inverse inequality of Lemma A.8.
Recalling the definition of the oscillations in (86), and using again the triangle inequality, we thus obtain for
all k = 1, . . . , Nf ,∑

γ∈Σk

|γ|
1

n−1

∥∥dγ∥∥2

0,γ
.
∥∥∥Πm

(
dk
)∥∥∥2

(H(k))
∗ + ρ

(
osck(ud)

)2
.
∥∥∥dk∥∥∥2

(H(k))
∗ +

∥∥∥Πm

(
dk
)
− dk

∥∥∥2

(H(k))
∗ + ρ

(
osck(ud)

)2
.

Finally, using (94), applying Lemma A.7 and then Lemma A.6, we obtain

ED(ud)2 . ρ−1

Nf∑
k=1

∥∥∥dk∥∥∥2

(H(k))
∗ +

Nf∑
k=1

∥∥∥Πm

(
dk
)
− dk

∥∥∥2

(H(k))
∗ + ρ osc(ud)2


. ρ−1

ρ2

Nf∑
k=1

‖∇e‖20,Ωk +

Nf∑
k=1

∥∥∥Πm

(
dk
)
− dk

∥∥∥2

H
−1/2
00 (Γk)

+ ρ osc(ud)2


. ρ‖∇e‖20,Ω + osc(ud)2 .

(
ρ

1
2 ‖∇e‖0,Ω + osc(ud)

)2
.

To conclude, we use the coercivity of the bilinear form a(·, ·) in H1
0,ΓD (Ω) from (74) to obtain

ρ
1
2 ‖∇e‖0,Ω . |||e|||Ω,

as in (85).

Remark A.14 As in Remark A.11, when the data is regular, it is always possible to choose m large enough

so that the asymptotic behavior of the oscillations is O
(

max
k=1,...,Nf

∣∣Γk∣∣m+ 1
2(n−1)

)
. Therefore, we can make

sure that the oscillations get small with respect to the defeaturing error, when the features get small.

A.4 Proofs for Stokes’ problem

In this section, Theorems 2.6 and 2.7 are stated and proven in the framework of Stokes’ equations. Before
going into the details of the proofs, let us recall that the bilinear form

a(w,v) :=

ˆ
Ω

σ(w) : ε(v)

defined for all w,v ∈H1
0,ΓD (Ω) is continuous and coercive, with

a(w,v) . µ‖∇w‖0,Ω‖∇v‖0,Ω (continuity), (95)

a(v,v) & µ‖∇v‖20,Ω (coercivity), (96)

where µ > 0 is the viscosity constant in the constitutive equation (41). Moreover, the bilinear form

b(v, q) := −
ˆ

Ω

q∇ · v dx

defined for all v ∈H1
0,ΓD (Ω) and all q ∈ L2(Ω) satisfies the inf-sup condition

inf
q∈L2(Ω)
q 6=0

sup
v∈H1

0,ΓD
(Ω)

v 6=0

b(v, q)

‖∇v‖0,Ω‖q‖0,Ω
=: B > 0. (97)
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A.4.1 Reliability

Let us first state and show that the error indicator defined in (49) is reliable, that is, it is an upper bound
for the defeaturing error defined in (47).

Theorem A.15 (Theorem 2.6 for Stokes’ problem) Let (u, p) be the weak solution of the Stokes problem (38)
in the exact geometry Ω, and let (ud, pd) be the weak solution of the Stokes problem in the defeatured geometry,
as defined in (3). If the features F are separated as in Assumption A.1, then the defeaturing error in the
energy norm is bounded in terms of the estimator ED(ud, pd) introduced in (49) as follows:

|||(u− ud, p− pd)|||Ω . ED(ud, pd),

where the hidden constant is independent of the number of features Nf and of their size.

Proof. Let us follow similar steps as in the proofs of Theorems A.9 and A.12. So to begin with, consider the
exact problem (37) restricted to Ω? = Ω \ Fp with the natural Neumann boundary condition on γ0,p, as in
(75). By abuse of notation, we omit the explicit restriction of u and p to Ω?. Then for all test functions
(v0, q0) ∈H1

0,ΓD (Ω?)× L2(Ω?),

ˆ
Ω?

σ(u) : ε(v0) dx−
ˆ

Ω?

p∇ · v0 dx =

ˆ
Ω?

f · v0 dx+

ˆ
ΓN\γp

g · v0 ds

+

ˆ
γ0,p

(
σ(u)n0 − pn0

)
· v0 ds,

−
ˆ

Ω?

q0∇ · udx =−
ˆ

Ω?

q0fc dx. (98)

Then, let us consider the simplified problem (43) also restricted to Ω?, with the natural Neumann boundary
condition on γn. Thus, since ud|Ω? = u0|Ω? by definition, and if we omit the explicit restrictions of ud and
pd to Ω?, for all (v0, q0) ∈H1

0,ΓD (Ω?)× L2(Ω?),

ˆ
Ω?

σ(ud) : ε(v0) dx−
ˆ

Ω?

pd∇ · v0 dx =

ˆ
Ω?

f · v0 dx+

ˆ
ΓN\γ

g · v0 ds

+

ˆ
γn

(
σ(ud)n− pdn

)
· v0 ds+

ˆ
γ0,p

g0 · v0 ds,

−
ˆ

Ω?

q0∇ · ud dx =−
ˆ

Ω?

q0fc dx. (99)

Let eu := u − ud ∈ H1
0,ΓD (Ω) and ep := p − pd ∈ L2(Ω). So from (98) and (99), since σ is linear from its

definition (41), then for all (v0, q0) ∈H1
0,ΓD (Ω?)× L2(Ω?), we obtain

ˆ
Ω?

σ(eu) : ε(v0) dx−
ˆ

Ω?

ep∇ · v0 dx =

ˆ
γn

(
g − σ(ud)n + pdn

)
· v0 ds

+

ˆ
γ0,p

(
σ(u)n0 − pn0 − g0

)
· v0 ds,

−
ˆ

Ω?

q0∇ · eu dx = 0. (100)
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In a very similar fashion, we can deduce that for all k = 1, . . . , Nf and all (vk, qk) ∈H1
(
F kp
)
× L2

(
F kp
)
,

ˆ
Fkp

σ(eu) : ε(vk) dx−
ˆ
Fkp

ep∇ · vk dx =

ˆ
γk0,p

[(
σ(u)− σ(ud)

)
nk − (p− pd)nk

]
· vk ds

+

ˆ
γkr

(
g − σ(ud)nk + pdnk

)
· vk ds,

−
ˆ
Fkp

qk∇ · eu dx = 0. (101)

Therefore, let (v, q) ∈H1
0,ΓD (Ω)×L2(Ω), then v|Ω? ∈H

1
0,ΓD (Ω?) and v|Fkp ∈H

1(F kp ) for all k = 1, . . . , Nf .

Therefore, from equations (100) and (101), since n0 = −nkγ on all γ ∈ Σ0,p, and since n = nkγ on all γ ∈ Σr,
then recalling the definitions of a(·, ·) and b(·, ·) in (39) and (40), and of dγ in (48), we obtain

a(eu,v) + b(v, ep) =

ˆ
Ω

σ(eu) : ε(v) dx−
ˆ

Ω

ep∇ · v dx =
∑
γ∈Σ

ˆ
γ

dγ · v ds, (102)

b(eu, q) = −
ˆ

Ω

q∇ · eu dx = 0. (103)

The right hand side of (102) can be estimated exactly as (80)–(84), and thus for all v ∈ H1
0,ΓD (Ω), if we

define ÊD(ud, pd) := 1
3µ

1
2 ED(ud, pd),∑

γ∈Σ

ˆ
γ

dγ · v ds . ÊD(ud, pd)‖∇v‖0,Ω. (104)

Now, remark that if we take v = eu ∈H1
0,ΓD (Ω) and q = ep ∈ L2(Ω), then equation (103) reads b(eu, ep) = 0,

and thus using (104), equation (102) rewrites

a(eu, eu) =

ˆ
Ω

σ(eu) : ε(eu) dx−
ˆ

Ω

ep∇ · eu dx

=
∑
γ∈Σ

ˆ
γ

dγ · eu ds

. ÊD(ud, pd)‖∇eu‖0,Ω.

Using the coercivity of a(·, ·) in H1
0,ΓD (Ω) equipped with the norm ‖∇ · ‖0,Ω from equation (96), then

a(eu, eu) . ÊD(ud, pd)‖∇eu‖0,Ω . µ−
1
2 ÊD(ud, pd)

(
a(eu, eu)

) 1
2 ,

so that if we simplify on both sides, (
a(eu, eu)

) 1
2 . µ−

1
2 ÊD(ud, pd). (105)

Finally, since b(·, ·) satisfies the inf-sup condition (97), using (102) and (104), using the continuity of
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a(·, ·) in H1
0,ΓD (Ω) from (95), its coercivity from (96), and equation (105), then

‖ep‖0,Ω . sup
v∈H1

0,ΓD
(Ω)

v 6=0

b(v, ep)

‖∇v‖0,Ω
= sup

v∈H1
0,ΓD

(Ω)

v 6=0

∑
γ∈Σ

ˆ
γ

dγ · v ds− a(eu,v)

‖∇v‖0,Ω

≤ sup
v∈H1

0,ΓD
(Ω)

v 6=0

∑
γ∈Σ

ˆ
γ

dγ · v ds

‖∇v‖0,Ω
− inf

v∈H1
0,ΓD

(Ω)

v 6=0

a(eu,v)

‖∇v‖0,Ω

. ÊD(ud, pd) + ‖∇eu‖0,Ω

. ÊD(ud, pd) + µ
1
2

(
a(eu, eu)

) 1
2 . 2ÊD(ud, pd). (106)

Since from (47),

|||(u− ud, p− pd)|||Ω = (a(eu, eu))
1
2 + µ−

1
2 ‖ep‖0,Ω,

then we conclude by combining (105) and (106) as follows:

|||(u− ud, p− pd)|||Ω . µ−
1
2 ÊD(ud, pd) + 2µ−

1
2 ÊD(ud, pd) = ED(ud, pd).

A.4.2 Efficiency

Let us now state and show that the error indicator defined in (49) is efficient, that is, it is a lower bound
for the defeaturing error defined in (47), up to oscillations. In the case n = 2, the proof is given under the
assumption that the data compatibility conditions (27) and (30) are satisfied.

Theorem A.16 (Theorem 2.7 for Stokes’ problem) Consider the same notation and assumptions as in
Theorem A.15, and assume that all γ ∈ Σ are also regular according to Definition A.3. Then, assume that∣∣γkn ∣∣ ' ∣∣γkr ∣∣ ' ∣∣γk0,p∣∣ for all k = 1, . . . , Nf . Moreover, for any m ∈ N, let Πm be such that Πm|γ ≡ Πm,γ for

all γ ∈ Σ, where Πm,γ is the component-wise extensions of the Clément operator defined in (56), and let dk

be such that dk|γ ≡ dγ on all γ ∈ Σk, for all k = 1, . . . , Nf . Finally, suppose that either n = 3, or n = 2
and the data compatibility conditions (27) and (30) are satisfied. Then the defeaturing error, in the energy
norm, bounds up to oscillations the estimator ED(ud, pd) introduced in (49), that is

ED(ud, pd) . |||(u− ud, p− pd)|||Ω + osc(ud, pd),

where for any m ∈ N, recalling definition (5) of Γk,

osc(ud, pd)2 :=

Nf∑
k=1

(
osck(ud, pd)

)2
,

osck(ud, pd) := µ−
1
2

∣∣Γk∣∣ 1
2(n−1)

∥∥∥dk −Πm

(
dk
)∥∥∥

0,Γk
for k = 1, . . . , Nf .

Proof. This proof follows similar steps as in the proof of Theorems A.10 and A.13. So let eu := u − ud ∈
H1

0,ΓD (Ω), let ep := p−pd ∈ L2(Ω), and let k ∈ {1, . . . , Nf}. First, let us recall the definition of Ωk? := Ω?∩Ωk,

where Ωk is the domain associated to feature F k defined in Assumption A.1. Then, let us consider the exact
problem (37) restricted to Ωk?, with the natural Neumann boundary condition on γk0,p, and the natural
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Dirichlet boundary condition on ∂Ωk? \ ∂Ω?. That is, similarly to (75),
(
u|Ωk? , p|Ωk?

)
is the weak solution of

−∇ · σ
(
u|Ωk?

)
+∇

(
p|Ωk?

)
= f in Ωk?

∇ ·
(
u|Ωk?

)
= fc in Ωk?

u|Ωk? = gD on ∂Ωk? ∩ ΓD

u|Ωk? = tr∂Ωk?\∂Ω?(u) on ∂Ωk? \ ∂Ω?

σ
(
u|Ωk?

)
n− p|Ωk?n = g on ∂Ωk? ∩ ΓN

σ
(
u|Ωk?

)
n0 − p|Ωk?n0 = σ(u)n0 − pn0 on γk0,p.

(107)

By abuse of notation, we omit the explicit restriction of u and p to Ωk?. Then for all test functions (v0, q0) ∈
H1

0,∂Ωk?\[ΓN∪γk0,p](Ω
k
?)× L2(Ωk?),

ˆ
Ωk?

σ(u) : ε(v0) dx−
ˆ

Ωk?

p∇ · v0 dx =

ˆ
Ωk?

f · v0 dx+

ˆ
∂Ωk?∩ΓN

g · v0 ds

+

ˆ
γk0,p

(
σ(u)n0 − pn0

)
· v0 ds,

−
ˆ

Ωk?

q0∇ · udx =−
ˆ

Ωk?

q0fc dx. (108)

Then, let us consider the simplified problem (43) also restricted to Ωk?, with the natural Neumann boundary
condition on γkn , and the natural Dirichlet boundary condition on ∂Ωk? \ ∂Ω?. Thus, since

(
ud|Ωk? , pd|Ωk?

)
=(

u0|Ωk? , p0|Ωk?
)

by definition, if we omit the explicit restrictions to Ωk?, then for all test functions (v0, q0) ∈
H1

0,∂Ωk?\[ΓN∪γk0,p](Ω
k
?)× L2(Ωk?),

ˆ
Ωk?

σ(ud) : ε(v0) dx−
ˆ

Ωk?

pd∇ · v0 dx =

ˆ
Ωk?

f · v0 dx+

ˆ
(∂Ωk?∩ΓN )\γkn

g · v0 ds

+

ˆ
γkn

(
σ(ud)n− pdn

)
· v0 ds+

ˆ
γk0,p

g0 · v0 ds,

−
ˆ

Ωk?

q0∇ · ud dx =−
ˆ

Ωk?

q0fc dx. (109)

So for all (v0, q0) ∈H1
0,∂Ωk?\[ΓN∪γk0,p](Ω

k
?)× L2(Ωk?), using (108), (109), and the linearity of σ, we obtain

ˆ
Ωk?

σ(eu) : ε(v0) dx−
ˆ

Ωk?

ep∇ · v0 dx =

ˆ
γkn

(
g − σ(ud)n + pdn

)
· v0 ds

+

ˆ
γk0,p

(
σ(u)n0 − pn0 − g0

)
· v0 ds,

−
ˆ

Ωk?

q0∇ · eu dx = 0. (110)

Let (v, q) ∈ H1
0,∂Ωk\ΓN (Ωk) × L2(Ωk), so

(
v|Ωk? , q|Ωk?

)
∈ H1

0,∂Ωk?\[ΓN∪γk0,p](Ω
k
?) × L2(Ωk?). Recall that Ω? =

Ω \ Fp, so that Ωk = int
(
F kp ∪ Ωk?

)
. Consequently, reusing equation (101), using (110), since n0 = −nk on
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γk0,p, and since n = nk on γkr , then if we recall definition (48) of dγ ,

ˆ
Ωk
σ(eu) : ε(v) dx−

ˆ
Ωk
ep∇ · v dx

=

ˆ
γkn

(
g − σ(ud)n + pdn

)
· v ds+

ˆ
γk0,p

(
− g0 − σ(ud)nk + pdnk

)
· v ds

+

ˆ
γkr

(
g − σ(ud)nk + pdnk

)
· v ds

=
∑
γ∈Σk

ˆ
γ

dγ · v ds,

and −
ˆ

Ωk
q∇ · eu dx = 0. (111)

Now, let

ak(·, ·) : H1
0,∂Ωk\ΓN (Ωk)×H1

0,∂Ωk\ΓN (Ωk)→ R,

bk(·, ·) : H1
0,∂Ωk\ΓN (Ωk)× L2(Ωk)→ R,

be defined by

ak(w,v) =

ˆ
Ωk
σ(w) : ε(v) dx, ∀w,v ∈H1

0,∂Ωk\ΓN (Ωk),

bk(v, q) = −
ˆ

Ωk
q∇ · v dx, ∀v ∈H1

0,∂Ωk\ΓN (Ωk),∀q ∈ L2(Ωk).

Note that ak(·, ·) and bk(·, ·) are continuous with respect to the norms ‖∇ · ‖0,Ωk for H1
0,∂Ωk\ΓN (Ωk), and

‖ · ‖0,Ωk for L2(Ωk). Thus using (111), for all v ∈H1
0,∂Ωk\ΓN (Ωk),

∑
γ∈Σk

ˆ
γ

dγ · v ds = ak(eu,v) + bk(v, ep) . µ
(
‖∇eu‖0,Ωk + ‖ep‖0,Ωk

)
‖∇v‖0,Ωk . (112)

The rest of the proof is identical to the one of Theorem A.13, replacing (92) by (112) and ρ by µ.

Remark A.17 As in Remarks A.11 and A.14, when the data is regular, it is always possible to choose m

large enough so that the asymptotic behavior of the oscillations is O
(

max
k=1,...,Nf

∣∣Γk∣∣m+ 1
2(n−1)

)
. Therefore,

we can make sure that the oscillations get small with respect to the defeaturing error, when the features get
small.

References

[1] A. Buffa, O. Chanon, and R. Vázquez, “Analysis-aware defeaturing: problem setting and a posteriori
estimation,” Mathematical Models and Methods in Applied Sciences, vol. 32, no. 02, pp. 359–402, 2022.

[2] D. R. White, S. Saigal, and S. J. Owen, “Meshing complexity of single part CAD models.,” in IMR,
pp. 121–134, Citeseer, 2003.

[3] K. Lee, C. G. Armstrong, M. A. Price, and J. Lamont, “A small feature suppression/unsuppression
system for preparing B-rep models for analysis,” in Proceedings of the 2005 ACM symposium on solid
and physical modeling, pp. 113–124, 2005.

Analysis-aware defeaturing of complex geometries 53



[4] C. Geuzaine and J.-F. Remacle, “Gmsh: A 3-d finite element mesh generator with built-in pre-and
post-processing facilities,” International journal for numerical methods in engineering, vol. 79, no. 11,
pp. 1309–1331, 2009.
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