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Abstract

Optical tweezers are devices that can manipulate nano- and microparticles using a laser. The

principle of optical tweezers is to apply a force to an object using the momentum of light. This

force is very small, but it is sufficient to move things in the microscopic world. Consequently,

optical tweezers can grab, move, and even assemble objects on a much smaller scale, just like

human hands.

Optical tweezers have revolutionized the way scientists experiment with small particles in

many fields of science, and their utility as a tool for understanding nanoscale processes is

continuously expanding. In this dissertation, we discuss the new application possibilities of

optical tweezers in two distinct disciplines: surface sciences and nano-optics.

We first employ optical tweezers in surface science by trapping gold nanoparticles at an inter-

face and observing their motion. Due to their strong scattering and absorption, gold nanopar-

ticles are a superb optical probe and a nanoscale heater that can be remotely controlled by

light. They can provide heat to the molecules adsorbing on the surrounding surfaces and stim-

ulate further interactions. We compare these findings to those obtained using non-thermal

dielectric probes and find that heat-induced effects are indeed present in our experiments.

This study demonstrates that gold nanoparticles are highly effective probes that can apply

heat locally and examine the resulting interaction in real time. Thermal phenomena exist in

many scientific disciplines; hence, the optically trapped gold nanoparticles can serve as a

valuable tool for investigating these phenomena at the nanoscale.

We then assemble gold nanoparticles into a complex structure using optical tweezers. Individ-

ually, gold nanoparticles possess exceptional optical properties. However, when two or more of

them are arranged adjacently, their properties become even more intriguing due to the strong

interaction of the near fields, which is one of the most vital areas of nano-optics. Optical tweez-

ers offer a unique method for organizing these particles in a controlled manner, producing a

strong near-field coupling. We examine this coupling behavior by numerically simulating and

experimentally realizing optical assemblies. This concept of tweezer-organized assemblies

can create exciting opportunities for constructing three-dimensional nanoscale architectures

beyond the current technologies that have evolved from conventional semiconductor device

fabrication processes. Moreover, optical tweezers enable the flexible combination of struc-

tures derived from distinct methods, such as colloidal particles and lithographically defined

nanostructures.
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Résumé

Les pincettes optiques permettent de manipuler des objets de dimensions nano- et microsco-

piques avec un laser, en appliquant une force par le transfert de la quantité de mouvement de

la lumière. Bien que cette force soit très petite, elle est suffisante pour bouger des objets dans le

microcosme. Ainsi, une pincette optique peut attraper, déplacer et même assembler des objets

à l’échelle microscopique, comme le fait la main humaine dans le monde macroscopique.

Les pincettes optiques ont révolutionné la façon d’expérimenter avec de petites particules

dans différents domaines de la science et leur utilité pour comprendre des phénomènes

nanoscopiques ne cesse de croître. Dans cette thèse, nous en décrivons des applications

innovantes dans deux disciplines : la science des surfaces et la nano-optique.

En science des surfaces, nous commençons par piéger des nanoparticules d’or à une interface

et observons leurs trajectoires. Grâce à une forte absorption et diffusion de la lumière, ces

nanoparticules d’or se révèlent d’excellentes sondes optiques et des sources de chaleur nano-

scopiques qui peuvent être contrôlées à distance. Elles permettent de chauffer localement

les molécules adsorbées sur les surfaces environnantes et de stimuler d’autres interactions

physico-chimiques. En comparant ces résultats avec ceux obtenus avec des sondes diélec-

triques pour lesquelles les effets thermiques sont négligeables, nous mettons en évidence

des effets induits par la chaleur dans nos expériences avec des nanoparticules d’or. Ces ex-

périences ont aussi démontré que les nanoparticules d’or sont des sondes particulièrement

efficaces qui peuvent chauffer localement et dont il est possible de contrôler l’interaction

avec l’environnement en temps réel. Comme les phénomènes thermiques existent dans de

nombreuses disciplines scientifiques, les nanoparticules d’or piégées par la lumière étudiées

dans cette thèse, ont certainement un très grand potentiel pour étudier ces phénomènes à

l’échelle nanoscopique.

Nous avons aussi utilisé des pincettes optiques pour assembler des nanoparticules d’or afin

de former des structures plus complexes. Alors qu’individuellement une nanoparticule d’or

possède déjà d’intéressantes propriétés optiques, ces propriétés sont décuplées lorsque plu-

sieurs particules sont combinées en une structure plus large. Ainsi, les pincettes optiques

offrent une méthode unique pour organiser de la matière en utilisant l’exaltation du champ

proche optique produit par chaque particule. Nous avons étudié ce couplage optique à l’aide

de simulations numériques et d’expériences réalisées avec des ensembles de nanoparticules.

L’idée d’assembler et d’organiser des nanostructures à l’aide de la lumière ouvre des perspec-
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tives totalement nouvelles pour construire des architectures tri-dimensionnelles à l’échelle

nanométrique. Ces perspectives vont au-delà des nanotechnologies conventionnelles issues

de la fabrication des semiconducteurs. Qui plus est, les pincettes optiques permettent aussi

de combiner ensemble des éléments qui ont été fabriqués par différentes méthodes, comme

la lithographie colloïdale ou la lithographie par faisceau d’électrons.

Mots-clés : Pincette optique, nanoparticules d’or, nano-optique, plasmonique, chimie des

surfaces, colloïdes, forces optique, laser, pression de radiation, oscillateurs couplés, champ

proche optique, absorption et diffusion de la lumière, effets thermiques, surfactants, pour-

suite d’une particule unique, auto-assemblage, déplacement, interaction électrostatique,

interaction hydrophobique.
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1 Introduction

“There’s Plenty of Room at the Bottom.”

— Richard Feynman’s 1959 lecture

Sixty-three years ago, Richard Feynman gave a lecture with the title above [1]. He talked about

the prospect of manipulating and controlling objects on the atomic scale. And many of the

things he imagined in this talk became a reality. In particular, he proposed two challenges

at the end of his lecture, one of which was to build a tiny (1/64-inch cubed) rotating motor,

which, to Feynman’s surprise, was claimed in the next year (but perhaps not that surprising to

Swiss watchmakers). The other was to reduce one page of a book by 1/25,000 times in such a

manner that an electron microscope can read it. This second challenge was accomplished 26

years later, in 1985, by a graduate student using electron-beam lithography (Figure 1.1).

Science and technology have advanced, and we are now living in a world of nanotechnology.

Nanotechnology is a broad concept that encompasses sciences, engineering, and technologies

carried out at the nanoscale, which corresponds to between 1 and 100 nanometers. It is

commonly stated that the age of nanotechnology was not born until the early 1980s, when the

scanning tunneling microscope (STM) made it possible to routinely image and manipulate

individual atoms and their bonds [3–5]. The development of STM earned its inventors the

Nobel Prize in Physics in 1986, and after a few years, manipulation of individual atoms and

molecules was successfully demonstrated [6–8] just as Feynman had foreseen.

During this infancy of nanotechnology, a completely new way of manipulating matter was also

invented. Arthur Ashkin at Bell Laboratories was interested in how the momentum of photons

could be used to move matter and published his first paper on radiation pressure and optical

trapping in 1970 [9]. This paper was cited as one of the foremost in atomic physics over the

past century [10]. Later, in 1986, he succeeded in trapping dielectric particles of various sizes,

from tens of nanometers to a few microns, using the famous single-beam optical trap [11].

His colleague, Steven Chu, also succeeded in trapping atoms using a laser light [12], which

earned him the 1997 physics Nobel Prize. (Interestingly, in 2018, while this thesis was being
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Figure 1.1 – A longstanding Richard Feynman’s challenge to “take the information on the page
of a book and put it on an area of 1/25,000 smaller” [1], which was accomplished 26 years later
in 1985 by a graduate student, Tom Newman, using electron-beam lithography. Reprinted
with permission from Ref. [2].
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undertaken, Ashkin became the oldest recipient of the Nobel prize at the age of 96 for the

invention of optical tweezers and their application to biological systems.)

Ever since their invention, optical tweezers have become a useful tool in laboratories. They

have been successfully applied to various fields [13–15], notably in biology, to manipulate

soft matter such as viruses, living cells, and sub-cellular components [16–18] thanks to their

capability to manipulate things in a non-invasive manner. Researchers have also used this

technique to measure some of the smallest forces in living matter, produced by motor pro-

teins [19, 20], as well as the elastic properties of DNA molecules [21]. Apart from biological

applications, they have provided an ideal test bench to study fundamental physics in colloid

and interface sciences [22], ranging from hydrodynamics [23, 24] to thermodynamics [25–27].

In this thesis, we present the application of optical tweezers

in two under-explored fields: surface chemistry and nano-optics.

Surface chemistry is the study of chemical phenomena that occur at the interface of two phases.

Can we study nanoscale chemical interactions at an interface using an optical tweezer? If we

could trap and track a single nanoparticle close to an interface, its trajectory would reveal

rich information about what happens at the interface. This tracing analysis is known as

single-particle tracking (SPT) and is widely used in life sciences to quantify the dynamics of

molecules and proteins in living cells [28–34]. Tracking the movement of an optically trapped

particle as opposed to the random diffusion of a free particle has already become a major

branch in biophysics [35, 36] due to the wide usage of both the optical tweezer and the SPT

in single-molecule research. They are also being implemented together in physics, e.g. in

microrheology [37] and hydrodynamics [23, 24]. The major advantage of using an optical

tweezer in SPT is that we apply an additional force to the particle (which can be easily modeled

as a restoring force and directly inserted into the equation of motion) and obtain a mean to

precisely position the particle at the region of interest. However, the combination of these

two techniques has not yet emerged in surface sciences, although the SPT alone has been

extensively used to study diffusion [38, 39], mass transport [40], catalytic reactions [41], and

many other processes [42]. In the first half of the thesis, we demonstrate the viability of

optical tweezers in surface chemistry. Especially, optical tweezers enable precise positioning

and holding of a particle at an interface, allowing us to observe long-term and real-time

interactions that are obscured by conventional ensemble analysis.

Nano-optics, on the other hand, is the study of light–matter interactions on the nanome-

ter scale [43, 44]. Specifically, we are interested in complex phenomena involving metallic

nanoparticles that exhibit strong resonant characteristics when illuminated with visible light,

also known as localized surface plasmon resonances [45]. These resonances result in intense

and confined near-fields around metallic nanostructures, which can be coupled to each other

and produce unique optical effects such as spectral shifts [46], Fano resonances [47–49], chi-
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rality [50–53], and second-harmonic generation [54]. In the second half of the thesis, we

employ optical tweezers to arrange a metallic nanoparticle in a controlled manner to elicit

this intriguing coupling effect.

The idea of using optical tweezers for fabricating and assembling nanostructures emerged

some time after the invention of optical tweezers [13]. One of the first applications was

in microfluidics to create a linear assembly of colloidal microspheres to use as a flap valve

in a microfluidic channel (Figure 1.2a), which was not only assembled but also actuated

with an optical tweezer [55]. Two-dimensional and three-dimensional free-form assemblies

were also subsequently demonstrated using holographic optical tweezers (Figure 1.2b and

c) [56, 57]. Recently, assembling plasmonic nanoparticles has been in the limelight due to

the unique optical properties of such assemblies. After the first successful demonstration of

direct deposition of colloidal metallic nanoparticles on substrates using optical tweezers [58,

59], this technique called optical printing showed possibilities to assemble gold and silver

nanoparticles into hetero-dimers [60] or combine a gold nanoparticle into a photonic crystal

nanocavity [61]. To our knowledge, however, no attempt has yet been made to combine a

colloidal nanoparticle with a complex nanostructure in order to grant new functionalities. In

this second section of the thesis, we aim to demonstrate near-field modulation by introducing a

new element into a composite optical system using an optical tweezer and to comprehensively

study the optical coupling effect resulting therefrom.

Figure 1.2 – Tweezer-assembled nanostructures. a, A colloidal linear structure implemented in
a microfluidic channel as a flap valve. The valve can be flipped with an optical tweezer to con-
trol the direction of flows, either upward (top) or downward (bottom). Adapted from Ref. [55]
with permission. Copyright 2002 American Institute of Physics. b, A three-dimensional icosa-
hedron of silica microspheres organized by holographic optical tweezers and fixed by the UV
polymerization process. Adapted and reproduced with permission from Ref. [56]. Copyright
2005 Optical Publishing Group. c, Assembly of rhombus constructed from semiconductor
nanowires using holographic optical traps and a pulsed optical scalpel (Step 1–4). Reproduced
with permission from Ref. [57] Copyright 2005 Optica Publishing Group.
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Before going into the objectives and organization of the thesis, we would like to first provide in

the following subsections a brief description of optical tweezers and plasmonic nanoparticles,

which are the two most important components of this thesis.

1.1 Optical manipulation

An optical tweezer uses forces exerted by a highly focused laser beam to trap small objects. To

create a tight focal spot, a Gaussian laser beam is typically combined with a high numerical

aperture objective lens [62], although alternative methods such as an optical fiber [63] or

even computer-generated holograms [64] can also be used. Regardless of the method used to

generate the focusing effect, the intensity gradient of the beam draws small objects toward

the intensity maximum, whereas the radiation pressure of the beam pushes them along

the propagation direction. In cases where the gradient force dominates over the radiation

pressure, such as in a tightly focused beam [11], a particle can be trapped near the focal point,

as illustrated in Figure 1.3 [13].

The theoretical background of optical tweezers was provided in the early 1970s [65], although

its sophisticated aspect is still in development [66–72]. In general, the optical force, which

Figure 1.3 – A schematic illustration of an optical tweezer. A colloidal particle can be trapped
in three dimensions near the focal point where the gradient force dominates over the radiation
pressure. Reprinted with permission from Ref. [13]. Copyright 2003 Springer Nature.
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is the force exerted by an optical tweezer, can be explained in different ways depending on

the size of particles. For objects much larger than the wavelength of the trapping laser, the

optical force can be understood by simply using ray optics [11, 73]. In cases where the particle

size is much smaller than the wavelength of the trapping laser (with a particle size < 1/10

of the wavelength, the conditions satisfying Rayleigh scattering [74]), the particle can be

approximated as a point dipole, and the analytical expression for the optical force can be

derived from the Lorentz force law: F = qE+qv×B, where q is the point charge and v is its

velocity vector. But in most experiments, as in this thesis, the particles are in the order of

a few tens of nanometers to a few micrometers, where both the ray optics and the dipole

approximation do not give an accurate description of the optical force. In this case, the force

can be computed numerically using Maxwell’s stress tensor. We also use this approach to

study the optical force acting on a plasmonic particle in complex near-fields of a plasmonic

antenna in Chapter 5.

Here we briefly state the analytical expression for optical forces when the dipole approximation

is valid (Ref. [43] provides a more thorough derivation of optical forces):

〈F〉 =α′∇〈|E|2〉+ωα′′ 〈E×B〉 , (1.1)

whereα =α′+iα′′ is the complex polarizability of a dipolar particle,ω is the angular frequency

of a harmonic electromagnetic field, and 〈. . .〉 denotes a cycle average. The first term on the

right-hand side of Equation 1.1 is the so-called the gradient force, which is proportional to

the intensity gradient of the electric fields. This gradient force drives the particle toward

the intensity maximum. For a tightly focused beam, the intensity gradient is present in all

dimensions and thus creates a three-dimensional optical trap at the focal point.

The second term in Equation 1.1 represents the radiation pressure (momentum transfer) of the

trapping beam. It is commonly referred to as the scattering force and, as the expression implies,

it is proportional to the average momentum of the electromagnetic field. The scattering force

pushes the particle along the propagation direction, causing the final trapping position of a

particle in a three-dimensional optical trap to be slightly off the focal point further along the

optical axis, where the scattering and gradient forces are balanced. For a highly scattering and

lossy metallic particle, the scattering force can dominate and push the particle away from the

trap.

1.2 Plasmonic nanoparticles

Plasmonic nanoparticles—most often gold and silver nanoparticles—are discrete metallic

particles with distinct resonant properties. Their optical resonances arise from collective oscil-

lations of free electrons in metal nanostructures. The natural frequencies of these oscillations

are typically within the visible and near-infrared spectrum and are defined by their material,

size, and shape. In other words, when these nanoparticles are illuminated with visible light,

they exhibit unique colors depending on their resonance frequencies. On resonance, they
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Figure 1.4 – Near-field amplitude enhancement distribution of a single nanorod and dipole
nanoantennas. The dipole antennas with double nanorods produce stronger near-fields at
their feed gaps than at each end of the single nanorod. When the gap is decreased from 30 nm
to 15 nm, the near-field enhancement increases even further due to stronger field confinement
at the gap.

can efficiently couple to incident light and give rise to strongly enhanced and confined near-

fields [75, 76]. Furthermore, these resonances can be easily tuned by changing their size and

shape without changing the chemical composition of materials, which makes them highly

appealing in diverse applications [77], ranging from photovoltaics [78, 79] to chemical and

biological sensing [80–82].

When we combine such nanoparticles into a composite structure, we can squeeze much

more light into a smaller space [83]. Figure 1.4 depicts a simple calculation of near-field

amplitude distributions around single and double nanorods. (Since the incident electric field

has an amplitude of one, the amplitude distribution can be read directly as an enhancement

distribution.) Compared to the electric field of the single nanorod, the electric field of the

double nanorods is more concentrated and amplified in the gap, and the field enhancement

factor increases substantially as the gap size is reduced by half. The resonant wavelength also

shifts due to the coupled oscillation of adjacent electrons separated by the gap; this near-field

coupling and the field enhancement in the coupled region are intimately associated [84, 85].

In fact, this double nanorod structure is analogous to dipole antennas in radio and telecommu-

nications [86, 87], and the field confinement in the gap can be used to overcome the diffraction

limit of light. For example, Grigorenko et al. [88] successfully demonstrated the use of this

strong confinement in gold dipole nanoantennas to improve the stiffness of an optical tweezer.

Ref. [89] provides a good overview of these techniques called “plasmonic tweezers”. We also

study theoretically the near-fields of dipole nanoantennas and the resulting optical forces in

Chapter 5, but laying great emphasis on the strong optical interaction between the particle

and the nanoantenna.

On the other hand, as one of the consequences of these resonant properties, plasmonic

nanoparticles are an efficient nanoscale heater. Once the incident light excites the collective

oscillations (plasmons) of the free electron gas, they lose energy by the emission of photons

(radiative decay) and collisions with atoms and electrons themselves, which eventually convert
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to heat (non-radiative decay) [90]. In the plasmonics community, these thermal effects were

considered adverse for quite a long time, but recently, researchers started to exploit them as

a nanoscale heat source [91], finding diverse applications in cancer therapy [92–94], photo-

thermal chemistry [95–97], and solar light harvesting [98, 99], to name a few.

In this thesis, gold nanoparticles serve two purposes: In the surface chemistry section, gold

nanoparticles act as an optical and thermal probe. Gold nanoparticles can be observed under

an optical microscope and used as a nanoscale optical probe due to their large scattering cross-

sections [100]. We also delve into the unavoidable local heating around the nanoparticles

and the heat-induced effects on their surroundings. In the nano-optics section, they serve

as building blocks for optically-assembled composite metal nanostructures. As illustrated

in Figure 1.4, they can closely interact with adjacent nanostructures once brought close to

one another, which can induce a significant change in optical response as an ensemble. This

capability to be assembled into a complex optical system has the potential to open up new

avenues for designing and arranging plasmonic nanostructures.

1.3 Thesis objectives and organization

This thesis started as a part of an ambitious project entitled “Building tomorrow’s nanofac-

tory”. The primary idea of this project was to bring the concept of assembly line in modern

manufacturing industry down to the nanoscale world. What was required in building such

a nanofactory was to “develop a process to take a few nanostructures and perform the basic

operations required to assemble them into a more complex system” [101]. The role of an

optical tweezer was to act as hands in the microscopic world.

Specifically, the overarching aim of this thesis was to create an assembly using colloidal

nanoparticles and lithographically fabricated nanoantennas. This was an intriguing concept

in that it attempted to combine two objects that were created in completely opposite manners:

the colloidal particles were chemically synthesized using a bottom-up approach involving

nucleation and crystal growth, whereas the nanoantennas were lithographically fabricated

using a top-down approach involving selective removal of materials from thin films. Optical

tweezers served as a link between these two opposing approaches. Furthermore, by carefully

considering the antenna design and arrangement with colloidal particles, we had the potential

to tailor the final system to have desired functionalities. We were particularly interested in

building an assembly of plasmonic nanostructures due to their strong interaction via near-field

coupling.

Based on this motivation, gold nanoantennas and gold nanoparticles were chosen as building

blocks. In comparison to other plasmonic materials, gold exhibits excellent stability [102],

which was crucial in our study because the nanostructures had to be immersed in an aqueous

solution to incorporate colloidal nanoparticles in experiments. For instance, silver nanos-

tructures would quickly deteriorate in such an environment [103, 104]. The large scattering

cross-section of gold nanoparticles was both advantageous and disadvantageous from differ-
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ent perspectives. From an imaging point of view, they were extremely bright under a dark-field

optical microscope, making them excellent imaging probes. In terms of optical trapping,

however, it was challenging to trap them in three dimensions due to the large scattering force.

We circumvented this issue by trapping the particles close to the surface of substrates so that

the vertical movements were suppressed by the scattering force from above and the repulsion

with the substrate from below. Because we had to bring the particles close to the antenna on

the surface of the substrate, this strategy was also preferable for building an assembly with a

nanoantenna.

By trapping these gold nanoparticles directly on the substrate, we made an interesting discov-

ery. In practice, in addition to gold nanoparticles and water, surfactants were added to the

colloidal solution to prevent particle aggregation. While observing the motions of trapped

particles near the glass substrate, we discovered that their movements varied with the concen-

tration of the surfactant. In other words, the movement of gold nanoparticles was influenced

not only by temperature, particle size, and optical trapping potential, but also by interactions

with molecules in their surroundings, particularly those adsorbed on solid–liquid interfaces.

This discovery prompted us to investigate the use of optically trapped gold nanoparticles

to study molecular interactions at interfaces, in addition to our original goal of building a

plasmonic assembly.

This thesis is organized as follows. We start by introducing the experimental and numerical

methods employed in this thesis in Chapter 2, which covers the trapping and imaging setup

built for optical manipulation, the nanofabrication process, and the surface integral equa-

tion (SIE) method for numerical calculation, which is the legacy of the Nanophotonics and

Metrology Laboratory. We also briefly discuss multiphysics simulation for calculating the

temperature of optically trapped particles at the end.

We then proceed with the chapters for the application of optically trapped gold nanoparti-

cles in surface chemistry (Chapter 3 and 4). In both chapters, we study the motions of gold

nanoparticles trapped at the water–glass interface of a fluidic chamber in the presence of

surfactant molecules. In Chapter 3, we statistically analyze the trapped particles’ motions,

especially while varying the surface coverages of surfactant assemblies by changing the sur-

factant concentration. This chapter focuses on the effect of surfactants on optical trapping,

particularly those adsorbing on particle and glass surfaces.

In Chapter 4, we examine the same problem from an opposing perspective. We utilize the

understanding of particle motion in Chapter 3 to investigate the interactions among surfactant

molecules at the narrow gap between the particle and the glass substrate. We extend this

study by modifying surfactant morphologies on glass surfaces (from micellar aggregates to

bilayer structures) and testing a hypothesis that the morphology of surfactant self-assemblies

can influence the particle–surface interactions. This chapter aims to prove the possibility of

optically trapped gold nanoparticles as a nanoscale optical probe for interface science.

The following two chapters, Chapter 5 and Chapter 6, deal with the application of optical
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tweezers in nano-optics. In Chapter 5, we first investigate the optical forces experienced by

a gold nanoparticle near a gold dipole antenna. In particular, we examine the effect of the

particle’s presence in the near-field of the dipole antenna and the consequent changes in the

optical force. While Chapter 5 is concerned with a theoretical investigation of the optical force,

Chapter 6 is about the experimental demonstration of plasmonic assemblies realized by an

optical tweezer, which is the ultimate objective of this thesis. We attempt to interpret the

experimental results with a coupled oscillator model and provide a comprehensive analysis

based on this model.

Each chapter from Chapter 3 to 6 comes with an introduction and a conclusion. In Chapter 7,

we conclude this thesis with a summary of each topic and a discussion of future research.
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2.1 Overview

This chapter provides an overview of the experimental and numerical methods employed

in this thesis. In particular, we discuss the strategies frequently employed throughout the

thesis. Methods specific to each study will be presented separately in the Method section of

the corresponding chapter.

In Section 2.2 and 2.3, we discuss experimental methods. We start by describing the essential

sample preparation steps (Section 2.2.1), followed by the optical setup for trapping and

imaging (Section 2.2.2 and Section 2.2.3). In Section 2.2.4, we address the characterization of

colloidal particles, including zeta potentials and hydrodynamic size measurements. Next, we

introduce a fabrication process for plasmonic nanoantennas in Section 2.3. We provide a brief

description of the process flow associated with electron-beam lithography.

In Section 2.4 and 2.5, we discuss numerical simulation methods, including a surface integral

equation (SIE) method and optical heating simulation using COMSOL Multiphysics. The SIE

method is introduced as the primary simulation tool used in this thesis. In SIE simulation,

surface currents defined on the boundaries of scatterers are initially calculated. Then, using

the SIE surface currents, we derive secondary quantities such as optical cross-sections, near-

field distributions, and dipole moments. The steps for computing these secondary quantities

are provided in Section 2.4.1.

Finally, in Section 2.5, we present the simulation method for electromagnetic heating using

COMSOL Multiphysics. We simulated the temperature distribution of the studied systems in

order to estimate the temperature of optically trapped particles, nanoantennas, and surround-

ing media (including glass and water). In this section, we briefly introduce how to calculate

optical heating using COMSOL, which combines an electromagnetic simulation with a heat

transfer simulation.
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2.2 Experimental methods

Colloidal nanoparticles suspended in water are the target systems for optical manipulation in

this thesis. Once trapped, a single particle can act like an optical probe for investigating its

surroundings, or more interactively, it can induce a strong coupling with a lithographically fab-

ricated nanostructure. Three major steps are commonly involved in both experiments: sample

preparation, optical manipulation, and observation. In addition, the colloidal characteristics

are characterized to assure the dispersity of the solution.

2.2.1 Sample preparation

Sample preparation includes a dilution of colloidal solution and the formation of a fluidic

chamber. We purchased commercially available nanoparticle solutions (e.g. gold colloids

from Sigma-Aldrich), which usually have high particle concentrations. To ensure the trapping

of a single particle, the particle solutions were diluted until they appeared scarce under an

optical microscope. Due to the different particle concentrations for the various products, the

dilution factor varied. To prevent particle aggregation, surfactants (cetyltrimethylammonium

chloride, CTAC) were added during dilution. The effects of surfactants will be examined in

detail in Chapter 3.

The nanoparticle suspensions were first separated from the buffer solution by centrifugation.

The appropriate centrifugal force depended on the particle’s size and composition and was

therefore adjusted accordingly for optimal separation. For gold nanoparticles with a diameter

of 150 nm, for instance, a volume of 1 mL was centrifuged at 200 g for 30 minutes (Fisherbrand

GT2R Centrifuge). After carefully removing the supernatant, the residue was re-dispersed in a

surfactant solution using a vortex mixer. At this stage, the particle concentration was adjusted

by diluting the particle-surfactant mixture with a particle-free surfactant solution of the same

concentration.

A fluid chamber was constructed using a pair of borosilicate glass coverslips (145 µm in thick-

ness) and a double-sided adhesive spacer (120 µm in thickness, Grace Bio-Labs SecureSeal™

imaging spacer). We slightly overfilled the chamber with the dilute particle-surfactant mixture

to minimize the air bubbles trapped inside the chamber. To prevent the liquids from evaporat-

ing, all trapping experiments were conducted within the fluid chamber. All glass coverslips

were sonicated in acetone and isopropyl alcohol baths for 30 minutes each before use.

2.2.2 Trapping setup

Figure 2.1 shows the schematic of the optical trapping and imaging system used in this study.

We used a He-Ne laser as a trapping laser. The laser beam propagated from the top to the

bottom of a sample. A dry objective lens (60×, 0.85 NA) was used to focus the trapping laser

on the sample surface. The laser power was regulated before entering the trapping objective
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Figure 2.1 – Overview of the optical set-up (not to scale).

using a laser-line variable beamsplitter (VA5-633, Thorlabs). The trapping objective lens

was mounted on a piezoelectric stage for precise adjustment of the focal point (i.e., the trap

position).

Contrary to a typical optical trapping setup, the laser beam was not expanded and therefore

did not entirely fill the entrance pupil of the trapping objective lens. The resulting loosely-

focused laser beam produced a strong radiation pressure and a weak lateral trap. As a result,

the strong radiation pressure brought the particle close to the bottom surface of a fluid

chamber, providing vertical confinement. Simultaneously, the moderate optical restoring

force restricted the diffusion of the particle in a confined area in lateral directions. The

particle’s vertical position was determined by the balance between the radiation pressure of

the laser beam and the electrostatic repulsion with the glass substrate. For each measurement,

we pushed the particle toward the glass surface until it was most stably trapped laterally.

This indicated that the beam waist was located at the point where the radiation pressure and

electrostatic repulsion were balanced.

2.2.3 Imaging setup

The imaging system is essentially a reflected dark-field microscope (Figure 2.1). The imaging

setup was built on a commercial optical microscope (IX71, Olympus) with a 60x, 1.45 NA,

oil-immersion objective (PLAPON 60xO TIRFM, Olympus). The samples were illuminated
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from below through the objective (the green-colored beam in Figure 2.1). The backward

scattered light from the specimen (the yellow-colored beam in Figure 2.1) was collected by

the same objective lens and transmitted through a dark-field filter. The dark-field filter is a

transparent plate with a small elliptical silvered mirror in the center, tilted at 45 degrees to

the optical path. The projection of this elliptical mirror onto the transverse plane is a circular

light stop, which blocks the direct reflection of the light source and the trapping laser, and

transmits only the high-angle part of the scattering to form a dark-field image. The sample

stage incorporated a three-dimensional piezoelectric translation for the high precision control

of the sample position.

The advantage of this dark-field microscope is that it eliminates the light from the background

and thus provides high signal-to-noise ratios in the final images, especially for plasmonic

nanoparticles. Imaging and video recording were performed with a CMOS camera (CM3-U3-

50S5C-CS, FLIR). The imaging channel was additionally connected with a spectrograph (Andor

Technology’s Shamrock 303i) to examine the spectra of trapped particles or nanostructures.

2.2.4 Characterization of colloidal properties

The characteristics of colloidal particles, including their hydrodynamic sizes and zeta (ζ)

potentials, were measured using Zetasizer Nano ZS from Malvern Panalytical. Zetasizer has

two major techniques: dynamic light scattering and laser doppler velocimetry. Dynamic light

scattering (DLS) measures the Brownian motion of colloidal suspensions and relates this to

the size of the particles. Laser doppler velocimetry (LDV) measures the velocity of charged

particles when an electric field is applied and relates this to the zeta potential of the particles.

Both techniques require a laser beam and detect a fluctuating intensity signal caused by the

scattering of particles.

Zeta (ζ) potentials

Zeta (ζ) potential is the electrical potential at the slipping plane of a particle suspended in a

medium (Figure 2.2). A slipping plane is the plane near a dispersed particle that separates

the bulk fluid from the fluid that remains attached to the particle surface. Since this attached

layer moves together with the particle in an electric field, the electric potential at this plane is

a readily measurable quantity and an important indicator of colloidal stability.

For performing ζ potential measurements, a disposable folded capillary cell (DTS 1060 from

Malvern Panalytical) was used to contain the particle solution. When an electric field was

applied across the capillary cell, the Zetasizer measured the velocity of charged particles

attracted toward the electrode of opposite charge. The velocity of a particle in an electric field

is commonly referred to as its electrophoretic mobility. Then the apparent ζ potentials can be
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Figure 2.2 – Diagram showing the ionic concentration and potential difference as a function of
distance from the charged surface of a particle suspended in a dispersion medium. Reprinted
from Wikimedia Commons, 2012. Distributed under a CC-BY-SA-3.0 license.*

* URL: https://commons.wikimedia.org/wiki/File:Diagram_of_zeta_potential_and_slipping_planeV2.svg
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Figure 2.3 – Effect of colloid concentration on its zeta potential. The original colloid stock
concentration is diluted 10 to 1000 times to observe the changes in its zeta potential. Three
surfactant (CTAC) concentrations (0.1, 1.5, and 5 mM) are examined. Solid horizontal bars
indicate the average values for 10 measurements for each condition. The lowest particle
concentration is subject to a large variance due to a low signal-to-noise ratio.

inferred from the measured electrophoretic mobility using Henry’s equation [105]:

U

E
=

2εζF (κa)

3η
, (2.1)

where U /E is the electrophoretic mobility (m2s−1V−1), ζ is the zeta potential (V), ε is the

solvent dielectric permittivity (kg m V−2s−2), η is the viscosity (kg m−1s−1), and F (κa) is

Henry’s function (dimensionless). For nanoparticles in aqueous media, the value of F (κa) is

often approximated as 1.5 (also known as the Smoluchowski approximation). We used this

value for our ζ calculation.

The particle concentration was also adjusted for optimal ζmeasurements. Figure 2.3 shows the

effect of gold colloid concentration on the ζ measurements. The average ζ potentials remain

independent of dilution factors, but the lowest particle concentration is subject to large

variance due to a low signal-to-noise ratio. Therefore, we increased the particle concentration

compared to that for trapping in order to have reliable ζ measurements.

Hydrodynamic size distribution

The primary quantity that DLS measures is the intensity fluctuation of a laser beam scattered

by the particles. When correlating scattering intensity fluctuation data with size distributions,
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the Zetasizer generates three different types of distributions: intensity, volume, and number

distributions. The intensity distribution is the fundamental distribution directly obtained

from DLS. This distribution can be converted to a volume distribution using Mie theory, and

further to a number distribution. We used the basic intensity distribution for our size analysis

since the other secondary distributions are likely to be influenced by the noise of the data.

2.3 Nanofabrication

Plasmonic nanoantennas typically have nanometer-scale dimensions. We fabricated plas-

monic nanostructures using electron-beam (e-beam) lithography, which we then used to

examine intimate interactions with colloidal gold nanoparticles (Chapter 6). The procedure

included substrate preparation, e-beam lithography, evaporation of metal layers, and a lift-off

process.

The substrate had to be cleaned and dehydrated as the initial step in the procedure. As a

substrate, we chose a glass wafer that was 150µm-thick. This substrate thickness was necessary

due to the short working distance of our high NA imaging objective. First, a 7-minute oxygen

plasma treatment at 500 W was applied to the substrate (Tepla GigaBatch), which made the

glass surface clean, dry, and hydrophilic (hence better adhesion with the resist). The wafer

was then heated on a hot plate at 180◦C for 5 minutes for complete dehydration.

E-beam lithography was the next step. A PMMA/PMMA bilayer served as our e-beam resist.

PMMA (poly(methyl methacrylate)) is a positive e-beam resist consisting of long polymer

chains. When exposed to an electron beam, the long polymer chains break down and become

soluble to the developer. The two standard molecular weights of PMMA employed in this

study were 495K and 950K. The lower molecular weight PMMA degrades more quickly than

the higher molecular weight PMMA under the same exposure, resulting in a larger opening

after development. We created an undercut profile using this PMMA/PMMA bilayer, which

aided in the lift-off process. For the purpose of preventing charge buildup on the dielectric

surface during e-beam exposure, a thin Cr layer was placed on top of the bilayer. The pre-

pared wafer was then exposed to a high-energy electron beam with an optimized dose and

beam current (typically between 700–1000µC/cm2 for the dose and 100–300 pA for the beam

current). Within a few hours after exposure, the wafer had to be developed for 1 minute into

(MiBK):(isopropanol(IPA)) 1:3 developer and rinsed with IPA for another minute.

Dehydration was a crucial step prior to the metal evaporation process. Before metal deposition,

the wafer must be entirely dried since water molecules on the surface could disrupt the growth

of the film by diffusing through the metal grains. For this, we kept our wafers in a dry nitrogen

chamber for a few days.

We used gold as a material for plasmonic nanoantennas to exploit its plasmonic properties

and stability. A thin (roughly 2 nm) Cr was first evaporated on the wafer to form an adhesion

layer and then followed by the evaporation of a 40 nm-thick gold. The metal layer’s thickness
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Table 2.1 – Process flow for nanoantenna fabrication using e-beam lithography.

Steps Cross-sections Descriptions

1

Substrate preparation
- 150 µm-thick glass substrate
- Oxygen plasma treated
- Dehydrated

2
Resists coating
- Bilayer e-beam resists (PMMA/PMMA)
- Conducting layer (Cr) deposited on the top

3
E-beam exposure
- High resolution down to 20 nm or less
- Positive resists

4

Resists development
- Cr-layer etched
- Developed in PMMA developer solution
- Descum process included
- Dried for several days (dehydration)

5
Evaporation of metal layers
- Adhesion layer (Cr) 2 nm
- Gold layer 40 nm

6
Lift-off process
- Acetone bath
- Rinsing and drying
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Figure 2.4 – Scanning electron microscope (SEM) images of example plasmonic nanoantennas
fabricated by the e-beam lithography process. a, A dense dipole antenna array. Scale bar, 1 µm.
b, A single dipole antenna. The gap size is roughly 15 nm. Scale bar, 100 nm.

determined the nanostructure’s height.

After the evaporation step, the resist layer was lifted off while being immersed in an acetone

bath for a few days; the lift-off took place very slowly through the edge of the wafer. The wafer

was next cleaned with fresh acetone and IPA, dried, and diced for use in studies for trapping.

The comprehensive process flow is shown in Table 2.1. The cross-sections of the chip are

depicted (dimensions not to scale) with brief descriptions.

Figure 2.4 illustrates examples of nanoantennas fabricated using the e-beam lithography

process. The resolution of the procedure ranged from 5 to 10 nm. The dense array in Figure 2.4a

was made for imaging purposes and was not used in trapping experiments. The nanoantennas

used in experiments were spaced at least 4 microns apart to allow spectral measurements of

single nanostructures.

2.4 Numerical simulation

In addition to particle-trapping experiments, the numerical simulation of plasmonic nanos-

tructures is one of the major components of the thesis. Some of the key calculations include

scattering cross-sections, near-field distributions, optical forces, polarization charges, and

temperature distributions. This information gives valuable insights into the behaviors of a

trapped particle near an optical antenna and how they interact with each other.

2.4.1 Surface integral equation (SIE) method

We used the surface integral equation (SIE) method for our electromagnetic simulation. It

solves Maxwell’s equations in the integral form in the frequency domain. One of the advantages
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Figure 2.5 – Simulation mesh examples. a, Mesh for a perfect sphere. This mesh can represent
a nanoparticle used for trapping experiments. b, Mesh for a gold nanoparticle having a quasi-
spherical shape. Considering the crystal growth of gold colloids, a truncated icosahedron can
represent more realistic shapes. c, Example nanoantenna structure. d, More realistic mesh for
the same structure. Smoothing the sharp edges can better depict lithographically fabricated
structures (inset: a scanning electron microscope image for a fabricated nanoantenna).

of SIE is that it requires a discrete mesh only on the boundaries of scatterers. This reduces

computational costs while allowing realistic representation of surfaces. We followed the

formulation of SIE and its treatment in Ref. [106]. Following is an overview and the brief

description of its basic implementations.

Three basic steps are involved in the SIE simulation process:

1. Generating a simulation mesh

2. Computing surface currents on the mesh

3. Post-processing the surface currents

A simulation mesh refers to a discrete triangular mesh defined on simulation geometries. Some

example meshes generated by commercial software, COMSOL Multiphysics, are shown in

Figure 2.5. Depending on accuracy requirements, one can choose ideal shapes as a prototype

(Figures 2.5a and c) or more realistic shapes (Figures 2.5b and d). The size of the mesh elements

can also be adjusted with a trade-off between the calculation accuracy and the computational

costs. However, the mesh should be fine enough to resolve all expected field dynamics [107].
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The next step is setting a simulation condition and solving Maxwell’s equations numerically.

The input quantities are incident fields and material parameters for each geometrical domain.

The output quantities are the surface electric and magnetic currents defined on the simulation

mesh. The basic idea is to use a popular technique called the method of moments (MoM) [108].

Details on the calculation process can be found in Ref. [106].

The final process is post-processing the surface currents to obtain meaningful physical values.

The surface currents determined in the previous step are not actual physical currents. Instead,

they have the equivalent effect to the scattering of an object defined by the same mesh. The

following subsections briefly show how to compute the secondary quantities from the surface

currents.

Electric (E) and magnetic (H) fields

Electromagnetic fields can be the most fundamental quantities we can seek from the surface

currents. Once the surface currents are computed, the electric (E) and magnetic (H) fields at

any position can be found using the following surface integral equations [106]:

Ei (r) = Einc
i (r)− iωµi

∫
∂Ωi

dS′Ḡi (r,r′) · Ji (r′)−
∫
∂Ωi

dS′ [∇′× Ḡi (r,r′)
] ·Mi (r′) , (2.2a)

Hi (r) = Hinc
i (r)− iωεi

∫
∂Ωi

dS′Ḡi (r,r′) ·Mi (r′)+
∫
∂Ωi

dS′ [∇′× Ḡi (r,r′)
] · Ji (r′) , (2.2b)

where

• i denotes the domain (Ω) index, assuming i number of domains (Ω1,Ω2, . . . ,Ωi ),

• the subscript ‘inc’ denotes the incident field,

• µ is the magnetic permeability, and ε is the electric permittivity,

• Ḡ is the dyadic Green’s function,

• J and M are the surface electric and magnetic currents.

Optical cross sections

For scattering cross-section, we first suppose an imaginary sphere for integration, whose radius

is much larger than the scatterer (e.g. 50 microns) such that we can compute far-field values on

this sphere. Figure 2.6 shows a set of dense points generated on this sphere. The E and H fields

are evaluated on these points, and the scattered electric (Escat) and magnetic (Hscat) fields are

computed based on the following simple relations: Escat = E−Einc and Hscat = H−Hinc. Finally,

the scattering cross section is calculated based on its definition:

Total scattered power integrated over the sphere

Incident power per unit area
, which is an area.
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Figure 2.6 – Points on a sphere for evaluating far-field electric and magnetic fields. The sphere
radius is 50 microns, which is much larger than the dimension of the nanostructures in this
study (typically 100 – 300 nm) and the wavelength of light (400 – 900 nm).

The scattered and incident power can be obtained from the time-averaged Poynting vector:

Sk =
1

2
Ek ×H∗

k , (2.3)

where k = scat or inc, and ∗ denotes the complex conjugate.

Likewise, the extinction cross-section can be calculated by dividing the total extinction power

by the incident power per unit area. The corresponding extinction Poynting vector is defined

as:

Sext =
1

2
Re{Einc ×H∗

scat +Escat ×H∗
inc} . (2.4)

Near-field distributions

Near fields can also be calculated using surface currents as described in Equations 2.2a and

2.2b. In particular, thanks to the implementation of a singularity subtraction technique [106],

the SIE simulation tool used in this study enhances near-field accuracy by performing singular

integrals analytically. Similar to the far-field evaluation, a two-dimensional point grid of

interest is first defined near the simulated structure(s), and the field values are calculated on

these points using Equations 2.2a and 2.2b. A fine simulation mesh is required to accurately

represent field variations, especially in regions where the fields change rapidly, such as sharp

corners and narrow gaps. For instance, in the case of a dipole nanoantenna with a narrow gap,

the maximum side length of a triangular mesh was defined to be 1/5 of the gap distance.
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Optical forces

An optical force on a nanoparticle can be calculated in two ways: The first approach is to find

it analytically based on the assumption that the particle can be approximated as a dipole. This

approach will be discussed in detail in Chapter 5. The second approach is a numerical method

using Maxwell’s stress tensor. This subsection describes the numerical method used in this

thesis, which uses surface currents obtained from the SIE calculation.

We start with a traction vector T, which is the internal force vector on a cross-section divided

by the area of the cross-section:

T =
Finternal

area
.

Based on its definition, if we integrate the traction vector over a surface enclosing a nanoparti-

cle, we obtain the net force acting on the particle:

F =
∮
S

Tds, (2.5)

where S is an arbitrary surface enclosing the particle, and ds is an infinitesimal surface element.

The traction vector T can be expressed as a dot product of a stress tensor σ and a normal

vector n:

T =σ ·n , (2.6a)

or in tensor notation: Ti =σi j n j . (2.6b)

The stress tensor of an electromagnetic field can be defined as follows:

σi j = ε0Ei E j +µ0Hi H j − 1

2
(ε0E 2 +µ0H 2)δi j , (2.7)

which is called Maxwell’s stress tensor. The Kronecker’s delta δi j at the end of the equation is

defined as:

δi j =

{
0 if i 6= j ,

1 if i = j .
(2.8)

Following Equation 2.5, a time-averaged optical force 〈F〉 can be obtained from a time-

averaged stress tensor 〈σ〉:

〈F〉 =
∮
S

〈T〉d s =
∮
S

〈σ ·n〉d s =
∮
S

〈σ〉 ·nd s , (2.9a)

〈
σi j

〉
=

1

2
Re

[
ε0Ei E∗

j +µ0Hi H∗
j −

1

2
(ε0EE∗+µ0H H∗)δi j

]
, (2.9b)

assuming that the field has harmonic time dependence (e−iωt ).

23



Chapter 2 Experimental and numerical methods

Calculating an optical force using Equations 2.9a and 2.9b is a common and straightforward

approach. This approach includes the steps below:

1. Generating a point grid on a sphere enclosing the particle of interest,

2. Evaluating E and H fields on these points,

3. Calculating time-averaged stress tensors using the E and H fields in Step 2,

4. Integrating the stress tensors over the sphere.

However, if we can calculate stress tensors directly from the surface currents, we can elim-

inate Steps 1–3 and significantly reduce computational costs and errors arising from these

steps [109]. In this case, the arbitrary surface for stress tensor integration becomes the sim-

ulation mesh itself, which defines the particle geometry. To this end, we need to evaluate

the electric and magnetic fields on the surface mesh that can be directly plugged into Equa-

tion 2.9b. The E and H fields parallel and perpendicular to the simulation mesh can be directly

expressed from the surface electric and magnetic currents (J and M):

• Parallel:

E∥ = n̂×M , (2.10a)

H∥ = J× n̂ . (2.10b)

• Perpendicular:

E⊥ = − i

ωε0εr
(∇· J) n̂ , (2.11a)

H⊥ = − i

ωµ0µr
(∇·M) n̂ . (2.11b)

The total surface fields are the sum of the parallel and perpendicular fields: E = E∥+E⊥ and

H = H∥+H⊥.

By plugging in the total surface fields to Equation 2.9b, we get the time-averaged Maxwell’s

stress tensor directly in terms of the surface currents J and M on the particle mesh:

〈
σi j

〉
=

1

2

[
(∇·M)(∇·M∗)

ω2µ0
+ (∇· J)(∇· J∗)

ω2ε0
− (
ε0M ·M∗+µ0J · J∗

)]
n̂

+ i

ω

[
(J× n̂)(∇·M∗)+ (n̂×M)(∇· J∗)

] (2.12)

Finally, the total force acting on the particle is

F =
∑
T

∫
T

〈
σi j

〉
n j dST , (2.13)

where T are the triangles on the particle surface. We use Equations 2.12 and 2.13 for calculating

the numerical force directly from surface currents.
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Polarization charges

When we shine light on a metallic nanostructure, the light induces a polarization of the

electron cloud in the nanostructure. The electron cloud oscillates with the electric field like a

harmonic oscillator driven by an external force. At a particular point in time, one can visualize

such polarization charges as a charge density distribution [110]. For a simple structure like a

sphere, one can find that the negative charges (the electrons) are pushed toward one side of

the structure, leaving the positive charges (the nuclei) on the other side along the direction of

the electric field. Such an example is shown in Figure 2.7b.

The density distribution of polarization charges can give insights into how electrons interact

with an external field. For instance, Figure 2.7b indicates that the field induces a dipole-

like charge distribution. However, polarization charges can become much more intricate

for composite structures. Therefore, the visualization of polarization charges also provides

additional information on the interactions between the elements of a composite nanostructure

through near-field coupling.

We calculate polarization charges from surface currents. More precisely, we visualize the

distribution of surface charge density on the boundaries, which is equivalent to that of volume

charge density. Once the electric fields inside and outside of an interface are known, the surface

charge density can be expressed in terms of the discontinuity in the normal component of the

electric fields using Gauss’s law:

σp = ε0(Eout −Ein) · n̂ . (2.14)

Figure 2.7 – Optical response of a 100 nm gold sphere (a) and its polarization charge distri-
bution at the resonant wavelength (b). The light is polarized in the horizontal direction. A
polarization charge is a complex number, thus the magnitudes of the real and imaginary parts
are shown separately. At the resonant wavelength (590 nm as shown in a), the phase lags
behind the external driving field by π/2 (not shown), resulting that the imaginary part contains
most of the polarization response.
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Since the normal component of the electric field can be directly obtained from the surface

current using Equation 2.11b, the surface charge density σp can be expressed with the surface

current J:

σp = − i

ω

(
1

εr,out
− 1

εr,in

)
∇· J . (2.15)

We use Equation 2.15 for visualizing surface polarization charge. The calculated charge density

is a complex number, containing the phase delay with respect to the excitation field. Thus,

we visualize polarization charges using both real and imaginary parts. For a simple dipole

mode, the phase shift varies from 0 (low frequency) to π (high frequency). At resonance, the

phase shift becomes π/2 for a single harmonic oscillator. The resulting polarization response

therefore moves back and forth between the real and imaginary parts while sweeping the

incident frequency.

Dipole moments

A dipole moment is a measure of the separation of positive and negative charges within a

system. The polarization charges we discussed in the previous subsection can therefore be

quantified by the dipole moment. Multipole moments can also be required to describe more

complex charge distributions, but we focus on the dipole moment in this thesis, which is

sufficient for the nanoparticles at hand.

The basic definition of the dipole moment of two charges (+q and −q) is

p = qd , (2.16)

where d is the separation distance. For a charge distribution over a surface, the dipole moment

can be expressed as a surface integral of charge density multiplied by the position vector r′:

p = εbg

∮
r′σp(r′)dS′ , (2.17)

where εbg is the relative permittivity of the background medium and multiplied to the integral

part in order to consider the charge screening of the dielectric background. Using the charge

density σp in Equation 2.15, we can calculate the dipole moment using the surface currents.

2.5 Optical heating simulation using COMSOL

We simulated the electromagnetic heating of a nanoparticle using COMSOL Multiphysics 5.3

to estimate the temperature of the nanoparticle and its surroundings. We investigated two

coupled phenomena: the electromagnetic response to external light and the heat transfer

from a lossy particle to the surrounding medium.
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Figure 2.8 – Example geometry and mesh for optical heating simulation. a, Geometry including
a particle, a substrate, and a superstrate. The outermost layer is the perfectly matched layer.
A few domains are hidden in the illustration to reveal the particle geometry. b, Mesh for the
geometry shown in a. c, Magnified view of the particle and its surrounding meshes.

Figure 2.9 – Fluid flow caused by natural con-
vection. The blue color in the aqueous medium
represents the magnitude of fluid velocity. The
red arrows represent the vector field of fluid
velocity.

For the electromagnetic simulation, we used a wave optics module. The geometries for the

aqueous medium and glass substrate were truncated by a cube with an edge length of 1.5 µm.

We included a perfectly matched layer to represent an infinite region, whose thickness was set

to be 1.5 µm. Figure 2.8 illustrates an example geometry and mesh of a 150 nm particle located

10 nm above the glass substrate. The losses obtained from the electromagnetic simulation

were used as heat source in the subsequent heat transfer study.

For the heat transfer simulation, we used a heat transfer module and a laminar flow module.

We modeled open boundaries by applying heat flux boundary conditions with heat transfer

coefficients estimated from each material’s thermal conductivity. The enhanced heat flux at the

fluid boundaries due to convection was compensated using equivalent thermal conductivity

for convection. In addition, we modeled the fluid flow for natural convection by coupling

the heat transfer module with the laminar flow module. Figure 2.9 illustrates the natural

convection of water around the nanoparticle shown in Figure 2.8.

Figure 2.10 shows the temperature distribution for the 150 nm particle used as an example. A
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Figure 2.10 – Temperature distribution on the x = 0, y = 0, and z = 0 slices. The initial tempera-
ture was room temperature (293 K), and the maximum temperature on the particle surface
was 366 K with a 73 K rise.

linearly polarized plane wave with a wavelength of 632.8 nm was normally incident from the

top. The incident power intensity was estimated to be 6 mW/µm2 based on the experimental

conditions. The refractive index of gold was taken from the literature [111]. The refractive

indices of water and glass were 1.33 and 1.5, respectively. The maximum temperature at the

particle surface was calculated to be 366 K with a 73 K rise from the initial room temperature at

the given power intensity. The water temperature near the particle was approximately 340 K.

The simulated time range was from 0 to 1 s in order to account for slow heat diffusion if it

exists. We used a time step of 0.01 ms for the time range from 0 to 1 ms and 0.01 s for the rest

of the time range. Temperature equilibrium was reached at 0.01 ms, which corresponds to

the first time step. Water and glass have high thermal conductivity and can act as heat sinks,

which may explain the rapid heat transfer. As the temporal resolution in this study is defined

by the imaging framerate and is approximately 3 ms, we anticipate that thermal equilibrium

has been reached while measuring particle motion.

28



3 The role of interfacial layers in
trapped particle motion

A part of this chapter has been published in a peer-reviewed journal [112]:

Surfactants control optical trapping near a glass wall
Jeonghyeon Kim and Olivier J. F. Martin
Journal of Physical Chemistry C, 2022, 126, 1, 378–386
https://doi.org/10.1021/acs.jpcc.1c08975

3.1 Introduction

Among a variety of soft materials that constitute the environment of a colloidal particle in an

aqueous medium, ionic surfactants play a fundamental role in colloidal suspensions. They

develop charged layers on surfaces and prevent aggregation by providing electrostatic repul-

sion [113, 114]. Consequently, trapping experiments with colloidal nanoparticles inherently

involve the effects of surfactants. In particular, these effects can have a substantial impact

under nanoscale confinement, where the surface area to volume ratio increases significantly.

Despite their ubiquitous role in optical trapping, the many-sided effects of surfactants have

not yet received significant consideration in trap characterization. It is only recently that

surfactants have drawn researchers’ attention, particularly, to their thermo-electric [115, 116]

or thermophilic/thermophobic influences [117] on plasmonic optical traps. These studies

reported the role of surfactants in optical trapping, but they also limited their discussions to

surfactants in the bulk medium [115, 117]; the effects of surfactants on surfaces still remain

elusive.

In this section, we describe the primary effect of surfactants on the optical traps, particularly

at the vicinity of surfaces. For this, we analyze the motion of an optically trapped particle near

a glass wall using video microscopy [118–120]. The effect of surfactants adsorbed on particle

and glass surfaces can be indirectly characterized by analyzing the recorded particle motion.
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In particular, due to the inherent inhomogeneity of glass and gold surfaces, we look into the

statistical behaviors of analyzed particle motions while varying the surfactant conditions.

We construct the simplest possible environment, consisting of a surfactant solution at various

concentrations and a glass chamber to contain fluids. We study cetyltrimethylammonium

chloride (CTAC) as an example of cationic surfactant and a gold nanoparticle as an optical

probe. The gold nanoparticles have unique optical properties, such as large scattering and

absorption cross sections, making them outstanding imaging tracers [45, 121] and nanoscale

thermal probes [90, 91, 122]. Along with the classical video analysis [118], we examine the zeta

potentials of the gold nanoparticles as well as their hydrodynamic sizes, which change as a

consequence of the surfactant structures adsorbed on the surfaces.

Based on these information, we propose a plausible model to explain the influence of the

surfactants, particularly those at the interfaces, on the trapped particles’ behaviors. We also

hypothesize that the optical heating of the particles by the trapping laser can perturb the

surfactant assemblies, which can act back on the particle’s motion. Controlled experiments

with polystyrene beads as a non-thermal probe are performed to support this interpretation.

3.2 Materials and methods

Materials

Cetyltrimethylammonium chloride (CTAC) was obtained from Sigma-Aldrich in solution

(25 wt. % in H2O). The CTAC solution was diluted with distilled water to reach desired

concentrations. Gold nanoparticles with 150 nm diameter, stabilized suspension in citrate

buffer, were purchased from Sigma-Aldrich. Polystyrene (PS) beads (210 nm diameter), which

have carboxyl (-COOH) coatings and contain fluorophores (Flash Red, absorption maximum at

660 nm, emission at 690 nm), were purchased from Bangs Laboratories, Inc. The nanoparticle

suspensions were prepared as described in the Methods section (Section 2.2.1).

Imaging and trapping

The gold nanoparticles and fluorescent polystyrene beads were trapped and imaged using

the optical setup described in Section 2.2.2 and 2.2.3. An additional short pass filter with a

600 nm cut-off wavelength was included in the imaging path to cut the laser light scattered by

the particles. The power of the He-Ne laser was controlled to be 10 mW before the entrance

pupil of the trapping objective.

Particle tracking

The movement of a trapped particle parallel to the glass surface was recorded by a CMOS

camera (CM3-U3-50S5C-CS, FLIR) at the framerate of 346 frames per second. Each measure-
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Figure 3.1 – Locating a particle from an optical image. (a) Example image of a trapped particle
from a time-series image recording. (b) Particle position determined by a particle-tracing
algorithm [118, 123] (the red circle). (c) Once the particle position (X, Y) is determined as in
(b), the absolute position in the unit of pixels is converted to the relative position in the unit of
nanometers (nm) with respect to the laser spot center (the origin). The laser spot center is
assumed as the center of the position distributions.

ment recorded a sub-region of the CMOS sensor in size of 96×96 pixels. Figure 3.1a shows an

example image from a recording.

The position of a particle was determined using a Python package, Trackpy [123], which uses

the feature-finding and linking algorithms developed by Crocker & Grier [118]. Figure 3.1b

shows the particle position determined by this algorithm for the example shown in Figure 3.1a.

The position coordinates were originally in pixels. We determined the laser spot center

as the center of the position distributions for each recording. Then the particle position

was converted to the relative position to the laser spot center in the unit of nanometers

(Figure 3.1c).

All trajectories for trapped particles were collected for at least 20 seconds (10 seconds for PS

beads due to relatively weak axial trapping stiffness), which corresponds to ∼ 7000 frames. The

temporal and spatial resolutions of a trajectory were respectively determined by the camera

frame rate (1/346 ≈ 3 ms) and the camera pixel size divided by the image magnification

(3450/60 = 57.5 nm/pixel). We provide an open access dataset for the particle recordings and

the corresponding trajectories and MSD analysis in Ref. [124].

3.3 Results and discussion

3.3.1 Mean squared displacement (MSD)

We examined an optically trapped particle’s statistical behavior as a function of CTAC con-

centration by analyzing its mean squared displacement (MSD). The MSD is a measure of the

distance traveled by a random walker over a time interval τ (also called a time lag). It is the

most common measure of the spatial extent of a random motion, and it can be thought of as
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Figure 3.2 – UV-vis absorbance spectra
for 150 nm gold colloids and 210 nm
polystyrene (PS) beads used in this study.
The absorbance magnitude for each
spectrum was adjusted according to the
corresponding particle concentration.
The spectrum for PS beads was multi-
plied by 100 times afterward for legibil-
ity. The maximum absorbance peak for
gold colloids is close to the trapping laser
wavelength of 632.8 nm (He-Ne laser).
The PS beads have a small fluorescence
emission peak of around 690 nm (red ar-
row).
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an area explored by the particle for a given time. Mathematically, the MSD at a time lag τ is

defined as:

MSD(τ) ≡ 〈
[x(t +τ)−x(t )]2〉 , (3.1)

where the angled bracket 〈...〉 denotes time average, and x(t ) is the position of the particle as a

function of time t , i.e., the particle trajectory.

The optically trapped particle is modeled as a damped harmonic oscillator in a heat bath [125].

To keep a constant temperature, we fixed the size and material of the particles (gold and 150

nm in diameter) and the incident laser power (10 mW before the trapping objective). These

three parameters determine the amount of optical heating by the laser [126, 127]. Figure 3.2

shows the measured absorbance spectrum of the 150 nm gold colloid; this particular colloid

was carefully chosen to have its highest absorbance at the trapping laser’s wavelength so that

it not only acts as an optical probe but also serves as a localized heat source.

Based on the constant temperature assumption, we can describe the motion of a damped

harmonic oscillator in one dimension with the Langevin equation [128]:

mẍ(t )+γẋ(t )+κx(t ) = Ftherm(t ) , (3.2)

where m is its inertial mass, γ is its friction (drag) coefficient, κ is the spring constant of

the optical trap, and Ftherm is the random thermal force acting on the trapped particle. On

the timescales longer than a few microseconds, the inertial term, mẍ(t ), becomes negligible

in aqueous media due to the low Reynolds number [129]. The reduced Langevin equation

without the inertial term can be solved for MSD [125], which is

MSD(τ) =
2kB T

κ

(
1−e−τκ/γ) , (3.3)

where kB is the Boltzmann constant and T the temperature.
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Figure 3.3 – Particle trajectory in an optical trap and its mean squared displacement (MSD). a,
Example trajectories of a trapped particle at three different timescales (0.1 mM CTAC). The
green circle has an area same as the MSD(τ→∞), which indicates the area over which the
particle is confined over a long time scale. b, Double-logarithmic plot of the MSD calculated
from the trajectory shown in a. The value of MSD(τ→∞) is indicated as the dashed horizontal
line.

Figure 3.3a shows an example of three successive trajectories for an optically trapped gold

nanoparticle at different timescales. It visualizes the temporal evolution of the two-dimensional

position fluctuations, (X (t),Y (t)), at increasing time intervals (0.02, 0.2, and 2.0 seconds).

Figure 3.3b shows the MSD calculated from this trajectory. When the time lag τ becomes long

enough, typically longer than 0.1 seconds in our experiments, the MSD reaches a plateau;

we call it MSD(τ→∞) or simply MSD(∞), which is closely related to the area in which the

particle’s motion is confined by the restoring optical force. This area is shown as a green circle

in Figure 3.3a. Equation 3.3 tells us that among the three variables that determine the MSD(τ),

only the temperature T and the trapping stiffness κ decide the value of MSD(τ→∞), not the

friction coefficient γ; the value of γ affects the slope of the linear dependence on τ at short

time scales (Figure 3.3b).

3.3.2 Statistical distribution of MSD

We have analyzed at least 30 trajectories for each concentration to obtain a distribution of

MSD(τ→∞). An example distribution at 0.1 mM CTAC is plotted as a histogram in Figure 3.4a,

which consists of 66 measurements. Interestingly, it reveals that the dataset has a skewed

distribution rather than a symmetric one. One possible explanation for this is the particle size

distribution, which is well-known to follow the log-normal distribution. Figure 3.5a shows the

measured size distribution of the colloids used in this study, which is also well approximated

with a log-normal. The relationship between the size distribution and that of MSD(∞) can be

inferred from Equation 3.3, where MSD(τ) converges to 2kB T
κ with τ→∞. Since the trapping

laser power was fixed for all the measurements, the stiffness κ can be assumed constant. Only

the temperature T may vary with the size variance, as does the absorption by the particle.

Figure 3.5b shows the Mie calculation for the absorption cross-section with increasing particle

size; a larger particle tends to have a larger absorption cross-section, raise the temperature T ,

and therefore have a greater value for MSD(∞).
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Figure 3.4 – Statistical distribution of MSDs for different surfactant concentrations. a, A
typical example MSD(τ→∞) histogram for a total of 66 measurements at 0.1 mM CTAC. A
log-normal distribution is fitted to the histogram to approximate the skewed data distribution
and calculate the statistical population’s mode. b, Semi-logarithmic plot summarizing all
the MSD(∞) as a function of bulk CTAC concentration. For each concentration, at least 30
trajectories are analyzed for the log-normal distribution fit. The red solid bars represent the
mode values of each distribution.

Figure 3.5 – Sizes distribution for gold and PS colloids and Mie absorption cross-section for
gold nanoparticles. a, Hydrodynamic size distribution measured by dynamic light scattering
(DLS) and its log-normal fit for gold (upper) and PS (lower) colloids. b, Absorption cross-
section calculated from Mie theory for gold nanoparticles. The program MiePlot (http://www.
philiplaven.com/mieplot.htm) was used for calculations. The particle is assumed as a gold
sphere and the medium as water. The wavelength is set to be the wavelength of the trapping
laser, 632.8 nm.
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Such an asymmetric distribution appears for all the examined CTAC concentrations. We made

a total of 651 measurements, i.e., 55 measurements on average for each concentration. We

fitted each dataset with a log-normal to observe the underlying trends for varying surfactant

concentrations. The mode of the dataset was also calculated from the log-normal fit as a

statistical representative value (e.g. the red solid vertical line in Figure 3.4a). Figure 3.4b

summarizes the results as a function of CTAC concentration. For each concentration, the

data points are drawn on the left half and the log-normal fit on the right half with the mode

highlighted as the red horizontal bar. These mode values reveal that the different amount

of surfactants can strengthen or weaken the optical trap. We grouped the results into three

categories (Phase I, II, and III) based on the trends discovered by the mode values. We will

elaborate on each category and a plausible role of the surfactant in Section 3.3.4. Before going

into the details, we will first describe the surfactant adsorption behaviors at the solid-aqueous

interfaces in our system.

3.3.3 Surfactant adsorption

CTAC surfactants adsorb on the glass and gold nanoparticle surfaces [130–132]. On the glass

surface, they form centrosymmetric aggregates, termed admicelles, which resemble micelles

in the bulk solution [133, 134]. The formation of admicelles appears early in the adsorption

process, at concentrations below the bulk critical micellar concentration (CMC) [133, 134].

Tyrode et al. [134] performed a detailed study on the adsorption of cetyltrimethylammonium

bromide (CTAB, the corresponding bromide salt of CTAC) on silica, and we refer to this paper

for a detailed description of the adsorption process.

On the other hand, CTA+ molecules form a bilayer structure on the gold surfaces [130]. A recent

study by Li et al. [135] proposed an insightful mechanism for the assembly structure of CTA+

molecules on citrate-capped gold colloids, which varies not only with CTAB concentration but

also with the ratio of CTAB molecules to gold nanoparticles.

We adapted these two studies by Tyrode et al. [134] and Li et al. [135] to understand how the

CTA+ molecules adsorb and form assemblies on the different interfaces in our trapping system.

(Although they studied CTAB instead of CTAC, both surfactants have cetyltrimethylammonium

cations (CTA+) in common, and we assume that the effect of the halide counterions (Br− or

Cl−) is not significant in this study where we consider the low concentration range at which

both of CTAB and CTAC form similar aggregates [136].) We will determine the CMC, the

particles’ zeta (ζ) potentials, and their hydrodynamic sizes, with which we provide plausible

surfactant structures at the interfaces as a function of concentration.

Critical micelle concentration (CMC)

We first measured the conductivity of the gold colloid-surfactant solution as a function of CTAC

concentration to determine the CMC in bulk. The CMC was determined as 1.4 mM by finding
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the intersection of two straight lines that were fitted into the conductivity/concentration data

above and below the CMC [137, 138] (Figure 3.6a). This value of 1.4 mM is higher than the

values reported in the literature (1.0 to 1.1 mM) [132, 139] possibly due to two factors: First,

the bulk solution is a mixture of surfactants, gold nanoparticles, and water; the surfactants

adsorb on the particles’ surfaces, which effectively reduces the bulk concentration and thus

shift the apparent CMC to a slightly higher value. The second factor is related to the solution

preparation step. We prepared the colloid and surfactant mixture by centrifuging the gold

colloids, carefully removing the supernatant, and re-dispersing the residue in the target CTAC

solution. Since we cannot completely remove the supernatant, about 5 % of the original buffer

remains in the residue and dilutes the surfactant concentration. For these reasons, we found a

slightly higher value for the CMC of the colloid-surfactant mixture, which will be used as the

value for CMC throughout the discussion.

Figure 3.6b and c show the hydrodynamic size and ζ potential of the gold colloids, which

change as a function of CTAC concentration. When combined, these different measurements

give valuable information about the surfactant structures on the particles’ surfaces.

Adsorption behaviors below CMC

According to the study by Li et al. [135], the CTA+ cations form assembly structures on colloidal

surfaces in the following order: incomplete monolayer → complete monolayer → imperfect

bilayer → perfect bilayer → (perfect bilayer + micelles). The hydrodynamic size (171 nm)

and ζ potential (39 mV) at the lowest CTAC concentration in Figure 3.6b and c imply that

the surfactant molecules form at least imperfect bilayer structures on gold nanoparticle

surfaces, whose charge was originally negative due to the citrate ions and became positive

with the adsorption of the positively charged CTA+ cations. If the particles had not reached the

imperfect bilayer state, remaining either in the state of the incomplete monolayer or complete
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Figure 3.6 – Critical micelle concentration (CMC) and colloid characteristics. a, Conductivity
of the bulk nanoparticle-surfactant solution and its piecewise linear fit to determine the CMC.
b, Hydrodynamic size and c, zeta (ζ) potential of the colloidal gold nanoparticles as a function
of CTAC concentration.
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monolayer (i.e., the hydrocarbon tail groups of the CTA+ molecules exposed to the bulk

solution), they would have aggregated due to the hydrophobic effect among particles [135].

Since the size distribution shows a unimodal distribution with an average size of 171 nm

(Figure 3.5a), it indicates no aggregate, and the CTA+ cations must form at least an imperfect

bilayer assembly. These imperfect bilayers develop into perfect bilayers with increasing CTAC

concentration, supported by the growing hydrodynamic size and ζ potential up to the CMC.

The glass-water interface also experiences a drastic change from the lowest concentration

up to the CMC [134]. In this region, the surface coverage with admicelles rapidly increases

and reaches its maximum above the CMC [134]. This type of adsorption behavior has been

reported in the literature for various surfactant-substrate combinations [133, 134, 140] and also

extensively reviewed by Atkin et al. [132] Therefore, we assume that this general adsorption

model also works for our glass-CTAC solution system.

3.3.4 Effect of adsorbed surfactants at different concentration ranges

Combining the observation for the gold nanoparticles and the assumption for the glass-

solution interface in the concentration range below the CMC, we can expect increasing elec-

trostatic repulsion between the particle and the surface with the gradual adsorption of CTA+

molecules on both surfaces. This repulsive force can elevate the equilibrium position of

the particle above the surface and thus can decrease the hydrodynamic drag [141] following

Faxén’s law [142]. Such a change in particles’ position can be one of the reasons for the changes

in particle motion inside the optical trap.

Equilibrium position of a trapped particle

To test this idea of the particle’s vertical position and its hydrodynamic drag, we calculated the

drag coefficient γ by fitting the measured MSDs with Equation 3.3. By introducing Einstein’s

relation D = kB T
/
γ and substituting γ/κ = τc , Equation 3.3 becomes

MSD(τ) = Dτc (1−e−τ/τc ). (3.3a)

We have estimated these two variables, D and τc , by fitting the MSD curves from measured

data with 3.3a. From the values of D and τc , we can infer the drag coefficient γ = kB T
D and the

stiffness κ = kB T
Dτc

if the temperature T is known.

Since we do not know the exact temperature of the particle, we estimated the temperature

from a simulation as described in Section 2.5. The maximum temperature at the particle

surface was estimated as 366 K with an estimated 73 K rise from the initial room temperature

at the given power intensity of 6 mW/µm2 (Figure 3.7). Although the actual temperatures for

different particles may vary (since different sizes have different absorption cross-sections as

shown in Figure 3.5b), we assumed a constant temperature of 366 K to see the trend of the

drag coefficient as a function of CTAC concentration.
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Figure 3.7 – Cross-sectional temperature distri-
bution around the particle.
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Figure 3.8 – Hydrodynamic drags estimated from MSD data fitting. a, An example MSD data
fitted with the solution of MSD (Equation 3) in the least-squares sense. The trapping stiffness
κ and the drag coefficient γ were estimated with the assumption of a constant temperature
T (366 K). b, Box chart of drag coefficients γ as a function of CTAC concentration. datasets
showing poor curve fitting were excluded in the chart.
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Figure 3.8 summarizes the results. An example fitted curve to a dataset is displayed in Fig-

ure 3.8a. The values for D and τc were estimated in the least-squares sense. We also found that

not all datasets agree with the solution for the Langevin equation; about half (46±15%) of the

datasets deviates from Equation 3.3a, showing poor function fitting. We guess that additional

forces acting on the particle motion, such as thermophoretic forces, which are not considered

in the original Langevin equation, could be a possible reason for the deviation. We excluded

the poorly fitted results and analyzed those showing good theoretical matches in Figure 3.8b.

Figure 3.8b clearly illustrates that the drag coefficients remain at similar levels, independent

of CTAC concentration. They do not show any close correlation with the ζ potentials of

the particles, nor with the surface coverage of the glass substrate. This result is counter-

intuitive as we expect that the particle’s vertical position is determined by the balance between

the radiation pressure of the laser beam and the electrostatic repulsion between the two

charged surfaces, and the surface charge (and thus the repulsion potential) increases with

concentration. A possible scenario is that the surfactant molecules adsorbed at the contact

area migrate outside of this region due to the electrostatic repulsion. This explains why the

particle height is not determined by the overall concentration. Therefore, we can assume that

the particle’s axial position remains similar across the whole concentration range used in this

study.

Phase I: Low concentration range below CMC

With this understanding, we construct a model for the lowest concentration range below the

CMC to interpret the trapped particles’ behaviors in Phase I (Figure 3.4b). In Phase I, the

mode of the MSD(∞) distribution decreases, and the distribution itself is narrowing. Since

MSD(τ→∞) = 2kB T
κ from Equation 3.3, the decrease in MSD(∞) implies an increase in the

trapping stiffness κ under the assumption of a constant average temperature. Based on the

idea that the particle surface has an incomplete bilayer and the glass surface has yet to be

fully covered below the CMC, we can hypothesize that these molecules are partly mobile, and

they can rearrange themselves when the particle sits on the glass wall. This rearrangement

then forms an additional lateral trapping potential, and the particle’s MSD(∞) decreases as

a consequence. This decreasing trend for the MSD(∞) can be understood by the fact that

denser admicelles result in a deeper and narrower potential well.

Two driving forces can be proposed for the mobility and rearrangement: 1) the electrostatic

repulsion between the particle and the surface admicelles; and 2) the increased temperature

around the particle by laser heating [91, 143]. In general, admicelles are mobile, and they can

migrate over the surface without leaving the surface completely, which requires much less

energy than desorption [144]. Around the optically trapped and heated nanoparticle, there is

sufficient energy for the admicelles to diffuse over the surface since the local temperature of

an optically trapped gold nanoparticle can easily reach up to 100 °C even at moderate laser

powers [126, 127]. The electrostatic repulsion can drive the micelles away from where the

particle rests.
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Figure 3.9 – Interaction force between the gold nanoparticle and the admicelle on the glass
wall as a function of separation distance.

Once being settled around the trapped particle, these micelles can form an additional trapping

potential [145], as we hypothesized based on the observed decreasing trend in MSD(∞) in

Phase I. First, we estimated the magnitude of the interaction force between the particle and

the micelle with the DLVO theory (Figure 3.9 and Appendix A for more details). The maximum

magnitude of the repulsive force was ∼ 0.46 pN, and it decreased exponentially with separation

distance, h. For instance, at h = 30 nm, the force is repulsive and has a magnitude of 0.04 pN;

a fraction of this force (i.e., a projection onto the lateral surface) contributes to the particle

trapping.

On the other hand, the optical force induced by the trapping laser also falls into similar mag-

nitudes. The trapping stiffness of the optical trap at 0.1 mM CTAC (where the effects from

admicelles are assumed to be minimal) is calculated as 1.13×10−7 N/m, using Equation 3.3

with an estimated temperature of 366 K (Section 2.5 for more details). At around 170 nm

displacement from the trap center, same as the radius of the MSD(∞) shown in Figure 3.4a,

the force is estimated as 0.02 pN towards to trap center. The similarities in force magnitudes

between optical tweezer and admicelle/particle interaction imply that the electrostatic inter-

action between the admicelle and the particle is significant enough to influence the optical

trap and thus the particle motion.

Phase II: Intermediate concentration range above CMC

In the next phase of the MSD(∞), Phase II in Figure 3.4b, the distribution and its mode show

a step-like increase above the CMC and then stagnate up to 2.5 mM. This transition should

also be related to the change in the surfactant structure. Returning to Figure 3.6b, we find
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an abrupt decrease in the hydrodynamic size at 1.5 mM. Such an abrupt change indicates

the involvement of a new species, which has a higher electrical charge than that of a single

CTA+ molecule and thus more efficiently screens the particle’s surface charge, making the

electrical double layer thinner: the advent of micelles. The plummeting hydrodynamic size

and the steeper rise in the ζ potential in Figure 3.6b and c substantiate together the existence

of micelles in the particles’ outer layers. Therefore, we estimate that the bilayer on the particle

surface is almost complete at the end of Phase I, and the micelles in the bulk start to become

associated with the particle at the beginning of Phase II.

These micelles at the particle-liquid interface apparently do not affect the MSD(∞) as its

distribution stagnates throughout the three concentrations in Phase II. A plausible explanation

is that these micelles are mobile around the particle and rearrange themselves, similar to the

previous assumption in Phase I. The step-like increase in the MSD(∞) can be explained by the

fully occupied glass-liquid interface above the CMC. The admicelles are now closely packed

and have lost their mobility. The previously mentioned effect of additional trapping potential

created by the re-arranged admicelles will disappear, which will raise the MSD(∞) values.

Phase III: High concentration range above surface saturation concentration

The final concentration region, Phase III in Figure 3.4b, features another step-like increase and

exponential growth of MSD(∞). The second jump between 2.5 and 3 mM can be attributed

to the complete saturation of the particle surface with micelles, similar to the first jump

associated with the full coverage of the glass substrate. The plateau of the ζ potentials in

Figure 3.6c supports the saturated adsorption on the particle surface. Since both the glass

and particle surfaces are fully saturated at this stage, the adsorbed structures on the interfaces

remain the same. The only variation with the increased concentration is the number of

micelles in the bulk solution. The exponential growth in the MSD(∞) in Phase III indicates

that the bulk micelles disturb stable trapping, and video investigations also show impeded

particle movements.

A recent study by Jiang et al. [117] provides a convincing explanation of this phenomenon.

They studied the role of surfactants in plasmonic trapping and described that the surfactants in

bulk could alter a trapped object’s thermal response, making it thermophilic or thermophobic

depending on the type of surfactants. Another study by Lin et al. [115] also reported a similar

effect based on a non-uniform surfactant distribution in bulk upon a temperature gradient.

In particular, they discovered that CTAC makes gold nanoparticles thermophilic driven by

a surfactant-induced thermo-electric field, which enhanced the trapping stiffness of their

thermo-plasmonic trap 2−3 orders of magnitude higher than that of optical tweezers [115].

However, in our system, the heat source is the trapped particle itself, whose position constantly

fluctuates, and so does the concomitant temperature gradient. Therefore, even if the CTAC

makes the gold nanoparticle thermophilic, the self-induced thermo-electric field can disturb

the optical trap.
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Figure 3.10 – Cartoon showing plausible morphologies of adsorbed surfactant cations, CTA+, at
the glass-water interface and the gold nanoparticles’ surfaces at varying CTAC concentrations
from low (left) to high (right). Adapted from Li et al. [135] for gold colloid surfaces and Tyrode
et al. [134] for glass-water interface.

Summary of Phase I, II, and III

Figure 3.10 summarizes plausible morphologies of adsorbed surfactant molecules on the glass

substrate and gold colloids, at increasing CTAC concentrations. It depicts gradual changes in

the surface coverage as well as the likely surfactant assemblies on different interfaces, adapted

from Li et al. [135] and Tyrode et al. [134]. Below the lowest concentration (Cmin), the particle

is electrostatically attracted and stuck on the negatively-charged glass surface (Phase 0). For

stable colloids, a minimum concentration of 0.1 mM was required in this study. From Cmin

to CMC (Phase I), the particle trapped close to the glass wall may rearrange the admicelles,

inducing a self-constraint on its movement and thus exhibiting the most stable trapping

among the examined concentration groups. From CMC up to Csat (Phase II), the particle is

stably trapped on the fully covered glass surface, where the effect of the admicelles vanishes.

At this stage, the particle surface has not yet been saturated. Above Csat (Phase III), all the

interfaces are completely saturated, and the particle starts to be impeded from finding a stable

trap position, possibly due to the effect of the surfactants in the bulk [115, 117].

3.3.5 Comparison with non-thermal probes

We explained the motion of the trapped gold nanoparticles based on the surfactant assembly

structures that develop with increasing surfactant concentration (admicelles, bilayers, and

micelles in the bulk) and the possible influence of the particle on these structures. One of the

hypotheses was the thermal effect of the optically trapped gold nanoparticles, which causes

the local rearrangement of admicelles at the glass-solution interface. To test this hypothesis,

we performed trapping experiments with polystyrene (PS) beads, which absorb much less
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light and thus produce much less heat (Figure 3.2 for the absorbance spectrum for gold and

PS nanoparticles).

Properties of polystyrene (PS) beads

We used PS beads that have carboxyl groups on their surfaces, making them negatively charged

(−41.5±0.5 mV) like the gold nanoparticles with citrate coatings (−27.2±0.2 mV). Figure 3.11a

and b show their ζ potentials and hydrodynamic sizes as a function of CTAC concentration,

superimposed on the gold nanoparticle data for comparison. The initially negative surface

charge became immediately positive with the addition of CTA+ molecules, and their ζpotential

magnitudes changed almost identically to those of gold nanoparticles with increasing CTAC

concentration (Figure 3.11a). The development of their hydrodynamic size also resembles

those of gold nanoparticles with about 70 nm offset (Figure 3.11b). The similar behaviors

in the surface charges and the stark contrast in the optical absorbance make the PS beads a

successful candidate to test the thermal effects.

MSD analysis for PS beads

Figure 3.11c summarizes the MSD analysis for the PS beads, with the results for gold nanopar-

ticles for comparison. The beads were trapped by the same optical tweezer at four different

CTAC concentrations (0.1, 1, 2.5, and 5 mM). By comparing the results from this non-thermal

probe, we discovered a few interesting differences. First, the distributions remain similar

across vastly different concentrations, supporting our hypothesis that the changes originate

from the thermal effects. Furthermore, the distributions for the PS beads are narrower and

symmetrical. We have previously explained the gold nanoparticles’ skewed distribution by

combining the asymmetric size distribution and the size-dependent optical heating. The PS

beads also have an asymmetric log-normal size distribution with a comparable variance (Fig-

ure 3.5a), but the optical heating effects are absent in this case. Therefore, we can understand

that the optical heating makes the distribution skewed and broader for gold nanoparticles.

The remaining variance in the MSD(∞) distribution for the PS beads can be attributed to

other experimental variations such as the surface charges and shapes of the particles and

site-specific local surface variations. The only exception occurs at 1.0 mM CTAC, where the

gold nanoparticles have a narrower yet skewed distribution. As we suggested earlier, it may be

explained by the interactions with the admicelles, which disrupt the distribution of admicelles

and reduce their randomness through rearrangement.

Figure 3.11d reveals the different developments of the MSD(∞) for the gold and PS nanopar-

ticles. The points and error bars respectively represent the modes and interquartile ranges

(25−75 %) of the data. The modes of the PS beads remain similar, as expected from Figure 3.11c,

showing neither the decrease in Phase I nor the increase in Phase III that are observed for the

gold nanoparticles. The overall shifts of the MSDs to higher values for the PS beads can be

attributed to weak axial confinement due to their relatively small scattering force compared to
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Figure 3.11 – Polystyrene (PS) beads as a non-thermal probe. a, Zeta potential and b, hydro-
dynamic size of the PS beads compared with those of gold nanoparticles as a function of
CTAC concentration. Each data point represents an average of 10 measurements. For each
concentration, 10 data points are displayed for the ζ potential, and 3 data points for the hydro-
dynamic size. c, Distributions of MSD(∞) for optically trapped PS beads near the glass wall.
The left half shows the data points of at least 30 measurements, and the right half shows the
fitted log-normal distribution. The data and its distribution for gold nanoparticles are plotted
behind for comparison. d, Comparison of the MSD(∞) between gold and PS nanoparticles
for the whole concentration range in a semi-logarithmic scale. The data points represent the
mode of each distribution. The error bars indicate 〈25%,75%〉 interquartile range.
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that of the highly reflective gold nanoparticles. Since the ζ potential of the PS beads and the

surface coverage of the glass substrate drastically change over the examined concentration

range, the adsorption of surfactant molecules seems to have negligible effects on the motion

of the PS particles. It also appears that the micelles in bulk do not perturb the trap from

the results at 5.0 mM CTAC. Therefore, the observations with the PS beads support the two

hypotheses regarding the thermal effects of the gold nanoparticles on their motions, namely

the heat-induced migration of the adsorbed micelles on the glass surface at low concentrations

and the disturbance caused by the bulk micelles in the presence of a temperature gradient at

high concentrations.

3.4 Conclusion

This chapter has studied the effect of adsorbed surfactants (CTAC) on an optically trapped gold

nanoparticle by analyzing its trajectories inside the trap. Close to the liquid-glass interface,

the particle interacts with the surfactants in a way that strengthens or inversely disturbs stable

trapping, depending on the surfactant concentration. Below the CMC, we have evidenced that

the unsaturated surfactant layer can create an additional trapping potential. The interaction

between the surfactant admicelles and the optical heated metallic particle has been suggested

as a possible mechanism, which was supported by theoretical modeling using the DLVO theory

and controlled experiments with cooler PS beads. Above the concentration at which both the

particle and glass surfaces are fully saturated, we have found that micelles in bulk perturb

the optical trap, analogous to the recent findings by Lin et al. [115] Our findings develop a

fundamental understanding of the influence of surfactants on optically trapped objects, where

surfactants are often required for colloidal stability. The same methodology can be applied

to different combinations of surfactants, colloidal particles, and substrates. Moreover, a gold

nanoparticle as a thermal probe can become a versatile tool in surface sciences to locally

elevate the temperature around the particle and simultaneously investigate temperature-

related phenomena such as desorption or polymerization, by statistically analyzing its motion.
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4 Probing molecular interactions with
trapped nanoparticle motion analysis

A part of this chapter has been published in a peer-reviewed journal [146]:

Probing surfactant bilayer interactions by tracking optically trapped single nanoparticles
Jeonghyeon Kim and Olivier J. F. Martin
Advanced Materials Interfaces, 2022, 2201793
https://doi.org/10.1002/admi.202201793

4.1 Introduction

As we have seen in the previous chapter, the motion of a microscopic particle suspended in a

medium provides information about its interactions with its surroundings [28, 147]. The obser-

vation of individual trajectories, known as single-particle tracking (SPT), has established itself

as a powerful tool to study molecular processes and interactions, especially in biological sys-

tems [28, 30–33]. SPT also holds great promise for studying nanoscale chemical and physical

processes [24, 40, 148, 149], and novel applications of SPT are still actively emerging [30].

The utilization of optical tweezers in SPT experiments brings important advantages in giving a

tracer particle pinpoint access to an area of interest and providing controlled forces to facili-

tate observation. After their initial and major applications in biophysics [35, 36, 150], optical

tweezers and SPT are being increasingly implemented together in physics such as microrhe-

ology [37] and hydrodynamics [23]. Franosch et al. [24], for instance, studied the Brownian

motion of an optically trapped bead in water and revealed that surrounding water molecules

act back on the particle once disturbed by the particle’s thermal motion. In particular, the

optical tweezer played a crucial role in their discovery of such weak interactions by providing

controlled forces and thus facilitating the characterization of the particle motion.

Unlike these successful demonstrations in biophysics and physics, the combination of optical

tweezers and SPT has not yet actively emerged in chemistry and surface science. The SPT alone

has been extensively used in surface science to unveil molecular-level details of diffusion [38,
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39], mass transport [40], catalytic reactions [41], and many other processes [42], which were

inaccessible with classical bulk or ensemble measurements [151]. On the other hand, optical

trapping has also found its distinctive applications, such as in Raman spectroscopy [152, 153]

and photo-catalysis [154]. Despite these various attempts, a marriage of optical tweezers and

SPT has yet to be implemented, but their marriage holds great promise for monitoring the

time evolution of chemical reactions at the microscopic scale.

This chapter demonstrates the combined application of optical tweezers and SPT to probe

surface interactions at an interface. Continuing from the previous chapter, we study the case

of optically trapped gold nanoparticles, interacting with surfactant molecules adsorbed at

water–glass interface. Here we introduce a new parameter, which is the chemical state of the

glass surface. We alter the properties of the glass surface, which can change the morphology

of the adsorbed surfactants. We compare the differences in particle behaviors on bare and

treated glass surfaces. Particle trajectories on treated surfaces show evidence of long-term

interactions between adsorbed molecules, which was not found in the case of bare glasses.

We will discuss a likely mechanism of this phenomenon, which is related to the formation

of surfactant bilayers on treated glasses and their fusion with particle bilayers. Finally, we

perform statistical analyses on the time-averaged mean squared displacement of a single-

particle trajectory, strengthening our interpretation of long-term bilayer interactions.

4.2 Materials and methods

4.2.1 Materials and experiments

We used the same materials and measurement setups as described in Chapter 3. A dataset for

all the particle recordings and the corresponding trajectories is available in our Zenodo data

repository [155].

4.2.2 Preparation of glass surface

Starting with borosilicate glass coverslips (Menzel Gläser), we prepared two different types of

glass surfaces to alter the adsorbed morphologies of the surfactant molecules. One type of

glass is native glass without any surface modification. The other type of glass is treated with

oxygen plasma (at 200 W for 60 s with a 400 mL/min flow rate) to activate its surface [156].

The plasma-treated glasses were immediately used to prepare the fluid chambers so that we

minimize the time between the surface treatment and the sample preparation. The likely

structures of adsorbed molecules and the effect of surface modification on them are discussed

in the following section.
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4.3 Results and discussion

4.3.1 Surfactant adsorption at water–glass interface

Surfactant molecules adsorb at water–glass interfaces, spontaneously forming complex struc-

tures [132]. One of our hypotheses is that the morphology of surfactant self-assemblies can

influence the particle–surface interactions. We examine this effect by altering the structure of

the adsorbed molecules and comparing the subsequent particle movements. Cetyltrimethy-

lammonium chloride (CTAC) was used as an example of a cationic surfactant.

The self-assembly structures of the adsorbed molecules depend on several factors such as

pH [157], salt [158, 159], and surface preparation [160, 161]. The change in solution pH or

salinity can alter the overall surfactant self-assemblies on both the particles’ surfaces and

the glass walls. In contrast, the surface treatments on glass surfaces can provide a selective

modification of adsorbed surfactants on the treated glass walls. Therefore, we used the latter

approach to examine any changes in the particle–surface interactions due to a structural

change of self-assemblies on glass surfaces while keeping the surface characteristics of the

particles the same.

We prepared two different glass surfaces, and surfactants formed either spherical aggregates

or bilayer membranes depending on the properties of the glass surfaces (Figure 4.1). The

first type of glass surface is native glass without any surface modification. We have briefly

discussed how the surfactants adsorb on bare glass in the previous chapter, but here, let us

take a closer look at it.

In general, a glass surface becomes negatively charged when immersed in water through the

deprotonation of its silanol groups [162]:

SiOH⇀↽ SiO−+H+ . (4.1)

In case of cationic surfactants, the negatively charged silanol (SiO−) groups drive the initial

adsorption through the electrostatic attraction with the cationic surfactant head groups. The

adsorption of cationic molecules reduces the overall surface charge, and once the surface

becomes neutralized, these molecules act as nucleation points for further adsorption [132]. At

this stage, the hydrophobic interactions among surfactant tail groups drive the adsorption,

similar to micelle formation in bulk solution. The molecules start to form centrosymmetric

aggregates [134], aka admicelles, as shown in Figure 4.1a. The surface coverage rises steeply by

forming these admicelles in this concentration span, and it soon reaches saturation near the

critical micellar concentration (CMC).

The second type of glass surface is modified by oxygen-plasma treatment to increase the

number of silanol groups on its surface [156]. Henceforth, we call this type of glass activated

glass. After the plasma treatment, the activated surface becomes superhydrophilic due to the

increased charged groups. We empirically tested the contact angle with water after oxygen-
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Figure 4.1 – Schematic diagram showing probable morphologies of adsorbed surfactant
molecules at the glass-water interface. a, A bare glass and b, a glass surface treated with
oxygen (O2) plasma. The activated glass surface has denser silanol groups compared to the
native glass. These silanol (SiO−) groups on each surface act as electrostatic binding sites for
cationic surfactant adsorption.

plasma treatment and observed complete wetting with a 0◦ contact angle (Figure 4.2).

When such an activated glass is immersed in a surfactant solution, the electrostatic attraction

drives the initial adsorption like the adsorption with native glasses. We postulate that the

adsorbed molecules are so close together that they form a quasi-continuous film. In exper-

iments, we observed with the naked eye an immediate increase in the contact angle with

surfactant solution compared to the 0◦ contact angle with water. Figure 4.2 shows the contact

angle with the activated glass as a function of CTAC concentration, which increases with the

concentration until it reaches saturation at 1 mM. Such an increase implies that a surfactant

monolayer is formed with hydrophilic head groups electrostatically adsorbed to the surface

and hydrophobic tail groups facing toward the bulk liquid. Any further adsorption that is

hydrophobically driven forms a second layer above the first one (Figure 4.1b), rather than

clustering as discrete aggregates as was the case for the bare glass (Figure 4.1a).

Such changes in self-assembly morphologies induced by the surface properties have been

extensively studied in the literature [159, 161, 163]. Ducker et al. [163] studied surfactant

(cetrimonium bromide, CTAB) aggregates on mica using AFM imaging. They found a transition

from a flat bilayer to cylinders when reducing the binding sites on mica by introducing

electrolyte (KBr). Lamont et al. [159] reported similar findings where they observed sequential

changes in the structures of CTAC on mica (bilayer → ordered cylinder → disordered cylinder

→ short cylinder → sphere) on the addition of rival cations (Cs+). Lastly, Grant et al. [161]

investigated the influence of surface hydrophobicity on the aggregate structures of nonionic

surfactants where hydrophobic interactions are the main adsorption driving force. They

observed the evolution of adsorbed structures from diffuse spherical aggregates to a monolayer

with increasing surface hydrophobicity. All these findings deliver the same message that the

increase in active binding sites on surfaces leads to lower-curvature structures. Based on these

ideas, we postulate that CTAC forms a bilayer structure on activated glass and discrete globular

aggregates on bare glass as illustrated in Figure 4.1.
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Figure 4.2 – Contact angles on activated glass surfaces. a, Contact angles as a function of
CTAC concentration (mM). At 0 mM (pure water), the contact angle is nearly zero due to the
superhydrophilic surface after oxygen plasma treatment. The angle saturates above 1 mM
concentration. A contact angle goniometer (Easy Drop from Krüss) was used to measure
the contact angles. At least three points on a glass surface were measured and averaged for
each concentration. The standard deviations are represented by the error bars. b, Images of
droplets captured by the goniometer’s camera. Three representative concentrations (0, 0.5,
and 1 mM) are shown.
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4.3.2 Time-varying trajectory in an optical trap

An optical tweezer was employed to confine the motion of a particle in a local domain and

facilitate monitoring the particle’s trajectory. Without an optical tweezer, the gold nanopar-

ticles did not stay in the interfacial area due to electrostatic repulsion and also because of

fast Brownian motions at such a small size. We emphasize that the optical tweezer not only

provided a lateral confinement (parallel to the glass–water interface) but also a vertical con-

finement (normal to the interface) by constantly pushing the particle towards the glass surface

with its radiation pressure. These lateral and vertical confinements significantly increased the

chances of particle–surface interaction and enabled monitoring long-term phenomena.

Figure 4.3a shows an example time-series position data extracted from a single-particle video

recording. (More example trajectories are shown in Figure 4.4.) Each position data point

is color-mapped, gradually changing from yellow to dark blue for legibility. The position

fluctuation inside the optical trap decreases over a timespan of 40 s in Figure 4.3a. Such

changes with time deviate from a simple diffusion model and can be related to the interaction

that the particle undergoes with its surroundings, especially with the molecules adsorbed on

the glass wall. In other words, without surface interactions, the distribution would remain the

same, only restricted by the optical trap, with no temporal dependence.

To quantitatively assess the time-dependent position data, we defined a radial displacement,

rt , as the distance from the origin (corresponding to the trap center) to the particle position

(X (t ),Y (t )) where the X Y -plane is a plane parallel to the glass–water interface:

rt =
√

X (t )2 +Y (t )2 . (4.2)

Figure 4.3b shows the evolution of rt for the same trajectory in Figure 4.3a. The gradual

decrease in the envelope of rt depicts well the temporal changes in the particle motion inside

the optical trap. Since rt fluctuates between its extremes, we calculated the moving average of

rt to smooth out the short-term fluctuations and quantify its long-term decrease. We used a

time window of 5 s (corresponding to 1730 data points) to calculate the moving average, r̄t ,

and plotted it as the red-dashed line in Figure 4.3b.

Interestingly, such changes in particle motions occur only with activated glass surfaces. For

a bare glass substrate at the same CTAC concentration – shown in the inset of Figure 4.3b –

there is no apparent change in the average radial displacement, r̄t (the solid grey line in the

inset). This difference between the native and activated glasses indicates that the structure

of the adsorbed surfactants at the water–glass interface plays a role in the particle–surface

interactions.

In addition, the absence of any changes in r̄t for the bare glass case indicates that some

long-term effects of the optical tweezer, such as optical heating, are still negligible in our

experimental conditions. To be more precise, the optical heating itself is not negligible based

on the comparison between the thermal and non-thermal probes in Chapter 3. In fact, it can

52



Probing molecular interactions with trapped nanoparticle motion analysis Chapter 4

 Bare glass

D
ec

re
as

e 
in

 r 
 (%

)

CTAC concentration (mM)

 
 

R
el

at
iv

e 
Fr

eq
ue

nc
y

Mean radial displacement,    (nm)

CCTAC = 1.0 mM

Figure 4.3 – Time-varying motion of particles in harmonic optical traps. a, Position distribution
of a single optically-trapped particle near an activated glass wall, color-mapped with time. The
X Y coordinates are defined on a plane parallel to the glass surface, and the origin is aligned
with the laser trap center along the laser propagation direction. b, Radial displacements
(defined in Equation 4.2) as a function of time for the same particle in a. The red dashed
line indicates a moving average (r̄t ) with a subset size of 1730 data points. The inset shows
the radial displacement of the same kind of particle at the water/bare glass interface for
comparison; the grey solid line shows the same moving average. c, Histograms of the mean
radial displacements at t = 0 and 30 s. The particles were trapped at t = 0 s and stayed in the
optical trap for 30 s or more. From a to c, the CTAC concentration was 1.0 mM, and the glass
surface was activated by O2-plasma treatment. d, Comparison of the decreases in r̄ for the
first 30 seconds between the bare and activated surfaces as a function of CTAC concentration.
The reduced amount, r̄∆, is expressed as a percentage of its initial value, r̄0.
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Figure 4.4 – Four more example trajectories showing different patterns. All these trajecto-
ries were measured under the same controlled condition (1mM CTAC on activated glass). A
uniform color map that changes from yellow to dark blue over time is applied to all the exam-
ples for comparison. They all exhibit different position-distribution patterns and different
timescales to reach an equilibrium.

54



Probing molecular interactions with trapped nanoparticle motion analysis Chapter 4

accelerate the interactions by providing thermal energy. However, the thermal equilibrium

is reached almost instantaneously compared to the timescale discussed in the present study

(Section 2.5 for more details). Therefore, we can say that optical heating has no “long-term”

effect.

The hypothesis that the particle–surface interaction is sensitive to the surfactant morphologies

can be tested in two ways: (1) comparing the behavior of r̄t between bare and activated glass

surfaces and (2) varying the CTAC concentration which provides different adsorption states,

e.g., surface coverage and aggregate structures. To facilitate the comparisons between the

different surfaces and among different concentrations, we quantified the amount of long-term

decrease by the difference in the value of r̄t during the first 30 s of trapping:

r̄∆ = r̄0 − r̄30 , (4.3)

which is also indicated as a red arrow in Figure 4.3b. We chose the time window of 30 s as it is

a typical length of each recording, and (not all but) most of the particles reach a steady state

within this period.

We performed dozens of measurements for each of the experimental conditions to average

out the effect of experimental variations such as variances in particle sizes and/or charges,

and the inhomogeneity of glass surfaces. Different trajectories in Figure 4.4 demonstrate

these variances within the same experimental conditions. Figure 4.3c illustrates an example

analysis for 28 measurements at 1.0 mM CTAC with activated surfaces. The r̄0 represents

the average displacement immediately after trapping, whereas the r̄30 represents the average

displacement after staying 30 s in the optical trap. In that case, the overall left-shift of the

histogram toward smaller values indicates the converging trends of particle footprints for

randomly chosen particles in random locations.

We tested five different concentrations (0.1, 0.5, 1.0, 1.5, and 2.0 mM), which cover the range

below and above the CMC so that each concentration corresponds to different adsorption

phases. In general, the extent of surface coverage reaches its maximum near the CMC [132,

134]. In the previous chapter, we found that the CMC of our particle-CTAC mixture is 1.4 mM,

which is slightly higher than the values reported in the literature (1.0 to 1.1 mM) due to the

existence of the gold colloids in the solution.

Figure 4.3d summarizes the analyses of the amount of the decrease in r̄ for bare and activated

substrates as a function of CTAC concentration. The reduction in the mean radial displace-

ment, r̄∆, is expressed as a percentage of its initial value, r̄0. For each concentration, the data

points (32±6 measurements on average) are shown on the right, and the distribution fit is

shown on the left. For all the examined concentrations, the average temporal change is absent

for the bare glass cases (as seen in the inset of Figure 4.3b), with a distribution centered around

the origin. It implies that regardless of the surface coverage increase with the concentration,

the spherical admicelles on bare glass substrates have no influence on the long-term changes

in particle motion.
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On the other hand, the average decay in r̄ is much noticeable for the activated glasses but only

at specific concentrations, notably at 1 mM and 1.5 mM in Figure 4.3d. These concentration-

dependent results bolster the proposed hypothesis that the particle–surface interaction is

responsive to the surfactant morphologies. We will elaborate on the effect of surface coverage

and adsorbed morphologies in detail in the following subsection.

4.3.3 Surfactant bilayers on particle surfaces

The stark contrast of the particle motion between the bare and activated surfaces proves that

the arrangement of the surfactant molecules at the water–glass interface determines whether

or not long-term particle–surface interactions occur. One remaining question is why these

interactions occur only with the bilayer structures and not with the globular aggregates.

A key to answering this question can be the surfactant structure on the particle surface. As we

studied in detail in the previous chapter, the surfactant molecules form a bilayer on particle

surfaces. In the case of the activated glass, the surfactant bilayers are present at both the

water–glass interface and the particle surface. Their structural resemblance can be the key

to understanding their interactions. For instance, these bilayers can be more likely to merge,

similar to the fusion of lipid bilayers in life [164, 165]. In general, bilayers are known as a highly

mobile structure [144]. As a result, the outer layer can migrate over the first layer without

leaving the surface completely [132]. The first layer, which is electrostatically adsorbed on

the surface, can be more tightly bound and not easily dissociated from the surface. Therefore,

when the two bilayers come close in the instances of particle trapping, a disruption and

rearrangement of the outer layers may occur, which can affect particle behaviors.

4.3.4 Effects of bilayer coverages on long-term interactions

Figure 4.5a and c illustrate the likely development of the surfactant morphologies over the

investigated concentration range. We studied in depth the particle behaviors on bare glass

substrates (Figure 4.5a) in Chapter 3. Here we focus more on the difference between bare

and activated surfaces, and especially, on the particles’ behaviors on bilayer membranes

(Figure 4.5c) and their long-term interactions (Figure 4.5b).

Before going into detailed discussions, we make an assumption about this system. We assume

that the effect of surfactants in the bulk solution is insignificant in long-term reactions. As

supporting evidence, long-term changes were not observed in the bare glass case across the

whole concentration range tested in this study (Figure 4.3d). This implies that the surfactants

in the bulk solution are of little effect in long-term behaviors, whether they exist as monomers

below the CMC (0.1, 0.5, and 1.0 mM) or micelles above the CMC (1.5 and 2.0 mM).

Figure 4.5b shows the summary of trajectory analyses, quantified as the statistics of the mean

radial displacement, r̄t , as a function of CTAC concentration. Each data point was calculated

from an independent measurement of single-particle trajectory. Three datasets are plotted
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Figure 4.5 – Effects of surfactant morphologies on particle motion as a function of concen-
tration. a and c, Cartoons showing plausible surfactant self-assembly formations at the
gold/water and glass/water interfaces. When the glass surface is activated with O2-plasma
treatment, the adsorbed surfactant structure is assumed to undergo a conformational change
from globular aggregates to bilayers. The changes in surface coverage and aggregate mor-
phologies is depicted according to the surfactant concentration. b, Distributions of mean
radial displacement (r̄ ) as a function of CTAC concentration. Three datasets are displayed side
by side for comparison: (i) r̄0, bare glass, (ii) r̄0, activated glass, and (iii) r̄30, activated glass.
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side by side for comparison: (i) the initial mean (r̄0) for bare glass, (ii) the initial mean (r̄0) for

activated glass, and (iii) the mean after 30 s (r̄30) for activated glass. The distribution of r̄30

for bare glass is not shown in Figure 4.5b for clarity as it remains similar to r̄0 in (i). The data

points in (ii) and (iii) were calculated from the same dataset as they refer to the initial and

steady-state values, respectively.

A comparison among (i), (ii), and (iii) across different concentrations provides qualitative

insights into the mechanisms that govern the particles’ motions on different surfaces: one is

the hydrophobic interaction between the particle and the surface, and the other is the extent

of bilayer coverage. Compared to admicelles, the primary distinction of bilayer structure is

that the hydrophobic interiors can be exposed to the bulk fluid. The exposed hydrophobic

groups on a glass surface can interact with hydrophobic groups on a particle surface when the

particle approaches. The resulting attraction force explains the decrease in r̄ for the bilayer

structures in Figure 4.5b compared to the spherical ones. An exception occurs, however, at

the lowest concentration (0.1 mM), where the structural difference at this low coverage is

negligible.

On the other hand, the coverage extent determines how much and how fast the r̄ decrease

will be. When a particle is brought to the surface by the optical tweezer, the hydrophobic

interaction brings the particle closer to the surface. As a result, the charged head groups can be

disrupted and rearranged, creating a hydrophobic patch below the particle (as illustrated below

the second particle in Figure 4.5c) and, consequently, developing an electrostatic trapping

potential. The size of the hydrophobic patch in the bilayer membrane will determine how tight

the confinement will be. At low coverages, the confinement of the particle will be moderate,

and the reaction will take place promptly as there are a relatively small number of molecules

to rearrange. The results at the second lowest concentration (0.5 mM) in Figure 4.5b support

this idea. They show a relatively modest decrease in r̄ compared to higher concentrations

(1 mM or 1.5 mM); furthermore, this decrease happens in the early stage of the trapping so

that we do not see much differences between r̄0 and r̄30. The variance of the distribution of r̄

also decreases significantly, compared to that at the lowest concentration. In other words, the

rearrangement process seems to reduce the effect of experimental variations originating from

surface heterogeneity.

As the coverage increases with concentration, the overall hydrophobic area (i.e., the exposed

hydrophobic regions of the first layer) shrinks, and the surfactant bilayer surrounds a trapped

particle more tightly, as depicted in Figure 4.5c. The dramatic decrease in r̄ at 1.0 mM supports

this explanation. Other noticeable differences at this concentration are the long-term decrease

in r̄ over tens of seconds (from r̄0 in (ii) to r̄30 in (iii)) and the broadened distribution of r̄0 in

(ii). These two phenomena can be closely related and understood by the following explanation.

The slow interaction can be a consequence of a two-step process. The incomplete particle

bilayer is first combined with the nearest hydrophobic patches on the glass surface (the

initial response related to r̄0). This contact domain then gradually grows by taking in other

hydrophobic patches that were initially not in the immediate vicinity but slowly diffused over
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the surface to the particle location (the transition from r̄0 to r̄30) [38]. Due to the random nature

of the surface states, this process can happen at various rates (as shown in Supplementary

Figure 4.4), which can result in the broad distribution of r̄0 in the initial stage of the process.

Such a slow diffusion is less obvious at 1.5 mM in Figure 4.5b. This can be interpreted as that

the bilayer coverage has almost reached its saturation at this concentration near the CMC (as

expected in general [132]), and there are hardly any exposed hydrophobic interiors nearby

that can diffuse and cooperate.

As a side note, a similar effect of rearrangements can also occur with spherical admicelles [112],

shown as a slight decrease in r̄0 in (i) when increasing the CTAC concentration from the lowest

concentration up to the full coverage concentration in Figure 4.5b. However, the effect seems

much more limited than in the bilayer case.

At the highest concentration (2.0 mM) above the CMC, the effect of bilayer interaction is

further reduced. The particles’ zeta potentials have increased due to micelles’ association

with the particle surface (Figure 3.6c in Chapter 3). This can be interpreted as the completion

of the particle bilayer. We also expect a full surface coverage on the glass surface at this con-

centration higher than the CMC. As a result, the complete bilayers and stronger electrostatic

repulsion between the particle and the surface can hamper the interaction (the last particle

in Figure 4.5c). Accordingly, the r̄ recovers its mean and variance comparable to those at the

lowest concentration.

4.3.5 MSD analysis of a time-varying trajectory

We have interpreted particle dynamics by examining particle trajectories and investigating the

effect of surfactant morphologies and coverages in particle–surface interactions. So far, we

have focused on the statistical mean and variance of r̄ , changing with time and concentration.

On the other hand, each trajectory can also be analyzed further by taking the statistics along

its time axis. The time-averaged mean squared displacement (MSD) is the most common

measure as we have dealt with in Chapter 3. Using the time-averaged MSD, for example,

we can analyze the forces acting on the particle, based on a priori knowledge of particle

dynamics [125, 147]. To be more precise, we first formulate a Langevin equation to describe

the motion of a particle and compare the measured MSD with the MSD solved for the Langevin

equation. Any deviation from the theoretically solved MSD can prove the involvement of

additional forces or interactions.

We have already modeled a particle in an optical trap as a damped harmonic oscillator in a

fluid in Chapter 3 (Equation 3.2) [125]. We write the Langevin equation here again:

mẍ(t )+γẋ(t )+κx(t ) = Ftherm(t ) , (4.4)

where m is its inertial mass, γ is its damping (fluid friction) coefficient, κ is the spring constant

of the optical trap, and Ftherm is the random thermal force. We also repeat the solution for
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MSD to the Langevin equation [125]:

MSDLangevin(τ) =
2kB T

κ

(
1−e−τκ/γ) , (4.5)

where kB is the Boltzmann constant and T the temperature.

To attest to the involvement of additional forces arising from the particle–surface interactions,

we calculated the time-averaged MSD from the measured trajectory shown in Figures 4.3a.

This trajectory, TN , is a time-series position data of length N :

TN = {(X1,Y1), (X2,Y2), . . . , (XN ,YN )} , (4.6)

where each position is defined in a two-dimensional space. For this trajectory, TN , the time-

averaged MSD is defined as follows [147]:

MSDmeasured(τ) =
1

N −τ
N−τ∑
i =1

{(Xi+τ−Xi )2 + (Yi+τ−Yi )2} , (4.7)

for any time lag τ = 1,2, ..., N −1. We subdivided the trajectory into five second-long segments

and calculated the time-averaged MSD for the first segment (t = 0−5 s) and another segment

after reaching the steady state (t = 50−55 s) for comparison.

The first segment corresponds to the timespan when the particle has just been trapped

and initiated any interaction. The MSD calculated from this segment using Equation 4.7 is

plotted in Figure 4.6a in a double logarithmic scale. The next step is to fit the MSDLangevin

to this MSD obtained from the experiment. However, the solution given in Equation 4.5

is for a one-dimensional trajectory. Since we used the measured trajectory defined in two

dimensions (Equation 4.7), the solution of the Langevin equation should also be multiplied by

the trajectory dimension. Therefore, we used a modified solution of the Langevin equation

for two dimensions (= 2×MSDLangevin(τ)) to fit it to the measured MSD. Before executing

the curve fitting, we also estimated the temperature K at the particle to be 366.61 K, a value

calculated from an electromagnetic heating simulation (Section 2.5 for more details). Then we

estimated the values of the spring (κ) and damping (γ) constants in the least-squares sense

as shown in Figure 4.6a. The measured MSD shows a good agreement with the theoretical

MSD, implying that the Langevin equation successfully describes the initially trapped particle

motions.

Since we know the average size of the particle, we can also roughly estimate the drag coefficient

γ using Stokes’ drag (the frictional force exerted on a spherical object in a viscous fluid):

γStokes = 3πηd , where η is the viscosity of the fluid and d the particle diameter. This drag

should be corrected further as the particle moves near the glass wall [142]. Assuming that the

particle–surface gap is roughly 1/10 of the particle radius, the hydrodynamic drag increases

by ∼2.36 times near the surface compared to the Stokes’ drag [166]. The drag coefficient,

therefore, is approximated as 1.41×10−9 N·s/m by assuming the particle diameter d = 150 nm
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Figure 4.6 – Time-averaged mean squared displacement (MSD) of segmented trajectories. a,
Time-averaged MSD calculated from the first five-second segment of the trajectory shown in
Figure 4.3a. The MSD solution of the Langevin equation in 2D (black solid line) is fitted to the
measured MSD (grey squares). b Time-averaged MSD from a segment of the same trajectory
after reaching a steady state (red circles). The 2D solution of the Langevin equation (red solid
line) is fitted to the data, with constraints on κ and γ to keep the fitted curve within the upper
and lower limits of the measured MSD. The shaded areas in a and b indicate the time lags to
reach the MSD plateaus.

and the viscosity η = 0.423 mPa·s for water viscosity at 340 K (Section 2.5 for water temperature

simulation). This value of γ is comparable to the value we found from the curve fitting of

MSDLangevin to the measured MSD (2.19×10−9 N·s/m). The discrepancy between them can

be attributed to any mismatch between the assumptions and the actual values for the particle

size and water viscosity. It can also be attributed to the particle–surface interaction during the

first five trapping seconds.

In contrast to the initial segment, the MSD calculated from the segment after reaching the

steady state exhibits an anomalous behavior that is significantly deviating from the theoretical

prediction (Figure 4.6b). For the curve fitting in this case, we applied a boundary condition for

κ and γ (0 < κ< 4×10−6; 0 < γ< 2.4×10−8) to keep the fitted curve between the minimum and

maximum values of the measured MSD for the measured time lags. The estimated value for κ

has increased about ten times compared to the value fitted to the initial segment. It supports

our hypothesis that the rearrangement of the incomplete bilayer can create a complementary

trapping potential. The estimated drag, γ, has also increased about ten times, likely due to

the increased restrictions in particle motion imposed by the bilayer interactions based on our

hypothesis. Most importantly, the Langevin equation now fails to describe the motion of the

particle after reaching the steady state. This implies that the particle does not behave like a

damped harmonic oscillator anymore, suggesting the emergence of a new type of force or

physical interaction such as the fusion of the bilayers, as we suggested earlier.

Some theoretical works also suggest that the subdiffusive behavior between τ = 0.01 s and 0.5 s
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in Figure 4.6b can represent geometrical confinement [167, 168]. Furthermore, several experi-

ments in biology reported similar findings that the subdiffusive motions of probe molecules

were caused by an increased obstruction such as polymer networks in the cytoplasm [169]

or the presence of the cell nuclei [170]. In addition, a very similar time-averaged MSD de-

pendence on τ was also reported by Jeon et al. [171] with a polystyrene bead in a worm-like

micellar solution, where the elongated micelles form a transient polymer network. They

explained that such a characteristic subdiffusive motion in the millisecond range resembles

the movement of a particle in a viscoelastic medium. These theoretical and experimental

findings provide solid evidence that the particle in Figure 4.6b experiences geometrical con-

finement and a coincident viscoelastic effect, which can be related to the interactions among

surfactant molecules. However, an important difference in our case is that these interactions

were constrained to the interface since the surfactant concentration was below the CMC, i.e.,

prior to the micelle formation in the bulk solution. Therefore, the MSDs in Figure 4.6a and

b corroborate the idea of the bilayer rearrangement and the partial fusion proposed in the

previous section.

4.4 Conclusion

We have examined the trajectories of colloidal particles locally confined at a water–glass

interface by an optical tweezer. Individual trajectories of single nanoparticles showed local

and dynamic behaviors of the surrounding molecules in real time, which have been obscured

in traditional thermodynamic experiments. We analyzed the particles’ spatial and temporal

motions and provided new insights into the interactions governing the particle motions at the

nanoscale. Especially, by studying the unique system consisting of a gold nanoparticle, a glass–

water interface, and surfactants, we found evidence of the fusion of surfactant bilayers at the

narrow gap between the particle and the surface. Our findings demonstrate the great potential

of optically trapped nanoparticles as a probe to investigate real-time chemical processes at

the nanoscale. In particular, we expect that this marriage of SPT and optical manipulation

can also shed new light on even more complex interfacial phenomena when combined with

recent developments in three-dimensional SPT [42] and high-speed imaging [172].
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5 Optical forces on a plasmonic particle
in a plasmonic trap

A part of this chapter has been published in a peer-reviewed journal [70]:

Studying the different coupling regimes for a plasmonic particle in a plasmonic trap
Jeonghyeon Kim and Olivier J. F. Martin
Optics Express, Vol. 27, Issue 26, pp. 38670–38682 (2019)
https://doi.org/10.1364/OE.379435

5.1 Introduction

Conventional optical trapping has a limit in its stiffness and resolution, especially when

manipulating nanoscale particles [11, 73, 173]. Due to the decrease in the viscous drag for small

particles, the Brownian motion lets tiny particles easily escape from the trap. Furthermore,

the optical force also scales down with the volume of the object [173]. Another issue is the

diffraction limit of the trapping laser: an object much smaller than the focal spot or the beam

waist experiences unstable trapping [11]. As a result, the manipulation of nanoscale particles

is inherently challenging [73, 173]. In order to enhance the trapping stiffness of such small

objects, one can increase the power of the trapping laser, for example [11], or implement an

alternative trapping geometry such as counter-propagating beams [174].

Near-field optics and plasmonics have provided another possibility to achieve nanoscale

manipulation by focusing light below the diffraction limit and locally amplifying the fields [88,

89, 175–181]. Plasmonic antennas are metallic, mostly gold or silver, nanostructures where

their conduction electron clouds can resonantly oscillate through optical illumination [84, 182].

Under resonant conditions, the electron oscillations produce a strong near-field, which decays

very rapidly in space; thus, the enhanced field gradient around the antenna provides additional

confinement for trapping, overcoming the diffraction limit [183, 184]. Plasmonic antennas

also amplify fields through localization, which can also improve the trapping stiffness [185].

Metallic nanoparticles, thanks to their strong optical response, are very good candidates for
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nanoscale manipulation. A previous belief on metallic particles was that they are difficult to

trap due to their highly reflecting properties [186, 187]. Another issue was that metallic parti-

cles have resonant characteristics like plasmonic antennas, which can significantly alter the

trapping conditions on resonance [188]. However, metallic particles are found to experience

either an attractive or repulsive force depending on the incident wavelength [67, 189, 190].

This behavior originates from the wavelength-dependent scattering, absorption, and polariz-

ability of plasmonic particles. In particular, experimental studies have shown that metallic

particles can be stably trapped when illuminated with infrared light since they behave like a

high refractive index dielectric particle at wavelengths longer than the resonance [191–194].

Since the trapping force is proportional to the polarizability of a particle, it is especially strong

for a metallic particle that has large polarizability [74]. This compensates for the decrease in

optical force associated with the small volume of nanoscale particles.

A combination of plasmonic antennas and metallic nanoparticles is appealing for the precise

positioning of single nanoscale objects. However, special attention must be paid in this case

because both the trap, i.e. the antennas, and the trapped metallic objects can be optically

excited and can furthermore interact with each other. Although several experiments have

demonstrated plasmonic trapping [88, 89, 176–178, 180, 184], the sheer resonant characters

of both the trap and the trapped particle call for studies on the coupling between these two

resonant structures and the influence of this coupling on the optical forces.

In this chapter, we theoretically study the optical force exerted on a metallic particle trapped

by a plasmonic dipole antenna. We investigate the change in optical force as a function of the

particle size, position, and incident wavelength (throughout we refer to the particle diameter

as its size). A priori, one would think that the influence of the metallic particle on the near-field

of the antenna can significantly influence the field distribution and therefore the optical force.

In practice, this would imply that only full-field calculations taking into account both the

plasmonic dipole antenna and the trapped particle can accurately capture the physics of the

system. Quite surprisingly, it appears that the dipole approximation remains accurate, even in

such an intricate system, when the particle size is small enough to apply that approximation.

We confirm this by comparing the force obtained from full-field calculations that consider the

self-consistent system with those from an analytical equation that assumes the particle as a

mere induced dipole. In the second half of the paper, we also study the force acting on a wide

range of particle sizes (10 – 200 nm) with full-field calculations. We evidence attractive and

repulsive behaviors for particles larger than 150 nm in the presence of a plasmonic antenna.

5.2 Results and discussion

5.2.1 Plasmonic dipole antenna

We consider a nanoscale dipole antenna as a plasmonic optical tweezer (Figure 5.1). The

dipole antenna consists of two gold nanorods separated by a gap. Each nanorod is a rounded
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Figure 5.1 – Gold dipole antenna used in this chapter. The antenna consists of two nanorods
with dimensions 90×40×40 nm3 separated by a 30 nm gap. The light is incident in the +z-
direction, polarized along the x-axis. (a) Absorption cross-section and (b) electric near-field
amplitude enhancement factor at λ = 780 nm; the gradient of this enhanced near-field exerts
an optical force on an object located nearby.

rectangular cuboid (90 nm length, 40×40 nm2 cross-section) and the gap is set to be 30 nm.

We choose a 30 nm gap size such that a 20 nm spherical particle, which is the target object

to trap here, can pass through the gap. For all the simulations throughout the paper, we put

the antenna in a Cartesian coordinate system with the origin at the center of the gap and

the longitudinal axis of the antenna along the x-axis. We set the dielectric constant of gold

from Johnson and Christy [195] and that for the medium to be 2.013, an average of water

(1.77, superstrate) and glass (2.25, substrate), to mimic the effect of a substrate [196, 197]. The

incident light propagates along the +z-direction, polarized along the x-axis (Figure 5.1(a),

inset) with the power intensity of 4 mW/µm2.

5.2.2 Methods for calculating optical forces

When we place a metallic nanoparticle in the near-field around the antenna, the spatially

varying near-field induces a force on the particle. Furthermore, since the metal particle is

close to the antenna, the particle can modify the near-field due to a strong interaction with

the antenna. Depending on the size and the location of the particle, the field disturbance

caused by the interaction may well be significant or negligible. We shall study this effect by

computing the optical force using two different approaches.

Full Maxwell’s stress tensor (MST)

The first approach is based on Maxwell’s stress tensor, with which we compute the time-

averaged optical force F by integrating the stress tensor σ on the surface of the particle S:
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〈F〉 =
∮
S

〈σ〉 ·nd s , (5.1)

where the expression 〈...〉 denotes the time average, n the outward unit vector normal to the

surface, and d s an infinitesimal surface element. In the remaining of the paper, we refer to

this approach as the Maxwell’s stress tensor (MST) approach.

The Maxwell’s stress tensorσ is commonly expressed as a function of electric (E) and magnetic

(H) fields; here we obtain it directly from the surface integral equation (SIE) formulation

of Maxwell’s equations [106, 109]. We use the SIE formulation throughout this chapter to

simulate the interaction of light with plasmonic structures. For the derivation of SIE, we

refer to Refs. [106] and [109]. The details of its practical use for the computation of MST can

be found in the Methods section (Section 2.4). We also provide open datasets from the SIE

formulation and its analysis for calculating the force and other physical values in Ref. [198].

Dipole approximation (DA)

The second approach starts by assuming that the particle is sufficiently smaller than the

illumination wavelength (with a particle size < 1/10 the background wavelength) to behave

like an induced point dipole. By approximating the particle as a point-like dipole, this method

does not take into account the influence of the particle’s physical boundary onto the near-field.

We first evaluate the near-field generated by the antenna alone at the location of the particle

and then find an analytical solution for a time-averaged force with the electric field at the

particle position [66].

We assume an arbitrary monochromatic electromagnetic wave with angular frequency ω,

which describes the near-field generated by the antenna. With the assumption of time-

harmonic fields with the form exp(−iωt) [74], the induced dipole moment of the particle is

proportional to the electric field at the particle position r0 [43]:

p = εmα(ω)E0(r0), (5.2)

where εm is the relative permittivity of the surrounding medium and α is the polarizability of

the particle. The polarizability α is the parameter that includes the size information of the

particle; under the dipole approximation, it can be expressed as [74]:

α(ω) = 4πε0a3 ε−εm

ε+2εm
, (5.3)

with the parameters ε0 denoting the permittivity of the free space, ε the relative permittivity of

the particle, and a the radius of the particle. The relative permittivities in Eqs. (5.2) and (5.3)

are those appropriate to the incident frequency ω. The time-averaged force exerted by an
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arbitrary electromagnetic field can then be evaluated as [43, 66]:

〈F〉 =
∑

i

1

2
Re{p∗

i ∇E0i }, (5.4)

where p∗
i and E0i (i = x, y, z) are respectively the complex conjugates of the dipole moments

and the electric field components of a three-dimensional Cartesian coordinate system. Since

this approach is based on the dipole approximation, we will refer to it as the dipole approxi-

mation (DA) method.

Let us emphasize that while the MST method provides a self-consistent solution that includes

the interaction between the trapped particle and the trapping antenna, the DA method does

not include this interaction, and the optical force is merely computed from the near-field

distribution produced by the antenna in the absence of the particle. Since the interaction

between a metallic particle and a plasmonic antenna can be very strong [199], we would

anticipate that the MST method provides a much better accurate description of the optical

force. The next subsection aims at clarifying this point.

5.2.3 Comparison between Maxwell’s stress tensor (MST) and dipole approxima-
tion (DA) methods

Using the MST and DA methods, we first compare the optical force vectors when moving

a spherical gold nanoparticle with a 20 nm diameter (the green circle in Figure 5.2) above

the antenna. We assume that a monochromatic plane wave at λ = 800 nm, close to the

resonance of the antenna, comes from the bottom of the figure (in the +z-direction). We

change the position of the particle between -150 nm and 150 nm in the x-direction while

keeping the spacing between the bottom surface of the particle and the top surface of the

antenna to 5 nm. The red and black arrows show a line of force vectors calculated using the

MST and DA methods, respectively. The values computed with MST (red arrows) are larger

than those computed with DA (black arrows), especially where the field is extreme, at each

corner of the nanorods. This implies that the interaction between the particle and the antenna

becomes stronger when the particle is located at those extreme fields. It also indicates that the

interaction between the particle and the antenna works in a way that reinforces the fields and,

therefore, the optical force. This is in agreement with the binding interaction that is evidenced

within the hybridization model [189].

The optical force depends on the wavelength of the incoming plane wave due to the resonant

characteristics of the antenna. In Figure 5.3(a), we compute the vertical component of the

optical force (along the z-axis) as a function of the wavelength of incident light while fixing

the position of the 20 nm diameter gold nanoparticle 5 nm above the top of the antenna (i.e.,

the particle center is 35 nm above the center of the gap, viz. the origin). The negative sign of

the force means an attraction toward the gap. Both MST and DA methods result in similar

wavelength-dependent forces with less than approximately 10 % difference, although the
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Figure 5.2 – Optical force vectors for a 20 nm gold nanoparticle (green disk), as a function of its
position along the x-axis. The spacing between the bottom surface of the nanoparticle and the
top surface of the antenna is 5 nm and the illumination wavelength is λ = 800 nm. The optical
force vector at each position is computed 1) analytically using the dipole approximation (DA,
the black arrows) or 2) numerically using the Maxwell’s stress tensor (MST, the red arrows); the
corresponding data are shifted vertically for legibility.
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Figure 5.3 – (a) Force as a function of the illumination wavelength when the particle is fixed
at (0, 0, 35 nm), which is 5 nm above the antenna top surface. (b) Force when the particle is
moved along the z-axis in the center of the gap (x = y = 0) while the incident wavelength is
fixed as λ = 800 nm.

Figure 5.4 – Optical forces acting on parti-
cles with different sizes, centered at the
point (0, 0, 20 nm), where the field is
strongest (λ = 800 nm).

solution from MST always shows larger forces than that from DA for the range of calculations.

The MST method also shows the force spectrum slightly red-shifted compared to that of the

DA method since it includes the nanoparticle and its hybridization with the antenna, which

lowers the energy of the system, leading to a redshift [189, 200].

While the two calculation methods show a good agreement in the previous case, they can also

give considerably different results, especially when the particle stands between the corners of

the nanorods where it feels the most substantial field gradient. In Figure 5.3(b), we evaluate

the force as a function of the particle position while the particle passes through the gap of

the antenna vertically along the z-axis. The difference in the force becomes prominent when

the particle becomes closer to the points where the gradient of the field is most significant,

i.e. the force magnitude is the largest. Like in the case of Figure 5.3(a), this difference implies

the active involvement of the particle in the field since the DA method does not include such

influence [179].
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This effect stands out more when increasing the size of the particle while fixing its position

between the top corners where the field is strongest, i.e. at the point (0, 0, 20 nm). In Figure 5.4,

we evaluate the magnitude of the trapping force for different particle sizes ranging from 5 to

30 nm (incident wavelength λ = 800 nm). The force magnitude increases to the third power of

the diameter when we use the dipole approximation since the polarizability is proportional

to the particle volume [43]. When we introduce the actual particle geometry for numerical

calculations with MST, the gaps formed between the particle and the corners of the antenna

enhance the field, leading to significantly greater forces for larger particles. For instance,

the force for the 30 nm-diameter particle, where the additional gap size goes down to 2 nm,

becomes 2.8 times larger than that from the DA method.

5.2.4 Wavelength and particle size dependence of the optical force

As seen in Figs. 5.3 and 5.4, the force depends on the particle size, the illumination wavelength

as well as the location of the particle. Here we look in greater detail into the influences of

these parameters on the optical force, whereas the previous section was dedicated to the

comparison between the numerical and analytical methods. We use the MST method since it

predicts the near-field acting on a particle more accurately by taking into account the field

modification caused by the particle and also because the dipole approximation is not valid

anymore for particles exceeding the Rayleigh regime.

In Figure 5.5, we plot the optical force as a function of the particle size (10 – 200 nm, the x-axis)

and the illumination wavelength (λ = 650 – 950 nm, 5 nm step, the y-axis). In order to vary the

particle diameter up to 200 nm without changing gaps and hence varying coupling between

the particle and the antenna, we fix the distance between the bottom of the particle and the

top surface of the antenna to be 5 nm and move the particle center accordingly, as shown in

the inset of Figure 5.5.

In this wide range of sizes, interesting features start to appear. First, the force increases with

the diameter up to 100 nm, and then it decreases above this size. However, for particle size

larger than 160 nm, we discover a different regime whereby the force becomes either attractive

or repulsive, depending on the wavelength. To better understand the physics behind these

complicated features, we selected four different parameter sets indicated as A, B, C, and D in

Figure 5.5, which represent different coupling regimes. We first analyze the resonance spectra

of the coupled particle-trap system for those instances (Figure 5.6) and look into further details

by evaluating the near-fields and surface polarization charges (Figure 5.7).

Coupled particle-trap system

In Figure 5.6, we show the absorption cross-sections of the system including both the antenna

and the particle as the resonance spectra of the coupled particle-trap system. The grey

solid line in each figure represents the response of the antenna only, and they are plotted
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Figure 5.5 – Size and wavelength dependence of the optical force using the MST approach. The
gold nanoparticle diameter δ is varied from 10 nm to 200 nm. The bottom of the nanoparticle
is fixed 5 nm above the top surface of the dipole antenna to maintain the physical gap, while
its center position is moved accordingly, as sketched in the inset (Bottom right). We analyze
the points A, B, C, and D in Figures 5.6 and 5.7.
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Figure 5.6 – Resonance spectra of the coupled particle-trap system for the particle size of (a) 20
nm, (b) 100 nm, and (c) 200 nm. The force exerted on the corresponding particle is plotted as
dashed lines. The response of the trap itself (without particle) is shown as grey solid lines for
comparison. The instances A, B, C, and D from Figure 5.5 are indicated on the force spectra.
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together to show how the coupling affects the resonance spectrum. The force spectra on the

corresponding particles are shown together as dashed lines. The force spectrum is reversed in

the vertical axis to make the comparison with the resonance spectrum easy. The instances A,

B, C, and D from Figure 5.5 are also indicated on the force spectra.

Often the active involvement of the particle in optical trapping is described in the context of a

self-induced back-action (SIBA) trapping [179]. For metallic particles, the SIBA effect can be

even more prominent by changing the resonant response of the system itself. Figure 5.6 shows

that the resonant response of the system is strongly modified by the presence of the trapped

particle, especially when the particle size is comparable to that of the trap. The coupled system

shows redshifts for all the instances investigated, which implies that the mode of the antenna

is hybridized with that of the particle to lower the energy, forming a bonding mode [189]. In

particular, depending on the strength of the coupling, the spectrum with the particle can

remain similar (Figs. 5.6(a) and 5.6(b)) or become very different (Figure 5.6(c)) from that of the

trap.

Most importantly, Figure 5.6 shows that the force spectrum follows the spectrum of the coupled

system, rather than that of the sole antenna. This gives evidence on the active involvement of

the particle in trapping. For more detailed analysis, we study the distribution of the near-fields

and surface polarization charges on the points indicated as A, B, C, and D in Figures. 5.5 and

5.6 in the following subsection.

Near-fields and polarization charges

The near-fields and polarization charges on the nanostructure surfaces show how the particle

couples with the antenna. In particular, the polarization charges are typically a complex

quantity, and we shall report both its real and imaginary parts since they together provide

information about the phase shift between the incident light and the charge oscillations as well

as the amplitude of the response [110]. For example, depending on the excitation frequency, a

time-harmonic forced oscillator is not oscillating in phase with the driving force but lags by

a certain amount of phase that becomes 90◦ on resonance. This 90◦ phase lag moves all the

information to the imaginary part so that we must look at both the real and imaginary parts

for accurate analysis.

Figure 5.7(a) shows the near-field amplitude distribution around the antenna and a 20 nm par-

ticle when the force is maximum atλ = 790 nm . The incident field amplitude was set to be 1 for

all the near-field plots so that the field amplitude can also be read as amplitude enhancement

factor. The field distribution is similar to that without the particle in Figure 5.1(b). This implies

that the field disturbance caused by the particle is not significant, which we already confirmed

in the previous section through the comparison of the force between the two approaches. It is

also clear from Figure 5.6(a) that the inclusion of the particle to the system shows very little

change in the resonance spectrum. The dipolar charges on the particle surface on the right

side of Figure 5.7(a) prove that the dipole approximation is valid for this size. In addition, the
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imaginary part of the complex charge dominates over the real part, which tells us that the

system behaves simply like a driven oscillator.

The optical force then reaches its local maximum at the particle size of 100 nm, and the

corresponding fields and polarization charges are shown in Figure 5.7(b). They show that the

larger particle has a stronger coupling with the antenna. Particularly, in the near-field plot,

the field is intensely localized at the gap between the particle and the antenna. In the charge

plot, on the other hand, the particle is still polarized like a dipole, but it has a higher charge

density closer to the antenna. This is indicative of an attraction of opposite charges between

the particle and the antenna, which can also be interpreted as optical binding [201, 202]. The

resonant wavelength of maximum force is also shifted from 790 nm to 805 nm as a result of

the strong coupling.

As the particle size further increases, the optical force enters a new phase: its magnitude

becomes much more extensive, and the force sign changes from negative (attracting the

particle) to positive (pushing it away) depending on the incident wavelength of light. For

example, the force magnitude exerted on a 200 nm particle is approximately 4 times larger

than that on a 100 nm particle at each investigated points (the points B and C in Figure 5.5).

The near-field and charge plots for the antenna with a 200 nm particle in Figs. 5.7(c) and

5.7(d) offer some insights into the underlying physics of these complex phenomena, and they

have many interesting points to address. First of all, Figure 5.7(c) shows that the particle

couples with the antenna in a way that reinforces the antenna resonance; the factor of near-

field amplitude enhancement reaches up to 50 (not obviously shown in the plot due to the

uniform color bar scale), and the polarization charge magnitude is also larger compared to

the other cases with the smaller particles. The charge plots on the right side of Figure 5.7(c)

also illustrate that the charges on the particle surface develop into a more complicated way,

showing asymmetric multipole modes. The charges especially tend to concentrate on the side

closer to the antenna and form the inverse mirror image on that face. This peculiar behavior of

the charges may explain the extraordinary force that attracts the particle towards the antenna,

which may also be understood as optical binding induced by the intense optical near-fields.

Lastly, the real part of the charge now becomes comparable to its imaginary part. It implies

that the particle and the antenna form a compound system, which is not anymore like a simple

harmonic oscillator [110].

On the contrary, Figure 5.7(d) shows the field and charge plots for the particle of the same

size, 200 nm, but when the antenna is out of resonance, i.e., the incident wavelength is λ = 920

nm. At this wavelength, the antenna does not produce significant near-fields, which means

that the gradient force would not be strong enough to trap the particle. At the same time, the

scattering force acting in the direction of propagation scales up with the particle size since in

first approximation it is proportional to the scattering cross-section. As a result, the net force,

which is the sum of the gradient and scattering forces that are opposite each other, can push

the particle away.
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Figure 5.7 – (Left) Near-field amplitude distributions and (Right) real ℜ and imaginary ℑ parts
of the polarization charges on the nanostructure surfaces. The parameter sets marked as A, B,
C, and D in Figure 5.5 are analyzed to represent different coupling regimes. (a) Nanoparticle
diameter δ = 20 nm and incident wavelength λ = 790 nm; (b) δ = 100 nm and λ = 805 nm; (c) δ
= 200 nm and λ = 795 nm; (d) δ = 200 nm and λ = 920 nm.
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Figure 5.8 – Origin of the repulsive force. (a) Dipole moment amplitudes of the antenna (solid
line) and the 200 nm particle (dashed line). (b) Force exerted on the 200 nm particle with two
different illuminations: the light propagating +z and −z directions (red and blue solid lines).
The absorption cross-section of the total system with the 200 nm particle (black dashed line).

Contribution of the scattering force acting on a particle

Figure 5.8 makes this argument more convincing. Figure 5.8(a) shows the dipole moment

amplitudes for the antenna and the particle, computed from their surface polarization charges.

The antenna’s dipole moment has a maximum at λ = 800 nm where the antenna is on reso-

nance. On the contrary, the particle’s moment remains large for longer wavelengths. So at λ =

920 nm, which is the wavelength used in Figure 5.7(d), the incident light mainly interacts with

the particle, and therefore, the scattering force is likely to dominate the net force. In addition,

if we compute the scattering force acting on the 200 nm particle in the absence of the antenna

under the same conditions, the force become 2.3 pN; this value is very close to the total force

obtained from the computation with the antenna, which is 2.2 pN.

On the other hand, Figure 5.8(b) shows the force spectra on the 200-nm particle for two

different illumination directions as well as the spectral response of the total system. The force

spectra (the blue and red lines) are reversed in the vertical direction to make the comparison

with the system response easier. So far, the light is incident in the +z direction so that the

scattering force is in the direction of pushing the particle away from the antenna. If the light is

incident in the −z direction such that the scattering force also pushes the particle toward the

antenna as the gradient force does (the inset of Figure 5.8(b)), we expect that the repulsive

behavior will disappear. The blue line in Figure 5.8(b) shows the force spectrum for this case

and we do not see any repulsive force.

Another interesting point in Figure 5.8(b) is that the force spectrum deviates from the spectrum

of the absorption cross-section of the system (the black dashed line) in the opposite way

depending on the direction of illumination. In this way, we can observe the contribution of
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the scattering force according to whether it is additive or subtractive to the gradient force.

5.3 Conclusion

We have compared the MST method with DA for force calculations to study how the interaction

between a metallic particle and a trapping plasmonic dipole antenna influences the optical

force. Quite surprisingly, and in spite of the strong coupling between both structures, the DA

method still works very well, especially particles smaller than 15 nm. The discrepancy between

the two approaches become noticeable for extreme cases, for example, when the antenna is on

resonance, and the particle is in the location of high-intensity fields. In most cases, however,

the DA method remains accurate and reliable. Besides that, we have studied the optical force

in systems with larger particles, whose sizes are beyond the range of the dipole approximation.

We have found different coupling regimes with large particles, where the particle polarization

is much more complicated than a simple dipole. The force in such an intricate system has

shown either attractive or repulsive behaviors depending on the excitation conditions, and the

distribution of polarization charges on the structures at hand explain well these behaviors.
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6 Plasmonic assemblies realized by
optical manipulation

A part of this chapter is in preparation for publication in a peer-reviewed journal.

6.1 Introduction

Optical tweezers are an extremely useful tool to grab, move, arrange, and assemble small

objects in the microscopic world in a similar way that human hands can [11, 16, 203, 204].

With their general ability to manipulate matter, optical tweezers hold a unique position when

it comes to manufacturing at the nanoscale [13]. If an optical tweezer can place an object

precisely where we want, we can utilize it to realize nanoscale additive manufacturing. For

instance, it can be used to create a three-dimensional architecture by incorporating an element

into a planar device fabricated by top-down lithographic processes. As Richard Feynman

stated in his famous lecture, “there is plenty of room at the bottom.” [1]

In this final chapter, we will look at the use of optical tweezers from that perspective. In

particular, we will investigate how the optical response of a nanostructure can be altered by

introducing a new element into the system. Plasmonic nanoantennas and nanoparticles are

excellent candidates for investigating this effect [86]. They can be resonantly excited with

visible light, resulting in strong near-fields that can be used in a variety of applications such

as Raman spectroscopy [205, 206], biosensing [82, 207], photocatalysis [208, 209], and photo-

voltaics [78, 79]. When the near-fields of two independent systems are brought close together

and overlap, they interact strongly and, in some cases, completely transform the manner in

which they interact with light [84, 210–212]. This fascinating phenomenon can be used to

engineer the optical response of a system, transforming nanostructures into "tailor-made"

materials suitable for diverse applications. Optical tweezers can provide an unprecedented

way to realize this concept by hierarchically assembling a coupled system on demand.

Figure 6.1a illustrates the optical system that will be studied in this chapter. Inspired by

plasmonic oligomers [211, 213–215], which are artificial molecules made up of nanoparticles,

we considered a ring-type hexamer (a plasmonic analog of a benzene molecule) that can
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Figure 6.1 – Nanoflower trapping. a, Schematic picture of a nanoflower and a nanoparti-
cle trapped at the center. b, Scanning electron microscope (SEM) image of a fabricated
nanoflower (top view). Scale bar, 100 nm. All credit to Robert Wolke (a former member of
the Nanophotonics and Metrology Laboratory) for nanofabrication. c, Size distribution of
colloidal nanoparticles used for trapping experiments. This probability distribution of hydro-
dynamic size was determined by the intensity of dynamic light scattering (DLS). d, Optical
scattering cross sections (SCS) numerically calculated for a nanoflower with and without a
particle (100 nm). e, Optical SCSs computed for different particle sizes ranging from 60 to 140
nm.
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be converted to a heptamer by introducing a central particle inside the ring. The resonant

coupling transition from a hexamer to a heptamer was studied by Hentschel et al. [213];

they measured the extinction spectrum of large hexamer and heptamer arrays fabricated by

electron-beam lithography and experimentally demonstrated the emergence of a dark Fano

resonance [211] with the introduction of the central particle.

With this well-studied example, we demonstrate the possibility of optical tweezers to provide

a bridge between lithographically defined structures and chemically synthesized colloidal par-

ticles. Starting with a lithographically fabricated nanostructure (Figure 6.1b), which we refer

to as a nanoflower because of its flower-looking shape, we trap a colloidal gold nanoparticle

inside the nanoflower, resulting into a modest three-dimensional profile due to the relatively

flat nanoflower (40 nm thickness) and the spherical colloidal particle (100 nm in diameter on

average) as well as an interesting spectral change (Figure 6.1d). Unlike structures that are en-

tirely defined by the lithographic process, structures assembled by the optical tweezer contain

inherent variances. Hence, we theoretically investigate various particle–flower coupling sce-

narios caused by variance in colloidal particle size and uncertainty in particle position. To this

end, we introduce a coupled oscillator model in order to quantify the optical coupling between

particle and nanoflower in simulation results. Finally, this model is applied to experimental

data to better comprehend optical coupling in measured spectra.

6.2 Materials and methods

6.2.1 Gold colloids

We obtained gold nanoparticles in a citrate buffer with an average diameter of 100 nm from

Sigma-Aldrich. Following the method described in Section 2.2.4, dynamic light scattering was

used to determine the gold colloids’ size distribution. The result is shown in Figure 6.1c, which

follows a well-known log-normal distribution [216].

6.2.2 Fabrication of nanoantennas

The procedure detailed in Section 2.3 was used to create the nanoantenna structures. As a side

note, besides the nanoflower geometry studied throughout this chapter, we also investigated

the dipole antenna structures that were the subject of Chapter 5. The 30 nm gap size of the

dipole antenna was much smaller than the particle size used in this study. There were three

hot spots on the antenna, one in the gap and two at the ends of the arms. Even though these

three hot spots were the likely trap positions [184], we discovered that after a particle was

trapped, it moved around among these spots. This is possibly because, in relation to the size of

the antenna, these hot spots are situated so close that the particle can jump from one hot spot

to the other. When compared to the one without the antenna structures, this led to exceedingly

unstable trapping of particles.
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On the contrary, the nanoflower structure features a pocket at the center that can accom-

modate a particle within its structure. Figure 6.1b shows an electron micrograph of a real-

ized structure using e-beam lithography. The optical force exerted on a particle around the

nanoflower will be discussed in the results and discussion section.

6.2.3 Trapping experiments

We used the identical optical trapping setup in Section 2.2.2. The He-Ne laser power was set to

16 mW before the entrance pupil of the trapping objective, which was the maximum output of

the laser at the power-measurement plane.

The particle solution and fluidic chambers were prepared in accordance with Section 2.2.1.

The only distinction was the nanoflower arrays fabricated on the chamber’s bottom wall. The

particles were either captured directly on the nanoflower or captured on a neighboring glass

surface before being transported to the nanoflower using the piezo-electric stage. For colloidal

stability, CTAC, a cationic surfactant, was added to the particle solution to reach a 1 mM

concentration.

6.2.4 Spectral measurements

To investigate the interactions between nanoflowers and trapped particles, the optical spectra

of individual antennas were measured before and after particle trapping. For spectral mea-

surements, we used a spectrograph (Andor Shamrock 303i) connected to a side port of the

imaging microscope and a spectroscopic CCD camera (Andor iDus 401, DU401A BR-DD).

We initially measured the spectra of each nanoflower immersed in the particle solution un-

der white light illumination (a halogen lamp). Next, we switched the trapping laser on and

recorded the trapping process with an imaging CMOS camera. Due to the resolution of the

optical microscope, it was difficult to determine whether or not particles remained within

nanoflowers after they were trapped. The spectrum of each antenna measured again after the

trapping trials helped validate the existence of a particle.

6.3 Results and discussion

6.3.1 Trapping nanoparticles within a nanoflower

Let us assume that we grab a particle and deliver it to a nanoflower with an optical tweezer. Will

the particle be attracted toward the nanoflower’s central void, as illustrated in Figure 6.1a? How

would the particle behave in the near-fields of the nanoflower? To answer these questions, we

calculated the optical force exerted on a particle while it was in close proximity to a nanoflower.

Given that we used particles with an average size of 100 nm, the dipole approximation may

not be applicable in this case [72]. Therefore, to figure out the optical force numerically, we

used the the Maxwell’s stress tensor (MST) method. For all the force calculations, the light was
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Figure 6.2 – Computed optical force along the z-axis while varying the particle’s height (a) or
its diameter (b). The distance in a refers to the distance between the particle’s bottom surface
and the glass surface at the center of the nanoflower. In the case of b, the particle’s bottom
surface is fixed to the glass surface. The excitation field was incident from the top and had a
wavelength of 630 nm, corresponding to the trapping laser wavelength.

incident from the top to the bottom at the wavelength of 630 nm to simulate the experimental

trapping configuration.

We started by placing a particle along the z-axis in a three-dimensional space with a nanoflower

resting on the x–y plane and with the origin at the center of the nanoflower. We varied the

distance between the particle’s bottom and the glass surface from 50 to 0 nm, bringing the

particle down to the central space. The force calculated along the z-axis is shown in Figure 6.2a.

We considered two different particle sizes, 100 nm and 140 nm. Interestingly, the vertical force

acting on the 100 nm particle was always positive, pushing the particle upward. The 140 nm

particle, on the other hand, encountered a sudden attractive force when the distance became

less than 10 nm.

Such a size-dependent force is reminiscent of the optical force examined in Chapter 5 near

the dipole antenna. Figure 6.2b depicts our subsequent examination of the optical force while

varying the particle size. We fixed the particle’s bottom to the x–y plane and increased the

particle diameter from 60 nm, the smallest size observed in the DLS size distribution, to 140

nm, the largest size that can fit within the nanoflower’s central space. Figure 6.2b reveals that

the force stays repulsive (positive) up to a size of 120 nm, after which it declines abruptly. This

behavior differs significantly from that of the dipole antenna. We recall from Chapter 5 that

the force of repulsion was caused by the momentum transfer of light traveling in the opposite

direction. For the calculations in Figure 6.2, however, the light was incident from the top to

the bottom, such that the scattering force also pushed the particle toward the nanoflower. The

scattering force is also proportional to the size of the particle, and thus it cannot explain the

growing repulsive force for particle sizes between 60 nm and 120 nm.
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Examining their resonant coupling to an external excitation may shed light on this behavior.

Going back to Figures 6.1d and e, we can find the wavelength of the trapping laser indicated

as vertical dashed lines on top of the resonant spectra. According to Figure 6.1d, the laser

wavelength is shorter than the nanoflower’s resonance peak. In the case of the particles,

however, this wavelength can be shorter or longer than the particle’s resonant wavelength

depending on its size. For particles larger than 120 nm, the laser wavelength is shorter than

the resonant wavelengths for both the particles and the nanoflower. This suggests that the

light-induced oscillations of the electrons are more or less in-phase between the particle and

the nanoflower, a condition in favor of bonding attractions [200, 211]. On the other hand, the

increase in their phase difference for particles smaller than 120 nm can result in anti-bonding

interactions rather than bonding ones. This interpretation supports the inversion of the force

direction in Figure 6.2b for particles smaller than 120 nm in diameter.

To confirm this interpretation, we visualized the polarization charge distributions on the

particle and nanoflower surfaces. Figure 6.3 shows the result with two different particle sizes:

100 and 140 nm. For the 100 nm particle, we observe that both the particle and the nanoflower

are excited, but with opposite dipole moments: The particle is excited like a dipole, and the

Figure 6.3 – Polarization charges on the surfaces of the coupled system (a, 100 nm and
b, 140 nm particle diameters), while changing their distance to the nanoflower. The dis-
tances are respectively 50, 25, and 0 nm from top to bottom. Blue and red colors represent
positive and negative charges, and the color scales indicate charge density. For comparison,
the same color scales are applied to all plots (i.e., the same color represents the same value).
Both real and imaginary parts of the polarization charges are shown together to deliver phase
information.
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Figure 6.4 – Polarization charges on the nanoflower surfaces without a particle.

charge distribution of the nanoflower resembles that of the nanoflower without the particle,

as depicted in Figure 6.4. As the particle approaches the nanoflower, local perturbations in

the charge distribution at the particle’s bottom are detected. With the exception of these local

charge attractions, it appears that they are independently excited and, especially, out-of-phase

with one another, confirming the idea of anti-bonding modes.

For the larger particle scenario depicted in Figure 6.3b, we observe substantial differences

compared with the 100 nm particle, especially in the charge distribution on the nanoflower’s

surfaces. Compared to the charge distribution of the isolated nanoflower (Figure 6.4), this

distribution appears drastically different and is strongly affected by the particle. This indicates

that the particle controls the global charge behavior. Another noticeable difference with

this larger particle is that the particle diameter (140 nm) is more than three times the height

of the nanoflower (40 nm), creating a three-dimensional profile. This profile increases the

complexity of the charge behaviors and reveals additional charge coupling along the vertical

axis as illustrated in Figure 6.3b.

There is an additional distinction between 100 nm and 140 nm particles: As the particles

approach the nanoflower, the amplitude of the charge separation decreases for the smaller

particle while it increases for the larger particle. As depicted in Figure 6.5, this is much

more noticeable when we examine the near-field distribution of the coupled system. These

opposing trends in the near-fields support the bonding and anti-bonding modes and indicate

whether the coupling is favorable or not. From these force calculations, we can conclude that

the nanoflower structure is more likely to trap larger particles.
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Figure 6.5 – Near-field intensity distributions for the two particles (100 nm diameter from a to
c and 140 nm diameter from d to f) while changing their vertical location along the z-axis. The
distance dz refers to the distance between the particle’s bottom surface and the glass surface.
The particle touches the glass surface when dz = 0.
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Figure 6.6 – Optical force exerted on a 100 nm nanoparticle located 5 nm above the nanoflower.
a, Near-field intensity enhancements at the cross-section of a nanoflower parallel to the x–y
plane (z = 20 nm). b, Optical force calculated by the Maxwell’s stress tensor (MST) method by
sweeping the position of a 100 nm gold nanoparticle (not shown) above the x–y plane. The gap
distance between the nanoflower’s top surface and the particle’s bottom surface remains 5 nm.
Only the force components parallel to the x–y plane (Fx ,Fy ) are shown as a two-dimensional
(2D) vector plot. The force magnitudes are represented by both the colors and the lengths of
the arrows. c, A three-dimensional (3D) vector plot for the same optical force, including the
force along the z-axis (Fz ). The incident light has a wavelength of 630 nm, propagating from
the top to the bottom of the structure (along the −z direction), polarized along the x axis for
all the calculations in a, b, and c.
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Figure 6.7 – Optical force exerted on a 140 nm nanoparticle located 5 nm above the nanoflower.
a, 2D vector plot for the optical force. The particle geometry is included in the numerical
calculation but omitted for legibility. b, 3D vector plot for the same optical force, including the
force along the z-axis (Fz ). Simulation conditions are the same as in Figure 6.6 except for the
particle size.
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So far, we have only observed the force along the vertical direction when the particle is at

the central axis. We also calculated the force while sweeping the particle’s x- and y-positions

above the nanoflower. Figure 6.6 summarizes the result with a 100 nm nanoparticle located 5

nm above the nanoflower structure. Cross-sectional near-field intensities at the nanoflower’s

mid-height (at z = 20 nm) is shown in Figure 6.6a, where the incident field was polarized along

the x-axis. Due to the narrow gaps between the petals (the upper and lower pairs), the field

intensities are the strongest at those gaps. When we place the particle above the structure,

the particle feels the force in the x- and y-directions as shown in Figure 6.6b, i.e., the particle

is pushed toward the outer rim of the nanoflower. Specifically, the three-dimensional force

representation in Figure 6.6c reveals that the particle is strongly attracted to each of the petals.

Figure 6.7 shows a similar result with the largest nanoparticle (140 nm) located 5 nm above

the nanoflower. Comparing Figures 6.6 and 6.7, we find close similarities between the 100

nm and 140 nm particles in the way they feel forces near the nanoflower, in contrast to our

earlier observation on the vertical forces, which revealed opposite behaviors for these two

particles (Figure 6.2a). However, if this 140 nm particle happened to be in the exact center of

the nanoflower where the forces in both x- and y-directions are balanced due to symmetry,

the particle would only feel the downward force and could be trapped inside the nanoflower.

This seems to be improbable for the 100 nm particle as it feels only the upward force even

when it is in the center.

In actual experiments, the trapping laser is a focused beam rather than a plane wave. Since we

simplified the incident beam as a plane wave in the simulation, there must be a discrepancy

between the force calculated in the simulation and the force experienced by a particle. For ex-

ample, the focused laser beam exerts a trapping force that must be superimposed on the force

generated by the nanoflower’s near-field. Furthermore, we can control the particle’s position

to some extent using the optical tweezer and the piezoelectric stage. When combined, they

can increase the likelihood of particle trapping within the nanoflower structure, overcoming

the simulation’s diverting forces.

6.3.2 Experimental results

We performed trapping experiments with gold nanoparticles (100 nm diameter on average)

and lithographically fabricated nanoflower arrays in order to observe a strong optical interac-

tion between them. As depicted in Figure 6.8, we subtly modified the nanoflower configuration.

In this figure, the inner pocket size increases from left to right by shortening the petal lengths

while maintaining the overall dimension. After performing dozens of tests, we determined that

the nanoflower with the smallest pocket (F1) was incapable of capturing particles, possibly

because the particles were too large to fit in the central space. However, nanoflowers with

medium (F2) and large (F3) pockets were able to trap particles and exhibited spectral changes

after trapping. Therefore, we focus on the results with designs F2 and F3.

Figure 6.9 displays three example spectra for nanoflowers with the F2 configuration. It shows
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Figure 6.8 – SEM images of three nanoflower configurations with different pocket sizes. The
inner pocket size increases from F1 to F3 by reducing the size of the petals while maintaining
the overall dimension. The diameters of the pockets are respectively 65, 85, and 105 nm.
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Figure 6.9 – Three example spectra from individual nanoflowers with the F2 design (F2-a, F2-b,
and F2-c), comparing spectra before (gray) and after (red) particle trapping.
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Figure 6.10 – Example spectrum with no spectral splitting after particle trapping. a, This
example exhibits an overall enhancement, with a notable increase at around 600 nm after
particle trapping. c, This change can be interpreted as the absence of coupling, where the
coupled spectrum can be reproduced by a simple superposition of the nanoflower (i in a) and
nanoparticle (ii in b) spectra.

spectra from individual nanoflower measurements before and after particle trapping, clearly

demonstrating a spectral transition due to the flower–particle coupling. However, not every

trapping experiment produced a prominent transition. Only four of the 32 trapping measure-

ments from this batch of F2 arrays exhibited such a significant difference; the rest showed

overall signal increases or more pronounced enhancements at shorter wavelengths (600–700

nm), as illustrated in Figure 6.10a. We discovered that this enhancement at approximately 600

nm can be reproduced by a simple superposition of the nanoflower measurement without a

particle and that of a separate nanoparticle, as shown in Figure 6.10c. This suggests that the

coupling between the particle and the nanoflower is negligible for this measurement, which

could be the case when the particle is fixed outside at a distance from the nanoflower (roughly

more than 300 nm from the nanoflower center based on calculations).

In order to understand the odds against a strong coupling, we should consider the necessary

conditions for strong coupling. First, the particles should be contained within the nanoflowers’

centers. Suppose it is trapped elsewhere, such as on top of a petal or on the outside of the

nanoflower. In that case, it is only coupled to a portion of the nanoflower’s structure, from

which we cannot expect the same effect as when the particle interacts with all the petals and

forms an ensemble. Second, the particles should be large enough to fill the central space.

Figure 6.11 depicts how the spectral splitting evolves as particle size increases. This simulation

result demonstrates that the larger particle induces a more pronounced spectral shift. On
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Figure 6.11 – Spectral variation of the nanoflower–particle system while increasing the particle
diameter. a, Drawing of the configuration. b, Scattering cross-section when varying the
diameter of the particle from 60 to 140 nm.

top of that, we observed repulsive force in the force calculation for particles smaller than 130

nm. This vertical repulsive force may have made it difficult to trap smaller particles. With

these arguments, we can understand the low probability of strong coupling as a result of the

interplay between the inherent variance in particle size in the colloidal dispersion (Figure 6.1c)

and the disturbance in particle position due to random thermal movements or repulsive force

generated by the nanoflower’s near-field.

Figure 6.12 illustrates three additional examples with the F3 configuration. They were chosen

from a total of 64 trapping measurements. The likelihood of achieving a strong coupling

was slightly higher with the larger pocket size (10 out of 62). The rest of this measurement

set showed diverse transitions: Some exhibited an increase in the overall signal strength

or a more pronounced enhancement at the particle resonant wavelength, similar to the F2

design. Others showed unexpected spectral changes, possibly due to broken symmetries when

particles are trapped not exactly at the center. Another noticeable difference is that the F3

designs have a narrower spectral splitting than the F2 designs for those showing prominent
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Figure 6.12 – Three exemplary spectra from individual nanoflowers with the F3 design (F3-a,
F3-b, and F3-c), comparing spectra before and after trapping nanoparticles.
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transitions, possibly implying a weaker coupling with a larger pocket size.

6.3.3 Coupled oscillator model

We have looked at several examples of experimental results. However, these experimental

results clearly diverge from the simulation results observed previously. Simulations allow

precise control over the size and location of particles, whereas experimental results do not

reveal such information. Consequently, it is challenging to determine which factors account

for the differences between experiments and simulations. In order to comprehend these

experimental findings in-depth, we will investigate this problem using the well-known coupled

oscillator model. We will first search for model parameters that can express the simulated

and measured spectra. Then, instead of comparing spectra themselves, these parameters will

be compared to gain a quantitative understanding of the optical coupling in flower–particle

systems.

Single forced oscillator with damping

The free electron cloud in a metallic nanostructure is bound by its geometry. This geometrical

boundary exerts a restoring force when the electrons are displaced by an external force. With an

oscillating force, the electron cloud oscillates back and forth like a mass on a spring. Therefore,

the resonance spectrum of a plasmonic nanoparticle can be modeled as that of a forced

oscillator with damping. In this case, the driving force can be an external electromagnetic wave,

and the damping process can be attributed to both radiative damping (i.e., the transformation

of particle plasmons into photons) and non-radiative damping (i.e., energy dissipation through

collisions and release of heat).

To model a single nanoparticle, we begin with the equation of motion of a damped oscilla-

tor with mass mP (the subscript P stands for particle, and we use it to distinguish it from

nanoflower parameters for that will be discussed later):

mP (d 2x/d t 2)+ cP (d x/d t )+kP x = F , (6.1)

where x is a displacement of the oscillator, cP (d x/d t) is a friction term proportional to the

velocity, kP x is a restoring force proportional to the displacement, and F is an external driving

force. Dividing out the mass mP and writing cP /mP = γP and kP /mP = ω2
P , Equation 6.1

becomes

(d 2x/d t 2)+γP (d x/d t )+ω2
P x = F /mP . (6.1a)

Suppose that the driving force F is a linearly polarized light with a frequency ω, i.e., F = F̂ e iωt
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and consequently x = x̂e iωt . Then Equation 6.1a would become

[(iω)2x̂ +γP (iω)x̂ +ω2
P x̂]e iωt = (F̂ /mP )e iωt . (6.2)

If we divided by e iωt on both sides, we would obtain the complex response x̂ to the given force

F̂ :

x̂ =
F̂

/
mP

ω2
P −ω2 + iγPω

. (6.3)

By multiplying its complex conjugate, we get the square of the magnitude. This quantity

corresponds to the signal intensity (I ) that we obtain in spectral measurements:

|x̂|2 =
F̂ 2

/
m2

P(
ω2

P −ω2
)2 +γ2

Pω
2
∝ I . (6.4)

Equation 6.4 considers a mechanical oscillator with mass mP and external driving force ampli-

tude F̂ . For a single charge q , the force becomes qÊ and the numerator in Equation 6.4 thus

involves q and Ê . However, in practice, the signal intensity also depends on measurement

conditions such as the exposure time of a spectral measurement and the slit width of the spec-

trometer. Therefore, we simplify the numerator just as AP for the measured signal intensity I :

I =
AP(

ω2
P −ω2

)2 +γ2
Pω

2
, (6.5)

which we use for modeling the response of a single nanoparticle resonance, both for simulation

and measurement.

Figure 6.13 illustrates the results fitted to particle responses using Equation 6.5. The particle

response in a was obtained by simulating a gold sphere of 100 nm diameter in a uniform

background whose dielectric permittivity was the average of that of the glass and water [217].

The particle response in b was obtained by measuring a random particle stuck on the glass

substrate during a trapping experiment. The fitting range of the spectrum was between λ =

500 and 1000 nm. We chose this region because the scattering spectrum has a shoulder below

500 nm, as seen in both a and b. The reason for this shoulder is the interband excitation of

electrons, which refers to the transition of electrons from the d band to the conduction band

in metals; the corresponding threshold energy for gold is 2.38 eV or about 520 nm [218]. The

oscillator model does not account for this interband transition, so the response below 500 nm

was excluded from the fitting.

We estimated the three parameters (ω2
P , γP , and AP ) in Equation 6.5 for the results in Fig-

ure 6.13. The first parameter ω2
P refers to the squared resonant frequency of the system, which

is directly related to the peak wavelength in the spectrum. The second parameter γP refers

to the damping of the particle plasmon and can be related to the spectral width at the half
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Figure 6.13 – Single particle response modeled with a forced harmonic oscillator with damping.
a, Numerical simulation for 100 nm gold nanoparticle (solid line) and its fitting result (short
dashes). b, Experimental measurement for a gold nanoparticle stuck on a glass substrate
(solid) and its fitting result (short dashed). The responses below λ = 500 nm were excluded in
the fitting process due to the high absorption of gold.
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maximum. The last parameter AP corresponds to the amplitude of the spectrum but has no

physical significance as it is dependent on the measurement (or simulation) conditions.

The fitting results in Figure 6.13 demonstrate that the harmonic oscillator model successfully

represents the particle’s spectral response. Furthermore, the simulation fitting in a and the

measurement fitting in b has a good agreement in ω2
P and γP , providing strong evidence that

the simulation and measurement results are complementary to each other.

On the basis of this understanding, we extend the concept of a single harmonic oscillator to

coupled oscillators, in which two or more oscillators are “connected” to influence one another.

Our ultimate objective is to use these coupled oscillators to represent a system consisting of a

nanoflower and a nanoparticle and investigate the coupling behaviors.

Two coupled oscillators

A nanoflower’s spectrum has a characteristic that distinguishes it from that of a single oscillator.

As shown in Figure 6.15b, it features a shallow dip near the resonance peak. To describe this

suppression in scattering, we introduced the idea of interference between two modes, which

is well known as Fano interference (Figure 6.14 for more details). In optical systems, Fano

interference can arise when a broad resonant mode interferes with a narrow resonant mode.

These broad and narrow resonant modes can be modeled as oscillators with strong and weak

Figure 6.14 – Fano interference in optical systems. The broad scattering amplitude (blue)
shows a slow phase development by π, and a narrow one exhibiting a sudden phase jump of π.
The interference between these two amplitudes results in an asymmetric lineshape (purple
and red) due to constructive interference (where the total scattering becomes larger than the
broad scattering) and destructive interference (where the total scattering becomes smaller
than the broad scattering). The broad state has a high damping (= scattering), so we refer to it
as the bright mode. In the same manner, we refer to the narrow state as the dark mode. The
constant q refers to the Fano parameter appearing in the original Ugo Fano’s formula [219],
which describes the asymmetric shape. Adapted with permission from Ref. [48]. Copyright
2011 American Chemical Society.

96



Plasmonic assemblies realized by optical manipulation Chapter 6

Figure 6.15 – Nanoflower response modeled with two coupled oscillators. The concept of Fano
resonance was introduced, which assumes interference between a bright mode (one that is
excited externally and scatters resonantly) and a dark mode (one that is excited via near-field
and does not scatter into the far field). a, Two-coupled oscillator model and its parameters. b,
Spectral response of a nanoflower and that reproduced by the coupled-oscillator model. c,
Parameters used to plot the fitted curve in b.
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damping. Since we are concerned with the scattering response, the principal damping process

is radiative damping. Thus, we refer to the response of the oscillator with strong radiative

damping as a “bright” mode and that of the oscillator with weak radiative damping as a “dark”

mode.

Assuming that these bright and dark oscillators are connected by a spring as depicted in

Figure 6.15a, we can formulate the equations of motion for the two modes:

d 2xB

d t 2 +γB
d xB

d t
+ω2

B xB + g

mB
(xB −xD ) =

F

mB
, (6.6a)

d 2xD

d t 2 +γD
d xD

d t
+ω2

D xD + g

mD
(xD −xB ) =

F

mD
, (6.6b)

where the subscripts B and D stand for the bright and dark modes, respectively. Compared to

the equation of motion for a single oscillator, the last term containing the coupling constant

g multiplied by the positional difference is added on the left-hand side of each equation to

represent the effect of the second oscillator’s movement on that of the first one and vice versa.

We write g
mB

=ω2
BD for the coupling effect of the dark mode on the bright mode, and g

mD
=ω2

DB

for the coupling effect of the bright mode on the dark mode. (Unlike other literature [49, 220,

221], we do not assume that these two terms are identical in order to develop the equation

further later with the particle, although they can be taken as equal for now.) Since g can be

positive or negative depending on the type of interactions (similar to how the Fano parameter

q can be positive or negative, as illustrated in Figure 6.14) [49], the values forω2
BD andω2

DB can

also be positive or negative despite their squared expression, which follows the convention of

the oscillator model for convenience.

Introducing F = F̂ e iωt and xB ,D = x̂B ,D e iωt into Equations 6.6a and 6.6b and expressing them

in a matrix form yields the following equation:[
ω2

B +ω2
BD −ω2 + iγBω −ω2

BD

−ω2
DB ω2

D +ω2
DB −ω2 + iγDω

][
x̂B

x̂D

]
e iωt =

[
F̂

mB
F̂

mD

]
e iωt . (6.7)

By dividing out e iωt and multiplying with the inverse matrix on both sides, the following

responses are obtained for the bright and dark modes:[
x̂B

x̂D

]
=

[
ω2

B +ω2
BD −ω2 + iγBω −ω2

BD

−ω2
DB ω2

D +ω2
DB −ω2 + iγDω

]−1 [
F̂

mB
F̂

mB

]
. (6.8)

The ultimate quantity of interest is the squared magnitude of the sum of x̂B and x̂D (i.e., |x̂B + x̂D |2),

which corresponds to the total signal intensity of the coupled system. For curve fitting, we

simplify F̂
mB

= AB and F̂
mD

= AD as we did with the single oscillator model; the final fitting

parameters in |x̂B + x̂D |2 are ω2
B , γB , and AB for bright mode; ω2

D , γD , and AD for dark mode;

and ω2
BD and ω2

DB for the coupling.
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Table 6.1 – Constraints and settings used in nanoflower simulation fitting.

Boundary constraints

Parameter name (unit) Lower bound
Lower bound
for initial points*

Upper bound
for initial points*

Upper bound

ω2
B , ω2

D (eV 2) 2 (≈ 877 nm) 2 4 7 (≈ 469 nm)
ω2

BD , ω2
DB (eV 2) -3 -0.5 0.5 3

γB , γD (eV) 0.01 0.01 1 3
AB , AD 0 0 1 5

* Initial values are randomly chosen within these bounds.

Additional constraints

ω2
BD =ω2

DB (Assuming that mB = mD )
ω2

D >ω2
B (Assuming that the dark mode has a higher energy than the bright mode)

Miscellaneous settings

a. Number of trials: 64
b. Fitting range: 500 nm < λ < 1000 nm
c. Regularization: L2-norm [223]

In our curve fitting, the primary objective is to minimize in the least-squares sense the differ-

ence between the response from the coupled oscillator model and that from the simulation.

The dashed line in Figure 6.15b shows the fitted curve, and the heat map in Figure 6.15c

depicts the values of the fitting parameters. The diagonal values in the above heat map refer

to ω2
B and ω2

D , which are the squared resonance frequencies of the uncoupled bright and dark

modes. The off-diagonal terms are the coupling constants, ω2
BD and ω2

DB . During the fitting

process, we assumed ω2
BD =ω2

DB under the assumption that all electrons in the nanoflower

participate in both modes and thus mB = mD . The resonant frequencies of the coupled bright

and dark modes are the sum of each row’s diagonal and off-diagonal components. The detailed

fitting constraints are provided in Table 6.1. We utilized a Python package (Scipy optimiza-

tion; scipy.optimize.minimize function) to solve the optimization problem with linear and

non-linear constraints [222].

The fitted spectrum in Figure 6.15b closely matches the simulated spectrum, demonstrating

the congruence of the Fano interference model in representing the nanoflower’s response.

Moreover, the damping constant for the bright mode is much larger than that for the dark

mode. (γB À γD ) as predicted by the Fano model. It also appears that the bright mode drives

the dark mode rather than the external field since AD = 0, as shown in Figure 6.15b.

Figure 6.16 depicts the polarization charges close to and far from the Fano resonance wave-

length, which provides some physical insight into the bright and dark modes in the nanoflower

system. For wavelengths far from the Fano interference range, e.g., at λinc = 800 nm in Fig-

ure 6.16a, the charges have a dipole-like distribution (the incident field was polarized along

the horizontal direction). This distribution persists across the whole wavelength spectrum,

with the exception of the narrow region where Fano interference occurs. In the middle of
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the Fano interference region, e.g., at λinc = 660 nm in Figure 6.16b, a more complex distribu-

tion of charges emerges on top of the dipole-like distribution. Because the external electric

field only has a horizontal component, it is more likely that the nanoflower’s near-field was

responsible for this intricate charge distribution than the direct external electric field. This

interpretation supports the fitting result that the dark mode is not externally driven. (AD = 0).

In addition, it is widely understood that quadrupoles and higher-order modes contribute little

to far-field scattering. Consequently, the development of these higher-order modes provides a

new, complementary perspective on the decrease in the scattering spectrum.

Having validated its applicability with simulated data, we applied the Fano interference model

to experimental results (Figure 6.17, for the nanostructures shown in Figure 6.8). For ex-

perimental data fitting, we utilized some prior information from the simulation fitting, as

the measurement fitting was more challenging due to weakened Fano features, as visible in

Figure 6.17a. To summarize, we tightened the upper and lower limits on fitting parameters and

implemented additional parameter regulations, as detailed in Table 6.2. To be more specific,

we imposed the following two constraints: First, we assumed that the dark mode is not driven

externally, in agreement with the simulation fitting, and set accordingly AD = 0. Second, we

constrained the damping and coupling constants to satisfy γB > |ωBD | > γD , which corre-

sponds to the regime of weak coupling in Fano interference [224]. The simulation fitting result

satisfied this condition, and we applied it to the measurement fitting; without this constraint

and as a result of overfitting, the parameters would have values diametrically opposed to those

predicted by the Fano model, such as γD À γB . To comply with this constraint, we applied

additional regularization on |ωBD | and |ωDB | and adjusted the regularization weights for each

fitting.

As a result, good agreements were observed between the measured and fitted spectra in

Figure 6.17a. Fluctuation in the values of the fitting parameters in Figure 6.17b might have

been caused by variations in the shapes of nanoflowers after fabrication, although we did

not observe a clear distinction between F2 and F3. The diminished Fano interference in the

Figure 6.16 – Polarization charge distributions far from the Fano resonant wavelength (a) and
in the middle of the Fano resonant wavelength (b).
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Figure 6.17 – Two-coupled oscillator model fitted to the nanoflower spectral measurements.
a, Measured and fitted spectra for the six previously presented examples. b, Corresponding
fitting parameter values including those for simulation: (left) the resonant frequencies of
the bright and dark modes, ωB and ωD ; (right) the damping constants (γB and γD ) and the
absolute value of the coupling constants (ωBD and ωDB , which are set to be equal).
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Table 6.2 – Constraints and settings used in nanoflower measurement fitting.

Boundary constraints

Parameter name (unit) Lower bound
Lower bound
for initial points*

Upper bound
for initial points*

Upper bound

ω2
B , ω2

D (eV 2) 2 (≈ 877 nm) 3 4 5 (≈ 555 nm)
ω2

BD , ω2
DB (eV 2) -3 -0.5 0 0**

γB , γD (eV) 0.01 0.1 1 3
AB 0 0 1 5

* Initial values are randomly chosen within these bounds.
** The upper limit of 0 makes these parameters always negative.

Additional constraints

ω2
BD =ω2

DB (Assuming that mB = mD )
ω2

D >ω2
B (Assuming that the dark mode has a higher energy than the bright mode)

AD = 0 (Assuming that the dark mode is not externally driven)
γB > |ωBD | > γD (Weak-coupling regime [224])

Miscellaneous settings

a. Number of trials: 32
b. Fitting range: 500 nm < λ < 850 nm
c. Regularization: L2-norm

measured spectra led to smaller differences between γB and γD .

So far, the parameters used in the single oscillator and two-coupled oscillator models have

successfully represented the nanoparticle and nanoflower systems, respectively. Using these

parameters as building blocks, we will construct a coupled system with three oscillators: one

for the nanoparticle and two for the nanoflower. We will then estimate the spring constants

connecting these two systems to quantify the coupling strength, which will be discussed in

depth in the following section.

Three coupled oscillators

What would happen if two independent systems were brought close together? We know that

the charges on each system would interact more strongly as they get closer [225]. We model

this additional interaction by adding new “springs” into the existing system. When we trap a

particle inside a nanoflower, we assume that two additional connections form between the

particle and the nanoflower’s bright and dark modes, as depicted in Figure 6.18. Using these

three coupled oscillators, we attempt to find parameters that describe the spectral response of

coupled flower–particle system.

The equations describing the motion of these oscillators are very similar to those describing

the motion of the two coupled oscillators (Equation 6.6). Although Figure 6.18 is drawn in

two dimensions, we formulate the equations of motion in one dimension. In other words, we
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Figure 6.18 – Coupled oscillator model for nanoflower–nanoparticle coupled system. (Left)
Separate systems before trapping. (Right) Coupled particle–flower (bright and dark) system
after trapping.

describe each oscillator’s displacement with a single coordinate, x, as we did previously for

the particle and nanoflower modeling. The underlying idea is that since the external driving

force is a linearly polarized electric field, we only consider the charge oscillations along this

direction to simplify the problem. In addition, the bright and dark oscillators are notional

oscillators with no direct relationship to physical space. This notion allows us to align the

three oscillators in one dimension.

Based on this understanding, we construct the equations of motion for the bright (B), dark

(D), and particle (P) oscillators as follows:

d 2xB

d t 2 +γB
d xB

d t
+ω2

B xB +ω2
BD (xB −xD )+ h

mB
(xB −xP ) =

F

mB
, (6.9a)

d 2xD

d t 2 +γD
d xD

d t
+ω2

D xD +ω2
DB (xD −xB )+ q

mD
(xD −xP ) =

F

mD
, (6.9b)

d 2xP

d t 2 +γP
d xP

d t
+ω2

P xP + h

mP
(xP −xB )+ q

mP
(xP −xD ) =

F

mP
, (6.9c)

where h and q are the spring constants for the newly added springs connecting the particle

and the nanoflower’s bright and dark modes.

Introducing F = F̂ e iωt and xB ,D,P = x̂B ,D,P e iωt into Equations 6.9 and expressing them in a

matrix form yields the following equation:

ω
2
B +ω2

BD +ω2
BP −ω2 + iγBω −ω2

BD −ω2
BP

−ω2
DB ω2

D +ω2
DB +ω2

DP −ω2 + iγDω −ω2
DP

−ω2
PB −ω2

PD ω2
P +ω2

PB +ω2
PD −ω2 + iγPω


x̂B

x̂D

x̂P

 =


F̂

mB

0
F̂

mP

 ,

(6.10)

where ω2
BP , ω2

PB , ω2
DP , and ω2

PD refer to the spring constants of the newly added springs,

renamed following the previous naming convention (similar to Figure 6.15a). We do not

assume that ω2
BP =ω2

PB and ω2
DP =ω2

PD because the mass of the particle oscillator and that

of the nanoflower oscillators may not be the same. Consequently, we now have four new

parameters to estimate for the two new springs. We also assume that the dark mode of the

nanoflower is not externally driven as was previously the case, and thus, the second row on
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the right-hand side of Equation 6.10 is set to zero.

Using Equation 6.10, we can obtain the total signal intensity of the three coupled oscillators,

|x̂B + x̂D + x̂P |2, by multiplying the inverse matrix on both sides and calculating the squared

magnitude of their sum. We will fit this function, |x̂B + x̂D + x̂P |2, initially to simulated data

and subsequently to experimental data. The fitting parameters are listed in the following:

• For the bright mode: ω2
B , ω2

BD , ω2
BP , γB , and AB .

• For the dark mode: ω2
D , ω2

DB , ω2
DP , and γD .

• For the particle: ω2
P , ω2

PB , ω2
PD , γP , and AP .

We have a total of 14 parameters to fit. This large number of fitting parameters reduces the

reliability of the analysis and makes it prone to overfitting [223]. To reduce this inaccuracy, we

can draw on prior knowledge from the decoupled individual systems. For example, we already

know the natural frequency of each oscillator when they are completely decoupled. We can

assume that the trapping process has no effect on these natural frequencies. Likewise, we

assumed that the coupling between the bright and dark modes, which is solely determined by

the nanoflower, remains constant. The value of AB , which is related to the external excitation

of the nanoflower’s bright mode, was also fixed to reduce the number of fitting parameters,

sacrificing the fitting exactness. We highlighted in red the parameters in the list above that we

assumed were unaffected by particle trapping.

To test this three-coupled oscillator model, we developed two independent simulation scenar-

ios: First, we fixed the particle size and only changed its height from the x-y plane. (This height

refers to the distance between the bottom surface of the particle and that of the nanoflower.

We call it zoffset henceforth. When zoffset = 0, the bottom surfaces of the particle and the

nanoflower are on the same plane.) Second, we fixed the zoffset to zero and changed its size.

Both scenarios change the gap distance between the particle and the nanoflower. Conse-

quently, we expect a change in coupling strength, and therefore, the values of ω2
BP , ω2

PB , ω2
DP ,

and ω2
PD in both scenarios.

A massive benefit of numerical simulation is that we can disassemble the system and examine

the response from each component. For all different simulations in each scenario, we first

calculated the surface currents on the geometric mesh of the coupled system. Then, by

selecting the surface currents only on the particle mesh or the nanoflower mesh, we separated

the coupled response into one from the nanoparticle and one from the nanoflower. In the

three-coupled oscillator model, this process corresponds to separating |x̂B+x̂D+x̂P |2 into |x̂B+
x̂D |2 (for nanoflower) and |x̂P |2 (for nanoparticle). Obviously, this cannot be accomplished

with measurement data. However, by finding the parameters simultaneously describing the

three distinct responses in simulation fitting, we can significantly improve the fitting accuracy,

which will serve as a valuable guideline for measurement fitting.

Figure 6.19 illustrates the fitting results with the varying zoffset scenario for a 100 nm particle.

The first row demonstrates an example set of the spectra at zoffset = 25 nm. The spectral
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Figure 6.19 – Simulation fitting while changing the particle’s height (zoffset). The particle
diameter was fixed as 100 nm.

1st row: Numerically simulated spectra of the coupled system when zoffset = 25 nm (a), as well
as partial responses from the nanoflower and nanoparticle (b and c), respectively. The
dashed lines show fitting results with the three-coupled oscillator model.

2nd row: A collection of simulation spectra for the entire and partial systems while changing
the zoffset from 50 nm (deep blue) to 0 nm (yellow), which in the direction towards the
nanoflower.

3rd row: The corresponding fitting curves for the results shown in d, e, and f.
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Figure 6.20 – Fitting parameter values as a function of the particle height from the x-y plane
(zoffset). a, Four coupling constants for the two additional springs. b, Three damping constants
for the three oscillators. c, An amplitude constant for the nanoparticle. The values of AB and
AP for the bright and dark modes were fixed at 0.47 and 0, respectively.

response of the entire system is shown in a, while the responses of the cleaved nanoflower and

particle are depicted in b and c, respectively. The fitting results (dashed lines) are, respectively,

|x̂B + x̂D + x̂P |2, |x̂B + x̂D |2, and |x̂P |2 for the three (B , D, and P ) oscillators. The second row

shows the simulated spectra obtained by varying the value of zoffset from 50 to 0 nm toward

the nanoflower. The spectral splitting becomes greater in the case of the total response (d),

and the partial responses for the nanoflower and the particle also develop gradually (e and f).

In the last row, the fitted curves are presented in the same manner, demonstrating that the

fitting outcomes satisfy the three curves at the same time for all different zoffset values.

Figure 6.20 provides a summary of the fitted parameters used to generate the fitting spectra

in Figure 6.19. We fitted a total of eight parameters, including four coupling constants (a),

three damping constants (b), and an amplitude constant for the particle (c). The fitting

constraints and settings are described in detail in Table 6.3. As the particle approaches the

nanoflower, the magnitudes of each of these parameters gradually change. This consistent

trend indicates that the fitted parameters capture the spectrum’s gradual transitions. However,

the physical interpretations of these parameters are not straightforward. For instance, what is

the meaning of positive and negative spring constants? What causes an increase or decrease in

damping constants? To obtain an understanding of their physical origins, we will investigate

the behavior of the polarization charges of the coupled system.

We first calculated the nanoflower’s and nanoparticle’s dipole moments for quantitative anal-

ysis. In particular, we separated the dipole moments not only between the particle and the

nanoflower but also among the petals. This calculation revealed that the dipole moments

of the two horizontal petals are identical due to their symmetries, and so are the four diago-

nal petals. Therefore, we shall examine the representative responses of a horizontal petal, a

diagonal petal, and the nanoparticle.

Figure 6.21b illustrates the amplitudes of the dipole moment along the x-axis. The horizontal
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Figure 6.21 – Examples of polarization charge distributions at five different wavelengths. These
wavelengths were chosen by examining the maxima, minima, or inflections points in the
scattering cross section (a), the amplitudes of dipole moments (b), and their phase (c). d, The
polarization charge distributions were evaluated at these wavelengths (890, 800, 730, 690, and
660 nm, from pink at the top to green at the bottom).
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Table 6.3 – Fitting constraints for coupled system (varying the particle’s zoffset).

Boundary constraints

Parameter name (unit) Lower bound
Lower bound
for initial points

Upper bound
for initial points

Upper bound

ω2
BP , ω2

PB ,ω2
DP ,ω2

PD (eV 2) -3 -1 0 3
γB (eV) γB (decoupled)* 0.01 1 10
γD ,γP (eV) 0.01 0.01 1 10
AP (eV) 0 0 1 5

* 0.57 eV

Fixed parameters†

ω2
B 3.22 eV2

ω2
D 3.93 eV2

ω2
BD , ω2

DB -0.16 eV2

ω2
P 4.39 eV2

AB 0.47
AD 0

† The values are obtained from the decoupled nanoflower or nanoparticle response.

Miscellaneous settings

a. Number of trials: 32
b. Fitting range: 500 nm < λ < 1000 nm
c. Regularization: L2-norm

and diagonal petals display opposing patterns in their spectra, particularly near the Fano inter-

ference range, whereas the trapped particles appear to be relatively independent. Additionally,

we computed the phase of each dipole moment; Figure 6.21c shows the phase differences

relative to the particle for the horizontal and diagonal petals.

From the dipole moments’ amplitudes and phase differences, as well as the scattering cross

section of the entire structure (Figure 6.21a), we chose five different wavelengths, from which

we computed the polarization charge distributions. These wavelengths are indicated by

colored dots in Figures 6.21a–c, which were determined by analyzing the curves’ maxima,

minima, and inflection points. These wavelengths are respectively 890 (pink), 800 (yellow),

730 (violet), 690 (orange), and 660 nm (green).

When the driving frequency is lower than the resonance frequencies of all the oscillators,

which is the case when λinc = 890 nm, the particle and horizontal petals are strongly excited,

and they are in phase with each other (pink dots in Figure 6.21b and c) because both remains

in phase with the external driving force. This behavior is also confirmed by the polarization

charge distribution in the first pink box of Figure 6.21d.

Passing through the transition points colored in yellow toward shorter wavelengths, we arrive

at the points in violet, where the scattering cross section nearly vanishes (Figure 6.21a). Inter-

estingly, the maximum dipole moment of the particle occurs at this wavelength. The dipole
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moments of the diagonal petals also exhibit a trend of rapid growth. The explanation behind

this contradicting observation is that the dipole moments of the particle and the diagonal

petals are out of phase (Figure 6.21c), and they effectively cancel out each other such that

the total dipole moment also reaches its minimum (data not shown but very similar to the

scattering cross section in a).

At this wavelength, we are in the middle of the Fano interference range, where the interaction

represented by the newly added springs is most prominent. Thus, we shall investigate in

detail the charge behaviors depicted in the violet box of Figure 6.21d. As quantified in the

phase difference in c, the charge distributions of the particle and diagonal petals are opposite.

However, due to the unique geometrical configurations of the particle–nanoflower coupled

system, this opposite charge distribution forms a local “bonding” mode.

Typically, the spring constant for a bonding mode should be positive, similar to a real mechan-

ical spring. When the electrons of an oscillator are pushed to one side, electrostatic repulsion

causes them to push the electrons of a neighboring oscillator in the same direction, which

exposes the fixed positive ions of the neighboring oscillator and induces additional attraction

at the gap. In other words, they move in phase with each other when forming a bonding mode.

This interaction is comparable to the motion of two masses connected by a spring. When one

mass is pushed, the energy is transferred through the spring, and the other mass is pushed in

the same direction. However, at this wavelength of 730 nm, the electrons in the nanoparticle

and adjacent diagonal petals move in the opposite direction while forming a bonding mode.

This counter-intuitive behavior explains the negative spring constant between the dark mode

and the particle mode.

As indicated by the orange and green points, the out-of-phase relationship between the

particle and the petals remains for shorter wavelengths. Meanwhile, the phase difference

between the horizontal and diagonal petals approaches zero, and thus we recover the high

level for the scattering cross section.

To summarize, the in-phase bonding mode between the particle and the horizontal petal

can be modeled with a positive spring constant. In contrast, the out-of-phase bonding mode

between the particle and the diagonal petals can be modeled with a negative spring constant.

These arguments explain the positive and negative spring constants obtained from the curve

fitting in Figure 6.20a, given that the horizontal petals are primarily responsible for the bright

mode and the diagonal ones for the dark mode, as depicted in Figure 6.4.

The increasing damping constants in Figure 6.20b can also be understood by the bonding

behaviors. Similar to two masses connected by a spring, when one mass drives the other,

the movement of both masses encounters greater resistance than the uncoupled system.

In the case of the particle–flower system, the flower is strongly excited by the external field

(AB À AP ) and induces the particle oscillation. As a result, the dipole moment of the particle

in the coupled system greatly deviates from its resonant behavior as a single oscillator, as

depicted by the blue solid line in Figure 6.21b compared to the one in Figure 6.13a. The other
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Figure 6.22 – Correlation between the total
scattering cross section and the phase differ-
ence between the horizontal and diagonal
petals as a function of zoffset.
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evidence is that the phase of the particle moment lags slightly behind that of the horizontal

petal (c) for wavelengths longer than 700 nm, meaning that the bright mode drives the particle

mode overall (except for the Fano interference region). Therefore, based on these findings,

the increasing damping constants for the bright and particle modes in Figure 6.20b can be

understood as the result of their increasing bonding interaction with the particle approaching

the nanoflower.

On the other hand, a plausible explanation for the decreasing damping constant for the

dark mode (γD ) is suppressed scattering at the Fano dip. In Figure 6.19d, we observed a

gradual decrease in scattering in the Fano interference region. This evolution suggests that the

radiative damping is more effectively suppressed as the particle approaches the nanoflower.

From the dipole moment analysis in Figure 6.21, we have learned that the Fano dip occurs

when the dipole moments of the horizontal and diagonal petals are out of phase and effectively

cancel out each other. In fact, we discovered that when the particle is still away from the flower

(i.e., zoffset = 50), the phase difference between the horizontal and diagonal petals is 1.4π at the

Fano dip, indicating that they are halfway between in-phase and out-of-phase relationships

and are still a long way from effective cancellation. This phase difference decreases gradually

until it reaches approximately 1.1π when zoffset = 10. Figure 6.22 summarizes the phase

difference and total dipole moment amplitude at the Fano dip as a function of zoffset. Their

strong correlation suggests that the presence of the particle modifies the phase difference

between the horizontal and diagonal petals and, consequently, the radiative damping of the

system is suppressed, which can result in the decreasing damping constant for the dark mode.

Now, let us move on to the next scenario. We simulated the entire and partial responses

while increasing the particle diameter (D) from 60 nm to 140 nm, and then we applied the

three-coupled oscillator model again to fit these curves. Figure 6.23 illustrates the simulation

and fitting results in this scenario. For all diameters, the particle’s bottom surface was fixed

to the x-y plane (zoffset = 0 nm). Compared to the first scenario, a notable difference in the

second scenario is that the particle diameter is changing, and consequently, so are its resonant

characteristics. Therefore, this scenario includes the effects of changing particle resonances

as well as changing gap distances.
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Figure 6.23 – Simulation fitting while changing the particle’s diameter (D). The particle’s zoffset

was fixed as 0 nm.

1st row: Numerically simulated spectra of the coupled system when D = 100 nm (a), as well
as partial responses from the nanoflower and nanoparticle (b and c), respectively. The
dashed lines show fitting results with the three-coupled oscillator model.

2nd row: A collection of simulation spectra for the entire and partial systems while changing
D from 60 nm (yellow) to 140 nm (deep blue).

3rd row: The corresponding fitting curves for the results shown in d, e, and f.
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Figure 6.24 – Spectral responses of a particle with a varying diameter (60 – 140 nm, a) and
parameters for the single oscillator model to represent these responses (b and c).
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Table 6.4 – Fitting constraints for coupled system (varying particle diameter).

Boundary constraints

Parameter name (unit) Lower bound
Lower bound
for initial points

Upper bound
for initial points

Upper bound

ω2
BP , ω2

PB ,ω2
DP ,ω2

PD (eV 2) -3 -1 0 3
γB (eV) γB (decoupled)* 0.01 1 3
γD (eV) 0.01 0.01 1 3
γP (eV) γP (decoupled)** 0.01 1 3

* 0.57 eV
** Variable between 0.25 – 0.62 eV depending on the particle size

Fixed parameters†

ω2
B 3.22 eV2

ω2
D 3.93 eV2

ω2
BD , ω2

DB -0.16 eV2

ω2
P Variable between 3.65 – 4.95 eV2 depending on the particle size

AB 0.47
AD 0
AP Variable between 0.04 – 0.29 depending on the particle size

† The values are obtained from the decoupled nanoflower or nanoparticle responses.

Miscellaneous settings

a. Number of trials: 32
b. Fitting range: 500 nm < λ < 1000 nm
c. Regularization: L2-norm

We began by estimating parameters for nanoparticles detached from the nanoflower. We

simulated the spectral responses of a particle whose diameter varies from 60 to 140 nm

(Figure 6.24a). In the single oscillator model, the particle’s response is represented by three

parameters: the resonant frequency, the damping constant, and the amplitude constant.

Using Equation 6.5, we estimated these three parameters (ωP , γP , and AP ), and the results are

summarized in Figures 6.24b and c. We utilized the fitted values for the resonant frequency

(ωP ) and the amplitude constant (AP ) for the curve fitting with the coupled system. We

excluded the damping constant (γP ) from direct use in the fitting, based on our observation in

the first scenario, where γP significantly differed from its value without coupling. Table 6.4

provides the details about fitting constraints and fixed parameters.

The values of the fitting parameters for varying particle diameters are shown in Figure 6.25.

Compared to what we observed in the zoffset scenario, we find multiple similar attributes:

1. The sign of the spring constants between the bright and particle oscillators and those

between the dark and particle oscillators remain unchanged (positive and negative,

respectively).

2. The relative magnitude orders of the coupling constants also remain the same:

• ω2
PB >ω2

BP (implying that mB > mP ).
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Figure 6.25 – Fitting parameter values as a function of the particle diameter. These parameters
were used to produce the fitted curves in Figures 6.23g–i. a, Coupling constants in the unit of
squared energy (eV2). b, Damping constants in the unit of energy (eV).

•
∣∣ω2

PD

∣∣> ∣∣ω2
DP

∣∣ (implying that mD > mP ).

3. The damping constants for the bright and particle oscillators (γB and γP ) increase with

coupling strength.

4. The damping constant for the dark mode (γD ) decreases with coupling strength.

There are still some minute differences between the first and second scenarios. But more

importantly, these shared characteristics serve as a reference for what to look for in various

coupling strength regimes. The coupling parameters, in particular, can become a helpful guide

for identifying coupling strengths among different measurement results.

6.3.4 Analysis of experimental results using the coupled oscillator model

So far, we have investigated the application of the well-known coupled oscillator model

in our nanoflower–nanoparticle system using simulation data. In particular, we analyzed

not only the complete response but also the partial responses of the coupled system using

versatile numerical simulations. This strategy greatly reduced the uncertainty of curve fitting

and produced consistent fitting results as we varied parameters such as the particle height

or diameter. The coupling parameters connecting the two independent systems tended to

increase in magnitude when we increased the particle size or narrowed down the distance to

the nanoflower, which makes them the most obvious indicator in coupled system analysis. We

will now examine the application of the three-coupled oscillator model to the measurement

data, utilizing the knowledge gained thus far through simulation analysis.

Fitting constraints

We cannot use the same strategy with measurement data, from which we only obtain ensem-

ble responses. Thus, we need a different approach to improve the reliability of parameter

estimation. For example, the sign of the coupling constants between the dark (or bright) mode

113



Chapter 6 Plasmonic assemblies realized by optical manipulation

Table 6.5 – Fitting constraints and settings for measured data.

Boundary constraints

Parameter name (unit) Lower bound
Lower bound
for initial points

Upper bound
for initial points

Upper bound

ω2
BP , ω2

PB (eV 2) 0 -1 1 3
ω2

DP ,ω2
PD (eV 2) -3 -1 1 3

γB , γD , γP (eV) 0.01 0.2 1 3
AB , AP 0 0 1 5

Fixed parameters

ω2
B , ω2

D , ω2
BD , ω2

DB Estimated values for the corresponding decoupled nanoflower.
ω2

P 4.48 eV2 †

† Obtained from a random particle measurement stuck on a glass substrate (Figure 6.13b).

Miscellaneous settings

a. Number of trials: 32
b. Fitting range: 500 nm < λ < 920 nm or longer*
c. Regularization: L2-norm

* The upper limit was adjusted as illustrated in Figure 6.29.

and the particle mode can be predefined to be negative (or positive). Reducing the parameter

space may increase the likelihood of locating values that adequately explain the coupling

strength of the combined system. In order to justify this idea, we devised a simple test: We

tried to reproduce the estimated parameters—that we obtained by simultaneously fitting

the three curves—by fitting only the total response but with modified boundary constraints.

Going through a process of trial and error, we determined the following constraints that can

lead to a better match with the previously found estimates:

• ω2
BP , ω2

PB > 0,

• gP > gD .

With these constraints, as well as utilizing the values from the decoupled systems as detailed in

Table 6.5, we re-estimated the parameters for the zoffset scenario, and the results are presented

in Figure 6.26. The left column shows the former estimates with all the available data for

varying zoffset, while the right column displays the estimation with limited information. With

the aforementioned constraints, we were able to reproduce the previous estimate to some

extent. However, their differences become noticeable as the zoffset value approaches zero. The

values of the coupling constants, particularly those associated with the particle, diverge. The

damping constants for the particle and bright modes also increase rapidly compared to the

former estimates. These differences result from overfitting, as illustrated in Figure 6.27. The

parameters estimated solely from the total response fit even better than the previous estimate

for the total response but fail for the nanoflower and nanoparticle responses, indicating that

the exaggerated coupling constant values have no physical significance and are simply a result
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Figure 6.27 – Comparison of simulation responses, previous comprehensive fitting, and fitting
with only the total response when zoffset = 0.

of being too closely aligned with the simulation result.

Similarly, we retried parameter estimation for the scenario involving varying particle sizes.

Changes in particle size affect the peak and width of the resonance spectrum and thus the

parameters describing them. In the previous fitting, the resonance frequency of the particle

oscillator was altered according to its size. In reality, however, the true particle size is unknown,

so there should be a modeling uncertainty if the particle’s resonance is assumed to be a

randomly measured value. We accounted for this error in this retrial by intentionally setting

the particle’s resonance frequency to that of a particle with a 100 nm diameter, even though

the actual diameter varied from 60 to 140 nm.

Figure 6.28 compares new results with limited data (the right column) to the previous results

with extensive data (the left column). The coupling and damping constants attributed to

the particle oscillator deviate from the previous result, particularly for particles larger than

100 nm. In this retrial, the upper and lower limits were 3 and -3; both ω2
PB and ω2

PB reach

their boundary values, which is an indicator of overfitting, as we have seen earlier. The other

parameters still show a good agreement in their magnitudes and the overall trend. Therefore,

if ω2
PB and ω2

PD are close to their respective boundary values, we can regard it as the case for

particles being larger than 100 nm, and we must instead refer to ω2
BP and ω2

DP in order to

analyze the coupling strength.

Experimental fitting using three coupled oscillators

With this understanding of which parameters are subject to overfitting errors, we performed

the analysis with the experimental data, which was our ultimate goal. Similar to the simulation

analysis, we utilized the parameters describing the measured nanoflowers before particle

trapping and a randomly measured particle. These parameters were determined earlier

(Figure 6.17 for nanoflowers and Figure 6.13b for the nanoparticle) when we introduced the

single and two-coupled oscillator models. We fixed the values for the resonant frequencies
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Figure 6.29 – Three-coupled oscillator model applied to measured spectra. a, Measured
nanoflower spectra with the F2 and F3 designs (the grey dashed lines) and fitting results (the
red solid lines). The shaded areas of the spectral regions were excluded from fitting due to
overfitting issues. b, Fitting parameters used to construct the curves in a. The reference values
for simulation were with a 100 nm nanoparticle at zoffset = 0. c, d, Damping constants for the
bright and dark modes, respectively. The values before and after trapping are plotted together
for comparison.

and estimated the remaining parameters. Constraints and boundary conditions were identical

to those shown in Table 6.5.

Figure 6.29a shows the measured spectra in grey dashed lines and the fitted spectra in red solid

lines. We arranged the spectra by the width of the Fano interference dips such that they get

wider from left to right. Compared to the simulation data, the experimental spectra contain an

additional peak near the peak on the shorter wavelength side. Surprisingly, the three-coupled

oscillator model also accounts for the majority of these unexpected peaks.

Importantly, we can obtain quantitative insights into the spectra of the coupled system. From

the spectra in Figure 6.29a, we expect that the coupling between the nanoflower and the

particle becomes stronger as the spectral splitting becomes more pronounced both in the

F2 and F3 designs (except for F3-a and F3-b, for which the splittings seem comparable). The

estimated parameters in Figure 6.29b strongly support this idea. In the case of the F2 design,

the magnitudes of all four coupling constants increase for the three example spectra. We

should pay attention that ω2
PB and ω2

PD are close to their respective boundary values in F2-c,
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but both ω2
BP and ω2

DP also show an increase. Therefore, F2-c could be the case for trapping a

large particle (possibly larger than 100 nm).

In the case of the F3 design, the coupling parameters for F3-c are substantially more extensive

than those of F3-a and F3-b, whereas the parameters between F3-a and F3-b appear compara-

ble. This trend corresponds well with our spectral observations and interpretations. On top

of that, the overall F3’s coupling parameters have relatively smaller magnitudes compared

to those with the F2 design. One possible explanation is that the large pocket size in the F3

design makes particles of the same size relatively small compared to the F2 design, causing

the overall couplings to be weak.

The damping constants in Figures 6.29c and d, on the other hand, provide evidence from

a different perspective. We previously explained the increase in γB as a result of bonding

behaviors. The difference in γB before and after trapping increases in the F2 case, indicating

that the coupling becomes stronger. In the case of F3, the difference abruptly increases at

F3-c, in line with the spectral observations and estimated coupling constants. In other words,

changes in γB provide the same interpretation of coupling strengths.

On the contrary, the damping constants for the dark mode, γD , behave quite differently than

we would expect based on coupling constants. We would expect a smaller γD with a stronger

coupling; however, we found the opposite behavior ofγD in Figure 6.29d. We previously related

the decreasing γD with reduced radiative damping. A prerequisite for successful radiation

suppression was the effective cancellation of dipole moments among the petals as well as the

particle. In contrast to the simulation meshes, the actual nanoflowers have random variations

in their shapes. This randomness has the potential to prevent the effective cancellation of

dipole moments observed in simulations. This practical issue may explain why we do not

observe deep troughs in the measured spectra and why the estimated values of γD are larger

than those of the simulation. As a result, it is difficult to draw a meaningful interpretation

regarding coupling strengths from γD .

6.3.5 Possible mechanisms for particle immobilization

Aside from the coupling analysis in the tweezer-assembled structures, the question of how

the particle is permanently immobilized while being trapped remains unanswered. From

our previous study in Chapter 4, we discovered a unique fusion of bilayer membranes when

particles approached close to the activated glass surfaces. Indeed, we often observed that the

particles’ lateral movement decreased as they stayed longer in the optical trap, and a part of

them eventually became permanently stuck on the glass surfaces. This is the case when the

bilayer membranes collapse and the particles are completely fixed to the substrate by the Van

der Waals force. Since we did not observe such behaviors with bare glass substrates where

the surfactants form spherical aggregates on glass surfaces (Chapter 4), we assumed that

the formation of bilayer membranes on both the particle and glass surfaces is the necessary

condition to observe membrane fusion. Furthermore, from the comparison between gold and
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Figure 6.30 – Temperature distribution around the nanoflower with a 100 nm trapped particle.
Details about the heating simulation can be found in Appendix 2.5.

polystyrene particles (Chapter 3), we concluded that the optical heating by the trapping laser

can promote active rearrangements of surfactant molecules located in between the particle

and glass surfaces.

Based on these previous experimental findings, we can speculate a possible mechanism of

particle immobilization in our trapping experiments in the presence of nanoflowers. We

know that CTAC surfactants form bilayers on gold surfaces [130, 135], which corresponds to

both the particle surface and the nanoflower surfaces on glass substrates. In addition, when

the trapping laser shines on both the particle and the nanoflower at the same time, we can

expect a higher temperature rise than those with only a particle since the flower itself is an

additional heat source. Figure 6.30 shows a temperature calculation with a nanoflower and a

100 nm particle. In comparison to the temperature rise of 73 K with just the particle (Figure 3.7

in Section 2.5 for more details), the temperature at the nanoflower-particle gap has risen

by 102 K from the initial room temperature (293 K). This higher temperature increases the

likelihood of particles colliding with the nanoflower with high energy, which can result in

particle immobilization due to the collapse of electric double layers.

6.4 Conclusion

We studied the interaction between nanoflowers and nanoparticles by optically positioning the

particles inside the pockets of the nanoflowers, analogous to creating plasmonic heptamers

by introducing central particles to ringlike hexamers. We measured and analyzed the spectral

changes caused by particle trapping, which can provide insights into their optical interactions.
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To that end, we first investigated the force exerted on particles in the presence of nanoflowers.

In contrast to the conventional understanding that plasmonic nanoantennas enhance the

trapping efficiency and stiffness, the near-fields of nanoflowers generate forces that push the

particle outward due to their unique hollow geometry. We were able to overcome this force in

practice by employing a focused laser beam, which produced a gradient force strong enough

to allow independent control over the particles. In addition, we used numerical simulation

to investigate the probable spectral changes after particle trapping by varying the particle

positions and sizes.

Although the simulation results were insightful, we discovered discrepancies between the

simulated and measured outcomes. To better comprehend these differences, we introduced

the well-known coupled oscillator model. Starting with the simplest single oscillator model

to describe the response of a single nanoparticle, we progressively increased the model’s

complexity until we could describe the response of the entire system with three coupled

oscillators. Utilizing model parameters such as spring constants and damping constants,

we unveiled the relationship between numerical results and coupling strengths. Finally, we

extended this understanding to measured data.

Assembling heterogeneous nanostructures in one place can become a breakthrough in the

creation of new materials and three-dimensional systems. In this chapter, we demonstrated

the possibility of assembling lithographically fabricated nanoscale structures with colloidal

nanoparticles or, in a broader context, hierarchically bridging top-down and bottom-up pro-

cesses. Furthermore, we demonstrated that the coupled oscillator model can provide valuable

insights into the systematic identification and interpretation of the near-field coupling created

by optical tweezers. With the help of such a simple and intuitive model, we can enhance our

understanding of tweezer-organized structures that are otherwise difficult to quantify.
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In summary, we have discussed the comprehensive applications of optical tweezers in two

fields: surface chemistry and nano-optics. The primary objective of this study was to develop

a method for assembling heterogeneous nanostructures into a complex optical system, a

key technology for a future nanofactory. During the pursuit of this objective, interesting

discoveries were made, all of which contributed to the final realization of the goal. This thesis

is a compilation of several previously published articles reporting these discoveries, which

we have expanded and modified to form a coherent text. In the following sections, we will

walk through the overall summary, the limitations of the methodology used in this thesis, and

finally, potential avenues for future research.

7.1 Summary

First, we discussed the interaction between a particle and a nearby surface in Chapter 3. On

the movement of trapped particles, particular focus was given to the effect of surfactants,

which are commonly added to colloidal solutions and adsorb on all surfaces. As one of the

plausible interaction mechanisms between the particle and the adsorbed molecules, the

thermal effect induced by optical heating of the particle was proposed. This thermal effect was

investigated by comparing the movement of metallic and dielectric nanoparticles in an optical

trap. This study concluded that optical heating of a trapped particle can induce rearrangement

of neighboring molecules, thereby altering the particle’s motion. The findings of Chapter 3

will aid in our comprehension of particle behaviors when metallic particles are trapped in a

complex environment where surface effects are unavoidable.

In Chapter 4, inspired by the observation in Chapter 3 that the nanoparticle motion reflects

interactions with surrounding molecules, we proposed the use of nanoparticles as optical

probes in surface science. Surfactants in particular formed a double layer structure on the

surface of gold nanoparticles, and particle motion analysis revealed that this double layer

fused with the double layer present on a nearby glass surface. This evidence demonstrates

that nanoparticles can become actively involved in the interactions of surrounding molecules
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and monitor the process simultaneously.

The heating effect of optical tweezers on gold nanoparticles in Chapter 3 and the active

participation of gold nanoparticles in molecular interactions in Chapter 4 suggest that an

optically trapped metallic nanoparticle can serve as a nanoscale heating probe that can apply

heat locally and simultaneously observe heat-induced phenomena. Due to the prevalence of

thermally-induced effects, this will have applications in all fields of science, including, but

not limited to, biology, chemistry, thermodynamics, microfluidics, and nano-optics. If such a

thermal effect is undesirable, fluorescent dielectric particles can be substituted for metallic

particles (Chapter 3), or the trapping laser’s wavelength can be chosen to be far from the

resonance wavelength of the target metallic particles, such as in the infrared region [191–194].

In the subsequent chapters, Chapter 5 and 6, we theoretically investigated optical forces and

experimentally implemented complex optical assemblies using the optical tweezer. In Chap-

ter 5, the theoretical foundation for the optical assembly was established. We investigated the

optical forces modifications caused by the interaction of a metallic particle and a plasmonic

dipole antenna. Surprisingly, the dipole approximation method that assumes no field pertur-

bation by the particle performed comparably to the self-consistent Maxwell’s stress tensor

method, particularly for particles much smaller than the trapping wavelength (<λ/40). We

also investigated the optical force in systems with larger particles whose dimensions exceeded

the dipole approximation’s range. Due to the interaction with the plasmonic antenna, the

polarization of large particles became considerably more complex than a simple dipole, and

intriguing coupling behaviors emerged.

Based on this theoretical understanding of optical force, in Chapter 6, we experimentally

demonstrated the organization of a nanoparticle–nanoantenna assembly using the same

optical tweezers described in Chapters 3 and 4, which was the overarching aim of this thesis.

Initially, we struggled to achieve stable trapping of gold nanoparticles using the dipole antenna

investigated in Chapter 5. We were able to circumvent this problem by employing a nanoflower

design with a central cavity capable of accommodating a particle. We were eventually able

to trap a particle inside, and as a result, a significant spectral change was observed. The

numerical simulation as well as the comprehensive analysis based on the coupled oscillator

model provided valuable insights into the nanoflower–nanoparticle coupling. Using in par-

ticular the coupled oscillator model, we gained a quantitative understanding of the optical

response from tweezer-assembled structures and discussed the limitations of their real-world

implementation.

7.2 Limitations

Video-based position detection

For the single-particle tracking (SPT) in Chapter 3 and 4, we used a CMOS camera to visualize

and record the movement of trapped particles at the same time. In the case of video-based
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position detection, the framerate of the camera determines the temporal resolution of the

time-series trajectory. In our case, the framerate was typically about 350 frames per second,

and the temporal resolution was therefore constrained to about 3 ms. This framerate is

relatively higher than the typical frame rates of CCD cameras (25–120 Hz) [62], but still, the

temporal resolution of about 3 ms could obscure numerous processes that occur on a shorter

time scale [226].

High-speed CMOS cameras can be used to improve the temporal resolution [119, 120, 226].

Wu et al. [226], for instance, used a high-speed CMOS camera to record videos at 50 kHz, which

corresponds to a temporal resolution of 20 µs. A practical issue with this high-speed video

microscopy is memory capacity as the data size can become excessively large at such a high

framerate. Consequently, a typical recording duration is restricted to a few seconds due to the

limited amount of on-board memory storage [119]. An alternative way for position detection

is to use a quadrant photodiode (QPD) [24, 62, 227, 228]. Using a QPD enables displacement

measurements in nanometer resolution at tens of kHz [228]. These alternative methods can

be more appropriate for SPT; in our study, the SPT was not the primary focus of the project, so

we used a standard imaging CMOS camera for position detection.

Nanofabrication

We used electron-beam lithography combined with a lift-off technique to fabricate nanoan-

tennas. During this process, a gold film was deposited on top of the double-layer resist

mask, forming nanoclusters that can impart a textured appearance to the final structures

(Figure 7.1a). These metal atoms can also diffuse into the undercut structure of the double-

layer resist, distorting the structure’s outline and causing irregularities [229]. Furthermore,

when the nanostructure contained a void, the lift-off process was sometimes unsuccessful,

and the residual resist remained in the void (Figure 7.1b). These residues were invisible under

an optical microscope. However, experiments revealed that certain batches of nanoflower

arrays exhibited optical responses that deviated from the simulated response. This may have

occurred when the lift-off was unsuccessful and the resist clogged the central void. With these

nanoantennas, trapping nanoparticles failed as a natural consequence.

This issue can be avoided by employing a negative electron-beam resist followed by ion beam

milling. Abasahl et al. [229] compared the fabrication results of lift-off and ion-beam etching

and found that the etching approach created nanostructures with better definitions. When it

comes to nanostructures that support Fano resonances, the benefit of having uniform shapes

can be more pronounced. Unfortunately, due to time constraints, the etching technique was

not tested in this thesis.
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Figure 7.1 – Scanning electron microscope im-
ages of nanostructures defined by electron-
beam lithography and lift-off process. a, Dipole
nanoantenna examples with different lengths.
Scale bar, 100 nm. b, (top) Nanoflower example
with a resist residue at the central void. Scale
bar, 100 nm. (bottom) Low magnification im-
age of nanoflower array. The two nanoflowers
on the bottom row have residual resists.

7.3 Future research

Since the initial discovery of optical gradient and scattering forces in 1970, optical tweezers

have contributed to numerous scientific fields as a powerful tool for unraveling mysteries

and advancing our understanding of the microscopic world [230]. The new opportunities

demonstrated in this dissertation, particularly with the gold nanoparticles, are still in their

infancy. Here, we propose several avenues for future research to develop the presented ideas

further.

3D single particle tracking

We have examined the particle’s trajectories in two dimensions parallel to the solid-liquid

interface, which is the most basic way to observe and analyze its motion. For interfacial

analysis, a three-dimensional (3D) trajectory can offer exciting opportunities to grasp more

complex dynamics at an interface. There exist numerous 3D imaging techniques and axial

position detection techniques that can be readily implemented [231–238]. Using a quadrant

photodiode, for instance, could be one of the straightforward methods with an optical tweezer

setup: measuring the ratio of scattered intensity to total intensity can simply provide the axial

information of trapped particles [24, 227].

Photo-polymerization

The heat caused by the absorption of gold nanoparticles can be utilized in photo-polymerization

processes [239, 240]. Two-photon polymerization has proven to be successful in microfabri-

cation for rapid prototyping of three-dimensional structures [241]. With this method, gold

nanoparticles and other metallic particles can also be assembled and permanently bonded
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using an optical tweezer [242]. Due to their sensitivity to environmental changes, plasmonic

resonances can also be finely tuned through the regulation of polymer growth [239, 243]. If

we can control this growth with a trapping laser (e.g., by adjusting the power or duration of

the illumination), we can obtain three processes in one place with a single laser: trapping,

assembling (including fixation), and controlling the coupling by adjusting the gap distance

between particles via polymer growth.

Hybrid nanoantenna

Hybrid metal-dielectric nanostructures have recently gained interest due to their ability to

leverage the complementary benefits of both materials, namely the strong field enhancement

of plasmonic nanostructures and the low loss and high directivity of dielectric resonators [244–

246]. For instance, a sandwich structure consisting of an aluminum disk and silicon cylinder

was investigated in our group [246], which was fabricated through a series of lithographic

and chemical processing steps. If large-area fabrication is not a concern, then an optical

tweezer can provide an alternative way to realize such a hybrid nanoantenna by hierarchically

organizing metallic and dielectric nanostructures.

Highly integrated optical manufacturing

With the emerging possibilities associated with optical tweezers, including photo-chemistry

and hierarchical assembly, one could imagine an optical nanofactory built on a microfluidic

channel acting like a conveyor belt. While microfluidics provides a flow, optical tweezers

can synthesize [247], sort [248], trap [62], and assemble [13] all in one place with a single

instrument. This could be a scene for building future nano-robots or nano-machines [249,

250].
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The DLVO theory [251–253] predicts an interaction force between charged colloidal particles

in a liquid medium. It assumes that the force is the sum of the van der Waals force and the

electrostatic force. In most cases, the van der Waals force is attractive, and for liked charged

objects, the electrostatic force is repulsive. We estimated the interaction force between a

trapped gold nanoparticle and a micelle adsorbed on the glass wall using the DLVO theory.

Estimating the van der Waals interaction between gold nanoparticles and micelles on the glass

surface is not a trivial problem. The system consists of a gold nanoparticle with a CTAC layer

and a silica surface with adsorbed micelles, mediated with water. The surfactant layers on both

surfaces prevent the particle from coming close to the glass surface. Biggs & Mulvaney [254]

observed that the force is always repulsive between a gold plate and a 3.3 µm gold-coated silica

sphere in the presence of 1.5 mM CTAB at all separations from 0 to 35 nm. They described

that the gold surfaces do not come into contact at the pressures of their experiment due to the

adsorbed CTAB layers. Giesbers et al. Giesbers et al. also reported similar repulsive interactions

between a gold film and a 6 µm gold-coated silica sphere with no indication of attractive van

der Waals forces. They explained that the hydration and surface roughness effect may have

obscured van der Waals forces.

Although it seems that the actual van der Waals force can be smaller in real systems, we

estimate the van der Waals force, FvdW, using the simplest expression within Derjaguin ap-

proximation [256],

FvdW = − A

12h2 Reff, (S1)

where

• A is the Hamaker constant, defining the strength of the van der Waals interaction,

• h is the separation distance between the gold nanoparticle and the micelle,
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• Reff is the effective radius, which is given by

Reff =
RAuRm

RAu +Rm
≈ 2.88[nm],

where RNP is the radius of the gold nanoparticle (75 nm), and Rm the radius of the

admicelle (3 nm, measured by dynamic light scattering).

We use the value for the Hamaker constant, A = 5.7×10−20 J for a gold-water-silica system [257].

The actual Hamaker constant, however, can be smaller due to the reasons mentioned above.

On the other hand, the electrostatic force (Fdl) owing to the electrical double layers can be

approximated to have the following form:

Fdl = −2πε0εψ
2
dlReffe

−κD h , (S2)

where

• ε0 is the vacuum permittivity,

• ε is the dielectric constant of water at room temperature (78.4 at 25 ◦C),

• ψdl is the electric potential of the diffuse double layer,

• κD is the Debye screening wavevector, whose inverse is the Debye length (λD = κ−1
D ).

The Debye length (κ−1
D ) for a monovalent electrolyte at room temperature can be approximated

as

κ−1
D [nm] =

0.304p
I [M]

=
0.304p
0.001

≈ 9.6[nm],

where

• κ−1
D is expressed in nanometers (nm),

• I is the ionic strength in molar concentration (M or mol/L), and we put 1 mM for

CTAC concentration at which the interaction between the gold nanoparticle and the

admicelles seems most significant from Figure 2b.

The electric potentials of the double layer for the gold nanoparticles and the micelles are re-

quired to calculate the double layer force, Fdl. The electrophoretic mobility of the gold colloids

at 1.0 mM CTAC and the micelles at 5.0 mM CTAC were measured with dynamic light scattering

as described in the Methods section in the main manuscript. The admicelle properties were

assumed to be the same as the bulk micelle properties. The CTAC concentration of 5 mM

above the CMC was used for micelle measurements to ensure micelle formation in the bulk
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Table A.1 – Measured electrophoretic mobility and double layer potential

Gold nanoparticles
at 1 mM CTAC

Bulk micelles
at 5 mM CTAC

Electrophoretic mobility (µm·cm/V·s) 3.42 ± 0.5 4.89 ± 0.55
Apparent ζ potentials (mV) 43.7 ± 6.3 62.4 ± 7.0

Double layer potential, ψdl (mV) 16.08 22.96

and high signal count rates. The apparent zeta potentials were inferred from the measured

electrophoretic mobility using the Smoluchowski approximation. [105] At the diffuse electrical

double layer boundary, the electric potential decreases in magnitude by 1/e by electrical

screening. Table A.1 shows the measured values and inferred double layer potentials used for

force calculation.

By combining the van der Waals force in Equation S1 and the double layer force in Equation S2,

we can compute the net force acting on the particle and the admicelle:

FDLVO = FvdW +Fdl (S3)

Figure 3.9 shows these forces calculated as a function of separation distance, h. The force

remains repulsive down to h = 2 nm. Since the CTAC bilayer thickness is about 4 nm [159], the

separation h should be larger than 4 nm, which implies that the force is always repulsive. The

maximum repulsive force also occurs at this distance (∼ 4.4 nm).
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