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A B S T R A C T

Modern energy infrastructure has evolved into an integrated electricity and natural gas systems (IEGS), which
often encompasses multiple geographically-diverse energy areas. This paper focuses on the decentralized
adjustable robust operation problem for multi-area IEGS. Existing distributed algorithms usually require
synchronization of all area subproblems, which is hard to scale and could result in under-utilization of
computation resources due to the heterogeneity of local areas. To address those limitations, this paper proposes
an asynchronous alternating direction method of multipliers (ADMM) based decentralized model for multi-area
IEGS. This asynchronous decentralized structure only requires local communications and allows each area to
perform local updates with information from a subset of but not all neighbors, where the individual areas’
subproblems are solved independently and asynchronously. Meanwhile, the linear decision rules (LDRs)-based
adjustable robust operation model is tailored to combine with the automatic generation control (AGC) systems
to fully exploit its potential in dealing with renewable energy uncertainty. Numerical results illustrate the
effectiveness of the proposed method.
1. Introduction

The development of natural gas-fired units (NGUs) tends to closely
link the formerly isolated electricity system and natural gas system
together and optimize them as an integrated electricity and natural
gas system (IEGS). Furthermore, a growing number of interconnections
among regional energy systems bring about additional challenges for
coordinating energy flow among multiple areas. The intensified inter-
dependency of IEGS has become an important issue in the reliable
operation of modern energy systems [1–3].

So far, energy systems are developing towards more integrated
operations. The similarity in gas and electricity consumption profiles
gives rise to critical mandates for the coordinated operation of IEGS.
In [4], the second-order cone (SOC) relaxation-based steady-state gas
flow model is proposed and widely used in the operation problem of
natural gas system. In [5], a equivalent gas network model that can
accurately reflect dynamic interactions of natural gas and electricity
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systems is proposed. In [6], the multi-timescale coordinated dispatch
model for IEGS is presented. However, the above IEGS operation mod-
els are operated in a centralized manner, which may cause difficulties
for managing the individual area’s information diversity and privacy in
multi-area settings. Modern interconnected IEGS typically consists of
several geographical regional subsystems that correspond to different
IEGS operators (IEGSOs). Recently, some distributed operation models
for multi-area IEGS are proposed in [1,7,8]. However, the gas linepack
effect is not considered in [1,8], and the renewable energy uncertainty
is not considered in [1,7]. Given a distributed framework, each local
IEGSO can operate independently and collaborate by sharing limited
information. Accordingly, each IEGSO keeps proprietary data, includ-
ing operation states and topological information, confidential without
compromising data privacy and decision-making independence.

Various methods have been employed to decompose the multi-
area optimization problems, which can be generally classified into
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three types: (1) the Lagrangian relaxation-based approaches such as the
analytical target cascading [9,10], alternating direction method of mul-
tipliers (ADMM) [1,7,8,11,12] and auxiliary problem principle [13];
(2) the Karush–Kuhn–Tucker conditions-based approaches such as the
heterogeneous decomposition algorithm [14] and the optimality condi-
tion decomposition algorithm [15]; and (3) the benders decomposition
algorithm [16]. In fact, the majority of these methods are developed
based on the premise that the workers can solve subproblems syn-
chronously. However, the scale and complexity of subproblems are
usually dependent on the system’s physical configuration, and there-
fore are heterogeneous and require different amounts of computation
time. In the synchronous setting, all workers need to wait for the
slowest worker to finish its computation or communication. This may
lead to the under-utilization of both computation and communication
resources as some workers remain idle for most of time [17]. To
overcome these drawbacks, the recent works [17,18] have generalized
the synchronous ADMM to an asynchronous one. In the asynchronous
setting, all workers perform their local updates based on the latest
available information from a subset of but not all neighbors, which
prevents the speedy workers from spending most of the time idling.

Another challenge for the operation of IEGS is how to hedge re-
newable energy uncertainty. Robust optimization (RO) [9,19–27] is an
attractive option. However, the RO models in [9,19–21] need a decom-
position algorithm based on a master-subproblem iteration framework,
which may demand a considerable computation time at each iteration.
When applied to ADMM, there are two disadvantages. Firstly, the
calculation burden will be enlarged as the master-subproblem iteration
of decomposition algorithm is needed in every ADMM iteration. Sec-
ondly, the robust counterpart of the second-stage problem in those of
decomposition-based RO models is bilinear and nonconvex. Although
this bilinear problem can be either solved by outer approximation
method [28] (only local optimality is guaranteed) or rewritten into a
MILP using the big-M method [9,20,21], the convergence of ADMM is
not guaranteed on nonconvex problem.

Unlike to the decomposition-based robust approach, the linear deci-
sion rules (LDRs) [22–27,29] model can provide a slightly conservative,
yet single tractable solution to the adjustable robust formulation. Since
the robust counterpart of LDRs-based adjustable approach is usually
tractable convex problem, LDRs model is more suitable for the ap-
plication of decentralized optimization. The LDRs have been applied
to adjustable robust optimal power flow (OPF) [22–25], residential
distributed generation coordination [26], and generation expansion
planning [27]. For the LDRs-based adjustable robust OPF problem, the
renewable energy uncertainty is expressed through allowable output
interval and the automatic generation control (AGC) system is com-
bined with LDRs in [22,23]. However, the AGC participation factors
must be predefined, otherwise the resulting model will be nonlinear.
If the AGC participation factors are predefined, the solution will be
conservative and the potential of AGC units cannot be fully exploited to
deal with renewable energy uncertainty. In [24,25], the renewable en-
ergy or load uncertainties are expressed through unadjustable bounded
intervals, which is quite conservative. Moreover, the renewable en-
ergy curtailment situation cannot be handled in this model. In short,
the relationship between LDRs and AGC systems has not been thor-
oughly studied in above literatures, especially when the uncertainties
are expressed through bounded intervals in a controllable polyhedral
uncertainty set.

Multi-area IEGS becomes a practical need for growing intercon-
nection of regional energy systems. To address those limitations of
synchronous ADMM and overcome disadvantages of decomposition-
based robust approach when applied to decentralized optimization, this
paper proposes a decentralized LDRs-based adjustable robust operation
model for multi-area IEGS via asynchronous ADMM. The information
privacy and decision-making independence are preserved among dif-
ferent IEGSOs. The LDRs and AGC systems are fully combined, and
thus, the potential of AGC systems in dealing with uncertainties is fully
2

exploited. The contributions of this paper are as follows:
Fig. 1. Structure of decentralized operation in a three-area IEGS.

1. An asynchronous decentralized ADMM for the operation prob-
lem of multi-area IEGS is proposed. Different from synchronous
ADMM, this asynchronous decentralized structure only requires
local communication and allows each area to perform local
updates with information from a subset of but not all neighbors.
Each IEGSO can operate their respective systems independently
and asynchronously with the consideration that only limited
information is shared with each other. The computational bot-
tleneck arising from slower subproblems can be eliminated,
which minimizes the idle time and improves the computational
efficiency.

2. The LDRs-based adjustable robust extension of asynchronous
ADMM capable of handling uncertainties is proposed. LDRs are
utilized to recast the regional adjustable robust operation prob-
lem as a computationally tractable SOCP problem. This LDRs
model can reduce the computation burden of every ADMM it-
eration and guarantee the convergence of asynchronous ADMM.

3. Different from [22,23] that predefine the AGC participation
factors, this paper tailors the LDRs model to combine with the
AGC systems and treats participation factors as optimizable vari-
ables to fully exploit its potential in dealing with uncertainties.
Meanwhile, different from LDRs models in [24,25] that express
uncertainties using unadjustable bounded intervals, this paper
adopts the bounded intervals in a controllable polyhedral un-
certainty set, leading to significantly less conservative and more
practical solutions.

This paper is organized as follows. Section 2 presents the decom-
position of multi-area IEGS. Section 3 addresses the adjustable robust
operation model of single area. Section 4 proposes the decentralized
adjustable robust algorithm. Case study and conclusion are presented
in Sections 5 and 6. Appendix is given after Section 6.

Notation: Boldface lower case and upper case letters represent vec-
tors and matrices, respectively. A constraint is called semi-infinite if it
can be formulated as ∀𝑤 ∈  , 𝑓 (𝑥,𝑤) ≤ 0 with set  and a function
𝑓 parametrized over 𝑤.

2. Decomposition of Multi-area IEGS

This paper considers partitioning an IEGS into multiple areas. In
practice, this allows to design a decentralized decision-making scheme,
in which each area is operated locally while cooperating with its
neighbors by sharing a limited set of data. As a result, proprietary data,
for example, operation states and topological information, can be kept
confidential in each area. Moreover, each area does not require global
knowledge of the entire system structure. Fig. 1 shows an example of
three-area interconnected IEGS for illustration.

For a given multi-area IEGS, we denote by set  to enumerate all
areas based on the partitioning, set  to represent all time periods.
For area 𝑎 ∈ , we consider a wind-integrated electricity network
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Fig. 2. Decomposition strategy of a two-area IEGS.
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denoted by the tuple (𝑎,𝑎,𝑎,𝑎,𝑎), where 𝑎 denotes the set
f buses, 𝑎 ⊆ 𝑎 × 𝑎 the set of power lines, 𝑎 ⊆ 𝑎 the set of
GUs, 𝑎 ⊆ 𝑎 the set of NGUs and non-NGUs, and 𝑎 ⊆ 𝑎 the

et of wind farms. Similarly, the gas system is denoted by the tuple
𝑎,𝑎,𝑎,𝑎,𝑎), where 𝑎 denotes the set of nodes, 𝑎 ⊆

𝑎 ×𝑎 the set of pipelines, 𝑎 ⊆ 𝑎 the set of gas wells, 𝑎 ⊆ 𝑎
the set of gas storages, and 𝑎 ⊆ 𝑎 the set of compressors.

Operating a multi-area IEGS in a decentralized way requires to find
proper couplings between the neighboring areas. In this paper, the
phase angle of boundary bus on tie-line, the pressure of boundary node
on tie-pipe, and the natural gas flow of tie-pipe are selected as coupling
variables. For any two connected areas, there are one power tie-line at
boundary buses 𝑖 and 𝑗 and one gas tie-pipe at boundary nodes 𝑚 and 𝑛
s shown in Fig. 2. Throughout this paper, we use notations  to denote
he neighboring ares, i.e., (𝑎, 𝑏) ∈  ⊆ × in Fig. 2, and 𝑐 to denote
he corresponding connecting tie-line, i.e., (𝑖, 𝑗) ∈ 𝑐 in Fig. 2, and 𝑐

o denote the corresponding connecting tie-pipe, i.e., (𝑚, 𝑛) ∈ 𝑐 in
ig. 2.

For the electricity part in each area 𝑎 ∈ , the set of buses 𝑎 = 𝑜
𝑎∪

𝑣
𝑎 is separated as the physical buses 𝑜

𝑎 according to the partitioning,
nd the virtual buses 𝑣

𝑎 on the boundary. If areas 𝑎 and 𝑏 are connected
ia tie-line (𝑖, 𝑗) ∈ 𝑐 , we introduce two virtual buses for areas 𝑎 and 𝑏
see Fig. 2) described by voltage angle 𝜃𝑎,𝑗 and 𝜃𝑏,𝑖, respectively. Then,
e introduce the consensus constraint

𝑎,𝑖𝑡 = 𝜃𝑏,𝑖𝑡 , 𝜃𝑎,𝑗𝑡 = 𝜃𝑏,𝑗𝑡 (1)

to state that the voltage angles of an end bus perceived by its connected
areas should be identical. Similarly, for the gas system in each area
𝑎 ∈ , the set of nodes 𝑎 =  𝑜

𝑎 ∪  𝑣
𝑎 is separated as the physical

nodes  𝑜
𝑎 according to the partitioning, and the virtual nodes  𝑣

𝑎 on
he boundary. If areas 𝑎 and 𝑏 are connected via tie-pipe (𝑚, 𝑛) ∈ 𝑐 ,
e introduce two virtual nodes for areas 𝑎 and 𝑏 (see Fig. 2) described
y node pressure 𝜋𝑎,𝑛 and 𝜋𝑏,𝑚, respectively. Then, we introduce the
onsensus constraint

𝑎,𝑚𝑡 = 𝜋𝑏,𝑚𝑡 , 𝜋𝑎,𝑛𝑡 = 𝜋𝑏,𝑛𝑡 (2)

o state that the pressures of an end node perceived by its connected
reas should be identical, and

𝑖𝑛
𝑎,𝑚𝑛𝑡 = 𝐹 𝑖𝑛

𝑏,𝑚𝑛𝑡 , 𝐹
𝑜𝑢𝑡
𝑎,𝑚𝑛𝑡 = 𝐹 𝑜𝑢𝑡

𝑏,𝑚𝑛𝑡 (3)

o state that the gas flow along tie-pipe perceived by its connected areas
hould be identical.

. Adjustable robust operation model of single area

This section introduces the regional adjustable robust operation
ormulation for each area.
3

.1. Local objective function

The local objective of each area is to minimize the total operation
ost given by

𝑎 =
∑

𝑡∈

⎧

⎪

⎨

⎪

⎩

∑

𝑔∈𝑎∖𝑎

[

𝑐1𝑔
(

𝑃𝐺
𝑔𝑡

)2
+ 𝑐2𝑔𝑃

𝐺
𝑔𝑡 + 𝑐3𝑔

]

+
∑

𝑤∈𝑎

𝑝𝑊𝑤 𝐹𝑊
𝑤𝑡 +

∑

𝑠∈𝑎

𝑝𝑆𝑠
(

𝐹𝑆,𝑜𝑢𝑡
𝑠𝑡 + 𝐹𝑆,𝑖𝑛

𝑠𝑡

)

}

(4)

including the generating cost of non-NGUs, the gas production cost of
gas wells, and the operating cost of gas storages in the area, where 𝑐1𝑔 ,
𝑐2𝑔 , and 𝑐3𝑔 denote the fuel cost coefficients of unit 𝑔, 𝑃𝐺

𝑔𝑡 the reference
base-point output of unit 𝑔 at time 𝑡 in the nominal scenario, 𝑝𝑊𝑤 the
gas production cost of gas well 𝑤, 𝑝𝑆𝑠 the operation cost of gas storage
𝑠, 𝐹𝑊

𝑤𝑡 the output of gas well 𝑤 at time 𝑡, 𝐹 𝑠,𝑖𝑛
𝑠𝑡 and 𝐹 𝑠,𝑜𝑢𝑡

𝑠𝑡 denote the
toring/releasing rate of gas storage 𝑠 at time 𝑡, respectively.

.2. Constraints of local electricity system

We describe the randomness of wind farm output by

𝑖 ∈ 𝑎 ,∀ 𝑡 ∈  , 𝑃𝑊
𝑖𝑡 = 𝑃

𝑊
𝑖𝑡 + 𝛥𝑃𝑊

𝑖𝑡 𝑧𝑖𝑡 , (5)

here 𝑃𝑊
𝑖𝑡 , 𝑃

𝑊
𝑖𝑡 , and 𝛥𝑃𝑊

𝑖𝑡 are the uncertain output, forecasted output,
and the maximum magnitude of deviation from forecast output of
wind farm 𝑖 at time 𝑡, respectively. Auxiliary variable 𝑧𝑖𝑡 denotes
he upward/downward deviation from the forecasts subject to 𝒛 =
𝑧𝑖𝑡}𝑖∈𝑎 ,𝑡∈ ∈ 𝑎 ⊆ R|𝑎|×| |. Here, the controllable polyhedral
ncertainty set 𝑎 =

{

𝒛 ∈ R|𝑎|×| |

|

|

|

|𝑧𝑖𝑡| ≤ 1 , 𝜎𝑎 ≥
∑

𝑖∈𝑎
|𝑧𝑖𝑡|

}

is
quivalent to

𝑎 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝒛 ∈ R|𝑎|×| |

|

|

|

|

|

|

|

|

|

|

∃𝑧+𝑖𝑡 , 𝑧
−
𝑖𝑡 ∈ [0, 1], 𝑘 ∈ 𝑎, 𝑡 ∈  ∶

𝑧𝑖𝑡 = 𝑧+𝑖𝑡 − 𝑧−𝑖𝑡 , 𝑧
+
𝑖𝑡 + 𝑧−𝑖𝑡 ≤ 1

∑

𝑖∈𝑎

𝑧+𝑖𝑡 + 𝑧−𝑖𝑡 ≤ 𝜎𝑎

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(6)

emark 1. The choice of 𝜎𝑎 in 𝑎 aims at adjusting the conser-
ativeness of the robust solution. 𝜎𝑎 = 0 results in deterministic
epresentation, 𝜎𝑎 > 0 leads to uncertain parameters, which could
eviate from the forecast values. Specifically, 𝜎𝑎 = |

|

|

𝑎
|

|

|

degenerates
nto the unadjustable bounded interval in [24,25].

Based on LDRs, we define adjustable robust unit output and wind
arm output by

𝑃𝐺
𝑖𝑡 = 𝑃𝐺

𝑖𝑡 − 𝛼𝑖𝑡
∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

= 𝑃𝐺
𝑖𝑡 − 𝛼𝑖𝑡

∑

𝛥𝑃𝑊
𝑘𝑡 𝑧𝑘𝑡 , 𝑖 ∈ 𝑎 , 𝑎 ∈  , 𝑡 ∈  (7a)
𝑘∈𝑎
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s
g

c

1 =
∑

𝑖∈𝑎

𝛼𝑖𝑡 with 𝛼𝑔𝑡 ∈ [0, 1] , 𝑖 ∈ 𝑎 , 𝑎 ∈  , 𝑡 ∈  (7b)

𝑃𝑊
𝑗𝑡 = 𝑃𝑊

𝑗𝑡 −
∑

𝑘∈𝑎

𝛽𝑗𝑘𝑡
(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

= 𝑃𝑊
𝑗𝑡 −

∑

𝑘∈𝑎

𝛽𝑗𝑘𝑡
(

𝛥𝑃𝑊
𝑘𝑡 𝑧𝑘𝑡

)

, 𝑗 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (7c)

where 𝑃𝐺
𝑔𝑡 and 𝑃𝑊

𝑖𝑡 respectively denote the output from unit 𝑔 and
wind farm 𝑖 at time 𝑡 under the realization of wind generation, 𝑃𝑊

𝑗𝑡
enotes the reference base-point output of wind farm 𝑗 at time 𝑡 in the
ominal scenario, 𝛽𝑗𝑘𝑡 and 𝛼𝑔𝑡 denote the adjustable terms under the
ealization of wind generation, and 𝛼𝑔𝑡 is directly compatible with the
nit participation factors of AGC systems.

emark 2. Different from [22,23], this paper treats AGC participation
actors as optimizable variables. The resulting LDRs model is directly
ompatible with AGC systems where generators respond to area control
rror (ACE) according to the optimized participation factors.

Note that the bus voltage angle under the realization of wind
eneration can also be divided into two components, the non-adjustable
omponent that is associated with the nominal scenario and the ad-
ustable component that varies with the uncertain wind forecast errors
s follows. Detailed derivation can be seen in Appendix.

𝑖𝑡 = 𝜃̂𝑖𝑡 −
∑

𝑘∈𝑎

(

𝐵̃𝑖𝑘𝛽𝑖𝑘𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡

)

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

(8)

where 𝜃𝑖𝑡 denotes the phase angle of bus 𝑖 at time 𝑡 under the realization
of wind generation, 𝜃̂𝑖𝑡 denotes the reference base-point of phase angle
of bus 𝑖 at time 𝑡 in the nominal scenario, 𝐵̃𝑖𝑘 denotes the element of
electricity network admittance inverse matrix, with the reference angle
at bus 1.

Accordingly, the typical constraints of local electricity system in
each area is summarized as follows,

𝑃𝐺
𝑖𝑡 = 0, 𝑖 ∈ 𝑜

𝑎∖𝑎, 𝑎 ∈ , 𝑡 ∈  (9a)

𝑃𝑊
𝑖𝑡 = 0, 𝑖 ∈ 𝑜

𝑎∖𝑎, 𝑎 ∈ , 𝑡 ∈  (9b)

𝑃𝐺
𝑖𝑡 + 𝑃𝑊

𝑖𝑡 −
∑

𝑗∈𝛷𝑖

𝜃̂𝑖𝑡 − 𝜃̂𝑗𝑡
𝑥𝑖𝑗

= 𝑃𝐷
𝑖𝑡 , 𝑖 ∈ 𝑜

𝑎, 𝑎 ∈ , 𝑡 ∈  (9c)

0 ≤ 𝑃𝑊
𝑖𝑡 ≤ 𝑃𝑊

𝑖𝑡

with (5) and (7c) ∀ 𝒛 ∈ 𝑎 𝑖 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (9d)
𝐺
𝑖𝑡 ≤ 𝑃𝐺

𝑖𝑡 ≤ 𝑃
𝐺
𝑖

with (5), (7a) and (7b) ∀ 𝒛 ∈ 𝑎 𝑖 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (9e)
− 𝑅𝐷

𝑖 ≤ 𝑃𝐺
𝑖𝑡 − 𝑃𝐺

𝑖𝑡−1 ≤ 𝑅𝑈
𝑖

with (5), (7a) and (7b) ∀ 𝒛 ∈ 𝑎 𝑖 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} (9f)

− 𝐿𝑖𝑗 ≤
𝜃𝑖𝑡 − 𝜃𝑗𝑡

𝑥𝑖𝑗
≤ 𝐿𝑖𝑗

with (5), (7b), and (8) ∀ 𝒛 ∈ 𝑎 (𝑖, 𝑗) ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (9g)
ref
1𝑡 = 0, 𝑡 ∈  (9h)

ith 𝛷𝑖 the neighboring buses of bus 𝑖, 𝑅𝑈
𝑖 and 𝑅𝐷

𝑖 respectively denote
the maximum upward and downward ramping rates of unit 𝑖, 𝑃𝐷

𝑖𝑡
enotes the load demand at bus 𝑖 at time 𝑡, 𝑥𝑖𝑗 and 𝐿𝑖𝑗 denote the

reactance and capacity of transmission line (𝑖, 𝑗) ∈ 𝑎, respectively,
𝑃𝐺
𝑖 and 𝑃

𝐺
𝑖 denote the minimum and maximum output for all 𝑖 ∈ 𝑎,

espectively.
Constraints (9a)–(9c) denote the bus power balance in the nominal

cenario represented by DC power flow model while (9d)–(9h) denote
he constraints under the realization of wind generation, where (9d) is
he wind farm output limit, (9e) is the unit output limit, (9f) is the unit
amping rate limit, (9g) is the capacity limit of transmission line, (9h)
efines bus 1 as the reference bus of the entire system.
4

.3. Constraints of local natural gas system

The typical constraints of local natural gas system in each area de-
cribing the quasi-steady-state operating characteristics with linepack
as model are
∑

𝑤∈𝛹𝑊
𝑚

𝐹𝑊
𝑤𝑡 +

∑

𝑠∈𝛹𝑆
𝑚

(

𝐹𝑆,𝑜𝑢𝑡
𝑠𝑡 − 𝐹𝑆,𝑖𝑛

𝑠𝑡

)

+
∑

𝑛∈𝛹𝑚

(

𝐹 𝑜𝑢𝑡
𝑚𝑛𝑡 − 𝐹 𝑖𝑛

𝑚𝑛𝑡
)

=
∑

𝑖∈𝛹𝐺
𝑚

𝐹𝐺
𝑖𝑡 +

∑

𝑑∈𝛹𝐷
𝑚

𝐹𝐷
𝑑𝑡

+
∑

𝑘∈𝛹𝐶
𝑚

𝜏𝐶𝑘𝑡 +
∑

𝑘∈𝛹𝐶
𝑚

𝐹𝐶
𝑘𝑡 , 𝑚 ∈  𝑜

𝑎 , 𝑎 ∈ , 𝑡 ∈  (10a)

𝐹𝑊
𝑤 ≤ 𝐹𝑊

𝑤𝑡 ≤ 𝐹
𝑊
𝑤 , 𝑤 ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10b)

0 ≤ 𝐹𝑆,𝑜𝑢𝑡
𝑠𝑡 ≤ 𝐹

𝑆,𝑜𝑢𝑡
𝑠 , 𝑠 ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10c)

0 ≤ 𝐹𝑆,𝑖𝑛
𝑠𝑡 ≤ 𝐹

𝑆,𝑖𝑛
𝑠 , 𝑠 ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10d)

𝐸𝑆
𝑠𝑡 = 𝐸𝑆

𝑠𝑡−1 + 𝐹𝑆,𝑖𝑛
𝑠𝑡 − 𝐹𝑆,𝑜𝑢𝑡

𝑠𝑡 , 𝑠 ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10e)

𝐸𝑆
𝑠 ≤ 𝐸𝑆

𝑠𝑡 ≤ 𝐸
𝑆
𝑠 , 𝑠 ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10f)

𝐹𝑚𝑛𝑡 = 𝐶𝑚𝑛

√

𝜋2
𝑚𝑡 − 𝜋2

𝑛𝑡, (𝑚, 𝑛) ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10g)

𝐹𝑚𝑛𝑡 =
(

𝐹 𝑜𝑢𝑡
𝑚𝑛𝑡 + 𝐹 𝑖𝑛

𝑚𝑛𝑡
)

∕2, (𝑚, 𝑛) ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10h)

𝐹𝐿𝑃
𝑚𝑛𝑡 = 𝐾𝑚𝑛

(

𝜋𝑛𝑡 + 𝜋𝑚𝑡
)

∕2, (𝑚, 𝑛) ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10i)

𝐹𝐿𝑃
𝑚𝑛𝑡 = 𝐹𝐿𝑃

𝑚𝑛𝑡−1 + 𝐹 𝑖𝑛
𝑚𝑛𝑡 − 𝐹 𝑜𝑢𝑡

𝑚𝑛𝑡, (𝑚, 𝑛) ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10j)

𝐹 𝑖𝑛
𝑚𝑛𝑡, 𝐹

𝑜𝑢𝑡
𝑚𝑛𝑡 ≥ 0, (𝑚, 𝑛) ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (10k)

𝜋𝑛𝑡 ≤ 𝜋𝑚𝑡, (𝑚, 𝑛) ∈ 𝑎 , 𝑎 ∈ , 𝑡 ∈  (10l)

𝜋𝑚 ≤ 𝜋𝑚𝑡 ≤ 𝜋𝑚, 𝑚 ∈  𝑜
𝑎 , 𝑎 ∈ , 𝑡 ∈  (10m)

0 ≤ 𝐹𝑚𝑛𝑡 ≤ 𝐹𝑚𝑛, (𝑚, 𝑛) ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (10n)

0 ≤ 𝐹𝐶
𝑘𝑡 ≤ 𝐹

𝐶
𝑘 , 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (10o)

𝜏𝐶𝑘𝑡 = 𝛾𝑘𝐹
𝐶
𝑘𝑡 , 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (10p)

𝑟𝑘 ≤ 𝜋𝑜𝑢𝑡
𝑘𝑡 ∕𝜋

𝑖𝑛
𝑘𝑡 ≤ 𝑟𝑘, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  (10q)

𝐹𝐺
𝑖𝑡 = 𝜔𝑔𝑃

𝐺
𝑔𝑡

with (5), (7a), and (7b) ∀ 𝒛 ∈ 𝑎 (𝑖, 𝑔) ∈ 𝛺𝑎, 𝑎 ∈ , 𝑡 ∈  (10r)

with 𝛹𝑚, 𝛹𝑊
𝑚 , 𝛹𝑆

𝑚 , 𝛹𝐺
𝑚 , 𝛹𝐷

𝑚 , and 𝛹𝐶
𝑚 the set of gas nodes, gas wells, gas

storages, NGUs, gas loads, and compressors connected to node 𝑚, 𝐹𝐷
𝑑𝑡

the gas demand of node 𝑑 at time 𝑡, 𝜋𝑚𝑡 the gas pressure of node 𝑚 at
time 𝑡, 𝐸𝑆

𝑠𝑡 the volume of gas storage 𝑠 at time 𝑡, 𝐹
𝑖𝑛
𝑠 and 𝐹

𝑜𝑢𝑡
𝑠 denote

the maximum storing and releasing rate of gas storage 𝑠, respectively,
[𝜋𝑚, 𝜋𝑚] the interval of 𝜋𝑚𝑡, [𝐹𝑊

𝑤 , 𝐹
𝑊
𝑤 ] the interval of 𝐹𝑊

𝑤𝑡 , [𝐹𝑆
𝑠 , 𝐹

𝑆
𝑠 ] the

interval of 𝐹𝑆
𝑠𝑡 , [𝑟𝑘, 𝑟𝑘] the interval of compression ratio of compressor

𝑘, [𝐸𝑆
𝑠 , 𝐸

𝑆
𝑠 ] the interval of 𝐸𝑆

𝑠𝑡 , 𝐹
𝐺
𝑔𝑡 the gas consumption of NGU 𝑔 at

time 𝑡, 𝐹𝐶
𝑘𝑡 the gas flow through compressor 𝑘 at time 𝑡, 𝐹 𝑖𝑛

𝑚𝑛𝑡 and 𝐹 𝑜𝑢𝑡
𝑚𝑛𝑡

denote the inflow and outflow of pipeline 𝑚𝑛 at time 𝑡, respectively,
𝐹𝑚𝑛𝑡 and 𝐹𝐿𝑃

𝑚𝑛𝑡 denote the average gas flow and linepack of pipeline 𝑚𝑛 at
time 𝑡, respectively, 𝐹

𝐶
𝑘 and 𝐹𝑚𝑛 denote the maximum gas flow through

compressor 𝑘 and pipeline 𝑚𝑛, 𝐶𝑚𝑛 and 𝐾𝑚𝑛 denote the Weymouth
onstant and linepack constant of pipeline 𝑚𝑛, respectively, 𝜏𝐶𝑘𝑡 the gas

consumption of compressor 𝑘 at time 𝑡, 𝛾𝑘 the efficiency of compressor
𝑘, 𝛺𝑎 denotes the pairs of node 𝑖 ∈  𝑜

𝑎 and its equipped NGU 𝑔 ∈ 𝑎,
𝜔𝑔 the conversion coefficient of NGU 𝑔.

Eq. (10a) represents the nodal gas flow balance. Eq. (10b) represents
the output limit of gas wells. Eqs. (10c)–(10f) represent the output limit
of gas storages. Eqs. (10g)–(10h) describe the steady-state Weymouth
gas flow model [4,30] denoted by the nodal gas pressure and pipeline
gas flow. According to the gas-transmission-system operation practice,
the gas flow direction does not change intra-day [31]. Thus, it is a
reasonable assumption in short-term operation problem, whereas the
long-term operation or planning decision should consider bi-directional
natural gas flows. Eqs. (10i)–(10k) represent the gas linepack limit,
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which is considered as proportional to the average gas pressure and
the pipeline characteristics. Since the real-time gas load uncertainties
can be practically balanced by linepack, the uncertainties of gas loads
are not considered here. Constraints (10l)–(10m) denote the nodal pres-
sure. Constraint (10n) and (10o) represent the transmission capacity
of gas pipelines and compressors, respectively. For gas compressors,
their gas consumptions represent a specified percentage (typically 3%–
5%) [32] of the transported gas flow as given in (10p), while (10q)
denotes the compression ratio limit of outlet and inlet gas pressures.
The gas consumption of the 𝑖th NGU in the electricity network is fed
y gas extracted from the 𝑚th gas node in the gas network. Eq. (10r)
ssumes a linear relationship [33,34] between the gas consumption of
GUs and their power outputs under the realization of wind power
eneration, which ensures the safe operation of the gas system under
ind power uncertainty.

Constraint (10g) is nonconvex, we apply SOC relaxation as discussed
n [4] to deal with its nonconvexity. In a result, we have convex SOC
onstraints derived by

𝑚𝑛𝑡 =𝐶𝑚𝑛

√

𝜋2
𝑚𝑡 − 𝜋2

𝑛𝑡 → 𝐹 2
𝑚𝑛𝑡∕𝐶

2
𝑚𝑛 = 𝜋2

𝑚𝑡 − 𝜋2
𝑛𝑡

←←→𝐹 2
𝑚𝑛𝑡∕𝐶

2
𝑚𝑛 + 𝜋2

𝑛𝑡 ≤ 𝜋2
𝑚𝑡 ←←→

‖

‖

‖

‖

‖

[

𝐹𝑚𝑛𝑡∕C𝑚𝑛
𝜋𝑛𝑡

]

‖

‖

‖

‖

‖2
≤ 𝜋𝑚𝑡 .

(11)

If the solution satisfies (10g), the relaxation is exact and the solution
s globally optimal. However, the relaxation (11) may not always be
xact during the iteration of optimization algorithm. To drive the
xactness of SOC relaxation, an additional penalty term
′
𝑎 =

∑

𝑡∈

∑

(𝑚,𝑛)∈𝑎

𝛽
(

𝜋𝑚𝑡 − 𝜋𝑛𝑡
)

,

ith smaller positive constant 𝛽 is added to the objective function,
hich drives the 𝜋2

𝑚𝑡−𝜋
2
𝑛𝑡 towards 𝐹 2

𝑚𝑛𝑡∕C
2
𝑚𝑛 [35,36]. This positive linear

enalty term makes the violation of the constraint (10g) smaller.

emark 3. The semi-infinite constraints (9d)–(9g) and (10r) are robust
or any realization of wind generation in the controllable polyhedral
ncertainty set.

. Decentralized adjustable robust algorithm

This section first proposes a decentralized LDRs-based adjustable ro-
ust operation formulation. Then, we discuss how to solve the problem
y using the standard synchronous ADMM in a decentralized man-
er. Moreover, an asynchronous ADMM based decentralized method is
resented to reduce the impact of time delay between neighbors.

.1. Decentralized LDRs-based adjustable robust formulation

We stack by 𝝌𝑎 =
(

{𝜃𝑖𝑡}𝑖∈𝑎 ,𝑡∈ , {𝑃
𝐺
𝑖𝑡 }𝑖∈𝑎 ,𝑡∈ , {𝑃

𝑊
𝑖𝑡 }𝑖∈𝑎 ,𝑡∈

)

the
ecision variables of regional IEGS under the realization of wind gen-
ration and introduce the LDRs

𝑎 = 𝝌̂𝑎 + 𝑼 𝑎𝒛 , 𝑼 𝑎 ∈ 𝑎 , 𝒛 ∈ 𝑎 (12)

o deal with the semi-infinite constraints (9d)–(9g) and (10r), where
̂ 𝑎 and 𝑼 𝑎 denote the non-adjustable term in the nominal scenario and
djustable term due to the uncertainties, respectively. Then, we write
own (9d)–(9g) and (10r) and into the worst-case dense form

max
𝒛∈𝑎

𝑾 𝑎(𝝌̂𝑎 + 𝑼 𝑎𝒛) ≤ 𝝂𝑎 . (13)

riting the dual equivalent form of the inner maximization problem
eads to

𝝌𝑎, 𝜻𝑎) ∈ 𝐸
𝑎 , (14)

here 𝜻𝑎 denotes the associated dual variables of constraints 𝒛 ∈ 𝑎,
𝐸

5

𝑎 is a polyhedral constraint set. The derivation from (13) to (14) in
etails can be found in Appendix. Finally, we obtain the LDRs-based
djustable robust operation model for multi-area IEGS as follows.

min
∑

𝑎∈

(

𝑀𝑎 +𝑀 ′
𝑎
)

(15a)

.t. (9a)–(9c),(9h), (10a)–(10f), (10h)–(10q),

(11), (27), (28), (29), (30), (40), (41), (44), (45), (48). (15b)

he above convex model aims at minimizing the base-case operation
ost in nominal scenario over linear and SOC constraints, while adap-
ively and securely adjusting the output of AGC units in response
o possible realizations of wind power uncertainties. The proposed
odel does not need any decomposition-based robust algorithm and

an be directly solved by commercial solvers. Noted that some of these
onstraints are shown in Appendix.

Moreover, we use notation 𝒙𝑎 to stack all local variables w.r.t area
and 𝑎 to collect all regional constraints (15b). Accordingly, the
ulti-area adjustable robust operation problem can be written in the
ecentralized form

min
𝒙

∑

𝑎∈
𝑓𝑎(𝒙𝑎) (16a)

.t. 𝑨𝑎,𝑏𝒙𝑎 = 𝑨𝑏,𝑎𝒙𝑏 , (𝑎, 𝑏) ∈  (16b)

𝒙𝒂 ∈ 𝑎 , 𝑎 ∈ . (16c)

ere, 𝑓𝑎 is given by the regional objective (15a), the coupled affine
quality constraint (16b) summarizes constraints (1), (2) and (3) for
ll (𝑎, 𝑏) ∈  , where the selection matrices 𝐀𝑎,𝑏 are diagonal whose
iagonal element is either 1 or 0.

.2. Synchronous ADMM for decentralized operation

In order to solve (16) using ADMM, we introduce consensus vari-
bles 𝒚 and the following affine equalities

𝑎,𝑏𝒙𝑎 = 𝒚𝑎,𝑏 , 𝑨𝑏,𝑎𝒙𝑏 = 𝒚𝑎,𝑏 , (𝑎, 𝑏) ∈  (17)

here 𝒚𝑎,𝑏 includes the elements of 𝒚 w.r.t. the coupling between areas
and 𝑏. Then, we stack all local consensus variables into the compact

orm

𝑎𝒙𝑎 = 𝒚𝑎 , 𝑎 ∈  (18)

with selection matrices 𝑨𝑎, 𝑎 ∈ . In a result, the augmented La-
grangian is written as

𝐿(𝒙, 𝒚,𝝀) =
∑

𝑎∈

{

𝑓𝑎(𝒙𝑎) + 𝝀⊤𝑎
(

𝑨𝑎𝒙𝑎 − 𝒚𝑎
)

+ 1
2
‖

‖

𝑨𝑎𝒙𝑎 − 𝒚𝑎‖‖
2
𝛴𝑎

}

,

here 𝝀𝑎 denotes the Lagrangian multipliers of (18), diagonal matrices
𝑎 ≻ 0 introduce the parameters of penalty term in row-wise, i.e.,

1
2
‖

‖

𝑨𝑎𝒙𝑎 − 𝒚𝑎‖‖
2
𝛴𝑎

= 1
2
(

𝑨𝑎𝒙𝑎 − 𝒚𝑎
)⊤ 𝛴𝑎

(

𝑨𝑎𝒙𝑎 − 𝒚𝑎
)

,

which follows the fact that matrices 𝑨𝑎 are selection matrices. The
synchronous ADMM iteration is thus, given by

𝒙𝓁+1
𝑎 =argmin

𝒙𝑎∈𝑎

𝑓𝑎(𝒙𝑎) + 𝝀𝓁
𝑎
⊤ (𝑨𝑎𝒙𝑎 − 𝒚𝓁

𝑎

)

+ 1
2
‖

‖

‖

𝑨𝑎𝒙𝑎 − 𝒚𝓁
𝑎
‖

‖

‖

2

𝛴𝑎
, 𝑎 ∈ 

(19a)

𝝀𝓁+1
𝑎 =𝝀𝓁

𝑎 + 𝛴𝑎(𝑨𝑎𝒙𝓁+1
𝑎 − 𝒚𝓁

𝑎 ) , 𝑎 ∈  (19b)

𝒚𝓁+1
𝑎,𝑏 =argmin

𝒚𝑎,𝑏
(𝑨𝑎,𝑏𝒙𝓁+1

𝑎 − 𝒚𝑎,𝑏)⊤𝝀𝓁+1
𝑎,𝑏 + 1

2
‖

‖

‖

𝑨𝑎,𝑏𝒙𝓁+1
𝑎 − 𝒚𝑎,𝑏

‖

‖

‖

2

𝛴𝑎

+ (𝑨𝑏,𝑎𝒙𝓁+1
𝑏 − 𝒚𝑎,𝑏)⊤𝝀𝓁+1

𝑏,𝑎 + 1
2
‖

‖

‖

𝑨𝑏,𝑎𝒙𝓁+1
𝑏 − 𝒚𝑎,𝑏

‖

‖

‖

2

𝛴𝑏
(19c)

=
(

𝛴𝑎 + 𝛴𝑏
)−1

(

𝛴𝑎𝑨𝑏,𝑎𝒙𝓁+1
𝑏 + 𝛴𝑏𝑨𝑎,𝑏𝒙𝓁+1

𝑎 − 𝝀𝓁+1
𝑎,𝑏 − 𝝀𝓁+1

𝑏,𝑎

)

, (𝑎, 𝑏) ∈  .

(19d)

Here, 𝓁 denotes a global iteration counter. The local primal update

(19a) and dual update (19b) can be employed in parallel while the
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consensus update (19d) can be proceed either by areas 𝑎 or 𝑏. The entire
algorithm is fully decentralized requiring only neighbor-to-neighbor
communication. However, step (19d) needs the information from both
areas 𝑎 and 𝑏, which in practice, easily encounters a delay at each
iteration as areas 𝑎 and 𝑏 might spend different time in executing (19a)
and (19b) due to local heterogeneity. To overcome this drawback, the
next section introduces an asynchronous ADMM based decentralized
algorithm to solve (16).

4.3. Asynchronous ADMM for decentralized operation

Algorithm 1 Asynchronous ADMM in area 𝑎
Initialization:

• choose 𝝀0𝑎, set 𝓁𝑎 = 0;
• solve local problem 𝒙0𝑎 = argmin

𝒙𝑎∈𝑎

𝑓𝑎(𝒙𝑎);

• send (𝑨𝑎,𝑏𝒙0𝑎,𝝀
0
𝑎,𝑏) to all neighbors 𝑏 ∈ 𝑎.

epeat:

1. Update primal by

𝒙𝓁𝑎+1𝑎 = argmin
𝒙𝑎∈𝑎

𝑓𝑎(𝒙𝑎) +
(

𝑨𝑎𝒙𝑎
)⊤ 𝝀𝓁𝑎𝑎 + 1

2
‖

‖

‖

𝑨𝑎𝒙𝑎 − 𝒚𝓁𝑎𝑎
‖

‖

‖

2

𝛴𝑎
.

(20)

and send (𝑨𝑎,𝑏𝑥
𝓁𝑎+1
𝑎 ,𝝀𝓁𝑎𝑎,𝑏) to its all neighbors 𝑏 ∈ 𝑎.

2. Wait until 𝑛 neighbors’ (𝑨𝑏,𝑎𝑥
𝓁𝑎+1
𝑏 ,𝝀𝓁𝑎𝑏,𝑎).

3. Update 𝒚𝓁𝑎+1𝑎 by evaluating

𝒚𝓁𝑎+1𝑎,𝑏 =
(

𝛴𝑎 + 𝛴𝑏
)−1

(

𝛴𝑎𝑨𝑏,𝑎𝒙
𝓁𝑎
𝑏 + 𝛴𝑏𝑨𝑎,𝑏𝒙

𝓁𝑎+1
𝑎 − 𝝀𝓁𝑎+1𝑎,𝑏 − 𝝀𝓁𝑎𝑏,𝑎

)

(21)

for neighbor 𝑏 ∈ 𝑎 associated with arrived information.
4. Update dual by

𝝀𝓁𝑎+1𝑎 = 𝝀𝓁𝑎𝑎 + 𝛴𝑎(𝑨𝑎𝒙
𝓁𝑎+1
𝑎 − 𝒚𝓁𝑎+1𝑎 ) . (22)

and set 𝓁𝑎 ← 𝓁𝑎 + 1.

Base on the asynchronous framework proposed in [17], Algorithm
outlines a tailored asynchronous version of (19) from each area’s

erspective. Here, we use notation 𝓁𝑎 to denote the local iteration
counter and 𝑎 to denote the neighbors of area 𝑎. Moreover, we
assume that the communication delay is bounded, i.e., all transfer
information would eventually arrive at its destination. Compared to
the synchronous ADMM, the main idea of Algorithm 1 is to update the
consensus variable 𝒚𝑎 by using limited neighbors’ information. Here,
we use 𝑛 ≤ |𝑎| in Step (2) of Algorithm 1 to define the number of
neighbors whose information are required to proceed the rest steps
of Algorithm 1. Notice that these 𝑛 neighbors whose information is
vailable could be different from iteration to iteration and is dependent
n the communication environment. In a result, the consensus variable
𝑎 is not exactly consensus as the local update is only based on the part
f neighbors’ information. A practical stop criterion of Algorithm 1 is

𝒓𝓁+1𝑎 ‖1 ≤ 𝜖pri𝑎 , ‖𝒔𝓁+1𝑎 ‖1 ≤ 𝜖dual𝑎

old for all 𝑎 ∈  with

𝜖pri𝑎 =
√

𝑛𝑦𝑎𝜖
abs + 𝜖rel max{‖𝑨𝑎𝒙𝑎‖, ‖𝒚𝑎‖}

dual
𝑎 =

√

𝑛𝑥𝑎𝜖
abs + 𝜖rel‖𝑨⊤

𝑎 𝝀𝑎‖ .

ere, the primal and dual residual is given by
𝓁𝑎+1 = 𝑨 𝒙𝓁𝑎+1 − 𝒚𝓁𝑎+1 , 𝒔𝓁𝑎+1 = 𝑨⊤𝛴 (𝒚𝓁𝑎+1 − 𝒚𝓁𝑎 ),
6

𝑎 𝑎 𝑎 𝑎 𝑎 𝑎 𝑎 𝑎 𝑎
and the parameters 𝜖abs and 𝜖rel can be chosen as 10−3 or 10−4 [37].
he primal residual defines the violation of coupled equality con-
traints (18), while the dual residual describes the residual of the
irst-order optimality condition of Problem (16). To further explain the
ain idea of dual residual, we write down the optimality condition of

ocal problem 20 as a generalized equation [38],

∈ ∇𝑓𝑎(𝒙
𝓁𝑎+1
𝑎 ) +𝑨⊤

𝑎 𝝀
𝓁𝑎
𝑎 +𝑨⊤

𝑎𝛴𝑎

(

𝑨𝑎𝒙
𝓁𝑎+1
𝑎 − 𝒚𝓁𝑎𝑎

)

+𝒩𝑎
(𝒙𝓁𝑎+1𝑎 )

ith normal cone 𝒩𝑎
(𝒙𝓁𝑎+1𝑎 ) of constraint set 𝑎 defined at 𝒙𝓁𝑎+1𝑎 . Then,

ubstituting the dual update 22 into it yields

∈ 𝑨⊤
𝑎𝛴𝑎

(

𝒚𝓁𝑎+1𝑎 − 𝒚𝓁𝑎𝑎
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
residual 𝒔𝓁𝑎+1𝑎

+∇𝑓𝑎(𝒙
𝓁𝑎+1
𝑎 ) +𝑨⊤

𝑎 𝝀
𝓁𝑎+1
𝑎 +𝒩𝑎

(𝒙𝓁𝑎+1𝑎 )
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

optimality condition

.

Remark 4 (Asynchrony and Convergence Guarantee). Under mild as-
sumptions, Theorem 1 in [39] established the convergence of Algorithm
1 for both iterates and objective value. In practice, one may set 𝑛 = 1
to maximize the communication efficiency, but note that the choice of
𝑛 does not affect the convergence guarantee as discussed in [39].

Remark 5 (Step Size). A proper selection of diagonal matrices 𝛴𝑎 plays a
crucial role in the numerical performance of Algorithm 1. In this paper,
for different type of couplings, we choose different diagonal value of 𝛴𝑎
depending on the magnitude of coupling variables. In particular, there
are three different value of {20000, 2, 0.002} used for the voltage phase
angle of boundary bus in [rad], the pressure of boundary node in [Psig],
and the gas flow of tie-pipe in [kcf], respectively.

If there exists a master agent monitoring all the local updates, the
iteration of asynchronous ADMM can be also written down from a
global point view same as (19). The local primal and dual update is
given by

𝒙𝓁+1𝑎 =

⎧

⎪

⎨

⎪

⎩

argmin
𝒙𝑎∈𝑎

𝑓𝑎(𝒙𝑎) +
1
2
‖

‖

‖

𝑨𝑎𝒙𝑎 − 𝒚𝓁𝑎 + 𝛴−1
𝑎 𝝀𝓁𝑎

‖

‖

‖

2

𝛴𝑎
if 𝑎 ∈ 𝓁

𝒙𝓁𝑎 otherwise
(23a)

𝝀𝓁+1𝑎 =

{

𝝀𝓁𝑎 + 𝛴𝑎(𝑨𝑎𝒙𝓁+1𝑎 − 𝒚𝓁+1𝑎 ) if 𝑎 ∈ 𝓁

𝝀𝓁𝑎 otherwise
(23b)

here 𝓁 ⊆  is a subset of areas that finishes updating 𝑥𝑎 during
ime interval (𝑡𝓁 , 𝑡𝓁+1]. If 𝑣 = , (23b) is equivalent to (19a) and
19b). Then, we denote by 𝑇(𝑡𝓁 ,𝑡𝓁+1] ⊆  ×  the set of areas that
xchange information at iteration 𝓁 such that the asynchronous update
f consensus variable is given by
𝓁+1
𝑎,𝑏 =

(

𝛴𝑎 + 𝛴𝑏
)−1

(

𝛴𝑏𝑨𝑏,𝑎𝒙𝓁+1𝑏 + 𝛴𝑎𝑨𝑎,𝑏𝒙𝓁+1𝑎 − 𝝀𝓁𝑎,𝑏 − 𝝀𝓁𝑏,𝑎
)

, (24)

for all (𝑎, 𝑏) ∈  with 𝑎 ∈ 𝑎.
Fig. 3 shows an example of Algorithm 1 with three workers from

the perspective of the master agent that monitors all the local updates
(each area is assumed with one worker). Since the workers may have
different time delays, the pace of the optimization would be determined
by the slowest worker. In Fig. 3(a), the next iteration updates only when
all the workers have finished their computation and communication.
As a result, under such synchronous protocol, the speedy workers
(e.g., worker 1) would spend most of the time idling, and thus the
parallel computational resources cannot be fully utilized. Instead, in
Fig. 3(b), the next iteration updates whenever at least two workers
have finished. With the lock removed, the speedy workers can update
their variables more frequently. As illustrated in Fig. 3, during the same
period of time, the synchronous algorithm only completes three updates
whereas the asynchronous one updates eight times already. On the flip
side, the asynchronous one introduces delayed variable information
and thereby requires a larger number of iterations to reach the same
solution accuracy than its synchronous counterpart. This implies that

none of the workers have to be synchronized with each other and does
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Table 1
Comparison of synchronous and asynchronous ADMM with centralized method.

Scheme Iterations Operation cost ($) Total operation cost ($) Solution gap

Area a Area b Area c

Centralized – 847223 274668 210474 1332365 –
Synchronous ADMM 51 847241 274679 210487 1332407 0.0030%
Asynchronous ADMM 86 847244 274677 210490 1332411 0.0035%
A
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Fig. 3. Illustration of synchronous and asynchronous ADMM (a) Synchronous ADMM,
(b) Asynchronous ADMM.

not need to wait for the slowest worker either. In a heterogeneous
network, the workers can have different computational powers, or
the data sets can be non-uniformly distributed across the network.
Thus, the workers can require different computational times in solving
the local subproblems. Besides, the communication delays can also be
different, e.g., due to probabilistic communication failures and message
retransmission.

5. Numerical results

Numerical results are conducted on a three-area 275-bus-130-node
IEGS, in which area 𝑎 is comprised of an IEEE 118-bus and a 90-node
gas system, area 𝑏 is comprised of an IEEE 118-bus and a 20-node
gas system, and area 𝑐 is comprised of a New England 39-bus and a
20-node gas system. Three areas are interconnected by three tie-lines
(TLs) and three tie-pipes (TPs) with 14 NGUs, 104 non-NGUs, 13 wind
farms, 418 internal lines, 203 electricity loads, 14 gas wells, 6 gas
storages, 19 compressors, 117 internal pipelines, and 57 gas loads. The
number of wind farms in areas 𝑎, 𝑏, and 𝑐 are 5, 5, and 3, respectively.
The optimization horizon is 8 h and the time resolution is 1 h. The
topology of gas networks can be found in [40]. The parameters of
tie-lines and tie-pipes, the unit output characteristics, the electricity
and gas network parameters, and other detailed data has been made
available online [41]. Variations of wind generation are considered as
20% of their forecasts. The uncertainty budgets of areas 𝑎, 𝑏, and 𝑐 are
set to 3, 3, and 2, respectively. Initial values of coupling variables and
multipliers are all set to zero. The case study is implemented in Matlab
R2016a on an Intel Core i5-6500, 3.2 GHz, 16 GB RAM computer.
Gurobi 9.0 is used to solve subproblem locally on each core. All local
subproblems in synchronous and asynchronous setting are solved using
MatlabMPI for parallel processing.
7

b

5.1. Comparison of convergence performance and solution quality

We perform benchmarking studies comparing the asynchronous
ADMM with its synchronous counterpart to demonstrate its conver-
gence performance. Taking hour 1 as an example, the iteration pro-
cesses of asynchronous and synchronous ADMM on phase angle of
boundary bus, pressure of boundary node are depicted in Fig. 4 and
Fig. 5, respectively. The boundary bus angle and boundary node pres-
sure on asynchronous and synchronous ADMM are converged with
all the primal and dual residues smaller than the thresholds. The tie-
pipe gas flow on hour 1 is selected to compare the relative residue
of asynchronous and synchronous ADMM, shown in Fig. 6. As shown
from the left column of Fig. 6, the asynchronous and synchronous
ADMM converges after 86 and 51 iterations, respectively. As expected,
synchronous ADMM takes fewer iterations to converge. This is due to
the fact that in asynchronous ADMM a worker uses the most updated
information of its neighbors in a more timely manner than in the syn-
chronous case and updates its local variables more frequently, which,
as a trade-off, results in more iterations. However, the right column of
Fig. 6 shows that the execution time of asynchronous ADMM is much
less than synchronous ADMM. We also benchmark the asynchronous
and synchronous ADMM with the centralized method to demonstrate
comparable solution quality, summarized in Table 1. The operation
costs found by the asynchronous and synchronous ADMM are nearly
the same as that identified by the centralized method. The solution gap
for synchronous and asynchronous ADMM is fairly small.

5.2. Comparison of computation, idle, and execution time

The computation time, idle time, and execution time of asyn-
chronous and synchronous ADMM is demonstrated in Table 2. Noted
that the execution time represents the total time that the algorithm
takes to converge, including the parallel computation time and idle
time. Here, the communication time is not considered as passing mes-
sage from one worker to the other usually takes a couple of milliseconds
using a direct fiber optical link, which is very small compared to
local computation time. Thus, there is no idle time for the slowest
area 𝑎 in synchronous scheme. In asynchronous scheme, since the
computation of area 𝑐 is very fast, once the computation of area 𝑎
or 𝑏 is completed, the next iteration will be performed together with
area 𝑐. Thus, there is no idle time for areas 𝑎 and 𝑏 in asynchronous

DMM. It is clearly shown the asynchronous scheme spends relatively
ess time idling, while the synchronous scheme suffers from greater
mount of idle times. In asynchronous scheme, 26.1% of the time
s wasted in idling, while it is 46.6% of the time wasted in idling
or synchronous scheme. Although synchronous ADMM takes fewer
terations to converge, the average computation time for one iteration
n asynchronous scheme (46 s) is much faster than synchronous scheme
73 s). The execution time of the synchronous ADMM takes 2142 s;
hereas the asynchronous ADMM takes 1836 s. Global computational
rogress in the synchronous scheme is held up by the slowest area 𝑎
hich simultaneously incurs very high idle time on the fastest area 𝑐.
ue to the idle time for the slowest worker at each iteration, a lot of

ime is wasted on waiting for all neighbors using a synchronous scheme.
he higher computation time for area 𝑎 form the main bottlenecks for
lobal progress of synchronous scheme which are readily circumvented
y asynchronous scheme.
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Fig. 4. Convergence curve of boundary bus phase angle.
Fig. 5. Convergence curve of boundary node pressure.
Table 2
Comparisons of time for sync. and async. ADMM.

Areas Syn. ADMM Asyn. ADMM

Time (s) % of total Time (s) % of total

Area 𝑎
Computation 2105 100.0% 1862 100.0%
Idle 0 0 0 0

Area 𝑏
Computation 1476 59.9% 1698 100.0%
Idle 986 40.1% 0 0

Area 𝑐
Computation 157 6.5% 427 23.3%
Idle 2274 93.5% 1408 76.7%

Total Computation 3738 53.4% 3987 73.9%
Idle 3260 46.6% 1408 26.1%

Execution 2142 \ 1836 \
8

Despite strongly asynchronous systems, more frequent asynchronous
updates are able to successfully drive the problem towards the global
solution much faster leading to superior computational efficiency.
We can conclude that asynchronous ADMM on average takes more
iterations than synchronous ADMM but with less time spent on each
iteration. Moreover, for many engineering applications, only a mild
level of accuracy is needed. Therefore, asynchronous ADMM generally
takes shorter time to converge and the computational efficiency will be
further improved in the real applications. Asynchronous ADMM could
be more suitable and scalable for the practical deployment and more ef-
ficient than its synchronous counterpart. The impact of communication
delay on the convergence performance due to information exchange
between subsystems will be minimal. The proposed asynchronous
scheme is more suitable and scalable for decentralized applications
in large-scale multi-area systems. This asynchronous property is more
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Fig. 6. Convergence of residue on tie-pipe gas flow.
Table 3
Comparison of predefined and optimized AGC participation factors.
𝜎𝑎 𝜎𝑏 𝜎𝑐 Total operation cost ($)

Optimized AGC Predefined AGC

1

1 1

1329141 1347592
2 1330553 1348826
3 1331066 1349012
4 1331601 1351034
5 1332445 1352104

fault-tolerable for delayed or missing information and is invulnera-
ble to communication network condition as well as communication
bottleneck.

5.3. Impact of AGC participation factors

Based on the reliability considerations, the traditional AGC partic-
ipation factors are generally determined according to the generator
capacity [42], i.e., 𝛼𝑔 = 𝑃

𝐺
𝑔 ∕

∑
𝑔=1 𝑃

𝐺
𝑔 , so the AGC participation factors

re predefined. In order to illustrate the impact of AGC participation
actors on solution, we assume that 𝜎𝑎 = 𝜎𝑐 = 1, then the total operation
osts of predefined and optimized AGC method with increasing 𝜎𝑏
re compared in Table 3. The predefined AGC refers to the method
n [22,23]. We can see that optimizing the AGC participation factors
an greatly reduce the total operation cost, meanwhile promote the
ind power accommodation. This is because different participation

actors correspond to different allocations of wind power among AGC
nits. In the predefined AGC method, the large-capacity generator has
large participation factor, so its allocated wind power is also large.
owever, the unit cost for providing the reserve of the large-capacity
enerator is not necessarily low, which leads to an increase in operation
ost.

Additionally, the intention of involving AGC reference output base-
oints is to account for how the AGC units will respond to the power
ismatch caused by wind power uncertainties, but not to generate

ignals to control the actual output of AGC units. Output basepoints
re provided to AGC units for reference only, and the actual power
9

outputs of these units are ultimately controlled by the AGC system
to compensate the area control error. Noted that this proposed LDRs
based adjustable robust operation model can simultaneously optimize
the AGC participation factors, utilize the budget of uncertainty in
a polyhedral uncertainty set, and consider the wind power curtail-
ment situation, which leads to significantly less conservative and more
practical solutions.

5.4. Impact of uncertainty budgets

The proposed adjustable robust operation model minimizes the base
case generation cost under nominal scenario, while adaptively and
securely adjusting the output of AGC units in response to possible
realizations of wind power uncertainties. When the budget 𝜎𝑎 = 𝜎𝑏 =
𝜎𝑐 = 0, it degenerates into a deterministic optimization problem
with no wind power variation. When the budget 𝜎𝑎 = 5, 𝜎𝑏 = 5,
𝜎𝑐 = 3, it degenerates into the nonadjustable bounded interval method
in the classical LDRs-based adjustable robust models [24,25], which
is the most conservative situation. The operation costs with varying
uncertainty budgets are illustrated in Fig. 7. We can see that the
total operation cost increases steadily with the increasing uncertainty
budget. This is because a larger uncertainty budget corresponds to the
more severe wind power fluctuations, which leads to a more conser-
vative solution. This will result in more units generate more energy or
consume more gas uneconomically to deal with the worst-case available
wind power scenario. By increasing the uncertainty budget, the solution
becomes more robust at the expense of higher operation costs. It should
be noted that the robust solutions here only reveal the operation cost
in the worst-case scenario, the actual solutions can be better than the
displayed results.

6. Conclusions

The multi-area IEGS has attracted much attention for its inherent
advantages in promoting the energy utilization efficiency. This pa-
per proposes a decentralized optimization method for multi-area IEGS
based on asynchronous ADMM that does not require any centralized

coordination and allows the control regions to perform local updates
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Fig. 7. Total operation cost under different uncertainty budgets.
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ith information received from a subset of its physically connected
eighbors. The LDRs-based adjustable robust extension of asynchronous
DMM capable of handling renewable energy uncertainty is presented,
hich is coincident with the AGC systems. Using the proposed asyn-

hronous decentralized computing scheme, each IEGSO can operate
heir respective systems independently and asynchronously, and the
nformation privacy and decision-making independence are preserved.

Future work will investigate several open and more challenging
roblems, including (1) developing an asynchronous ADMM-based
euristic procedure to consider the discrete decisions (e.g. gas direc-
ion) of local IEGS, (2) developing an asynchronous and inexact ADMM
lgorithm to better adapt to the different complexity of local subsystem,
nd (3) developing the linear decision rules based adjustable robust
odel for AC-OPF problem.
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Appendix

(1) Derivation for unit output constraint : Substituting (7a) and (7b)
into (9e) yields the worst-case robust constraint

𝑃𝐺
𝑔𝑡 − 𝑃𝐺

𝑔𝑡 ≥ 𝛼𝑔𝑡 ⋅ max
𝒛∈𝑎

∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

(25a)

𝑃
𝐺
𝑔𝑡 − 𝑃𝐺

𝑔𝑡 ≥ 𝛼𝑔𝑡 ⋅ max
𝒛∈𝑎

−
∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

(25b)

or all 𝑔 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  . With (5) and (6), the inner maximization
problem in (25a) can be equivalently written as:

max
𝒛∈𝑎

∑

𝑘∈𝑎

𝛥𝑃𝑊
𝑘𝑡

(

𝑧+𝑘𝑡 − 𝑧−𝑘𝑡
)

(26a)

s.t. 0 ≤ 𝑧+𝑘𝑡 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∣ 𝜅∗+
𝑔𝑘𝑡 (26b)

0 ≤ 𝑧−𝑘𝑡 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∣ 𝜅∗−
𝑔𝑘𝑡 (26c)

𝑧+𝑘𝑡 + 𝑧−𝑘𝑡 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∣ 𝜅∗1
𝑔𝑘𝑡 (26d)

∑

𝑘∈𝑎

(

𝑧+𝑘𝑡 + 𝑧−𝑘𝑡
)

≤ 𝜎𝑎, 𝑎 ∈ , 𝑡 ∈  ∣ 𝜅∗𝜎
𝑔𝑡 (26e)

Here, 𝜅∗+
𝑔𝑘𝑡, 𝜅∗−

𝑔𝑘𝑡, 𝜅∗1
𝑔𝑘𝑡, and 𝜅∗𝜎

𝑔𝑡 represent the dual variables associated
with the constraints of uncertainty. In the following, the wild-char
superscript is substituted by (𝐺𝑙), (𝐺𝑟), (𝑊 𝑙), (𝑊 𝑟), (𝑉 𝑙), (𝑉 𝑟), (𝑅𝑙),
𝑅𝑟), and (𝐶) in (27), (28), (29), (30), (40), (41), (44), (45), and (48),
espectively. These superscripts are characters only used to discrimi-
ate the dual variables. Taking the dual of (26) gives the LDR-based
djustable robust form of (25a) with an uncertainty budget:

̂𝐺
𝑔𝑡 − 𝑃𝐺

𝑔𝑡 ≥
∑

𝑘∈𝑎

(

𝜅(𝐺𝑙)+
𝑔𝑘𝑡 + 𝜅(𝐺𝑙)−

𝑔𝑘𝑡 + 𝜅(𝐺𝑙)1
𝑔𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝐺𝑙)𝜎
𝑔𝑡 (27a)

𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 ≤ 𝜅(𝐺𝑙)+

𝑔𝑘𝑡 + 𝜅(𝐺𝑙)1
𝑔𝑘𝑡 + 𝜅(𝐺𝑙)𝜎

𝑔𝑡 (27b)

−𝛼𝑔𝑡𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝐺𝑙)−

𝑔𝑘𝑡 + 𝜅(𝐺𝑙)1
𝑔𝑘𝑡 + 𝜅(𝐺𝑙)𝜎

𝑔𝑡 (27c)
(𝐺𝑙)+ (𝐺𝑙)− (𝐺𝑙)1 (𝐺𝑙)𝜎
𝜅𝑔𝑘𝑡 ≥ 0 , 𝜅𝑔𝑘𝑡 ≥ 0 , 𝜅𝑔𝑘𝑡 ≥ 0 , 𝜅𝑔𝑡 ≥ 0 (27d)
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a

E

𝛥

F
f

𝛥

S

𝛥

T
(

𝑃

𝜅

∀

∀𝑘 ∈ 𝑎, ∀𝑔 ∈ 𝑎, ∀𝑎 ∈ , ∀𝑡 ∈ 

and similar method can be applied to (25b).

𝑃
𝐺
𝑔𝑡 − 𝑃𝐺

𝑔𝑡 ≥
∑

𝑘∈𝑎

(

𝜅(𝐺𝑟)+
𝑔𝑘𝑡 + 𝜅(𝐺𝑟)−

𝑔𝑘𝑡 + 𝜅(𝐺𝑟)1
𝑔𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝐺𝑟)𝜎
𝑔𝑡 (28a)

−𝛼𝑔𝑡𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝐺𝑟)+

𝑔𝑘𝑡 + 𝜅(𝐺𝑟)1
𝑔𝑘𝑡 + 𝜅(𝐺𝑟)𝜎

𝑔𝑡 (28b)

𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 ≤ 𝜅(𝐺𝑟)−

𝑔𝑘𝑡 + 𝜅(𝐺𝑟)1
𝑔𝑘𝑡 + 𝜅(𝐺𝑟)𝜎

𝑔𝑡 (28c)

𝜅(𝐺𝑟)+
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝐺𝑟)−

𝑔𝑘𝑡 ≥ 0 , 𝜅(𝐺𝑟)1
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝐺𝑟)𝜎

𝑔𝑡 ≥ 0 (28d)

∀𝑘 ∈ 𝑎, ∀𝑔 ∈ 𝑎, ∀𝑎 ∈ , ∀𝑡 ∈ 

(2) Derivation for wind farm output constraint : Substituting (7c)
into (9d) and using duality theory yielding the LDR-based adjustable
form of wind farm output limits as follows:

𝑃𝑊
𝑗𝑡 ≥

∑

𝑘∈𝑎

(

𝜅(𝑊 𝑙)+
𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)−

𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)1
𝑗𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝑊 𝑙)𝜎
𝑗𝑡 , 𝑗 ∈ 𝑎 (29a)

(

𝛽𝑗𝑘𝑡 + 1
)

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑙)+

𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)𝜎

𝑗𝑡 , 𝑗 = 𝑘 (29b)

−
(

𝛽𝑗𝑘𝑡 + 1
)

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑙)−

𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)𝜎

𝑗𝑡 , 𝑗 = 𝑘 (29c)

𝛽𝑗𝑘𝑡𝛥𝑃
𝑊
𝑡𝑘 ≤ 𝜅(𝑊 𝑙)+

𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)𝜎

𝑗𝑡 , 𝑗 ∈ 𝑎, 𝑗 ≠ 𝑘 (29d)

−𝛽𝑗𝑘𝑡𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑙)−

𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑙)𝜎

𝑗𝑡 , 𝑗 ∈ 𝑎, 𝑗 ≠ 𝑘 (29e)

𝜅(𝑊 𝑙)+
𝑗𝑘𝑡 ≥ 0 , 𝜅(𝑊 𝑙)−

𝑗𝑘𝑡 ≥ 0 , 𝜅(𝑊 𝑙)1
𝑗𝑘𝑡 ≥ 0 , 𝜅(𝑊 𝑙)𝜎

𝑗𝑡 ≥ 0 (29f)

∀𝑘 ∈ 𝑎, ∀𝑎 ∈ , ∀𝑡 ∈ 

nd

𝑃
𝑊
𝑗𝑡 − 𝑃𝑊

𝑗𝑡 ≥
∑

𝑘∈𝑎

(

𝜅(𝑊 𝑟)+
𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)−

𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)1
𝑗𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝑊 𝑟)𝜎
𝑗𝑡 , 𝑗 ∈ 𝑎 (30a)

−
(

𝛽𝑗𝑘𝑡 + 1
)

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑟)+

𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)𝜎

𝑗𝑡 , 𝑗 = 𝑘 (30b)
(

𝛽𝑗𝑘𝑡 + 1
)

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑟)−

𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)𝜎

𝑗𝑡 , 𝑗 = 𝑘 (30c)

−𝛽𝑗𝑘𝑡𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑟)+

𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)𝜎

𝑗𝑡 , 𝑗 ∈ 𝑎, 𝑗 ≠ 𝑘 (30d)

𝛽𝑗𝑘𝑡𝛥𝑃
𝑊
𝑘𝑡 ≤ 𝜅(𝑊 𝑟)−

𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)1
𝑗𝑘𝑡 + 𝜅(𝑊 𝑟)𝜎

𝑗𝑡 , 𝑗 ∈ 𝑎, 𝑗 ≠ 𝑘 (30e)

𝜅(𝑊 𝑟)+
𝑗𝑘𝑡 ≥ 0 , 𝜅(𝑊 𝑟)−

𝑗𝑘𝑡 ≥ 0 , 𝜅(𝑊 𝑟)1
𝑗𝑘𝑡 ≥ 0 , 𝜅(𝑊 𝑟)𝜎

𝑗𝑡 ≥ 0 (30f)

∀𝑘 ∈ 𝑎, ∀𝑎 ∈ , ∀𝑡 ∈ 

(3) Derivation for line flow constraint : It is desired to derive the LDRs
of (9c) and (9g) using the full-set formulation that makes use of the
sparse network equations directly in the problem. To this end, the
power balance under the realization of wind generation and (7a), (7c)
can be writen in matrix format:

𝑷𝐺 + 𝑷𝑊 − 𝑩𝜽 = 𝑷𝐷 (31a)

𝑷𝐺 = 𝑷̂𝐺 − 𝜶
(

𝒆𝑇 𝝃
)

(31b)

𝑷𝑊 = 𝑷̂𝑊 − 𝜷𝝃 (31c)

where 𝑷𝐺, 𝑷𝑊 , 𝑷𝐷, 𝑷̂𝑊 , 𝑷̂𝐺, and 𝜽 denote matrix of the corresponding
quantities, 𝜶 denotes matrix of adjustable term associate with unit
output, 𝜷 denotes matrix of adjustable term associate with wind gen-
eration, 𝝃 denotes vector of wind forecast errors, 𝒆 is a column vector
of ones, 𝑩 is the network admittance matrix. By taking the first bus as
the reference bus, the bus angles can be computed as:

𝜽 = 𝑩̃
(

𝑷𝐺 + 𝑷𝑊 − 𝑷𝐷) (32)

where

𝑩̃ =

[

0 𝟎1×(𝑛−1)
𝟎(𝑛−1)×1 𝑩̇−1

]

(33)

and 𝑛 denote the number of buses in power network, 𝑩̇ is the sub-matrix
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obtained from 𝑩 by removing the first row and column.
Substituting (31c) and (31b) in (32) reveals that the bus angles have
two components, 𝜽̂ that represents the non-adjustable term correspond-
ing to the wind forecasts and 𝛥𝜽 that represents the adjustable term
varying with the uncertain wind forecast error:

𝜽 = 𝜽̂ + 𝛥𝜽 (34a)

𝜽̂ = 𝑩̃
(

𝑷̂𝐺 + 𝑷̂𝑊 − 𝑷𝐷
)

(34b)

𝛥𝜽 = 𝑩̃
[

−𝜷𝝃 − 𝜶
(

𝒆𝑇 𝝃
)]

(34c)

Note that 𝑩̃ is a dense matrix while 𝑩 is sparse in all practical power
networks; because the power network should be balanced at any point
in time, (34b) that governs the bus angles 𝜽̂ can be equivalently
expressed using the elements of the sparse network admittance matrix:

𝑃𝐺
𝑖𝑡 + 𝑃𝑊

𝑖𝑡 −
∑

𝑗∈𝛷𝑖

𝜃̂𝑖𝑡 − 𝜃̂𝑗𝑡
𝑥𝑖𝑗

= 𝑃𝐷
𝑖𝑡 , 𝜃̂1 = 0, 𝑖 ∈ 𝑜

𝑎 , 𝑎 ∈ , 𝑡 ∈  (35)

xpanding (34c) gives

𝜽 = −𝑩̃𝜷𝝃 − 𝑩̃𝜶
(

𝒆𝑇 𝝃
)

(36)

rom (36), the change in the angle of bus 𝑖 due to the uncertain wind
orecast error is

𝜃𝑖𝑡 = −
∑

𝑘∈𝑎

𝐵̃𝑖𝑘𝛽𝑖𝑘𝑡𝜉𝑘𝑡 −

(

∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡

)

∑

𝑘∈𝑎

𝜉𝑘𝑡

= −
∑

𝑘∈𝑎

(

𝐵̃𝑖𝑘𝛽𝑖𝑘𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡

)

𝜉𝑘𝑡

(37)

imilarly, the change in the angle of bus 𝑗 is

𝜃𝑗𝑡 = −
∑

𝑘∈𝑎

(

𝐵̃𝑗𝑘𝛽𝑗𝑘𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑗𝑔𝛼𝑔𝑡

)

𝜉𝑘𝑡 (38)

he uncertain power flow in branch 𝑖𝑗 can be now obtained from (9g),
34a), (37), and (38):

𝑖𝑗𝑡 =
1
𝑥𝑖𝑗

(

𝜃̂𝑖𝑡 − 𝜃̂𝑗𝑡 + 𝛥𝜃𝑖𝑡 − 𝛥𝜃𝑗𝑡
)

= 1
𝑥𝑖𝑗

[

𝜃̂𝑖𝑡 − 𝜃̂𝑗𝑡 +
∑

𝑘∈𝑎

(

𝐵̃𝑗𝑘𝛽𝑗𝑘𝑡 − 𝐵̃𝑖𝑘𝛽𝑖𝑘𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑗𝑔𝛼𝑔𝑡 −
∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡

)

𝜉𝑘𝑡

]

.

(39)

Similar to the unit and wind farm output limits, with the wind
power uncertainty directly included in the branch power flow (39), the
LDRs of the line flow limits (9g) is written as the following equivalent
set of linear constraints:

𝐿𝑖𝑗𝑡 −
𝜃̂𝑖𝑡 − 𝜃̂𝑗𝑡

𝑥𝑖𝑗
≥

∑

𝑘∈𝑎

(

𝜅(𝑉 𝑙)+
𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑙)−

𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑙)1
𝑖𝑗𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝑉 𝑙)𝜎
𝑖𝑗𝑡 (40a)

− 1
𝑥𝑖𝑗

(

𝐵̃𝑗𝑘𝛽𝑖𝑘𝑡 − 𝐵̃𝑖𝑘𝛽𝑗𝑘𝑡 −
∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑗𝑔𝛼𝑔𝑡

)

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑉 𝑙)+

𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑙)1
𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑙)𝜎

𝑖𝑗𝑡 (40b)

1
𝑥𝑖𝑗

(

𝐵̃𝑗𝑘𝛽𝑖𝑘𝑡 − 𝐵̃𝑖𝑘𝛽𝑗𝑘𝑡 −
∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑗𝑔𝛼𝑔𝑡

)

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑉 𝑙)−

𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑙)1
𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑙)𝜎

𝑖𝑗𝑡 (40c)
(𝑉 𝑙)+
𝑖𝑗𝑘𝑡 ≥ 0, 𝜅(𝑉 𝑙)−

𝑖𝑗𝑘𝑡 ≥ 0, 𝜅(𝑉 𝑙)1
𝑖𝑗𝑘𝑡 ≥ 0, 𝜅(𝑉 𝑙)𝜎

𝑖𝑗𝑡 ≥ 0 (40d)

𝑘 ∈ 𝑎,∀(𝑖, 𝑗) ∈ 𝑎,∀𝑎 ∈ ,∀𝑡 ∈ 

and

𝐿̄𝑖𝑗𝑡 +
𝜃̂𝑖𝑡 − 𝜃̂𝑗𝑡

𝑥𝑖𝑗
≥

∑

𝑘∈𝑎

(

𝜅(𝑉 𝑟)+
𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑟)−

𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑟)1
𝑖𝑗𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝑉 𝑟)𝜎
𝑖𝑗𝑡 (41a)

1
𝑥

(

𝐵̃𝑗𝑘𝛽𝑖𝑘𝑡 − 𝐵̃𝑖𝑘𝛽𝑗𝑘𝑡 −
∑

𝐵̃𝑖𝑔𝛼𝑔𝑡 +
∑

𝐵̃𝑗𝑔𝛼𝑔𝑡

)

𝑖𝑗 𝑔∈𝑎 𝑔∈𝑎
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𝛥

𝜅

∀

(

𝑃

f
i

T
o

𝑃

U
c

−

R

𝛥𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑉 𝑟)+

𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑟)1
𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑟)𝜎

𝑖𝑗𝑡 (41b)

− 1
𝑥𝑖𝑗

(

𝐵̃𝑗𝑘𝛽𝑖𝑘𝑡 − 𝐵̃𝑖𝑘𝛽𝑗𝑘𝑡 −
∑

𝑔∈𝑎

𝐵̃𝑖𝑔𝛼𝑔𝑡 +
∑

𝑔∈𝑎

𝐵̃𝑗𝑔𝛼𝑔𝑡

)

𝑃𝑊
𝑘𝑡 ≤ 𝜅(𝑉 𝑟)−

𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑟)1
𝑖𝑗𝑘𝑡 + 𝜅(𝑉 𝑟)𝜎

𝑖𝑗𝑡 (41c)
(𝑉 𝑟)+
𝑖𝑗𝑘𝑡 ≥ 0, 𝜅(𝑉 𝑟)−

𝑖𝑗𝑘𝑡 ≥ 0, 𝜅(𝑉 𝑟)1
𝑖𝑗𝑘𝑡 ≥ 0, 𝜅(𝑉 𝑟)𝜎

𝑖𝑗𝑡 ≥ 0 (41d)

𝑘 ∈ 𝑎,∀(𝑖, 𝑗) ∈ 𝑎,∀𝑎 ∈ ,∀𝑡 ∈ 

(4) Derivation for unit ramping rate constraint : Substituting (7a) and
7b) into (9f) yields the worst-case robust unit ramping rate constraint

̂𝐺
𝑔𝑡 − 𝑃𝐺

𝑔𝑡−1 + 𝑅𝐷
𝑔

≥ max
𝒛∈𝑎

{

𝛼𝑔𝑡
∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

− 𝛼𝑔𝑡−1
∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡−1 − 𝑃

𝑊
𝑘𝑡−1

)

}

(42a)

− 𝑃𝐺
𝑔𝑡 + 𝑃𝐺

𝑔𝑡−1 + 𝑅𝑈
𝑔

≥ max
𝒛∈𝑎

{

−𝛼𝑔𝑡
∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

+ 𝛼𝑔𝑡−1
∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡−1 − 𝑃

𝑊
𝑘𝑡−1

)

}

(42b)

or all 𝑔 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1}. The inner maximization problem
n (42a) can be equivalently written as:

max
𝒛∈𝑎

{

𝛼𝑔𝑡
∑

𝑘∈𝑎

𝛥𝑃𝑊
𝑘𝑡

(

𝑧+𝑘𝑡 − 𝑧−𝑘𝑡
)

− 𝛼𝑔𝑡−1
∑

𝑘∈𝑎

𝛥𝑃𝑊
𝑘𝑡−1

(

𝑧+𝑘𝑡−1 − 𝑧−𝑘𝑡−1
)

}

(43a)

s.t. 0 ≤ 𝑧+𝑘𝑡 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗+
𝑔𝑘𝑡 (43b)

0 ≤ 𝑧−𝑘𝑡 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗−
𝑔𝑘𝑡 (43c)

𝑧+𝑘𝑡 + 𝑧−𝑘𝑡 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗1
𝑔𝑘𝑡 (43d)

∑

𝑘∈𝑎

(

𝑧+𝑘𝑡 + 𝑧−𝑘𝑡
)

≤ 𝜎𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗𝜎
𝑔𝑡 (43e)

0 ≤ 𝑧+𝑘𝑡−1 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗+
𝑔𝑘𝑡−1 (43f)

0 ≤ 𝑧−𝑘𝑡−1 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗−
𝑔𝑘𝑡−1 (43g)

𝑧+𝑘𝑡−1 + 𝑧−𝑘𝑡−1 ≤ 1, 𝑘 ∈ 𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗1
𝑔𝑘𝑡−1 (43h)

∑

𝑘∈𝑎

(

𝑧+𝑘𝑡−1 + 𝑧−𝑘𝑡−1
)

≤ 𝜎𝑎, 𝑎 ∈ , 𝑡 ∈  ∖{1} ∣ 𝜅∗𝜎
𝑔𝑡−1 (43i)

aking the dual of (43) gives the LDR-based adjustable robust form
f (42a) with an uncertainty budget:

̂𝐺
𝑔𝑡 − 𝑃𝐺

𝑔𝑡−1 + 𝑅𝐷
𝑔 ≥

∑

𝑘∈𝑎

(

𝜅(𝑅𝑙)+
𝑔𝑘𝑡 + 𝜅(𝑅𝑙)−

𝑔𝑘𝑡 + 𝜅(𝑅𝑙)1
𝑔𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝑅𝑙)𝜎
𝑔𝑡

+
∑

𝑘∈𝑎

(

𝜅(𝑅𝑙)+
𝑔𝑘𝑡−1 + 𝜅(𝑅𝑙)−

𝑔𝑘𝑡−1 + 𝜅(𝑅𝑙)1
𝑔𝑘𝑡−1

)

+ 𝜎𝑎𝜅
(𝑅𝑙)𝜎
𝑔𝑡−1 (44a)

𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 − 𝛼𝑔𝑡−1𝛥𝑃

𝑊
𝑘𝑡−1 ≤ 𝜅(𝑅𝑙)+

𝑔𝑘𝑡 + 𝜅(𝑅𝑙)1
𝑔𝑘𝑡 + 𝜅(𝑅𝑙)𝜎

𝑔𝑡 + 𝜅(𝑅𝑙)+
𝑔𝑘𝑡−1 + 𝜅(𝑅𝑙)1

𝑔𝑘𝑡−1 + 𝜅(𝑅𝑙)𝜎
𝑔𝑡−1

(44b)
−𝛼𝑔𝑡𝛥𝑃𝑊

𝑘𝑡 + 𝛼𝑔𝑡−1𝛥𝑃
𝑊
𝑘𝑡−1 ≤ 𝜅(𝑅𝑙)−

𝑔𝑘𝑡 + 𝜅(𝑅𝑙)1
𝑔𝑘𝑡 + 𝜅(𝑅𝑙)𝜎

𝑔𝑡 + 𝜅(𝑅𝑙)−
𝑔𝑘𝑡−1 + 𝜅(𝑅𝑙)1

𝑔𝑘𝑡−1 + 𝜅(𝑅𝑙)𝜎
𝑔𝑡−1

(44c)

𝜅(𝑅𝑙)+
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝑅𝑙)−

𝑔𝑘𝑡 ≥ 0 , 𝜅(𝑅𝑙)1
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝑅𝑙)𝜎

𝑔𝑡 ≥ 0 (44d)

∀𝑘 ∈ 𝑎, ∀𝑔 ∈ 𝑎, ∀𝑎 ∈ , 𝑡 ∈  ∖{1}

and similar method can be applied to (42b).

− 𝑃𝐺
𝑔𝑡 + 𝑃𝐺

𝑔𝑡−1 + 𝑅𝑈
𝑔 ≥

∑

𝑘∈𝑎

(

𝜅(𝑅𝑟)+
𝑔𝑘𝑡 + 𝜅(𝑅𝑟)−

𝑔𝑘𝑡 + 𝜅(𝑅𝑟)1
𝑔𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝑅𝑟)𝜎
𝑔𝑡

+
∑

𝑘∈𝑎

(

𝜅(𝑅𝑟)+
𝑔𝑘𝑡−1 + 𝜅(𝑅𝑟)−

𝑔𝑘𝑡−1 + 𝜅(𝑅𝑟)1
𝑔𝑘𝑡−1

)

+ 𝜎𝑎𝜅
(𝑅𝑟)𝜎
𝑔𝑡−1 (45a)

− 𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 + 𝛼𝑔𝑡−1𝛥𝑃

𝑊
𝑘𝑡−1 ≤ 𝜅(𝑅𝑟)+

𝑔𝑘𝑡 + 𝜅(𝑅𝑟)1
𝑔𝑘𝑡 + 𝜅(𝑅𝑟)𝜎

𝑔𝑡 + 𝜅(𝑅𝑟)+
𝑔𝑘𝑡−1 + 𝜅(𝑅𝑟)1

𝑔𝑘𝑡−1 + 𝜅(𝑅𝑟)𝜎
𝑔𝑡−1
12

(45b)
𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 − 𝛼𝑔𝑡−1𝛥𝑃

𝑊
𝑘𝑡−1 ≤ 𝜅(𝑅𝑟)−

𝑔𝑘𝑡 + 𝜅(𝑅𝑟)1
𝑔𝑘𝑡 + 𝜅(𝑅𝑟)𝜎

𝑔𝑡 + 𝜅(𝑅𝑟)−
𝑔𝑘𝑡−1 + 𝜅(𝑅𝑟)1

𝑔𝑘𝑡−1 + 𝜅(𝑅𝑟)𝜎
𝑔𝑡−1

(45c)

𝜅(𝑅𝑟)+
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝑅𝑟)−

𝑔𝑘𝑡 ≥ 0 , 𝜅(𝑅𝑟)1
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝑅𝑟)𝜎

𝑔𝑡 ≥ 0 (45d)

∀𝑘 ∈ 𝑎, ∀𝑔 ∈ 𝑎, ∀𝑎 ∈ , 𝑡 ∈  ∖{1}

(5) Derivation for electricity and gas coupling constraint : The electricity
and natural gas coupling constraint (10r) can be directly converted into
the following form, which is always tight since the unnecessary natural
gas consumption by NGUs will lead to higher operation costs.

𝐹𝐺
𝑖𝑡 ≥ 𝜔𝑔𝑃

𝐺
𝑔𝑡 , (𝑖, 𝑔) ∈ 𝛺𝑎, 𝑎 ∈ , 𝑡 ∈  (46)

Substituting (7a) and (7b) into (46) yields the worst possible inequality

𝐹𝐺
𝑖𝑡 − 𝜔𝑔𝑃

𝐺
𝑔𝑡 ≥ 𝜔𝑔𝛼𝑔𝑡 ⋅ max

𝒛∈𝑎
−

∑

𝑘∈𝑎

(

𝑃𝑊
𝑘𝑡 − 𝑃

𝑊
𝑘𝑡

)

, (𝑖, 𝑔) ∈ 𝛺𝑎, 𝑎 ∈ , 𝑡 ∈ 

(47)

sing the duality of (26), the LDRs-based adjustable robust form of (47)
an be derived as

𝐹𝐺
𝑖𝑡 − 𝜔𝑔𝑃

𝐺
𝑔𝑡 ≥

∑

𝑘∈𝑎

(

𝜅(𝐶)+
𝑔𝑘𝑡 + 𝜅(𝐶)−

𝑔𝑘𝑡 + 𝜅(𝐶)1
𝑔𝑘𝑡

)

+ 𝜎𝑎𝜅
(𝐶)𝜎
𝑔𝑡 (48a)

𝜔𝑔𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 ≤ 𝜅(𝐶)+

𝑔𝑘𝑡 + 𝜅(𝐶)1
𝑔𝑘𝑡 + 𝜅(𝐶)𝜎

𝑔𝑡 (48b)

𝜔𝑔𝛼𝑔𝑡𝛥𝑃
𝑊
𝑘𝑡 ≤ 𝜅(𝐶)−

𝑔𝑘𝑡 + 𝜅(𝐶)1
𝑔𝑘𝑡 + 𝜅(𝐶)𝜎

𝑔𝑡 (48c)

𝜅(𝐶)+
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝐶)−

𝑔𝑘𝑡 ≥ 0 , 𝜅(𝐶)1
𝑔𝑘𝑡 ≥ 0 , 𝜅(𝐶)𝜎

𝑔𝑡 ≥ 0 (48d)

∀𝑘 ∈ 𝑎,∀(𝑖, 𝑔) ∈ 𝛺𝑎,∀𝑎 ∈ ,∀𝑡 ∈ 
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