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Abstract

Superconducting materials present unique properties, which make a potential tech-
nological platform based on superconductors extremely appealing for a wide set of
applications, both classical and not. Among these classes of materials, high–kinetic
inductance "dirty" superconductors, i.e. superconductors rich in impurities, offer
an extra layer of flexibility in terms of achievable impedance and compactness,
with applications in a variety of electronics devices and in particular in the field
of sensing. By controlling and fine–tuning the superconducting properties of dirty
superconductors, it is possible to design both materials and devices for optimal
performance. In this dissertation, we present a platform based on different vari-
ants of niobium nitride, which are employed for distinct families of applications.
First, we discuss various ways to deposit thin films of dirty superconductors, with
respective advantages and disadvantages, and potential relevant design strategies.
Then, we focus on four main fields of applications. The first application regards
three–dimensional integration, with the use of superconducting through–silicon
vias and its integration within the superconducting platform. The second is sensing,
i.e. single–photon sensing and current sensing, represented respectively by super-
conducting nanowire single–photon detectors and nanocryotrons. Thirdly, circuits
based on compact resonating structures are discussed for their applications in
circuit quantum electrodynamics, first by assessing the role of kinetic inductance for
internal loss and nonlinearity, and then by producing compact impedance matching
structures and filters. Lastly, we present a superconducting transmon qubit based
on classical superconducting materials, to be used as reference for high kinetic
inductance qubits to be developed in the future.





Sommario

I materiali superconduttori presentano proprietà uniche, che rendono una poten-
ziale piattaforma tecnologica basata su superconduttori estremamente interessante
per un’ampia gamma di applicazioni, sia classiche che non. Tra queste classi di
materiali, i superconduttori "sporchi" ad alta induttanza cinetica, cioè supercon-
duttori ricchi di impurità, offrono un ulteriore livello di flessibilità in termini di
impedenza ottenibile e compattezza, con applicazioni in una varietà di dispositivi
elettronici e in particolare nel campo dei sensori. Controllando e mettendo a punto
le proprietà superconduttive dei superconduttori sporchi, è possibile progettare
materiali e dispositivi per prestazioni ottimali. In questa tesi, presentiamo una
piattaforma basata su diverse varianti di nitruro di niobio, che vengono utilizzate
per una svariata gamma di applicazioni. In primo luogo, discutiamo vari modi per
depositare film sottili di superconduttori sporchi, con rispettivi vantaggi e svantaggi,
e potenziali strategie di progettazione ottimali. Quindi, ci concentriamo su quattro
principali campi di applicazione. La prima applicazione riguarda l’integrazione
tridimensionale, con l’utilizzo di vie superconduttive attraverso-silicio e la loro
integrazione all’interno della piattaforma superconduttrice. La seconda riguarda
la sensoristica, cioè rilevamento di singoli fotoni e rilevamento di corrente, rapp-
resentati rispettivamente da rivelatori di singolo fotone a nanofili superconduttori
e nanocryotrons. In terzo luogo, vengono discussi i circuiti basati su strutture riso-
nanti compatte per le loro applicazioni nel campo dei circuiti in elettrodinamica
quantistica, prima valutando il ruolo dell’induttanza cinetica per la perdita interna
e la non linearità, quindi producendo dispositivi come filtri compatti e strutture
per adattamento dell’impedenza. Infine, presentiamo un qubit superconduttivo,
un transmone, basato su materiali superconduttori classici, da utilizzare come
riferimento per qubit ad alta induttanza cinetica da sviluppare in futuro.
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CHAPTER 1
Research is four things: brains with which to think, eyes with which to see, machines with
which to measure, and fourth, money.

— Albert Szent-Gyorgyi, 1986

Introduction

Since the discovery of superconductivity in 1911 by Onnes [1], which even-
tually lead to the Nobel Prize in 1913, a multitude of fields of study involving
superconductors have been pillars of research lead by physicists.

Superconductivity is a state of matter [2]. By cooling down a superconductor
below its critical temperature, referred to as TC, the material shows non–classical
properties, such as absence of electrical resistivity and complete ejection of magnetic
field lines from the superconductor, the so–called Meissner effect [3]. A first attempt
to phenomenologically describe superconductivity was performed by Ginzburg and
Landau in the G–L theory [4]. Shortly after, a microscopic behavior description of
superconductors is explained in the BCS theory (named after Bardeen, Cooper and
Schrieffer [5, 6]). BCS theory foundation relies on the opening of an energy gap ∆
in the material due to condensation of Cooper pairs, pairs of bound electrons with
equal and opposite momentum and spin, at very low temperatures [7].

While most common superconductors are based on metallic elements, such as
Nb, Ti, Al, Ta, etc., they usually present relatively low critical temperatures, in
most cases below 10 K. Across one century it has been shown that compounds,
being intermetallic, (e.g. Nb3Sn [8]), or ceramic, (e.g. cuprate–based like YBCO [9]),
present higher critical temperature, and only recently a superconductor based on
highly–pressurized system of C–S–H operating at room temperature, with a TC of
288 K, has been demonstrated [10].

Superconductors have been employed since their discovery in a multitude of
ways due to their unique properties, such as coil material to build ultra–large
magnets [11], quantum computing components [12–15], as magnetic field [16] and
single–photon [17, 18] sensors, in optical communication [19, 20] and in astronomy
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[J10], to cite a few. While the advantage of zero resistivity and very low losses makes
the technology extremely appealing, the need for complex cryogenic operating
infrastructure counterbalances it. Generally speaking, so far, superconducting
technologies have succeeded where classical semiconductor technologies have
proven clear limitations.

In this introductory chapter, the main discoveries and applications related to
superconducting technology are presented, in particular those that will be further
explained in later chapters in the Thesis.

1.1 Superconducting technology

To some extent, we can say that superconducting devices fall generally in one of
two major classes [21].

In the first class, the superconducting device is built and operated at an unstable
equilibrium state. Small perturbations can cause the device to transition in and out
of superconductivity. To develop devices that rely on abrupt state transitions, ultra–
thin films of dirty superconductors allow optimal control of the superconducting
energy gap. These films have been the building platform for optical sensors [17]
and superconducting digital electronics devices [22].

In the second class, the device allows manipulation and tracking of supercon-
ducting phase between two bulk superconducting electrodes. The most common
way of doing so is by means of Josephson junctions [23] and superconducting
quantum interference devices, or SQUIDs. This technology is one of the building
blocks for superconducting qubits.

1.1.1 Dirty superconductors and kinetic inductance

Derived from BCS theory [5, 6], the theory of dirty superconductors was first
proposed in 1959 by Anderson [24] in the attempt to describe impurity rich super-
conducting systems. In a dirty superconductor, the elastic scattering caused by
chemical or physical impurities is large compared to the superconducting energy
gap ∆. Dirty superconductors have two major differences from classic superconduc-
tors: normal state resistance and kinetic inductance.

Normal state resistivity is the resistivity of the superconducting material just
above its critical temperature TC. For dirty superconductors, it can be few orders of
magnitude larger than for their pure element counterpart. This effect can be used
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as advantage, for instance in sensors, as a large resistance change (from zero to kΩ)
is easy to detect with classic electronic components.

Kinetic inductance, conventionally interpreted as the inertial mass of the cur-
rent carriers in a superconductor, is a concept intrinsic to the London theory of
superconductivity [25–27]. From a simple energy conservation representation, ki-
netic inductance can be written as Lk = (m/ne2)(l/σ), where Λ = (m/ne2) is a
phenomenological parameter taking into account material contribution, and (l/σ)

is the ratio of length and cross–sectional area of the superconductor, a geometric
contribution.

However, while normal superconductors present quite a small contribution of Lk

when compared to magnetic inductance, this is not the case for dirty superconduc-
tors. Kinetic inductance can be enhanced in two ways: by increasing (l/σ) and by
increasing Λ. The first parameter is obtained by reducing the cross–sectional area
of the superconductor or increasing its length, which makes the use of thin films
extremely favorable to produce 2D–like narrow wires. The second, is enhanced by
reducing the number density of electrons in the material. Dirty superconductors,
due to their impurities rich nature, exhibit a lower contributing electron number
density than normal superconductor, hence a larger Λ. It has been demonstrated
[28, 29] that dirty superconducting thin films can achieve kinetic inductance several
orders of magnitude larger than magnetic inductance. This effect makes high–Lk

materials extremely interesting for all those applications where it is required a large
and compact inductance, such as compact resonating structures and superinductors
[30].

Both these effects make the dirty superconductor platforms very versatile, as we
will see in the following chapters.

1.1.2 Josephson effect and junctions

Compared to abruptly breaking the state, a milder way of interacting with supercon-
ductors is through their superconducting phase. The behavior of superconducting
materials, due to the condensate of Cooper pairs, is the solution of a general,
macroscopic wave function. When two superconductors are separated by a thin,
non–superconducting layer, which allows Cooper pairs to tunnel, it is possible to
generate a controlled phase difference at the interface. This device is known as
Josephson junction and the change of its superconducting parameters is known as
Josephson effect [23].
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Josephson effect led to two main equations, referred to as DC and AC Josephson
relations. The DC Josephson relation states that the tunneling current across the
Josephson junction follows the equation I(φ) = IC sin φ, where φ = φ1 − φ2 is
the phase difference between the two superconducting electrodes and IC is the
superconducting critical current of the Junction. The AC relation instead relates the
rate of change of the superconducting phase φ to a voltage, i.e.

∂φ

∂t
=

2e
h̄

V. (1.1)

Combining both these equations leads to the Josephson inductance

∂I
∂t

= IC
∂φ

∂t
cos φ → V = LJ

∂I
∂t

=
h̄

2eIC cos φ

∂I
∂t

(1.2)

and Josephson energy

EJ =
∫

VI dt = EJ,0 (1− cos φ) =
ICΦ0

2π
(1− cos φ) (1.3)

relations, where Φ0 = h/2e is the superconducting flux quantum. It is possible,
in fact, according to (1.2), correlate current flowing through the junction, current,
voltage, and magnetic field. The power of the Josephson junction relies indeed here:
any perturbation causing a change in superconducting phase φ across the Junction
can be detected from a current or voltage readout.

1.2 Applications of superconducting technology

The work in this Thesis focuses on devices and applications enabled by supercon-
ductors. While the phase change detection is used in the last part of the Thesis as
component of the superconducting qubit, high–kinetic inductance, dirty supercon-
ductors are the core of the work, mainly for the wide range of applications they
give access to.

Hereafter the applications enabled by the high–Lk technology are briefly pre-
sented, and will be further addressed in the later chapters. The aim of next sections
is to present whose advantages compared to classical approach. The devices fall in
three main categories: single–photon detectors, electronics circuit components, and
qubits.
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1.2.1 Single–photon detectors

The first category is sensors, in particular single–photon detectors. Superconducting
devices have been first employed as single–photon detectors back in 1942 by An-
drews et al. [31], with the first conceptualization of a transition edge sensor, or TES.
TES exploit a steep temperature transition between normal and superconducting
state of a thin film or wire to detect photons. TES are operated in the steep region of
the transition. When energy h̄ω is deposited in the film due to photon absorption,
this causes the temperature of the film to slightly increase, but thanks to the steep
transition this leads to a large variation in detector resistivity. The larger the energy
of the photon, the larger the resistance variation, leading to energy resolution
among other things.

While TES have multiple advantages, such as simplicity of fabrication and
energy resolution, they need to be operated at well defined temperatures (at
transition), and have a slow transition time as thermally dominated, which causes
its timing resolution to be suboptimal. Modern superconducting detectors, such as
superconducting nanowire single–photon detectors (SNSPDs [17]) and microwave
kinetic inductance detectors (MKIDs [18]). MKIDs and SNSPDs exploit respectively
partial or total suppression of superconductivity upon photon–absorption.

MKIDs are microwave resonating devices, generally designed as λ/4 or λ/2
resonators, hanged to a main feedline. AC impedance of superconductors can
be expressed as Z = Rs + jωLs, where Rs is the nonzero resistance of the super-
conductor at AC currents, due to presence of a small fraction of free electrons
unpaired in Cooper pairs also defined as quasi–particles, Nqp, and Ls is its surface
inductance, sum of kinetic and magnetic contributions. Generally, for a supercon-
ductor operating at T � TC, Rs � ωLs. Upon photon absorption, the energy of the
photon generates a number of quasi–particles Nqp = ηh̄ω/∆, which contribute to
a change of impedance. This, in turn, causes a frequency broadening and shift of
the resonator peak because of the inductance change δLs/Ls < δNqp/2Nqp∆. By
producing resonators with high enough quality factors, it is possible to read out
the frequency shift caused by photon absorption, and estimate the energy of the
absorbed photon.

SNSPDs, as will be discussed more in detail in Chapter 4, are superconducting
nanowires biased with DC current just below their critical current, hence operating
in a very weak equilibrium condition. Upon photon–absorption, the excess energy
h̄ω provided to the system is enough to break superconductivity. The sudden jump
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Table 1.1 Comparison of Single–Photon Detectors.

Detector Operating Detection Timing Jitter, Dark Count Maximum Spectral Figure of

Type Temp. (K) Efficiency, η ∆t (FWHM) Rate, DCR Count Rate Range Merit, FOM

PMT (NUV–NIR) RT 40% at 500 nm 300 ps 100 Hz 10 MHz NUV–NIR 4.21 · 1010

PMT (IR) 200 2% at 1,550 nm 300 ps 200 kHz 10 MHz IR 1.05 · 106

MCP–PMT RT 25% at 500 nm 55 ps 100 Hz 10 MHz NUV–NIR 1.44 · 1011

Si SPAD (TJ) RT 65% at 650 nm 400 ps 25 Hz 10 MHz Visible 2.05 · 1011

Si SPAD (SJ) RT 49% at 550 nm 35 ps 25 Hz 10 MHz Visible 1.77 · 1012

CMOS SPAD RT 50% at 550 nm 10 ps 1 Hz 10 MHz Visible 1.54 · 1013

InGaAs SPAD 240 55% at 1,550 nm 55 ps 1 Hz 500 MHz NIR 2.24 · 1014

VLPC 6 88% at 694 nm 270 ps 20 kHz – Visible 2.06 · 105

TES 0.1 97% at 1,550 nm 100 ns 3 Hz 100 kHz – 1.13 · 102

SNSPD 1–3 98% at 1,550 nm 3 ps 10−5 Hz 100 MHz X–ray – MIR 3.63 · 1015

MKID 0.1 90% at 285 nm 50 ns 1 Hz 100 kHz – 6.32 · 102

Updated version of the table presented by Hadfield [32] with a comparison of the different
single–photon detector technologies and the new figure of merit values.
PMT: photomultiplier tube; MCP: multi-channel plate; SPAD: single–photon avalanche
diode; VLPC: visible light photon counter; TES: transition–edge sensor; SNSPD:
superconducting nanowire single–photon detector; MKID: microwave kinetic inductance
detector

of impedance from zero to kΩ is detected by a readout circuit placed in parallel to
the device.

Both MKIDs and SNSPDs are embedded into optical cavities [33] to enhance
their optical efficiency, as will be discussed in Section 4.1. The main difference
between the two approaches rely on their readout: while MKIDs are easily frequency
multiplexed, which gives them advantage in large scale operation of thousands of
devices, SNSPDs show better timing resolution and maximum count rate, which
are vital properties for specific applications.

A review of the major single–photon detector technologies is reported in Ta-
ble 1.1. SNSPDs, compared to other technologies, present unmatched combination
of high efficiency, high timing resolution, low dark count rate, high maximum
count rate, and wide spectral range. All this makes SNSPDs extremely appealing
for a wide range of applications, such as quantum key distribution [20, 34], light
detection and ranging (LiDAR) [35], astronomy [J10], and more.

Finally, it has to be said that during these last decade, two variations of the
classical architecture, based on SNSPDs, have been proposed and developed: the
superconducting nanowire avalanche photodetector (SNAP [36]), where multiple
nanowires are operated in cascade mode to enhance detectors SNR without losing
in efficiency, and the superconducting nanowire single–photon imager, where by
signal time–of–flight manipulation it was possible to spatially localize the absorption
event in a large meandered structure (SNSPI [37]).
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1.2.2 Superconducting electronics

Superconducting electronics components are the second category of devices this
Thesis focuses on. Cryogenic digital electronics and logic plays a key role in trying
and succeed in large scale integration of cryogenic systems. In the past decade,
cryogenic digital electronics has taken mostly one of two different, incompatible
routes: rapid single–flux quantum (RSFQ) electronics [38] or cryoCMOS [39, 40].

RSFQ electronics is a superconducting electronics technology. It has the ad-
vantage of being a technology that can be easily and fully integrated into the
superconducting chips, as it requires Josephson junction to process digital signals.
Information is indeed stored in magnetic flux quanta and transferred via voltage
pulses. While the main advantages of the technology are speed (can reach 100 GHz
clock) and low–dissipation (usually in the range of 10−19 Joules per floating–point
operation, or flop, i.e. the switching energy of the device [41]), the signal is extremely
low–impedance, hence difficult to couple into classical CMOS–based processing
devices at room temperature.

On the other hand, cryoCMOS is an extension of classical CMOS electronics,
i.e. it is CMOS operated at cryogenic temperatures. While the technology has been
developed and optimized for decades, the behavior of the devices as cryogenic
temperature is not yet fully explored and still an ongoing research topic [42–44].
Modeling a part, the technology is very well known, compact, and easy to integrate,
but it is still quite dissipative for modern cryogenics systems, where the thermal
budget is extremely limited, even for the smallest technology nodes (usually in the
range of 10−11 Joules per flop).

In recent years, a new superconducting device based platform has been proposed,
either to be coupled to one of the two previously presented technologies [45], or to
be a standalone technology [46]: the nanocryotrons, or nTrons [22]. nTrons exploit
the superconducting–to–normal–state transition induced by current to generate
voltage pulses, in a similar fashion to what happens in SNSPDs. While not as
low–power as the RSFQ electronics (in the range of 10−15 Joules per flop) and not
as easy to integrate as CMOS, nTrons have two main advantages on their side: ease
of fabrication and impedance matching compatibility to a very wide range, which
makes the technology particularly appealing [45, J12].

In parallel to digital electronics, analog superconducting components, such as
microwave devices, exploit the low loss rate of superconductors to make compact
and high–quality resonant structures. In particular, when working with thin films
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of dirty superconductors, it is possible to scale the dimensions of such devices
even further, as the inductance contribution from Lk is generally couple orders of
magnitude larger than the magnetic inductance.

Recently, a multitude of superconducting devices, such as superinductors [30],
impedance matching tapers [J14], microwave filters [47, 48] or directional couplers
[49], have been explored. Together with the digital electronics devices, such compo-
nents may potentially allow large scale integration of superconducting circuits with
increasing complexity.

1.2.3 Quantum computing

Microwave superconducting electronics is also a fundamental part of circuit quan-
tum electrodynamics (cQED [50]), the field of study of the interaction between a
qubit and a microwave resonator. To date, superconducting transmon qubits are
fabricated via Josephson junctions coupled to low loss, classic superconductors such
as aluminum, niobium or more recently tantalum [51]. While there are research
groups trying to implement high–Lk circuits easy to integrate with conventional
qubit manufacturing [52], or even to substitute the Josephson junctions with a
weak link of high–Lk material [53, 54], still little effort has been devoted to use of a
high–Lk material for the main components of superconducting chips.

As convenient as it would be, a full–scale chip made of high–Lk material, such
as NbN or grAl, internal quality factors, i.e. loss rates, of these devices still have
to reach the numbers obtained by conventional superconductor technology. It
is thought that in dirty superconductors, loss rate has to be larger than in pure
superconductors, due to the impurities coupling and dissipating the microwave
signal. Loss rate in qubits is associated to relaxation time T1, hence qubits made of
dirty superconductor materials would exhibit low coherence times.

1.3 This PhD thesis contributions

The aim of this PhD thesis is to demonstrate and provide the tools to build a
working platform based on high–Lk superconducting materials for a diverse range
of quantum applications. In terms of fabrication, NbN–based devices demonstrated
excellent internal quality factors of 105 at single–photon regime while having kinetic
inductance above 90 pH/�, high yield and a generally high constriction factors
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C of 0.7 [55, J13] at base temperature. For 3D integration, both a novel polishing
technique for TSV as well as new filling method are presented.

Among the superconducting devices, sub–5 ps timing resolution SNSPD in NbN,
operating at a wavelength λ of 343 nm, is presented, as well as quantum efficiency
saturation in the NIR range. Digital circuits components, in particular nTrons, are
studied and a new design is proposed for high–sensitivity and large SNR. In the field
of cQED, high–Lk resonating structures with high impedance are demonstrated to
operate with large quality factors as filters and impedance matching tapers. Finally,
a 100 µs T1 planar transmon qubit in aluminum is characterized, achieving readout
fidelity of 92% for a readout time of 5 µs.

1.3.1 Thesis structure

This Thesis touched many different technologies, each somehow linked to high–
kinetic inductance superconducting materials. As such, at the beginning of each
chapter, there is a brief introduction of the technology thereby discussed followed
by the results obtained and followed up by a short discussion. The manuscript has
been split in the following chapters:

chapter two: High kinetic inductance superconductors. In this chapter the fabri-
cation technique of the thin films is described thoroughly, with discussions
regarding the different properties, yield, and ease of fabrication.

chapter three: 3D integration: through–silicon vias. This chapter addresses the
need and the advantage of 3D integration of superconducting chips, with a
description of fabrication process and filling approaches developed, classical
and not.

chapter four: Superconducting nanowire single–photon detectors. Here we present
the operation mechanism of SNSPD and the results obtained by our NbN–
based detectors, with a thorough description of the measurements techniques
used to characterize them.

chapter five: nTrons: the nanocryotrons technology. In this chapter, the supercon-
ducting digital electronics technology of the nanocryotrons are studied as a
potential CMOS–superconducting chip interface layer. DC characterization
is followed by a new conceptual design aimed to increase device sensitivity,
with experimental proof of the advantage on the standard approach.
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chapter six: High kinetic inductance circuits. Here the advantages of high–kinetic
superconductors are explained for high–frequency devices, with particular
attention towards resonating structures. After characterization of films qual-
ity factors and nonlinearity, we apply the technology to make impedance
matching tapers and frequency tunable bandpass filters.

chapter seven: Planar transmon qubit. This chapter focuses on the fabrication
and testing of a classical, non high–Lk superconducting transmon qubit,
developed as reference for future integration and implementation of qubits
with high–Lk components.

chapter eight: Perspectives and conclusions. Finally, this last chapter wraps up
the discussion, with possible future applications for the proposed high–Lk

superconducting platform.



CHAPTER 2
The experiment left no doubt that, as far as accuracy of measurement went, the resistance
disappeared. At the same time, however, something unexpected occurred. The disappearance
did not take place gradually but abruptly. From 1/500 the resistance at 4.2 K, it could be
established that the resistance had become less than a thousand-millionth part of that at
normal temperature. Thus the mercury at 4.2 K has entered a new state, which, owing to its
particular electrical properties, can be called the state of superconductivity.

— Heike Kamerlingh Onnes, Nobel Lectures in Physics, 1913

High Kinetic Inductance Superconductors

Disordered superconductors, also called "dirty" superconductors, are generally
type–II superconducting materials within which the impurities cause a large elastic
scattering compared with the energy gap [24]. It has been demonstrated that dirty
superconductors, such as but not limited to nitride–based superconductors (NbN,
TiN, NbTiN, ZrN, etc.), show in certain deposition conditions, i.e. under a controlled
material–impurities ratio, higher superconducting transition temperatures (TC) and
magnetic field resilience (HC) than the pure superconducting element they derive
from.

Disorder in superconductors, among other effects, causes an increase of re-
sistivity of the normal state material, which, as a consequence, raises the kinetic
inductance. Kinetic inductance can be interpreted as the inertia of the charge carri-
ers, in the superconducting case the Cooper pairs, in the superconducting material.
From BCS theory, we know that

Lk(T) =
R�h̄
π∆

1
tanh ∆

2kBT

, (2.1)

where Lk is the kinetic inductance per square of the superconducting film at tem-
perature T, given T < TC; R� is the sheet resistance, or resistance per square, of the
superconductor film while non–superconducting, or in normal metal state; h̄ is the
reduced Planck’s constant; kB is Boltzmann’s constant; ∆ is the superconducting
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energy gap. This approximation works best when R� is measured close to the
critical temperature: this is because superconducting alloys may have a large resis-
tance change between room temperature condition and near the superconducting
transition temperature. For the estimation of ∆, according to BCS theory, it can be
approximated to ∆ = 1.764 kBTC for T � TC.

High–kinetic inductance thin films technology exploits this large inductivity
to make compact, high–impedance devices. As R� increases with thinner films,
so does the value of Lk, hence the use of thin films; one example is that of super-
conducting resonators. In other applications, however, the use of thin films may
also have other purposes. In SNSPDs, for instance, the use of thin films has also
the intent of suppressing the critical temperature, which, in turn, suppresses the
superconducting energy gap ∆. Suppression of the superconducting gap is benefi-
cial for photon detection efficiency [56]: in fact, the sensitivity of the single–photon
detectors is inversely proportional to the ∆, as sensitivity is proportional to the
energy required to break superconductivity itself. For this reason, a device with
lower TC is generally more sensitive to IR photons [57].

Known dirty, high–Lk superconducting materials can be classified in two major
families: crystalline materials (NbN, TiN, NbTiN etc.) and amorphous materials
(WSi, MoSi, etc.). While crystalline superconductors have usually higher critical
temperature and better performance in terms of quality factors or sensor timing
resolution, due to their shorter electron–phonon interaction time τe–ph [J11, C4],
amorphous materials are generally more resistive and so inductive, and have a
higher fabrication yield.

Only recently, Dane et al. [58] have proposed a novel fabrication technique
to enhance yield of crystalline superconductors while maintaining short τe–ph by
depositing films using the so–called bias–sputtering. The thin films are deposited
while RF power is applied to the substrate, which causes a plasma agitation that
simulates high–temperature deposition at the cost of slower deposition rate. The
result is smaller crystals and enhanced homogeneity, at the expense of critical
temperature.

The following chapter is organized as follows: first, the fabrication process of
NbN, TiN and NbTiN materials is presented; the difference between different depo-
sition techniques is discussed, e.g. reactive sputtering and atomic layer deposition,
with a brief discussion on advantages and disadvantages of either process. Then,
the more recent case study of granular superconductors is discussed, i.e. granular
aluminum, with its advantages and disadvantages compared to other films.
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2.1 Niobium–based dirty superconductors

While one could debate if amorphous superconducting materials, such as WSi and
MoSi, may be a better choice for high–Lk applications, as they are intrinsically more
inductive and very easy to fabricate due to their amorphous nature, we need to
consider that these are also intrinsically more lossy materials. For some applications,
such as superconducting circuit components (see Chapter 5) they may prove to be
the better choice, but for resonating structures and cQED devices in general, losses
are detrimental.

Considering the ease of fabrication and the large compatibility with most fabri-
cation processes, the first material developed during this work was niobium nitride.
NbN is among the most commonly sputtered dirty superconductors, and thanks
to the abundance of information that can be found in literature, it was a relatively
easy material to work with if compared to more exotic materials.

2.1.1 NbN from reactive RF sputtering

By tuning the disorder (i.e. by controlling the degree of impurity) of NbN, it is
possible to vary the properties of the alloy extensively. A Kenosistec RF magnetron
sputtering system has been used for most of the depositions described in this
chapter. Pure niobium thin films have been first sputtered to address the unwanted
impurities due to the system. For ultra thin films of 15 nm thickness, the critical
temperature TC was in the order of 5 K and sheet resistivity R� of 10 Ω/�. The
TC was measured in a PhotonSpot Cryospot4 4He sorption cryogenic system (see
Appendix B.1), which reached a base temperature of 850 mK. For information
regarding the methods of characterization of critical temperature, please refer to
Appendix B.3.1.

While not state–of–the–art results for ultra–thin films, the critical temperature
and the roughness of the film were relatively satisfying to proceed further. Following
the addition of N2 in the deposition chamber atmosphere and the deposition of
NbN films, a first optimization was made to ensure that the parameters such as
deposition rate and sheet resistance were in the range suggested from literature
[37], as well as yield and repeatability. In this instance, we have compared sputtered
and bias–sputtered [58] ultrathin films of stochiometric NbN. It is known that
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Figure 2.1 Disorder analysis of bias–sputtered superconducting thin films in NbN. The drift of
critical temperature and resistivity were measured with simple resistivity measurements performed
at cryogenic temperature with the PhotonSpot system (see Appendix B.3.1). The kinetic inductance
(values in blue) was both estimated by BCS theory as of in (2.1) (LBCS

k ) and measured by the resonant
frequency of superconducting resonators (Lr

k, more in Section 6.1). The experimental values agree
quite well with the predictive theory.

stochiometric NbN deposition conditions in a reactive sputtering system occur
when, at a given target power, the N2 flux causes a kink of voltage at the target [59].

As expected, reactive sputtered thin films had faster deposition rate and critical
temperature compared to the bias–sputtered ones, but the size of the crystals was
so large that devices yield was far from optimal. It is worth noting that deposition
temperature increase in the chamber could have improved this aspect, but the
Kenosistec system did not allow for deposition above 200◦C, which was not a high
enough temperature to observe a relevant improvement.

For all the reasons above, the Thesis work focused the study on bias–sputtered
thin films. Aside the advantage of having a high–yield, highly–reproducible fab-
rication process thanks to the polycrystalline nature of bias–sputtered deposited
films, bias–sputtered NbN lower TC and larger R� also enhances kinetic inductance.
These are advantages from both sensor design and high–impedance circuit design
perspectives.

To improve repeatability of the deposited film between sessions, the introduction
of the so–called target poisoning [60–62], a pre–deposition treatment performed at
very high nitrogen flow rates, allows for a more homogeneous chemical composition
during the deposition and a much more robust process. In order to perform the
poisoning, plasma power is set up on the target, and the voltage at different nitrogen
flow conditions is monitored: the poisoning should be performed at the condition
in correspondence to the knee of the voltage–flow rate function.
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Table 2.1 NbN Sputtering Deposition Parameters.

Process RF Target RF Bias Ar/N2 flow rate Film Resistivity, Kinetic Inductance, Thickness Critical

Power (W) Power (W) (sccm) ρ, (µΩ·cm) Lk,� (pH/�) nm Temperature (K)

1 150 50 80/0 48.2 10.5 14.7 5.0

2 150 50 80/0.5 186 37.1 17.5 5.1

3 150 50 80/1 193 34.9 16.1 5.2

4 150 50 80/2 204 29.1 13.6 7.3

5 150 50 80/3 264 37.4 13.5 7.4

6 150 50 80/4 292 49.8 13.0 6.5

7 150 50 80/5 339 65.0 12.7 5.9

8 150 50 80/6 387 78.7 12.5 6.0

9 150 50 80/7 441 95.9 12.2 5.7

10 150 50 80/8 474 112 12.0 5.4

11 150 50 80/10 569 201 11.1 4.1

Optimization of NbN reactive sputtering process ultra thin films on 100 nm Si3N4 buffer
layer on Si substrate.

Once found the parameters to get the most homogeneous thin films, a parametric
sweep of N2 flow rate was performed as shown in Dane et al. [58] to control the
impurities of the film. As expected and reported in Figure 2.1, the presence of N2

in the film for small quantities (slightly disordered superconductor, for N2 flow rate
below 3 sccm) increases TC and resistivity in similar amounts, causing the kinetic
inductance to remain quite stable around 30 pH/� for 15 nm films. Further raise
of N2 in the chamber atmosphere intensifies film disorder, causing an increase of
resistivity and a decrease of TC, causing the boosting of kinetic inductance.

Stochiometric conditions were reached at gas atmosphere made of 80 sccm of
Ar and 3 sccm of N2 flows, at room temperature and at a deposition pressure of
5 µbar. For a 15 nanometers thick stochiometric NbN film, the measured critical
temperature was of 7.4 K, the resistivity ρ around 260 µΩcm and the kinetic
inductance in the range of 40 pH/�. In Figure 2.2 it is possible to see the cross–
section transmission electron micrograph of a stochiometric 10 nm thick film used
for SNSPDs.

The internal quality factor of superconducting resonators made of NbN films
deposited with this technique are presented in Section 6.1. This work eventually
lead to the publication reported in [J5].

2.1.2 NbN from atomic layer deposition

Atomic layer deposition (or ALD, [63]) of materials allows extreme thickness control
and homogeneity thanks to its self–limiting single reaction, which gives the name to
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Figure 2.2 Transmission Electron Micrographs (TEMs) of NbN. The film was deposited according
to the methods described in Subsection 2.1.1. As shown from the figure, the dimension of the
crystals is much smaller of the thickness of the film, hence increasing fabrication yield.

the process. The advantages of such deposition technique are equally balanced by
the complexity required to develop a working recipe. It has been reported by multi-
ple research groups that ALD processes are extremely prompt to contamination, in
particular of Cl2 and O2, as two of the most common precursors for different ALD
processes. The interest in ALD NbN thin–films will be explained more in depth
in Section 3.3. Here we will treat the fabrication challenges of developing such a
process.

Thermal atomic layer deposition of NbN has been extensively studied in the ’90s
[64–66], but due to presence of chlorine in the precursors, e.g. NbCl5, film contami-
nation is a non–negligible issue that affects superconducting properties. However,
more recently Ziegler et al. [67] developed a plasma–enhanced atomic layer de-
position (PEALD) process using the metal organic precursor (tert-butylimido)-tris
(diethylamino)-niobium, also called for simplicity TBTDEN, and hydrogen plasma.

Since then, several groups have investigated this new fabrication process, either
from superconducting materials [68–70] or from the applications, seeing it fit to
develop SNSPDs [71, 72], and high–Q resonators [73] for MKIDs and quantum
computing.

We used the Beneq TFS200 atomic layer deposition system in CMi. An additional
turbopump was purchased and installed in the system in order to purge the system
from contaminants and reach lower pressure values to control the stability of the
plasma in the PEALD process. Moreover, lower base pressure during deposition
implies lower contamination of the films. The first step, according to Ziegler et al.
[74], was to set the right starting parameters for the plasma in the chamber, before
fine tuning the parameters for the optimization of the process. For instance, Sowa
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et al. [69] show that increased plasma power allows deposition of less resistive film,
which have in turn a higher critical temperature. Ziegler et al. [74] instead show
that minimum plasma pressure allows for better film quality: from a resistivity of
2000 µΩm at a pressure of 80 mTorr down to less than 10 µΩm for pressures below
8 mTorr. For what concerns the plasma time, however, an optimal condition has to
be found in terms of resistivity, while for the temperature dependence, both groups
[67, 69] show better film quality when deposited at higher temperature. Finally,
the effects of the H2 and N2 flow rates in the plasma have to be taken into account.
Despite Ziegler et al. [67] shows a deterioration of performance with increasing H2

flow, more recently both Sowa et al. [69] and Ukibe and Fujii [68] have demonstrated
the opposite.

After a preliminary study, taking into account the capabilities of our system,
the starting deposition parameters were set to a chamber pressure of 6 mTorr,
temperature of 300◦C, plasma power of 300 W to be exposed for 40 s, and flow
rates of H2 and N2 of 80 sccm and 5 sccm respectively. The preliminary process
is indicated as process 0. Despite several attempts, it was not possible to deposit
good quality NbN. The films were extremely inhomogeneous, with macroscopic
droplets deposition, probably caused by improper use of the plasma. In terms of
superconductivity, the films never showed any transition to a superconducting state
all the way down to 850 mK.

These data point towards a contamination problem of the chamber, given the
ALD in CMi is used for a wide variety of processes, ranging from powder deposi-
tions to oxides, which are notoriously detrimental for superconducting properties.

2.2 Titanium-based dirty superconductors

Another major player in the crystalline superconducting thin films field is titanium
nitride. While Nb as an element presents critical temperature of 9.26 K in bulk
(and around 5 K in ultra thin films), Ti has a much lower transition temperature, in
the range of 300 mK in bulk (hence less than that in thin films). However, when
growing TiN by adding N2 in the deposition chamber, thin films have shown critical
temperatures in the range of 5 K, tunable down to 1 K by controlling the degree of
disorder of the film.

Having lower critical temperature, TiN thin films have lower superconducting
energy gap ∆ than NbN (and NbTiN, as we will see in Section 2.3), making it a much
more sensitive material to infrared radiation [35], interesting property for what
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concerns for instance LIDAR applications as well as astronomy [J10]. Moreover,
TiN has proven to date to be the highest internal quality factor high–Lk material for
superconducting resonators, making it a strong candidate for MKIDs and quantum
computing applications.

2.2.1 TiN from reactive RF sputtering

TiN presents, in general, higher kinetic inductance than NbN due to the lower
TC and generally higher sheet resistivity, and it has shown lower loss rate than
any other dirty superconductor: these features are extremely attractive from the
resonating structure standpoint, where large kinetic inductance allows design of
much higher impedance structure, but they do not necessarily line up with SNSPDs
requirements. Larger kinetic inductance usually means slower rise and fall times
for a given SNSPD sensor area, which in turns represents lower timing resolution
and maximum count rate, not advisable for SNSPDs.

TiN was sputtered in the Kenosistec system following the same approach de-
scribed in Subsection 2.1.1. The stochiometric condition was studied for sputtered
TiN thin films, reached at gas atmosphere made of 80 sccm of Ar and 2 sccm of
N2 flows, at room temperature and at a deposition pressure of 5 µbar. Critical
temperature was measured around 2.5 K, with a resistivity ρ of around 350 µΩcm.
From these values, kinetic inductance was estimated to be in the range of 110 pH/�
for a 15 nm thick film.

Despite TiN being a very interesting material for specific applications, the study
of TiN remained only superficial. The motivation behind the development of TiN
thin films is due to its larger kinetic inductance compared to NbN, but the potential
increment of Lk was deemed insufficient to motivate a full scale optimization
as it was performed for NbN. Instead, time was invested in the development of
another material, with yet even lower TC but much higher kinetic inductance (see
Section 2.4).

2.2.2 TiN from atomic layer deposition

As ALD-deposited NbN was not a success either due to contaminations, plasma
instability or else, we tried to develop the ALD process for titanium nitride. TiN had
already been successfully deposited in a Beneq system, the equipment we have in
CMi, elsewhere [75]. Starting from the recipe developed by Xie et al. [75], we tried
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Table 2.2 TiN Atomic Layer Deposition relevant recipes parameters (values for
4000 ALD cycles).

Process Pressure Chamber N2 flow TiCl4 Purging NH3 Purging Thickness Resistivity,

(mTorr) Temp. (◦C) rate (sccm) Time (ms) Time (ms) Time (ms) Time (ms) (nm) ρ (µΩ·cm)

0 6 400 200 150 1000 100 1000 75 ± 5 4500 ± 300

1 6 425 200 150 1000 100 1000 80 ± 5 1400 ± 100

2 6 400 200 150 1000 150 1000 70 ± 5 1200 ± 50

3 6 425 200 150 4000 100 4000 75 ± 5 1000 ± 50

4 6 400 200 50 2000 200 2000 85 ± 5 950 ± 50

5 6 425 200 100 2000 200 2000 90 ± 5 850 ± 50

6 6 425 200 50 2000 250 2000 83 ± 5 800 ± 50

7 6 425 200 100 2000 300 2000 85 ± 5 1300 ± 100

Optimization of TiN atomic layer deposition process on 100 nm SiO2 buffer layer on Si
substrate.

to setup a thermal ALD process based on TiCl2 precursor reacting with ammonia
[76]. The results were far from satisfying, as the film resistivity was almost an order
of magnitude larger than what reported in literature.

After months of optimization and tens of depositions, as reported in Table 2.2,
we were finally able to produce thin films of 40 nm with a resistivity of 800 µΩcm,
which we suspected being close enough to the 455 µΩcm value described in [75]
to achieve superconductivity. The films unfortunately did not show any trace of
superconducting transition when cooled down at 850 mK, suggesting a potential
transition temperature below 800 mK, if any.

While getting closer to a functioning recipe, due to the regular contamination
of the chamber from other precursors, the process became highly unstable and
between September 2021 and March 2022, we measured resistivity variation of 400%
between same recipes. Due to the impossibility to have a stable process, TiN and
NbN ALD processes were likewise abandoned, different approaches were followed.
The effects of this changes strongly affected the timeline of some projects, as it will
be explained in detail in Chapter 7.3.

2.3 Niobium titanium nitride

As TiN was supposed to replace NbN for applications where we needed larger
kinetic inductance, NbTiN was chosen to be the high–temperature alternative.
The goal for NbTiN was to develop devices capable of operating at liquid He
temperature without major losses in terms of superconducting properties and
quality factors.



20 High Kinetic Inductance Superconductors

Figure 2.3 Disorder analysis of three plasmas-sputtered superconducting thin films in NbTiN.
The measurement were performed according to Appendix B.3.1. The kinetic inductance (values in
blue) was estimated by BCS theory as of in (2.1). The addition of Ti to NbN enhances the critical
temperature from 7.4 K all the way to 12 K. As expected, the drawback is a reduction of kinetic
inductance.

NbTiN was also chosen as it does not differ particularly from either NbN or TiN
in terms of depositions technique, as it was also deposited in the same Kenosistec
system as the other two. This allowed us to minimize potential contaminations.

2.3.1 NbTiN from Nb and Ti reacting RF co-sputtering

For the NbTiN depositions, we developed what we called a three plasmas (two
targets and substrate) sputtering deposition process. The process consists of reactive
co-sputtering of Nb and Ti targets, applying, on the same idea of Dane et al. [58], a
third plasma on the substrate to get the advantages of the bias–sputtering. While
bias–sputtered materials should exhibit a suppressed critical temperature, the
advantage of the film yield was judged worth the extra marginal degree of critical
temperature.

Differently from a simple sputtering process, co–sputtering processes have a
larger number of variables to be optimized: Nb and Ti plasma powers, N2 and Ar
flow rates, substrate (anode) power and chamber pressure. However, to simplify
the optimization and to ensure high TC, we limited the number of permutations by
choosing the flow rate that granted stochiometric NbN deposition.

First degree optimization was performed by sweeping the target power (i.e.
the deposition rate) of Ti, which is known to strongly affect the superconducting
properties of the thin films [77]. After some attempts, which are shown in Figure 2.3
we obtained 15 nm thin NbTiN films with critical temperature of 12 K, sheet
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Table 2.3 NbTiN Sputtering Deposition Parameters.

Process RF Target RF Bias Ar/N2 flow rate Film Resistivity, Kinetic Inductance, Thickness Critical

Powers (W) Power (W) (sccm) ρ, (µΩ·cm) Lk,� (pH/�) nm Temperature (K)

1 150/0 50 80/3 264 37.4 13.5 7.4

2 150/50 50 80/3 234 29.6 13.6 8.1

3 150/70 50 80/3 216 25.8 13.5 8.6

4 150/90 50 80/3 179 18.7 13.9 9.8

5 150/110 50 80/3 148 14.3 14.2 10.5

6 150/130 50 80/3 125 11.5 13.8 11.1

7 150/150 50 80/3 103 8.8 13.7 12.0

8 150/170 50 80/3 91 8.0 14.1 11.7

9 150/190 50 80/3 81 7.2 14.4 11.6

Optimization of NbTiN reactive sputtering process on 100 nm Si3N4 buffer layer on Si
substrate.

resistivity of roughly 75 Ω/� and an estimated sheet kinetic inductance of 10 pH/�.
The films turned out to be extremely homogeneous, reaching device yield in excess
of 95% for a 7 nm thick film.

These films were later employed for superconducting digital circuits elements
such as the nTrons (see Chapter 5), thanks to high critical temperature, yield
and critical current density, a parameter which allows the designer to get larger
signal-to-noise ratio with small footprint devices.

2.4 High kinetic inductance from organized crys-

tals: granular Aluminum

Dirty superconductors are not the only way to achieve high kinetic inductance.
Another way to achieve large inductance using superconductors is by fabrication of
a superconducting junction (the Josephson junction) where the two electrodes are
separated by an insulator thin enough to allow electrons to tunnel through it [14].

Despite Josephson junctions are usually fabricated as macroscopic features, it is
possible to deposit superconducting films which exploit the Josephson inductance
at a much smaller scale. These films are called granular superconductors and
were discovered in the late ’60s by Abeles, Cohen and Stowell [78]. In granular
superconductors, the superconducting material crystal grains are "coated" by an
insulating thin layer [79], so as to form sort of barriers with the nearby grains. Each
grain, being so localized, shows enhanced superconducting properties, both in
terms of critical temperature and magnetic field resilience.
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Due to their nature, granular superconductors, and in particular granular alu-
minum (or grAl), have been recently revisited for their potential applications as
superconducting high–Lk material, in particular from Prof. Ioan Pop’s group at KIT
[52, 53, 80, 81].

We sputtered grAl thin films in the Kenosistec RF sputtering system described
previously in the chapter. In order to control the grain size, we installed a high-
precision and low O2 flow line in the system to ensure proper atmospheric de-
position conditions. We deposited 20 nm thick grAl film with kinetic inductance
in the range of a nH/� and critical temperature in the range of 2 K. These films
have only been partially characterized at the time of the writing of this thesis, but
grAl superconducting resonators show quite high internal quality factors in single
photon regime, in the range of 5× 105, for a 500 pH/� thin film at a resonant
frequency of 3 GHz.

2.5 Discussion

The materials described and analyzed in the chapter are the building pillars of
the remainder of this Thesis. From a quite versatile material such as NbN, where
critical temperature can be tuned as well as its kinetic inductivity within a wide
range, can be built most of the high–Lk technology described further on. However,
we also reported the development of more application–specific materials, where
we optimized determined parameters critical for the end purpose. NbTiN, which
shows high–yield as well as critical temperature in excess of 12 K, present all the key
specification needed from a superconducting electronics perspective, such as nTrons
applications. On the other end, grAl, which was demonstrated kinetic inductance in
excess of 500 pH/� for 20 nm thin films, seems to be a very promising material for
high–frequency electronics applications, to make much more compact resonating
structures than they would be in a lesser Lk material, and pushing further the
achievable impedance.



CHAPTER 3
The only way out is through.

— Dante Alighieri

3D integration: through-silicon vias

Superconducting devices require, at times, complex readout schemes, that may
cause large scale integration particularly challenging. That is indeed the case for
both SNSPDs and quantum computing chips based on transmons.

Large scale integration of SNSPDs is possibly to date the highest barrier to the
success of the technology. While SNSPD specifications, in particular efficiency and
timing resolution, exceed both the likes of SPADs and MKIDs, readout schemes are
so challenging that make it very hard to scale.

As shown by Verma et al. [82] first and by Allman et al. [83] and Wollman
et al. [84] later, one possible solution is to read rows and columns separately,
and by running the detectors in coincidence mode, it is possible to back trace
which detector fired across the array. This readout scheme has however two main
drawbacks: timing performance of the detectors degrade very quickly with the
number of pixels, and the scaling mechanism itself is quite limited. For an N×N
detectors array, this approach only reduces the number of readout lines from N2 to
2N, making it unusable for very large arrays.

Another path is to integrate the detector with logic electronics, e.g. rapid single
flux quantum (RSFQ) circuitry as it was developed by Miki et al. [85], which being
superconducting, show extremely low power consumption, and does not affect the
device performance. In their work, Miki et al. demonstrated an 8×8 detector array
without any relevant loss of performance. Wire routing, however, ended up being
the limiting factor. In fact, in order to bias the inner detectors of the array, it was
necessary to run superconducting biasing lines to the center pixels, and since the
SNSPD fabrication process is a planar process, that resulted in loss of fill factor.

Similar problems have been shown in large scale integration of transmon–based
quantum processors, where each qubit needs its readout resonator to be operated in
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(a) Hard mask on Si (b) SF6 plasma etching (c) C4F8 passivation (d) C4F8 depassivation

(e) SF6 plasma etching (f) O2 plasma cleaning (g) After three cycles (h) After N cycles

Figure 3.1 Bosch process schematics. After patterning the features on an hard mask (a), the
etching step (b) is followed by fluorocarbon passivation (c), subsequent depassivation on the bottom
of the holes (d) and a new etching step (e). The extra step of O2 plasma cleaning (f) allows to reduce
the surface roughness on the walls of the holes Xu et al. [87].

a non-destructive way. As the number of qubits increases, the connection crowding
can result into large losses and impact qubit performance [86].

In order to address these issues, we here propose as solution a 3D integration
process with superconducting through–silicon vias. We developed a process flow
for High Aspect Ratio Through-Silicon Vias (HAR-TSVs) [88–90] for silicon wafers.
The process flow is reported in Figure A.3. While this is a pretty standard process,
the novelty resides in the metallization step.

In this chapter, the fabrication optimization for the through–silicon vias is pre-
sented, as well as the Michelangelo step, a polishing step of the inner walls of the
TSVs which eventually lead to [J9]. Finally, we go through the different options of
metallization, and we introduce a novel filling technique for TSV [J6].

3.1 DRIE optimization

In order to etch the holes in the silicon substrate, we used the deep reactive ion
etching process (DRIE, or more commonly Bosch process). Bosch process consists
in the alternate use of passivation with fluorocarbon chemistry (C4F8) and plasma
etch by means of fluorine chemistry (SF6) to achieve high anisotropy. In Figure 3.2
we show one of the first through-silicon via geometries produced during this work.

Interesting effect of DRIE processes can be seen from Figure 3.2(b). The different
depths shown here are related to the different apertures of the holes: the deeper
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(a) (b)

Figure 3.2 Bosch process. Scanning Electron Micrographs (SEMs) of the through-silicon vias
(TSVs) ready for the metallization step. It is possible to notice both the super–conformality of the
atomically layer deposited Al2O3 insulation layer (a) and the different etching depth achieved from
circular and rectangular holes (b) with critical dimension of 5 µm.

ones have been obtained by etching 10×10 µm2 squares, while the shallower had a
circular shape with 10 µm diameter.

This effect is the so–called Aspect Ratio Dependent Etching (or ARDE). ARDE
causes etch rate variation depending on the ratio between the gas entry surface
and the etching surface. While increasing depth during DRIE, the gas entry area
remains the same while the etching area increases linearly with depth. ARDE is
caused by the etcher not having time to vacate the post-reaction products from
the inside of the hole as fast as it did at the beginning of the process, when the
aspect ratio was much smaller. This causes a reduction of etch rate which can be
visibly stated also by the reduction of scalloping [91], the characteristic shape in
Figure 3.2(a), with depth. Eventually, ARDE causes the saturation of the DRIE
process and to a cycle etching rate of approximately zero [92].

A first optimization run based on classical Bosch process variations lead to
etching holes as small as 3×3 µm2 for a depth of 55 µm, for an equivalent aspect
ratio of 18.3:1 after full etch of the hard mask. However, the hole size at the bottom
resulted to be 10–20% narrower than design, resulting in a conical shaped via with
severe scalloping.

To address the concern related to the shape of the via as well as the limited
aspect ratio caused by process saturation, we tried to make changes to enhance
anisotropy of the process. A process consisting of three pulses of passivation (C4F8),
depassivation (O2) and etching (SF6), performed at lower temperature and lower
pressure, showed remarkably better results. The additional step of depassivation
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(a) (b)

Figure 3.3 Sharp process. Differently from the classical two-steps Bosch process, the sharp
process is optimized for narrow and high–AR features. The main difference are the addition of the
oxygen plasma depassivation step, lower pressure, higher bias power and lower process
temperature. This allows for much larger aspect ratio for small features (a) and much more
controlled scalloping (b) for holes with a critical dimension of 1 µm.

performed at large bias values would remove the C4F8 coating mostly at the bottom
of the TSV, allowing for a more anisotropic etching of the SF6.

With this process we obtained holes as small as 1.3 µm diameter and 35 µm
deep, for an aspect ratio of 27:1 (see Figure 3.3). Thanks to the lower temperature,
the reactivity of SF6 was reduced and the erosion rate of the mask with it. However,
also in this case we incurred into process saturation, which seems inevitable reached
a specific aspect ratio.

Following the idea proposed by Chang et al. [93] and Parasuraman et al. [94], we
developed a process which adjusts the etching parameters throughout the process.
The results reported in Figure 3.4 show a clear reduction of the tapering effect due
to the avoidance of the saturation due to the process parameters. We tried to sweep
either SF6 etching pulse duration, in the so-called DREM-type processes, or the RF
bias power, in the processes that we called ADRIE, or adaptive-DRIE. The several
processes parameters tested are reported in Table 3.1.

3.1.1 Chromium and Aluminum hard masks

In order to further optimize the process, we considered changing mask material.
Indeed, SiO2 is not as resilient to SF6 etching as metals like chromium or aluminum
are, which depending on the process show little to zero etch rates [95–99]. However,
the fabrication process simplicity added by a simple SiO2 oxidation to the process
made it the perfect mask to start with.
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(a) (b)

Figure 3.4 DREM process. Surrogate of the Sharp process, the DREM process adjusts the pulse
length of the SF6 step while keeping constant both the C4F8 and Oxygen plasma steps. The holes
appear to have less tapering (a), even if the wall roughness increases. At specific depths, when the
pulse time changes, we can notice the scalloping separation betweeen the two steps (b).

(a) (b)

Figure 3.5 Sputtering effect of the Cr mask. After the etching of the photoresist which lays on
the hard mask, the chromium gets exposed and eroses quickly due to the sputtering effect. This
erosion is non-homogeneous and ends up in vertical, ultrahigh aspect ratio, unwanted nanopillars.

We fabricated TSVs using either chromium (Cr) or aluminum (Al) masks. The
masks were evaporated using a Leybold-Optics LAB600H e–beam evaporator for
masks thicknesses ranging between 100 and 200 nm.

The first tests were not as expected. Using the previously optimized recipes,
we noticed quick mask erosion due to the so-called sputtering effect of the mask,
consequence of the too high ratio of bias power and pressure (see Figure 3.5).
Reducing the bias power helped avoiding fast mask erosion, but at the same time
caused a more relevant drop in etch rate, hence it could not be employed as solution.

Following more tests and analyses, we noticed that changing the frequency
of the RF bias strongly affected the behavior of the metallic mask. While a low–
frequency bias caused strong damage on the metallic mask, using high–frequency
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Table 3.1 DRIE Processes.

Process Gases flux (sccm) Pulse duration (s) Pressure Source RF Bias Temp. Process Holes Aspect

[C4F8, O2, SF6] [C4F8, O2, SF6] (mbar) Power (kW) Power (W) (◦C) Time (min) Ratio (AR)

Bosch Standard [300,0,300] [2,0,6] 4.0 1.8 45 25 40 (300 cy) 12:1

Bosch Standard [300,0,300] [2,0,6] 4.0 1.8 45 25 70 (525 cy) 15:1

Bosch LP [200,0,300] [2,0,5] 2.0 1.8 100 20 30 (257 cy) 20:1

Bosch HiPo [250,100,300] [2,1,4] 2.0 2.5 40 20 40 (343 cy) XX:1

Bosch HiPo HP [250,100,300] [2,1,4] 1.0 2.5 40 20 40 (343 cy) 20:1

Bosch HiPo HF [250,100,550] [2,1,3.7] 2.0 2.5 40 20 40 (358 cy) 20:1

SOI Sharp [300,100,300] [2,1,3] 2.0 1.5 90 0 40 (400 cy) 22:1

SOI Sharp [300,100,300] [2,1,3] 2.0 1.5 90 0 70 (700 cy) 28:1

SOI Sharp LF [300,100,100] [2,1,6] 2.0 1.5 90 0 30 (200 cy) 15:1

SOI Sharp HFI [300,100,450] [2,1,2.7] 2.0 1.5 90 0 70 (737 cy) 27:1

SOI Sharp HFII [300,100,550] [2,1,2.5] 2.0 1.5 90 0 70 (764 cy) 28:1

SOI Sharp HP [300,100,300] [2,1,3] 1.0 1.5 90 0 70 (700 cy) 25:1

SOI Sharp HiPo [300,100,300] [2,1,3] 2.0 2.0 100 0 70 (700 cy) 25:1

DREM 325 [300,100,300] [2,1,3:5] 2.0 1.5 90 0 60 (– cy) 22:1

DREM 3210 [300,100,300] [2,1,3:10] 2.0 1.5 90 0 55 (– cy) 27:1

ADRIE 902100 [300,100,300] [2,1,3] 2.0 1.5 90:100 0 69 (690 cy) 28:1

ADRIE 902120 [300,100,300] [2,1,3:3.5] 2.0 1.5 90:120 0 90 (– cy) 26:1

ADRIE VF [300,100,225:400] [2,1,2.7:3] 2.0 1.5 90:100 0 70 (– cy) 27:1

ADRIE LF [300,100,100:300] [2,1,3:6] 2.0 1.5 90:110 0 70 (– cy) 25:1

Comparison of several deep reactive ion etching processes.

made damage way milder. While the origin of this effect is not yet fully understood,
we believe it may be related to some capacitive coupling between the mask and
the substrate holder. The results are presented in Figure 3.6. The etching of the
chromium mask was, for the high–frequency RF bias process, negligible: 15 nm of
chromium was etched after over 40 minutes of process, which lead to a maximum
etch depth of 70 µm for 20 µm trenches, leading to a selectivity higher than 4500.

3.1.2 Holes and trenches

In order to compare the obtained results with literature, we designed a mask with
holes and trenches, which are the most common features used for calibration of
DRIE. Before proceeding with the comparison, we need to bear in mind that our
process was optimized for holes etching, and trenches optimization may have
different parameters thanks to the larger etchant entry area. In fact, Parasuraman et
al. [94], have shown deep silicon trenches with an aspect ratio of 160:1 by extreme
process optimization and 250 nm trench size, while Owen et al. [100] achieved an
AR of 97:1 with trenches as large as 3 µm. The following comparison was done to
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(a) (b)

Figure 3.6 Bias Frequency effect on Cr mask. Low frequency biasing conditions (hundreds of
kHz) cause the metallic mask to charge and with a bias power of 90 W that would mean strong
interaction between the electric field of the capacitor-like mask and the plasma (a), which ends up in
strong damage of the trenches. Reducing the bias power (b) allows for a weaker capacitive coupling,
which leads to negligible overall effect on the holes etching.

estimate a relationship between holes and trenches AR and to establish the status
of our optimization.

The new mask consisted of deep holes, deep loops (which are rectangular shape
closed loops made by trenches) and deep trenches (which are very long etched lines),
so to compare our results with what has been demonstrated in the literature [87, 94].
The holes, loops and trenches were patterned with different critical dimensions to
compare AR.

As expected, we see a very different etch rate in holes, loops and trenches.
Some of the results are presented in Figure 3.7. With the same process and 1 µm
critical dimensions features we obtained an AR of the order of 30 for deep holes
Figure 3.7(a) and an AR of 75 for the same feature size deep trenches Figure 3.7(b).
We can also notice that there is a non-negligible difference between trenches and
loops. Deep loops have a lower gas entry area with respect to the trenches, which
turns out to be relevant even for quite large loops geometries. For instance in
Figure 3.7(b) we compare the depth of a 20×20 µm2 loop (AR of 67) of 1 µm width
and deep trenches also of 1 µm width (AR of 75).

After collecting all the data from different etching recipes, the data were analyzed
following the approach described in Parasuraman et al. [94], i.e.

AR =
a log(1 + bw)

w
, ARmax = lim

w→0

a log(1 + bw)

w
= ab (3.1)

where w is the critical dimension of the features, and a and b are fitting constants
dependent on the process parameters. In Figure 3.8 it is possible to see the trend of
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(a) (b)

Figure 3.7 Holes depth vs trench depth. Comparison of the depth of 1 µm wide loops, trenches
and holes. While the holes only go as deep as 32 µm (a), for an overall aspect ratio of roughly 30,
the loop and the trenches achieve similar maximum aspect ratios of 67 and 75 respectively (b) due
to their large collaborative cross–sectional areas.

etched depth and aspect ratio with respect to the feature size. We fitted these values
to obtain a and b values from (3.1) for each process and for each geometry. The R2

value for each of this fitting was higher that 0.98. It appears that the parameter a is
dependent on the process parameters but is quite insensitive of the etched geometry,
while b seems much more sensible to geometry variations.

3.2 Surface polishing: the Michelangelo step

According to the literature [89, 101, 102] one of the main problems with the standard
through–silicon vias fabrication is related to the scalloping effect. Its presence
may affect the quality of the seed layer, and in turn, of the electroplating. Non–
homogeneous insulator or seed layer deposition due to scalloping can strongly
affect the quality of electroplating. Even if atomic layer deposition was used for
the insulation and seed layers to ensure homogeneity, scalloping may still cause
concentration of stress and electric field in the insulator and the barrier layer
of the TSV [103], leading to dielectric breakdown and Cu diffusion during the
electroplating step [104].

In order to avoid the scalloping, a novel fabrication process has been developed:
we call it the Michelangelo process [J9]. This new process exploits the anisotropic
etching properties of potassium hydroxide (KOH) of silicon in order to completely
remove the scalloping after the Bosch process has been performed. As shown in
Figure 3.9(b), the KOH etching rate differs 1–to–3 orders of magnitude between the
majority of crystalline orientations of silicon and the 〈111〉 orientation depending
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(a) (b)

Figure 3.8 Analysis of the deep reactive ion etching processes. We compare etched depth (a)
and achieved aspect ratio (b) of four different processes for holes (solid line), loops (point line) and
trenches (dashed line). Different processes have different line color.

on the KOH concentration. It has been shown [105, 106] that this effect, when well
engineered and combined with the deep reactive ion etching, can help fabricate
smooth and well controlled nanostructures.

We processed Si〈110〉, 100 mm wafers. These wafers crystalline orientation is
such that one of the 〈111〉 plane is perpendicular to the surface, tilted by 35.26◦

with respect to the main flat. We designed a new mask which instead of having
circles and/or squares shaped openings, had rhomboidal structures whose edges
were lining up with the 〈111〉 plane underneath them (see Figure 3.9(a)). After
the deep reactive ion etching, the wafers were immersed in a 40% KOH solution,
which shows an acceptable selectivity between Si〈111〉 and the other crystalline
orientations of at least 80, in order to etch all that was coming from the scalloping
effect and leave the vertical faces without any surface roughness. After cleaning hole
by the "excess" silicon, the wafer was put into a HCl bath for potassium particles
removal. Follows an O2 plasma descum and then a buffured hydrofluoric acid
(BHF, NH3F (40%):HF (50%) 7:1) bath at room temperature for the removal of the
excess SiO2 hard mask. The results showing TSVs fabricated without and with
Michelangelo step are reported in Figure 3.9(c)–(d).

The reason why we called it Michelangelo process is related to the famous quote
by Michelangelo Buonarroti:

The sculpture is already complete within the marble block, before I start my

work. It is already there, I just have to chisel away the superfluous material.
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(a) (b)

(c) (d)

Figure 3.9 Michelangelo process. The process exploits the verticality of crystalline of the 〈111〉
planes in Silicon in 〈110〉 wafers (a) and the anisotropicity of KOH etch rate for the different silicon
crystal orientations (b). Data from Silex, Inc. Scanning Electron Micrographs (SEMs) of
through-silicon vias (TSVs) etched without (c) and with (d) the Michelangelo process.

Indeed, with the final KOH etching step, we just selectively remove all that is
superfluous, i.e. the scalloping. The Michelangelo process has been patented [P1] in
2020.

3.3 Through-Silicon vias metallization

Final step of the TSV fabrication is the metallization step. Before proceeding with
the filling, to ensure proper insulation and to avoid metal diffusion in the silicon
substrate, a dielectric "barrier" layer is grown, either via thermal oxidation of the
silicon into 200 nm of SiO2, or via ALD deposition of 100 nm of Al2O3.
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(a) (b)

Figure 3.10 metallization of the through-silicon vias. Scanning Electron Micrographs (SEMs) of
through-silicon vias after the electroplating (a) and optical microscope micrographs of the metal
injection technique (b).

We processed three different metallization steps: the most conventional Cu
electroplating, the novel metal infiltration technique, and the cryogenics-only super-
conducting TSV, which is nothing else but an ALD coating of the inner walls of the
TSV with superconducting material (NbN or TiN).

3.3.1 Electroplating

The electroplating step was performed as comparison to the other processes since
it is known as the "standard" TSV filling process. In electroplating, a copper bar
(source) and the target wafer, which has been coated with a conducting layer, are
immersed into an electrolyte bath. The composition of the bath is a mixture of
copper solfate (CuSO4), methanesulfonic acid (MSA, CH4O3S), chloride ion (Cl-), a
so-called suppressor and an accelerator. Note that, in order to deposit the copper
on the wafer, it first needs to be coated with a seed layer deposition on top of the
insulation layer. For this process, we performed a deposition of 30 nm of Pt via
ALD to ensure maximum homogeneity of the seed layer.

As described and analyzed recently by Wang et al. [107], there are three different
regimes in electroplating: sub-conformal, conformal and super-conformal plating
(see Figure 3.11). Given a copper bath, current density is the main control parameter
to define the quality of the electroplating: at the lowest current density values, the
plating generally shows only seam defects (conformal plating) which are negligible
in terms of practical use of the TSV. Increasing the current density, the dimension
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(a) Conformal filling (b) Super-conformal filling (c) Sub-conformal filling

(d) TSV with seams (e) TSV with no defects (f) TSV with voids

Figure 3.11 Cu electroplating process. Increasing the current density the filling process is
identified as conformal (a), super-conformal (b) and finally sub-conformal (c). The deposition rate
increases with current density. However, conformal plating leads to seams defects (d) and
sub-conformal to voids (f). The only defect-free process is the super-conformal (e), as it fills the via
in a "bottom-up" morphology.

of the seeds is reduced until eventually the process is defects–free, i.e. the super–
conformal. However, when too high current density is provided during deposition,
the coating gets rougher and void defects start appearing, which are associated
with the sub-conformal regime.

Before the plating is performed, it is necessary to preprocess the wafer in order
to exclude air in the via and to wet the seed layer. The wafer is put into a vacuum
bottle with deionized water and intermittent ultrasonic vibration is applied to
remove the surface bubbles until no more bubbles appear. Then, the TSV chip is
rapidly moved to the plating bath and kept stationary for a sufficient time to ensure
adequate diffusion of the plating solution within the via.

The electroplating was performed at 5 mA/cm2, which for our bath composition
was found to be the current density sweetspot for super–conformal filling. The result
is shown in Figure 3.10(a).

3.3.2 Metal infiltration

The second approach explored for through-silicon vias filling is metal infiltration,
also called metal casting. The process is conceptually much simpler than the
electro-chemical deposition, but with the drawback of no thickness control on the
filling. This work was performed in collaboration with Prof. Andreas Mortensen
and Luciano Borasi of the LMM lab at EPFL, and lead to the publication [J6].

The process is reported in Figure 3.12. The sample is placed into a graphite
crucible in a pressure controlled furnace. On top of the open TSV surface is placed a
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(a) Si wafer with holes (b) Place metal particle (c) Vacuumize the chamber

(d) Melt metal (e) Increase pressure (f) Polish surface

Figure 3.12 Metal infiltration process. The already partially processed wafer (a) is put in a
furnace with a infiltrant metal grain on it (b). The chamber is first vacuumized to extract air from
the deep holes (c), and then warmed up until the temperature in the chamber is increased to several
hundreds of ◦C to melt the metal (d) which will cover the holes due to capillarity effects. Pressure
in the chamber is increased (e) to push the melted metal in the holes, and slowly the temperature is
reduced while the pressure is maintained. Finally the wafer is polished (f).

piece of the infiltrant metal. After vacuuming the chamber, the temperature is risen
above the melting point of the metal, which by capillarity effect melts and covers
the whole chip (Figure 3.12(d)). Then, by increasing the pressure in the furnace
while keeping the temperature constant, the metal is injected into the vias, filling
them, partially or entirely, depending on the applied pressure. Finally, the sample
is cooled down while maintaining the chamber pressure constant. The excess metal
is then removed and polished from the top surface. Among the advantages of this
technique, which allows for a simple and fast filling of TSVs, are the low amount of
defects as well as super–conformal capabilities of the filling technique in spite of
aspect ratio considerations, which is not true for electroplating. The produced TSVs
are reported in Figure 3.13.

Potentially interesting metals for this process are collected in Table 3.2. The
metal should have low resistivity ρ as well as a low enough melting temperature Tf

to allow CMOS compatible processing temperatures. Among the candidates, tin,
indium and some of the many tin-based alloys are preferred options as they present
good thermal and mechanical properties. Moreover, some of the metals in Table 3.2
show superconducting behavior, as indicated from the column of TC where critical
temperatures are also reported. Superconducting filled vias fabricated this way
would ensure not only a lossless electrical connection, but would also (to some
extent) suppress phononic transmission of heat coming from the warmer control
chip, ensuring better thermal insulation than a normal metal.
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Table 3.2 Metals considered for the infiltration process.

Name Type Formula Resistivity, ρ (µΩ·cm) Melting Temperature, Tf (◦C) Critical Temperature, Tc (K)

Aluminum Pure metal Al 2.65 660 1.20

Zinc Pure metal Zn 5.90 419.5 0.855

Indium Pure metal In 8.37 157 3.4

Tin Pure metal Sn 10.9 232 3.72

Gallium Pure metal Ga 14.0 29.7 1.09

In52 Alloy In52Sn48 15.0 118 ?

Bi58 Alloy Bi58Sn42 34.0 138 ?

Sn90Au10 Alloy Sn90Au10 15.2 217 ?

Niobium-Tin Alloy Nb3Sn 90.0 Diff. of Sn? 18.3

(a) (b)

Figure 3.13 Metal infiltration TSVs. Scanning electron micrographs of the resulting chips after
metal infiltration of Ag in 2 µm holes.

3.3.3 Superconducting TSV

The third and last approach explored for through–silicon vias filling is the fabrica-
tion of superconducting through–silicon vias. As we have seen in Section 3.2, using
the Michelangelo step we can produce scalloping-free TSVs. Because of that, when
using superconductors, filling the whole TSV is no more a requirement, as thin film
coating of the TSV could operate just as well in terms of electrical properties: the
absence of scalloping will ensure the deposition of the thin film to be conformal
enough to show no suppression of superconducting properties. This is the main
reason behind the development of the atomic layer deposition processes of niobium
nitride (Subsection 2.1.2) and titanium nitride (Subsection 2.2.2) described in the
previous chapter.

For an SNSPDs array, for instance, succeeding with this process would allow
the fabrication of a 3D stacked large array of single–photon detectors, which could
be then coupled to either an interposer or a control chip via indium microbump
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chip–to–chip bonding. Superconducting materials present not only zero electrical
resistance, but also a very low thermal conductivity as long as the superconducting
state is preserved. Having just a thin layer of material transferring the heat to the
detectors could work also as an high-impedance thermal layer and could ensure
sub-TC operation of the sensor array.

3.4 Discussion

Despite not intrinsically innovative in the approach of the fabrication of through–
silicon vias, the results presented in the chapter represent few novelties in the
process of TSVs. The addition of the Michelangelo polishing step, for applications
where 〈110〉–oriented silicon wafers are an option (MEMS, custom sensors, etc.),
allows for a more robust and repeatable filling process, as the elimination of
scalloping leads to less potential TSV failure, either due to cracks in the insulation
layer or to electrical breakdown of the dielectric.

Regarding the metallization methods, we have introduced a new filling tech-
nique based on metal casting. Among the advantages of this approach, the most
interesting probably resides in the choice of metals to infiltrate. While electroplating
or chemical depositions limit in the number of metals that can be used as fillers,
our process allows infiltration of any metal (in particular if done in a "via–first"
way) as long as its melting temperature is below the melting temperature of silicon
or its barrier layer (usually SiO2 or Al2O3, hence not limiting).

Finally, given the absence of scalloping thanks to the Michelangelo step, it is
possible to develop process where the metallization is performed by just supercon-
ducting thin–films. The apart from the advantage related to the simplicity of the
step compared to electroplating or infiltration, for good quality superconductors
this film could also represent the main film of the chip, reducing the number of
steps required for the full integration dramatically.





CHAPTER 4
Astonishing how great the precautions that are needed in these delicate experiments.
Patience. Patience.

— Michael Faraday, 1847

Superconducting Nanowire Single–Photon
Detectors

Superconducting nanowire single–photon detectors [17] are single–photon de-
tectors based on ultra-thin, dirty superconducting films. The devices exploit their
superconducting–normal state transition upon photon absorption as detection mech-
anism. Classical readout scheme for SNSPDs is to be placed in parallel to a readout
circuit with impedance Rload, and to read them out as a voltage divider. Hence, to
ensure a strong signal, they have been fabricated from dirty superconductors due
to their large value of normal state resistance Rn.

SNSPDs have shown quasi-unity detection efficiency [108, 109], extremely wide
spectral range from x-ray [110] to mid-infrared [111], very low dark count rate
[112] and ultra-high temporal resolution [J11, C4]. In the last decade, widespread
effort by the SNSPD community has improved the theoretical understanding of the
detection mechanism in SNSPDs, guided by both the experimental [55, 113–119,
J13] and the theoretical groups [56, 120–127].

A simplification of the detection mechanism of SNSPDs is shown in Figure 4.1.
At the beginning the detector is at rest, biased at a value Ibias lower then the
switching current Isw, which is the experimental current bias condition at which
the superconductivity is broken in the detector. As explained by Kerman et al. [55],
this switching value is always smaller than the superconducting critical depairing
current Idep because of imperfection (constrictions) during the device fabrication
process.

Upon photon absorption, as the energy deposited h̄ω � ∆, being ∆ the super-
conducting gap, the superconductivity is locally broken and Cooper pairs split into
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Figure 4.1 Working principle of superconducting nanowire single–photon detectors. SNSPDs
are current biased with dc supercurrent close to their critical current (1); upon photon absorption (2)
superconductivity is broken in the so–called hotspot region, and starts heating up due to Joule
dissipation (3). Due to heat diffusion, the hotspot grows until eventually the current density in the
remaining superconducting cross-sectional area reaches the critical depairing current density,
causing a full transition of the area in normal state (4). At this point, currents are redirected towards
the readout circuit from the large impedance of the SNSPD, causing no current to flow in the device.
Finally, the heat is dissipated in the substrate (5), the superconductivity is restored and the
superconducting current is allowed in (1) ready for next photon absorption event (image credits to
E. E. Wollman, after Gol´tsman et al. [17]).

hot electrons. This "hot" area is called hotspot. As these hot electrons thermally dif-
fuse in the nanowire, the energy is distributed to more Cooper pairs, that break into
more hot electrons (or dissipated in the substrate [126]), resulting in hotspot growth
and superconductivity suppression in a larger region. If the number of hot electrons,
or quasi–particles, is such to suppress superconductivity in a large enough portion
of the nanowire cross–section, the supercurrent, still running through the nanowires
in the superconducting region, reaches critical density jcrit, causing abrupt loss of
superconductivity across the whole cross–section of the nanowire.

Due to Joule heating, the normal region expands until the resistance of the
nanowire becomes much larger than the readout load impedance Rload, and the
current is re-directed to the readout circuit. Once the current is expelled from the
nanowire to be detected from the readout circuit, the heat generated can diffuse to
the substrate and the superconductivity can be restored. The current can then go
back to the nanowire and the device is ready for a new detection.

As reported by Korzh et al. [J11], there is a clear link between the latency of the
detection mechanism (i.e. the time between absorption of the photon and time at
which the nanowire superconductivity is broken) and the energy of the absorbed
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photon h̄ω. It was in fact observed that higher energy photons would make the
detector click faster. This effect, as subsequently explained by Allmaras et al. [56], is
related to the fluctuations (called Fano fluctuations, [126]) in the energy distribution
between electron and phonon systems in the superconducting film: when more
energy is deposited, the electron system achieves the threshold energy, i.e. the
number of hot electrons required to fully break superconductivity, faster, hence the
superconductivity is more promptly lost.

Throughout the years, different materials have been proposed as SNSPD plat-
form: at the beginning, Gol´tsman et al. [17] demonstrated the technology in NbN,
which is a crystalline and polycrystalline material. However, shortly after, new
materials have made their appearance in the technology, mainly NbTiN and TiN as
other crystalline materials, and WSi and MoSi as amorphous superconductors. Our
goal was to fabricate devices with timing resolution in the order of few picoseconds,
as reported in [J11, C4], for potential ToF-PET applications. For this purpose, the
requirements are mostly on timing resolution and sensor efficiency in the NUV.

Due to their shorter electron–phonon interaction time τe–ph, crystalline and
polycrystalline materials show much better timing performance with respect to the
amorphous counterpart, which are, in turn, easier to fabricate and show notori-
ously an higher fabrication yield. Another reason, as explained in Chapter 2, the
sensitivity of SNSPD to longer wavelengths drops with superconducting energy
gap ∆, which is proportional to critical temperature. Generally, as amorphous thin
films have a lower TC, they show higher sensitivity to NIR/MIR photons [57, 108].

In this chapter we report the results obtained from the fabrication of SNSPDs
in NbN material system. The choice of NbN is explained by the fact that we are
interested in good timing resolution and high efficiency in the NUV range, giving
us no reason to move towards amorphous materials. To enhance the SNSPD yield,
the films were bias sputtered [58] according to Section 2.1. The drawbacks of
such a choice are related to loss of critical temperature, but at the same time also
means better sensitivity in the NIR. The results reported herein are part of the work
included in [J1].

SNSPDs characterization was carried out in the PhotonSpot cryogenic system,
due to the capability of optically probe the detectors. The devices were wirebonded
to a PCB and connected through SMA semi-rigid cables running in the cryostat
all the way to the room temperature stage. At every stage, the SMA line was
interrupted with a thermalization interface made of glass beads SMA-to-SMA
connectors. Outside the cryostat, the devices were biased and read-out by means
of precision coaxial cables (DC-18 GHz SMA cables, Crystek) connected to high–
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(a) (b)

Figure 4.2 Fabrication of a meandered pixel SNSPD. Scanninng electron micrographs (SEM) of
a 20×20 upmu2, single pixel meandered SNSPD with nanowire width of 140 nm. The SNSPD was
fabricated on Si substrate with an insulating layer of 100 nm of thermally grown oxide. The NbN
was deposited by reactive RF sputtering and etched by reactive ion etching using CF4 chemistry.

quality sources (SMU, Keysight). The laser used to excite the detectors is either the
NKT Origami 10-100, as described in Appendix B.1.3. For more setup information,
refer to Appendix B.1.

In order to ensure repeatable and energy efficient experiments, every piece of
hardware was connected and controlled via either GPIB or LAN connection by an
experiment computer. The experiment routines were written in python using the
pyvisa package, to ensure high reliability and throughput Appendix B.3.

4.1 Design and fabrication

The devices were designed by means of a custom code based on the python
library gdsCAD. To compare the fabrication yield of classical meandered–shaped
SNSPDs, multiple devices with different pixel size were designed to investigate the
constriction factor dependence on pixel’s active area.

SNSPDs are relatively easy to design from the lithographic perspective, as they
are meander-like nanowires connected to a 50 Ω impedance line, the so–called
launcher PAD. Main design parameters when designing SNSPDs are the width w
of the nanowire, usually in the range of 100 nm; the pitch p between the meandered
lines, or alternatively the fill factor FF = w/p; and the pixel dimensions, usually in
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(a) (b)

Figure 4.3 Fabrication and optimization of the Bragg reflector. In red, the simulations of the
DBR mirror reflectivity spectrum, considering the (n, k) values estimated for SiO2 and Ta2O5
using ellipsometry (see Appendix A.3.1). In blue (a), measured spectrum of reflectivity of the
deposited DBR, measured using a Varian Cary 500 high performance UV-Vis-NIR spectrophotometer,
before roughness optimization. In yellow (b), measured spectrum of reflectivity after roughness
optimization.

the range of 10 µm by 10 µm. Same applies for SNAPs [36], as their main design
parameters do not change particularly more than that.

However, optical design of the SNSPDs is not as trivial. To enhance the efficiency
of the detectors, we fabricated them embedded in a vertical optical stack [33, 108].
In the stack, the patterned thin film of superconductor is encapsulated either in the
middle of a λ/2 cavity or on top of a λ/4 cavity, to intensify the electric field in
correspondence to the superconducting film to enhance its absorption efficiency.
The process flow developed for SNSPDs is reported in Appendix A.1.1. To define the
optical cavity, both metallic and dielectric mirrors have been used in the literature,
however the latter showed better performance as they can achieve larger reflectivity
at the designed wavelengths and do not present any plasmonic modes losses.

Following the fabrication optimization reported in Appendix A.2.1, we were
able to develop deposition methods for both SiO2 and Ta2O5 with minimal residual
roughness. The improvement of the roughness gave us an improved reflectivity
(see Figure 4.3), as the peak reflectivity increased from 0.96(2) to 0.99(8) at the
design wavelength of 380 nm. Despite the deposited Ta2O5 showed relatively low
absorptivity in the NUV range (200–300 nm wavelengths) it was very hard to
properly estimate the (n, k) values reliably, which explains why in Figure 4.3 the
simulations agree with the measurement better in the longer wavelengths.
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(a) (b)

Figure 4.4 SNSPDs Optical stack simulations. Results of the simulations performed with COM-
SOL Multiphysics for the optical stack. The NbN thin film was 7 nm thick, split in 5 repetitions
of 120 nm widths and varying pitch depending on the fill factor FF. Both TE (a) and TM (b)
polarizations are analyzed to take into account for any polarization–sensitivity of the designs. From
the results, it seems that TE polarization resdshifts the peak of absorbance, while TM polarization
blueshifts.

After simulation and fabrication of the DBR, it is necessary to analyze the
behavior of the optical stack as a whole. The following simulations were performed
using the 2D Wave Optics module of COMSOL Multiphysics. COMSOL is a
finite–elements method solver, and the Wave Optics module is fully based on the
numerical solution of Maxwell equations. In the 2D simulation, we analyzed the
whole optical stack (Si substrate, DBR, λ/4 cavity and NbN thin film) and extracted
the absorption factor α. The superconducting device was at first considered as
a planar thin film to simplify the case study. After validation of the simplified
COMSOL model by means of alternative methods such as rigorous coupled-waves
analysis (RCWA) or classical optical transfer–matrix method, the thin film was
segmented in few isolated thin structures of width w of 120 nm and varying fill
factor FF.

The results of the simulations for different values of FF are reported in Fig-
ure 4.4. As the nanowires in the simulation are modeled as infinitely long stripes,
it is important to check the effect of polarization of light to address any design
polarization sensitivity, hence the study of both TE and TM polarized light. For TE
polarization and low FFs, the devices present unstable absorptive behavior, mostly
due to higher modes and standing waves within the cavity.
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4.2 Characterization

Before characterizing the devices themselves, it was important to get an estimate
of the critical depairing current associated to the films, so to be able to estimate
properly the constriction factor [55] of SNSPDs. The critical depairing current Idep

was estimated using the method described in [J13]. Coplanar waveguide resonators
with width in the same range of the SNSPDs where fabricated out of the same film
of the detectors. Using the setup reported in Figure B.4, the resonators spectrum
was recorded at different DC biasing conditions. When driven by DC current Ibias,
high–Lk superconductors experience an increase of kinetic inductance. This increase
is described by Clem and Kogan [120] and depends on the ratio jbias/jdep, where
jdep is the depairing current density of the superconducting film. Considering that
for a coplanar waveguide the resonant frequency ωr = 1/

√
LrCr, with Lr ≈ Lk

and Cr constant are inductance and capacitance of said resonator, it is possible
to associate the kinetic inductance change Lk(Ibias)/Lk,0 to the frequency change
ω0/ω(Ibias), where the subscript "0" stands for zero biasing current conditions. This
Lk(Ibias)/Lk,0–Ibias relation leads to the estimate of Idep following one of two models
as described in [120], depending on resonator frequency. In the fast relaxation model
approximation, the resonator oscillation time τosc is much larger than the relaxation
time of the order parameters in the G–L description, i.e. τs = h̄/kB(TC − T), which
for NbN is estimated to be 1 ps; in the slow relaxation model, τosc � τs. As the
resonator is operating in the GHz range, the fast relaxation model is more accurate
and provides better estimate of depairing current.

The estimated depairing current for the films used to develop SNSPDs is
Idep = 40.7 µA for a nanowire 120 nm wide and 7 nm thick.

The first screening test after a new fabrication run was a current–voltage charac-
teristics of a few devices at base temperature (I–V curve). I–V curves are of critical
importance for SNSPDs, as many parameters can be extracted from them. An
SNSPD I–V curve is shown in Figure 4.6(a).

The readout scheme to collect an I–V curve of an SNSPD is relatively simple. The
device is voltage biased through a room temperature resistor Rbias, which usually
has a resistivity in the range of 25 kΩ. A high–impedance voltmeter is connected to
the bias line after the resistor, to measure the voltage drop across the device.

At the beginning of the curve, the device is superconducting, hence supercurrent
flows through it and directly to ground with no voltage drop. Once the bias current
Ibias reaches the switching current value Isw, the superconductivity is broken and the



46 Superconducting nanowire single–photon detectors

Figure 4.5 Thin films estimation of depairing current. Kinetic inductance change with DC biasing
current is reported in figure for a long resonator with width w of 120 nm, thickness t of 7 nm and
resonant frequency of 4 GHz. The value of Lk changes up to an increase of 20% compared to the
zero bias condition right before the switching current of the resonator, at Isw of 24 µA. This suggests
a constriction factor C = Isw/Idep of roughly 59% for the long resonator, i.e. leading to Idep of
40.7 µA and a depairing current density of the film jdep of roughly 4.85 104 µA µm-2.

device becomes suddenly resistive, causing an abrupt increase of readout voltage
and a drop of biasing current. The value Isw does not have to be confused with
the critical depairing current Idep, which is the maximum physical current that
can be driven within the superconductor while keeping it in the superconducting
state. As SNSPDs are based of extremely thin films and narrow widths, the concept
of constriction factor C < 1 [55] has to be taken into account as a fabrication
imperfection factor. At the same time, the biasing current can also be limited by
latching effect [128], suppressing the potential achievable current even further. In
general, we can say that Isw ≤ CIdep. As shown in Figure 4.6(a), the 120 nm wide
nanowire achieved a switching current of 29 µA, i.e. a constriction factor C of 0.72
[J13]. As the I–V characteristics continues after the switching current, the normal
resistive behavior shows linear trend (blue curve).

SNSPD I–V characteristics generally exhibit an hysteretic behavior, i.e. if the
voltage is reduced back to zero from the resistive state, the curve will not reach
Isw again (red curve). In fact, while reducing the voltage, the I–V characteristics
shows a knee followed by a current plateau. The value of this plateau is referred to
as "hotspot" current, or Ihs. This current is defined as the self-sustaining current
required for the hotspot to remain in the normal domain due to Joule heating. While
the voltage is reduced, the size of the hotspot (hence the normal state resistivity Rn)
is reduced, until eventually the superconductivity is restored and the voltage drop
across the device goes back to zero.
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(a) (b)

Figure 4.6 SNSPDs preliminary measurements. The first measurement performed with SNSPDs
is DC current–voltage characteristics (I–V curve, (a)). In superconducting state the current flows
with no voltage drop; once reached Isw and beyond that, the device transition into normal state
and behaves resistively. Hysteresis points out another important parameter, the hotspot current
Ihs which is the current required to sustain the normal state all the way until superconductivity
recovery. Isw and Ihs fix the maximum signal we can get from the SNSPD. After the I–V curve, we
measure the pulses of the device at the oscilloscope (b). From the pulse rise and fall times, we can
obtain a rough estimate of maximum count rate and timing jitter of the device.

Isw, Rn and Ihs are three parameters of an SNSPD of most importance, as
they can provide information regarding the constriction factor C (thanks to Isw),
the voltage pulse generated by the SNSPDs in case of photon absorption event
(proportional to Isw − Ihs), and even information regarding the upper limit of the
timing capability of the devices (as Rn is inversely proportional to the rise time of
the pulse generated by the SNSPD, as we will see later).

Together with the I–V curve, another preliminary test that can be done is the
electrical pulse analysis. Once the device is cold, it is possible to check photon
responsivity of the device by shining light in the cryostat (even by turning on the
light in the room) and monitoring on an oscilloscope the RF-end of a the bias tee
connected to the device (hence the readout line). If enough current is flown through
the device, either photon sensitivity or dark count rate will cause the device to
send voltage pulses. The pulses contain, just as much as the I–V curves, useful
information for the subsequent characterization of the device, which can be used
to perform an initial screening of the good devices, as rise and fall times are both
proportional to the kinetic inductance of the device:

τrise =
Lk

Rn + Rload
, τfall =

Lk

Rload
. (4.1)
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As shown from the rise time formulation, the kinetic inductance plays a key role
in the timing response of the detector: the lower the kinetic inductance, the faster
the rise time, the steeper the voltage pulse and the lower the noise contribution
into the final jitter of the detector. However, kinetic inductance cannot be chosen
as small as possible without drawbacks. Depending on the amount of time the
detector requires to dissipate the heat after an absorption event, that we will call
"thermal time" τth, a too small kinetic inductance would lead to a τfall ≤ τth. If that
is the case, after readout, the current may be pushed back in the detector while it
is still warmer than the bath temperature. This would lead to the device clicking
again, reaching the so–called latching state [128].

In order to address the other properties of the devices, such as efficiency or
timing resolution, a pulsed laser source was required. Starting from a femtosecond
laser at 1030 nm wavelength, with second and third harmonics generation we
covered three wavelengths to characterize the devices in NIR, visible and NUV
ranges. The details of the optical setup are thoroughly presented in Appendix B.1.3.

4.2.1 Efficiency measurements

Efficiency measurements are extremely complex measurements to perform. When
trying to estimate efficiency via measurements, we compare the number of photon
events detected by our system and we compare them to to number of photons we
expect to have sent to the device. When doing so, the measured quantity is what
we define as system detection efficiency (SDE), which is the total efficiency of the
experiment. SDE is an product of various contributions of efficiencies, and the
device detection efficiency (DDE) is just one of them. In the SNSPDs case, the SDE
can be defined as:

SDE = ηcoupling × ηtrigger × DDE

= ηcoupling × ηtrigger × ηabsorption × ηQE
(4.2)

where ηcoupling is the optical coupling efficiency representing the fraction of light
that reaches the devices from the experimental setup; ηtrigger is the trigger efficiency,
i.e. the electronics efficiency representing how many electrical pulses reach the
amplification stage and how many cause a counter click; ηabsorption is the optical
efficiency, i.e. the probability that a photon reaching the devices is actually absorbed
in the superconducting thin film; and finally ηQE is the quantum efficiency of the
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Figure 4.7 SNSPDs quantum efficiency measurements. Differently from absorption or coupling
efficiencies, quantum efficiency ηQE is strongly dependent on biasing conditions of the SNSPD.
Increasing bias current in the device leads to larger quantum efficiency, until the device reaches
the so–called plateau, at which unitary quantum efficiency is achieved. However, increasing biasing
current also increases the noise detection floor in an exponential way.

devices, i.e. the probability to get a voltage pulse every time a photon is absorbed
in the superconducting thin film.

As a proper SDE estimation when using pulsed lasers requires extremely com-
plex calibration routines [129], which are beyond the scope of this work, we did
not measure the global system efficiency. SNSPDs quantum efficiency is relatively
easy to estimate, and under the assumption that the absorption efficiency does
not vary dramatically at low temperature, e.g. due to variations in the refractive
index values of the components of the optical stack, we can roughly estimate the
DDE = ηabsorption × ηQE as the product of these two contributions.

Classical example of quantum efficiency curves in SNSPDs are reported in Fig-
ure 4.7. The quantum efficiency dependence on biasing current can be interpreted
as follows: when a photon with energy h̄ω � ∆ is absorbed in a superconducting
nanowire, it creates a high-energy electron-hole pair. The electron-hole pair interact
with the phononic and electronic system, and by energy downconversion generates
quasi-particles, i.e. hot electrons, in the Cooper pairs bath. If the photon had suffi-
cient energy, the superconductivity is suppressed. Despite the actual mechanism is
still under debate, the current understanding [125] is that this process depends on
reduced bias current in the nanowire Ibias/Isw and critical temperature.

As expected, the larger the photon energy, the smaller the bias current Ibias

required to reach the quantum efficiency plateau. In the same conditions and setup,
it is possible to estimate the count noise of our detector, also called dark count
rate (DCR). Dark count rate, in the same fashion of the efficiency, is a sum of
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different sources. Environmental noise (DCRenv), i.e. noise coming from unwanted
light sources, is probably the major contributor: as SNSPDs have usually very
small superconducting energy gap when compared to visible and NIR light (NbN
film with TC of 7 K has a energy gap ∆ = 1.764 kBTC of 1 meV, while a green
photon has an energy h̄ω of approximately 2.5 eV), any stray light particle absorbed
in the film has a nonzero probability of being detected, contributing to noise.
Electrical noise (DCRreadout) also plays a big role, in particular when operating very
close to the switching current Isw: any potential high-frequency fluctuation of the
biasing current can cause the device to transition state. Intrinsic noise (DCRint) has
been experimentally and theoretically studied in recent years, leading to a much
more comprehensive understanding. From recent work, for instance, it has been
experimentally demonstrated that large contribution to the intrinsic noise comes
from the turns of the meanders [130].

For all the reasons above, when measuring DCR it is absolutely crucial to make
sure that the system is not exposed to stay light and that it is biased with a low-
noise source. In order to do so, the measurements were performed substituting the
optical window of the cryostat with metallic blanks and the optical fibers closed
and covered at the higher stages of the cryostat, to ensure no stray light hit the
devices coming from them. From the electrical point of view, using low-pass filters
on the biasing current line and on the power supplies reduced further the DCR of
the detectors.

4.2.2 Timing jitter measurements

Timing jitter characterization was performed on the devices with the setup reported
in Appendix B.1.3. System jitter is mostly given by the sum of three different
contributions:

Jsys =
√

J2
optical + J2

intrinsic + J2
noise. (4.3)

In order to properly estimate the jitter of a detector, it is imperative to measure
and characterize the setup used for the measurements first. In order to do so,
we first estimated the optical contribution Joptical: the signal coming from the fast
photodiode (rise time of 20 ps) was split in two with an high-frequency splitter
and connected at the two ports of the fast oscilloscope, which has a bandwidth
of 50 GHz. The oscilloscope was set to measure the time difference between the
two pulses when reaching a defined voltage threshold. In order to measure the
optical jitter, applying a time skew on one of the two channels of the oscilloscope of
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(a) (b)

Figure 4.8 SNSPDs jitter fitting routine. Due to its delay–related nature and to its relation to the
energy distribution fluctuations in the electron and phonon baths [126], timing jitter of ultra–fast
SNSPDs is not a symmetric Gaussian distribution but an exponentially decaying one. To properly fit
the timing characteristic of SNSPD we used (4.5), as done in previous work [J11]. Here we have the
comparison of jitter measured at different wavelengths but in the same biasing conditions, to show
the clear energy dependence of device timing performance, hinting to mostly intrinsic contributions.
The best achieved jitter was 9.45 ps full-width at half-maximum (FWHM) when excited with 1030 nm
wavelength light (a), i.e. in the NIR range, and 4.38 ps with 343 nm wavelength (b), i.e. in the NUV.

a multiple of the laser pulse repetition rate, ensures the jitter is indeed estimated
between consecutive pulses. If this is not the case, the measurement would show the
timing jitter between a photodiode pulse and itself, which would lead to measuring
the jitter of the oscilloscope alone, and consequent underestimation of the noise.

The result of the measurement is generally a time-domain Gaussian distribution,
and Jmeas is the full width at half maximum of the distribution. From it we can
extract Joptical = Jmeas/

√
2, as the measured jitter contains twice the variance of the

single pulse-to-pulse jitter. This measurement includes jitter contributions of both
the oscilloscope and the optical source. In our setup, Joptical was estimated to be
roughly 150 fs. In this estimation, we are neglecting potential time broadening of
the optical pulse, for instance when passing through the nonlinear crystals, the
lenses, and the windows, which have been estimated to contribute less than 100 fs
in the most pessimistic case (see Appendix B.1.3).

The electrical noise contribution Jnoise was estimated by an analysis of the
pulse shape and the noise of the electrical signals. From the pulse rise time and
the voltage magnitude of the signal, we can estimate the slew rate, defined as
Srise = Vpulse/τrise. For the electrical noise of the system, we measured the noise of
the device when no bias current is applied in the same measurement conditions,
and from the distribution of the noise values we estimated the standard deviation
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σnoise of the noise distribution (which is assumed to be a Gaussian). The noise jitter
was estimated as

Jnoise =
2.35 σnoise

Srise
(4.4)

to be for most of the high-speed detectors in the order of a few picoseconds in
FWHM.

After estimating the jitter contribution from the setup, the timing jitter measure-
ment of the device was performed. The oscilloscope trigger was set on the readout
pulse coming from the detectors, and the oscilloscope was to measure and send to
the measurement computer the timestamps between the SNSPD pulse trigger and
the reference pulse. The "sweetspots" for the triggers were found to be at 35% for
the SNSPD pulse and at 50% for the fast photodiode reference pulse. These are
the points that minimized overall jitter, and are usually in correspondence to the
steepest part of the electric pulse. In order to avoid pulse height fluctuations due to
the limited sampling points, the oscilloscope traces were interpolated with a sin x/x
method internally to the scope. Despite the oscilloscope was running at 100 GS/s
mode, equivalent to a measured point every 10 ps, being the fast photodiode pulse
only 50 ps caused some height fluctuations on the reference pulse depending on
which points were sampled. To improve even further, we found out that setting the
trigger to a constant voltage threshold made this fluctuation effect less relevant.

The delay distribution between the SNSPD and the reference were fitted, ac-
cording to [J11] to an exponentially–decaying Gaussian distribution f (x; µ, σ, λ):

f (x; µ, σ, λ) =
λ

2
e

λ
2 (2µ+λσ2−2x)erfc

(
µ + λσ2 − x√

2σ

)
, (4.5)

where erfc(x) is the complementary error function defined as

erfc(x) = 1− erf(x) =
2√
π

∫ ∞

x
e−t2

dt, (4.6)

where λ represents the exponential contribution, and σ the Gaussian contribution.
The reason for the asymmetry of the jitter distribution has been explained in [56]
and it only appears when the measurement is not dominated by a large contribution
of Jnoise, which is purely Gaussian.

Measurements of the jitter distribution are reported in Figure 4.8 for both
1030 nm and 343 nm wavelengths. As expected and explained by Allmaras et al.
[56], the higher the photon energy, the faster and less jittery is the superconductivity
disruption, which causes less intrinsic contribution.
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Figure 4.9 SNSPDs jitter–efficiency correlation. As both detection quantum efficiency and timing
jitter are supposedly ruled by the same phenomenon called Fano fluctuations [126], if taken correctly,
intrinsic jitter and efficiency should show a similar bias current relationship, as shown in figure.
Increasing the biasing current, in fact, suppresses the energy gap of the superconductor, causing
lower energy photons absorbed in the nanowire to cause a generation of a large enough number
of quasi–particles capable of suppressing superconductivity. In the same way, suppressing the
superconducting gap makes also the achievement of hot electrons critical mass faster, causing
snappier devices with lower timing uncertainty, hence better jitter. Here we can see how both jitter
and efficiency improve with current until they both reach a plateau. The higher the photon energy,
the lower the current required to reach the plateau.

In Figure 4.9 the trend of internal quantum efficiency and timing resolution
are shown as function of biasing current Ibias. As done in previous work [J11],
this results shows that the intrinsic timing resolution of SNSPDs is driven by the
same physical phenomena behind the quantum efficiency, the aforementioned Fano
fluctuations [126], energy fluctuation in the energy distribution coming from the
quasi-particles in the phononic and electronic baths.

4.3 Discussion

The reported SNSPDs made in NbN show single–photon detection internal quantum
efficiency saturation at 1030 nm wavelength, good signal-to-noise ratio, and very
fast timing resolution, at best below the 5 ps threshold for the highest photon
energy of 343 nm. This proves good quality of the fabrication process and good
characterization capabilities.

Despite the interest in the technology, mainly due to their high–efficiency in
the NIR and excellent timing resolution, it seems challenging to develop systems
based on SNSPDs for everyday applications, as the cryogenic requirements are still
a big limiting factor. Potential applications in the medical imaging may be viable
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as the temperature requirements for the system differ slightly from the commonly
used system, which are already cooled by liquid nitrogen. However, in order to
become competitive with silicon-based technologies, large scale integration must be
addressed. In the next chapters of this Thesis, we will try to address these problems
and present few potential solutions.



CHAPTER 5
Frankly, I didn’t expect to be so precise.

— Gordon Moore, 2015

nTrons: The Nanocryotrons Technology

Nanocryotrons, or nTrons, are three–terminal devices generally made of dirty
superconductors. A schematics of the device taken from the original paper from
McCaughan and Berggren [22] is reported in Figure 5.1. The device is fabricated
on a thin film of NbN of thickness t and it is composed of a main channel, having
narrowest width wch and critical current Ich

sw = jcrit t wch, several times wider than
the gate, which has choke width wgt ≈ wch/10 and critical current Igt

sw = jcrit t wgt,
where jcrit is the critical current density of the superconducting film. By suppressing
the critical current on the gate, a resistive hotspot area is formed which expands
within the channel: for large enough biasing condition of the channel, i.e. for IB →
Ich
sw, it is possible to control the superconducting state of a wide superconductor

line by just driving a very small current in the much narrower gate. This effect was
first exploited by the collaborating groups of the University of Salerno and the CNR
of Pozzuoli, Italy [131, 132], and then reformulated and rebranded by MIT.

While the intrinsic high–kinetic inductance of dirty superconductors only par-
tially plays a role in nTrons, which are commonly operated in latching mode, the
reason for wanting dirty superconductors is mostly due to the large resistance
achievable when the device transition in normal state. The voltage signal of an
nTron is indeed proportional to its normal state resistance and to the biasing current.

In recent years, the group of Prof. Karl Berggren at MIT and his collabora-
tors Dr. McCaughan and Dr. Zhao have carried out most of the experiments to
develop nTrons–based electronic circuits, with applications ranging from simple
characterization of device [133], new approaches to break the superconductivity, e.g.
exploiting geometrically–induced current crowding [134] or localized heat [45], and
more sophisticated readout schemes for either SNSPDs or SQUIDs [135, 136].
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Figure 5.1 nTron operations. Scanning electron micrograph, characteristic curves and operation
schematics of the original nTrons work from 2014 (from McCaughan and Berggren [22]).

In this chapter we present the development of the technology achieved so far,
starting from the simple devices, and ending up to a new concept developed to
increase device sensitivity and SNR.

5.1 Design and fabrication

Fabrication of nTrons is quite similar to the process for SNSPDs, but with one major
simplification: no optical cavity is required. Details of the fabrication process of
nTrons are reported in Appendix A.1.2.

While for SNSPDs we are interested in keeping the critical temperature TC under
control to enhance photon–sensitivity, for nTrons development the main objective is
to achieve high yield and largest critical temperature. Because of that, the perfect
material for nTrons is NbTiN (see more in Section 2.3).

nTrons are current sensitive devices, however they can be operated in either a
current or a voltage readout mode. In what we define current mode, the current
flowing through the device is fixed and controlled externally, having the device
biased through a very high-impedance circuit. In voltage mode, the current flowing
through he channel is set by a bias resistor with resistivity Rbias, generally in the
range of the normal state resistance of the nTron Rn. The main difference among the
two modes consists that controlling the voltage, currents can self–adjust in voltage
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bias mode, reducing dissipation. This effect allows for faster recovery times as it
generally generates less heat to dissipate in the substrate. In the following Sections,
we will describe behavior obtained by voltage operating the devices. When referring
to biasing currents, it will be estimates of currents set by controlling the voltage
and assuming the state of the device to be superconducting, i.e. IB = VB/Rbias.

Main design parameters of nTrons are, as we said, the values of the channel and
gate widths wch and wgt. By playing with these two parameters, it is possible to
tune the response of the nTrons. As it can be shown, increasing wch would lead to a
better SNR, as the overall readout current would be larger, but would also make the
devices bulkier, slower in high–frequency response, and more dissipating when in
normal state. On the other hand, larger wgt would lead to a device which requires
larger gate signal to trigger but would also be less sensitive to gate noise. Overall, a
large wch/wgt ratio would lead to a higher device gain, but lower sensitivity, as a
smaller hotspot, associated to a smaller wgt, may not be sufficient to cause the state
transition of the nTron channel.

In order to characterize and quantify the yield and the sensitivity of different
configurations, we fabricated devices in a variety of channel and gate widths, using
an approach similar to one of a transistors farm.

5.1.1 The avalanche-effect nanocryotron: the axTron

While trying to find a way to optimize sensitivity and SNR together, we designed
(inspired from [36]) a device exploiting cascade effect: we called this device the
avalanche–nTron, or axTron. Differently from standard nTrons, the channel is split
in x smaller channels of widths wx = wch/x. An a2Tron has its channel split in
two branches, an a3Tron in three, and so on. By doing so, the overall channel
critical current Ich

sw (which limits the SNR) is maintained, but both sensitivity and
speed should improve. The operation principle is very simple: as long as an axTron
channel with x subsections is biased at a biasing current IB > Ich

sw (x− 1)/x, then
as soon as gate current is large enough to suppress superconductivity in the much
narrower subsection, the device will fully transition to the normal state. Indeed,
following an avalanche–like effect on the other subsections, the excess biasing
current is redirected among the other sections and will exceed their critical currents,
causing the avalanche.

Let us consider Figure 5.2, where a phenomenological schematics is presented
to show the main difference for the axTron compared to a classical nTron. For low
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wgtwgt

wch
wch/3

IG

IB

IG

IB

IB/3

Increased 
sensitivity

Figure 5.2 nTron and axTron schematics. Schematic depicting the main difference between an
nTron and an axTron, in particular an a3Tron. As the channel is split in 3 subsections, as long
as the channel current satisfies the relation IB > Ich

sw (2/3), making one subsections switch leads
to an avalanche effect that suppresses superconductivity of the whole device, leading to a device
trigger. However, given the smaller ratio between the subsection wch/3 and gate wgt compared to
the standard nTron design, the device should show better sensitivity and timing performance than a
normal nTron.

gate current, the hotspot generated by the axTron is large enough to suppress the
superconductivity in the section of the channel, which cascades and makes the
whole device switch; however, in the single channel nTron, the hotspot generated
by the gate does not suppress the main channel, hence the gate current is not large
enough to cause any readout voltage.

In terms of speed, there is also an advantage. Given a current pulse injected
at the gate large enough to make both devices switch in latching conditions, an
avalanche propagation should be faster than a thermal diffusion propagation, as
the physical timescales are very different. Lesser current requirements and higher
speed give the axTrons an edge over the nTrons, in particular as no deviations from
the fabrication are required.

5.2 Characterization

The fabricated nTrons and axTrons were characterized at low-frequency conditions.
Despite one of the claims of axTrons is that these devices are faster than conventional
nTrons, due to lack of equipment and time it was not possible to characterize the
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Figure 5.3 nTrons characterization setup. Gates and channels of the devices under test are
connected to cryogenic switches (R573 series, Radiall Inc.) and then to SMA cables. The channel
line is then split into the readout and bias lines: the readout line has a RL = 50 Ω resistor to avoid
current leaking in the readout during biasing conditions, while the bias line has a Rbias resistor in
the order of 10 kΩ to convert voltage into current. Both bias and gate lines are filtered at 4 K with a
low-pass filter (SLP 1.9+ series, Mini Circuits Inc.) and connected to an SMU. The readout line is
directly connected to a voltmeter VM (HMC8012 series, Rohde & Schwarz).

devices at high–frequency. However, from the low–frequency characterization, the
results confirmed the improved senstitivity.

The devices were characterized in PhotonSpot cryogenic system (see Appendix B.1)
which could be operated either at the base temperature of 880 mK and at 3.1 K. The
readout schematics in reported in Figure 5.3.

The channel voltage and gate current biases are swept with an SMU, and the
resistance of the devices is then estimated from the readout voltage Vro measured
with a voltmeter. When the channel bias is low, so that the currents flowing through
the nTrons channel is well below the critical, the device behaves as a short to ground,
and readout voltage is zero. When the gate bias reaches the current required to
break superconductivity in the channel, the nTron abruptly becomes a normal metal
with a large characteristic resistance (in the order of 10 kΩ), causing a large voltage
swing at readout.

In Figure 5.4 two nTrons in NbN and NbTiN are shown at operating tempera-
tures of 880 mK and 3.1 K. As expected, the gate current and bias voltage ranges are
much larger for the NbTiN device, while the resistivity is larger for the NbN. When
characterized at higher temperatures, NbTiN biasing point deviation from base
temperature is quite marginal, while it is much more evident in the NbN devices.
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This is related to the suppression of critical current due to temperature, which is
inversely proportional to the critical temperature TC. Here, the NbTiN has a critical
temperature of 12 K, while the NbN only 7 K. Operating at 25% or at 50% of TC

causes a much smaller suppression of superconductivity, making the NbTiN more
suitable for potential application electronics at 3 K stage or when coupled to more
heat dissipating CMOS chips.

(a) (b)

(c) (d)

Figure 5.4 nTrons temperature dependence. nTrons characteristic curves show the resistance of
the device at different biasing connditions of gate and channel. nTrons are fabricated in NbTiN
(a)–(b) and in NbN (c)–(d) operated at base and 3 K temperatures. While the NbTiN device is very
robust with respect to temperature changes (b) thanks to its very high TC of 12 K, the NbN device
shows a much larger suppression of the superconducting condition when brought at 3 K (d).

The asymmetry between the positive and negative bias conditions can be inter-
preted as follows: while driving a positive VB and a positive IG causes currents to
sum up towards the ground, increasing the overall current density in the shunted
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5 Comparison between nTrons and axTrons. Scanning Electron Micrographs (SEMs) of
the nTron (a), a2Tron (c) and a3Tron (e) with their respective characterization plots (b)–(d)–(f). As
the number of sections within the channel increases, the required gate current to switch to normal
state is reduced, making the device more sensitive.
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(a) (b)

Figure 5.6 nTrons failure causes. Scanning Electron Micrographs (SEMs) of two main examples
of nTrons failures during the duration of the project. For roughly 5 months the electron–beam
lithography resulted in sub–optimal patterning at very high–resolution due to beam calibration
issues (a). Electrostatic discharge damage of an a2Tron during wirebonding.

part of the channel, applying opposite biases causes the currents to subtract, hence
reducing the overall current density in the channel. Indeed, for large, inverse
channel bias voltages, the positive side transition shows a less steep slope, hinting a
better sensitivity when compared to the negative side.

Less trivial to interpret, however, is the characterization of the axTrons. In Fig-
ure 5.5 we report SEMs of the fabricated devices and their respective characteristic
curves. All the devices tested were designed with same channel and gate widths,
hence the critical conditions should be met at the same biasing conditions, which is
confirmed by the graphs: zero gate bias, channel switching currents Ich

sw are reached
at VB of roughly 1 V (corresponding to a biasing current of 100 µA) for all the three
devices reported. The characteristic curves seem to suggest an overall trend of
increased sensitivity, as the gate current required for a channel to switch is less and
less the more the channel is split in multiple sections.

5.3 Discussion

While the fabrication, design, characterization and data interpretation of the nTrons
required good amount of effort, this was just enough to obtain operating devices
characterized at low–frequency. Indeed, the technology proved non–trivial to
fabricate and to characterize. During the project timeline, we encountered more
than a setback.
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After a first promising run, a critical issue with the electron–beam lithography
system caused most of the devices lithographic step to fail, as the beam was
regularly defocused after calibration, affecting both gates resolution and e–beam
dose (see Figure 5.6(a)). This error persisted for several months and, as it only
affected lithographic steps which required a resolution of 5–10 nm, it went on
undetected for a months before identified and fixed. Moreover, issues related
to electrostatic discharge during wirebonding, transport and installation of the
sample caused the gates of the devices to blow-off, making them unusable for the
characterizations (see Figure 5.6(b)).

While the results above show operating devices with good yield and repro-
ducible critical characteristics, much work is required to develop electronics based
on these devices. However, the first steps were made in the right direction and reli-
able devices were fabricated and tested, showing also an improvement of sensitivity
for the new design.





CHAPTER 6
Quality is not act. It is a habit.

— Aristotle

High Kinetic Inductance Circuits

High–kinetic inductance superconducting materials present multiple advantages
compared to standard superconducting circuits, in particular in terms of cQED
components compactness and achievable impedance. Due to their large inductance,
generally couple orders of magnitude larger than the geometric inductance, it is
possible to engineer transmission lines having phase velocity vph = 1/

√
L0C0 just a

small fraction than standard superconductors [37], reducing dramatically lengths of
coplanar waveguides–like resonating structures.

At the same time, high–Lk materials allow for simple fabrication of superin-
ductors [137], i.e. inductors with characteristic impedance Z0 =

√
L0/C0 higher

than the quantum impedance RQ = h/(2e)2 ≈ 6.45 kΩ [52]. In normal inductors,
quantum fluctuations of charge δq = δQ/(2e) are at least an order of magnitude
larger than flux fluctuations δφ = δΦ/Φ0. As the maximum impedance achievable
by geometric inductance is Zvac =

√
µ0/ε0 ≈ 377Ω, the ratio δq/δφ = RQ/Z0

cannot be lower than RQ/Zvac = 16.97 [138]. In other words, this means that small
fluctuations of flux lead to large fluctuations in charge. However, for high–Lk mate-
rials, it is possible to exceed such limiting factors and produce nanowire waveguides
with impedances in excees of 10 kΩ, reducing the asymmetry between flux and
charge fluctuations.

On the other hand, as we will see later in Chapter 7, the coupling between
harmonic systems is given by (7.6), and it is proportional to the averaged impedace√

Z1Z2 of the two harmonic systems. Developing resonators with large impedance
and high quality factor may allow experimental study of quantum systems in the
little explored ultra–strong and deep ultra–strong coupling regimes.

In this chapter we report few applications of microwave devices based on high
kinetic inductance thin films, mostly for cQED applications. In Section 6.1, we
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(a) (b)

Figure 6.1 Resonators micrograph and spectrum. Scanning electron micrograph (SEM) of a
hanged LC resonator (a) and transmission spectrum of a sample device consisting of seven notch
filter resonators (b). The resonators have larger coupling κ at lower frequencies.

will present the approach used to characterize the superconducting resonators, to
estimate internal quality factors, self–Kerr nonlinearity and aging of the devices.
Then, we will focus on two devices based on high–Lk materials which can be used
to either match to high-impedance structures through a microwave transformer
(Section 6.2) or to filter unwanted microwave signals (Section 6.3).

6.1 Quality factor of high–Lk resonators

Superconducting resonators, whether they are designed as distributed or lumped
elements, have very high internal quality factors due to their dissipationless nature.
High–kinetic inductance superconductors, in particular NbN, have proven to reach
just a fraction of the quality factor achievable from other "pure" superconductors
such as aluminum or tantalum. An accredited theory is that the higher the kinetic
inductance, the higher the film coupling strength to two–level systems fluctuators
intrinsic to the superconducting thin film (TLS, [139, 140]). In the following section,
we present a full–scale analysis of superconducting film–based resonators and their
quality factors. The results herein have been reported also in [J5].

To characterize superconducting films quality factor, hanged resonators were
made out of different NbN films. To reduce TLS contributions, the films were
deposited on high-resistive Si wafers (ρ ≥ 10 kΩcm). Before deposition, both a
Piraña bath and an HF bath were performed to clean the silicon surface and remove
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any organic and oxide traces. The films were then bias–sputtered [58] according to
Section 2.1 and patterned by means of electron-beam lithography and reactive ion
etching (more information in Appendix A.1).

There are different advantages in using hanged resonators design, instead of
reflection or transmission configurations. First, in hanged configuration, multiple
resonators can be "hanged" to the same coupling feedline: this allows us to have the
freedom to design resonators with a variety of coupling strengths. The coupling
between an harmonic system and a waveguide, usually denominated as κ, is defined
as

κ = ωr
Z0

Zr

(
Cc

Cr + Cc

)2

, (6.1)

where ωr is the resonant angular frequency of the harmonic resonator, Z0 is the
impedance of the waveguide, Zr the impedance of the resonator, Cc is the coupling
capacitance between the waveguide and harmonic systems, and Cc + Cr the total
capacitance of the resonator. According to [140], to get a precise estimation of the
internal quality factor Qi = ωr/γ, with ωr the resonant frequency of the resonator
and γ the loss rate, κ has to be the same order of magnitude of γ, i.e. the resonator
should be critically coupled.

When considering coupling rate and loss rate in resonators, three different
regimes are possible: overcoupled regime (κ � γ), undercoupled regime (κ � γ)
and critically coupled regime (κ ≈ γ). To minimize fitting errors, one should
aim to the latter regime. However, as internal quality factor depends on multiple
contributions that are hard to estimate a priori, design of critically coupled resonators
can be a challenge. To better estimate the internal quality factors, we fabricated
seven hanged resonators with different κ’s that span around an educated–guessed
value, so to produce at least one resonator operating at critically coupling conditions.
Another advantage of the hanged configuration lies in the self–calibration. As the
resonator is basically a notch filter, the baseline does not require calibration as it is
the coupling feedline transmission itself.

For the linear hanged resonator, the transmission scattering parameter S21 is
given by:

S21 = 1− κ

κ + γ

eiφ

cos φ

1
1 + 2iδ

, with δ ≡ ωd −ωr

κ + γ
, (6.2)

where eiφ is a contribution referred to as φ rotation method (φRM, [141]) that takes
into account impedance mismatch in the circuit, and cos φ is a improvement factor
of the φRM, called diameter correction method, or DCM [142, 143], applied to avoid
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Figure 6.2 Resonator fitting functions result. Measurements and fitting results obtained using
(6.8) to address for the self–Kerr nonlinearity at different powers. The device is dominated by TLS
losses, which explain the increase of the diameter (hence the Qi) of the circle in the complex plane
with increasing power. The power scale on the right represents the estimated power reaching the
coupling feedline.

systematically overestimating the internal quality factor, which is an unwanted
feature of the φRM, and ωd the drive frequency.

The hanged resonators were measured using a Vector Network Analyzer (ZNA
series, Rohde & Schwarz) at the base temperature of the BlueFors system dilu-
tion fridge (further information on the system and the setup can be found in
Appendix B.2). The resonator power Pin was varied to characterize the resonator’s
quality factor at a wide range of average photon number 〈nph〉.

The internal quality factors of 105 resonators were estimated and are reported
in Figure 6.3, at both 〈nph〉 ≈ 1 (circular datapoints) and 〈nph〉 ≈ 1’000 (triangular
datapoints) photons numbers. The resonators were fabricated on eight different
films of the same thickness of 15 nm. Each film kinetic inductance was controlled by
properly adjusting the N2 flow in the chamber, as explained in Section 2.1. On each
film, seven resonators with inductor width of 500 nm (filled datapoints) and seven
with inductor width of 250 nm (white datapoints) were patterned and hanged each
to one of two different 50 Ω transmission line.

For single–photon regime excitation, we see no clear trend of the internal quality
factor with increasing kinetic inductance until the very last dataset, where we
see a decrease of quality factor by an order of magnitude. Despite the internal
quality factor of 500 nm wide inductor, the resonator was estimated correctly for the
highest Lk film, the 250 nm wide resonators exhibited no resonances, suggesting
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suppression of superconductivity. For the resonators made by films in the range
30–100 pH/�, potential Qi–Lk trend is less dominant than the natural viariability
of quality factors due to fabrication reproducibility. The internal quality factor
estimated from the critically–coupled devices exceeds 105 for all the 500 nm wide
resonators, while ranging between 6×104 and 105 for the 250 nm wide resonators.
However, for the film with kinetic inductance increases of 170 pH/�, this is no
longer the case, as the Qi drops to 2×104 for 500 nm wide resonators.

These results hint to the fact that two regimes are possible: for lower–Lk films,
the resonators loss mechanism is dominated by TLS losses, and that for higher–Lk,
intrinsic loss mechanisms related to film composition plays a more relevant role.
This leads to an optimum operating point, where both mechanisms contribute
equally to the loss mechanisms, so to maximize both internal quality factor and
kinetic inductance.

6.1.1 Self–Kerr nonlinearity

In Figure 6.2 the scattering parameter evolution is reported for a sample NbN res-
onator with increasing power (i.e. photon number), equivalent to a resonator photon
number 〈nph〉 ranging from roughly ten thousand to almost one million. As power
increases, the resonator starts to show Duffing–like nonlinear behavior, typical of
high–Lk materials. This nonlinear effect is called self–Kerr nonlinearity. Self–Kerr
derives from the nonlinear behavior of the kinetic inductance of a superconductor
with respect to the current flowing through it. In fact, Ginzburg–Landau theory
predicts a current dependence of the kinetic inductance described by [29, 144]

Lk(I) = Lk,0

[
1 +

(
I
I∗

)2]
, (6.3)

where Lk,0 is the zero bias current kinetic inductance of the superconducting film
and I∗ is a parameter proportional to the critical depairing current Idep. This
nonlinear term of the inductance is called self–Kerr due to its resemblance to the
quadratic electro-optic effect, or optical Kerr.

For a quantum harmonic oscillator system with self–Kerr nonlinear effect, the
classical harmonic Hamiltonian is modified to the nonlinear Kerr Hamiltonian:

H = h̄ωra†a + h̄
K
2

a†a†aa, (6.4)
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Figure 6.3 Quality factor dependence on kinetic inductance of high–Lk hanged resonators. All
the 105 tested hanged resonators quality factors are reported in figure. The internal quality factor Qi
was estimated according for both signel–photon 〈nph〉 ≈ 1 (circular datapoints) and multi–photon
〈nph〉 � 1 (triangular datapoints) regimes. Filled datapoint refer to 500 nm wide inductors of the
resonators, while white datapoints refer to 250 nm inductors. We shifted the white datapoints from
the filled datapoints of an arbitrary amount to simplify visualization of the data. Datapoints color
represent the N2 concentration in the film, being blue the lowest concentration and red the highest.

where K is the nonlinearity term. Using input-output theory, and following the
same formalism of [145, 146], multiplying both terms for their complex conjugates,
(6.4) leads to

κ

(κ + γ)2 |αin| =
((

ωp − ω̃0

κ + γ

)2

+
1
4

)
|α|2 −

2(ωp − ω̃0K)
(κ + γ)2 |α|4+

+

(
K

κ + γ

)2

|α|6.

(6.5)

By mathematical simplification and after defining the reduced terms

δ ≡
ωp − ω̃0

κ + γ
, α̃in ≡

√
καin

κ + γ
, ξ ≡ |α̃in|2K

κ + γ
, n ≡ |α|2

|α̃in|2
, (6.6)

we can now obtain a much more compact version of (6.5) as

1
2
=

(
δ2 +

1
4

)
n− 2δξn2 + ξ2n3, (6.7)

where the adimensional number of photons in the resonator n is function of reduced
detuning δ and reduced pumping strength ξ. Being (6.7) cubic in n, we get three
solutions, generally one real and two complex conjugated.
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Figure 6.4 Kerr nonlinearity factor dependence on kinetic inductance of high–Lk hanged res-
onators. The results reported are the ones of the almost-critically coupled hanged resonators. The
self–Kerr values K was estimated according to (6.9). The overall trend seems to follow quite well
the approximated formula (6.13). Datapoints color represent the N2 concentration in the film, being
blue the lowest concentration and red the highest.

These equations, together with the scattering parameter for nonlinear hanged
resonators, that also comes from input-output theory and is

S21 = 1− κ

κ + γ

eiφ

cos φ

1
1 + 2i(δ− ξn)

, (6.8)

provide a full set of equations that can be fitted to the experimental data to estimate
the self–Kerr nonlinear term K. In fact, once the fitting parameter ξ and n are
estimated, it is possible to compute K as

K = ξ
(κ + γ)

|α̃in|2
, (6.9)

where the average photon number |α̃in|2 in the resonator in the linear limit is
estimated according to [139]

|α̃in|2 =
κ

(κ + γ)2
Pin

h̄ωr
. (6.10)

As shown in Figure 6.4, there is a clear dependence of the Kerr nonlinearity
factor with respect to the kinetic inductance. Using the relation of nonlinear kinetic
inductance change with bias current reported in [J13] we get:

Lk = Lk,0 (1− (jbias/jcrit)
nfr)−1/nfr ≈ Lk,0

(
1 +

1
nfr

(
jbias

jcrit

)nfr
)

, (6.11)
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which, together with the expression of K from [146], in the limit for small jbias/jcrit,
leads to the approximated form

K ∝ ∆L ω2
r =

Lk,0 ω2
r

nfr

(
jbias

jcrit

)nfr

, (6.12)

where Lk,0 is the zero bias current kinetic inductance of the superconducting film,
nfr is the temperature dependent exponential of the fast relaxation limit function
defined in [120], which for T ≤ 0.1TC is 2.21, jbias is the bias current density, and
jcrit is the depairing critical current density, which is inversely proportional to width
w and thickness t of the resonator body. This finally leads to

K ∝ Lk,0 ω2
r (w t)−2.21. (6.13)

This result suggest that self–Kerr nonlinearity may be directly proportional to
the kinetic inductance of the film, quadratically linked to the resonant frequency
of the resonator, and inversely dependent on resonator width and thickness, all in
accordance with our results in Figure 6.4.

6.1.2 TLS losses and aging

In order to understand what is the main loss mechanism of the resonators, the
two–level system loss contribution was estimated following the equation in [30]

1
Qi

= δ0 + Fδ0
TLS

tanh(h̄ωr/2kBT)
(1 + 〈nph〉 /nc)β

(6.14)

where δ0 is the next dominant loss rate of the resonator, F is the filling factor defined
as the ratio between the electric field threading the TLS and the total electric field,
nc is the TLS critical number, i.e. number of photons equivalent to the saturation
field of the TLS, and Fδ0

TLS is the TLS loss tangent.
In Figure 6.5 we report the fitted curves, according to (6.14), for six different

film compositions, with dataset acquired immediately after the fabrication (in blue)
and after 9 months (in red). The devices were stored in a N2 controlled atmosphere
between the measurements. As we can notice from the results, while the quality
factor of lower-Lk devices seems slightly higher or average, it appears that films
with larger concentration of N2 are less sensitive to aging, as the quality factor
curves remained almost identical despite the 9 months in the cabinet.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.5 TLS and aging analysis of high–Lk hanged resonators. From left to right, from top to
bottom: quality factor estimated for almost critically-coupled hanged resonators as a function of
power, for increasing film disorder. In blue, the values and fitting function of TLS (see (6.14)) of the
devices measured right after fabrication (less than two weeks from deposition). In red, the values
and fitting function of TLS of the devices measured nine months after fabrication. The shaded areas
represent the 95% confidence interval of the fitting functions.
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(a) (b)

Figure 6.6 Temperature dependence of internal quality factor. The resonators were characterized
at different temperatures to analyze temperature behavior in terms of TLS and quasi-particles
contributions (see (6.15)). As expected, at low temperature the TLS losses dominate the internal
quality factor, which starts increasing for relatively low temperatures. However, at roughly 10% of
TC, the quasi-particles losses take over as main losses mechanism and cause a drop of quality factor.
This behavior is confirmed by the resonant frequency shift ∆ f analysis (performed following (6.16)).

Finally, to further show the dominance of TLS, we investigated the resonator’s
quality factor evolution at different operating temperatures. The cryostat was very
slowly warmed up from a base temperature of 15 mK to a temperature of almost 1 K,
and the resonator’s spectrum was acquired while the temperature monitored. The
quality factor and resonant frequency behaviors obtained are reported in Figure 6.6.

Following the same approach reported in [147, 148], the quality factor change
with respect to temperature was modeled as sum of the two contributions of TLS
and quasi-particles. In (6.14) the TLS effect has been already studied, but in that
case for a 〈nph〉 perspective; adding the quasi-particles contribution, the equation
for internal quality factor Qi becomes:

1
Qi

= δ0 + Fδ0
TLS

tanh(h̄ω0/2kBT)
(1 + 〈nph〉 /nc)β

+
α

π

√
2∆
h fr

nqp(T)
ns(0)∆

(6.15)

where α is the ratio between kinetic and total inductance, which we assumed to
be 1, nqp(T) = ns(0)

√
2πkBT∆e−∆/kBT is the temperature dependent population

of quasi-particles [149], and ns(0) is the zero energy density of states. For the
frequency shift of the resonators, we have that [148]:

∆ f
fr

=
Fδ0

TLS
π

(
Re
{

Ψ
(

1
2
+

h fr

2iπkBT

)}
− ln

h fr

2πkBT

)
− α

∆Lk

Lk
(6.16)
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where Ψ is the digamma function [147] and ∆Lk
Lk

is the kinetic inductance change.
Since Lk(T) = µ0λ2

L(T)(l/wd), and λL(T) is the temperature dependent London
penetration depth. It follows that, as for T ≤ 0.4 TC, the London penetration depth
change λL(T)/λL(0)− 1 is proportional to (T/TC)

2 [150], leading to

∆Lk

Lk
=

(
kBT
∆

)4

(6.17)

As reported in Figure 6.6, we see that at increasing temperature the internal
quality factor begins to raise thanks to the saturation of TLS fluctuators, but then
starts dropping due to the losses caused by quasi-particles population. Due to the
large TC of the film characterized (TC = 7.5 K) this effect becomes dominant only
reached 700 mK, i.e. at roughly 10% of TC. Same effect is reported also for the
resonator frequency shift, where below 400 mK the shift is caused solely by TLS
fluctuators, while at larger temperatures quasi-particles shift dominate.

6.2 Impedance matching taper

Developing large impedance structures however leads to matching issues. In fact,
as the cryogenic feedlines of cryostats are usually 50 Ω coaxial cables, matching
them to kΩ impedance structures may only lead to reflections and signal loss. To
overcome this impedance matching issue, it is possible to design an impedance
matching tapered transmission line.

The impedance matching taper has been developed following the approach
previously described in [37, 49, J14]. By controlling the impedance of the trans-
mission line at a large number of sections, it is possible to design a transformer to
minimize reflections from classical readout impedance, e.g. 50 Ω impedance, to a
large impedance device, whether it be for ultra–strong coupling regimes in qubits,
or for SNSPDs readouts applications.

The reflections in a nonuniform, lossless transmission lines are governed by the
nonlinear differential equation [151]

d$

dx
− 2jβ$ +

1
2
(1− $2)

d(ln Z0)

dx
= 0, (6.18)

where Z0 =
√

Z/Y (which simplifies to
√

L/C in the lossless limit) is the character-
istic impedance of the line, function of its position x, β =

√
ZY (which simplifies to

ω
√

LC in the lossless limit) is propagation constant, $ is the reflection coefficient,
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Figure 6.7 Impedance matching taper. Schematics of the taper distributed transformer function
(a). Scanning electron micrograph of a impedance matching taper (b).

Z = R + jωL is the series impedance per unit length, Y = G + jωC is the shunt ad-
mittance per unit length of the transmission line, and in the lossless limit R = G =

0.
It has been mathematically proven by Klopfenstein and Collin in the late ’50s

[151, 152] that a tapered design of a transmission line can lead to minimum reflec-
tions, behaving as a distributed transformer. Indeed, under the assumption that
$2 � 1, the taper impedance profile Z0(x) described by the equation

ln Z0 =
1
2

ln (Z1Z2) +
$0

cosh (A)

[
A2φ(2x/l, A) + U(x− l/2) + U(x + l/2)

]
(6.19)

is a solution of the (6.18), where $0 = 1
2 ln (Z2/Z1) is the modified reflection

coefficient [151] induced by the impedance change if there was no taper, Z1 is
the lower-impedance section, Z2 is the higher-impedance section, U(z) is the step
function which is zero for z < 0 and 1 for z ≥ 0, A is defined from cosh (A) =

$0/$max, where $max is the maximum acceptable reflection coefficient set by design,
and φ defined as:

φ(z, A) = −φ(−z, A) =
∫ z

0

I1(A
√

1− y2)

A
√

1− y2
dy, (6.20)

with I1(z) the first kind of modified Bessel function of the first order.
From this model, it is possible to design impedance matching taper where the

degrees of freedom are set by bandwidth frequency fbw, which is related to the
taper electrical length le = l/vph by the formula le = Ac/2π fbw, where l is the
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Figure 6.8 Impedance matching tapers transmission spectra. The S21 scattering parameter of the
fabricated devices were measured by means of a VNA after proper through–calibration. While the so–
called jump lines show periodic resonant peaks of perfect transmission, at the harmonics frequencies
of the 1 kΩ section natural resonant frequency, alternated with lossy transmission as low as –20 dB
(in agreement with the static reflection coefficient, i.e. $ = (Zh − Zl)/(Zh + Zl) = 0.9 = –10 dB in
voltage, which in power is –20 dB). The tapers instead present a much smoother transmission at
frequencies above the cutoff frequency fbw, resulting in almost–perfect transmission of 0 dB.

physical length of the taper, vph is the phase velocity, c is the speed of light in
vacuum, $max the maximum reflection coefficient, and Z1 and Z2 the input and
output impedance.

The advantage of using high–Lk materials is that, thanks to their very low phase
velocity vph, usually in the 1% range of c, it is possible to shorten dramatically
the physical length of the transmission line. For instance, a 1 GHz bandwidth
taper with Z1 of 50 Ω and Z2 of 150 Ω (without Lk contribution it is very hard to
reach impedances larger that 200 Ω in superconductors with coplanar waveguides),
and $max of 0.01 has an electrical length le of 223.61 mm, for an Al taper the total
physical length would be 88.0 mm, for an NbN taper it would reduce to 32.7 mm,
and for grAl would be 24.2 mm. This effect is enhanced further when increasing
the value of Z2.

To characterize the devices, we fabricated on a NbN chip a 50 Ω calibration
lines, two stepwise transmission lines going from 50 Ω launchers to 1 kΩ, with
high impedance section lengths of 100 µm and 120 µm, and two double tapers with
Z2 of 1 kΩ and Z1 of 50 Ω and nominal bandwidth frequencies fbw of 3 GHz and
9 GHz, where the transmission line goes from Z1 to Z2 and back to Z1.

The transmission spectra of the four tested devices, calibrated with respect to the
50 Ω feedline, are reported in Figure 6.8. The peaks of the stepwise transmission
lines are due to the resonant frequency of the 1 kΩ section, which resonates because
of impedance mismatch at the edges. While it is not perfectly clear the origin of
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the transmission fluctuations between 0 and 3 GHz, the tapers show almost zero
attenuation above their respective design cutoff frequencies.

6.3 Microwave filtering using periodic structures

Another potential application of high–Lk compact resonators is the capability of
building structures which, for a normal superconductor, would be largely impracti-
cal to fabricate. Microwave signal filtering, in particular for quantum computing
applications, e.g. to reduce the relaxation rate due to Purcell decay (see Subsec-
tion 7.2.1 for more), is one example of application where high–Lk superconductors
would lead to much more compact chips. The results presented in this Section are
part of the work reported in [J5].

As described by [47, 48], it is possible to fabricate microwave photonic–crystals by
exploiting the impedance mismatch reflections at the boundaries of the resonators.
In order to build such structures, called stepped impedance microwave filter, the
device is designed as an array of λ/4 resonators of impedance Z1 and Z2, to exploit
the same constructive and destructive interference we see in more classical examples
such as the distributed Bragg reflectors in optics. The spectral bandwidth of the
bandgap of a stepped impedance filter is proportional to the ratio Z2/Z1, while its
bandgap rejection is dependent on both Z2/Z1 and the number of pairs (sections)
which compose the structure.

In previous works, aluminum stepped impedance microwave filters have been
demonstrated as filtering system for a qubit, but as the device was fabricated in
aluminum, it lead to very large structures, which could not be fully integrated on
chip and had to be connected via wirebonding on a separate chip [47]. As the
freedom of choice of impedance is limited for normal superconductors to Zvac, to
enhance the spectral width of the bandgap it is necessary to produce very bulky
low–impedance λ/4 sections and in a large number.

Following the same approach described by Sigillito et al. [48], a simple transfer
matrix model based on the ABCD matrix approach was built to roughly estimate
the coupling quality factor κ of the filters as function of both impedance of choice
and number of pairs. Following the same principle of the Fabry-Pérot filters,
the presence of a λ/2 resonator in the middle of the photonic crystal structure
causes constructive interference to enhance transmission at the spectral center of
the bandgap, leading to a very sharp (for large number of pairs) band–pass filter.
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Figure 6.9 Stepped impedance microwave filter. Simple schematics of the filter (a). Scanning
electron micrograph (SEM) of an impedance microwave filter step between low and high impedance
sections (b).

However, coupling κ much lower than the internal quality factor γ would only lead
to undercoupling and potential overall loss of transmission.

We fabricated devices with smaller number of pairs and large coupling rate to
allow better transmission of the in-resonance frequencies, and with large number
of pairs to reduce coupling and to show sharper peaks (reported in Figure 6.10). In
each device, two sections impedance Zl and Zh are designed as coplanar waveguides.
In CPW design, controlling transmission line width and gap gives the designer
significant control over the impedance. Despite that, it has been shown [140] that
resonating CPWs with gap smaller than 3 µm lead to large TLS losses. On the other
hand, to increase compactness, hence having a slow enough phase velocity vph =

1/
√

L0C0, it would be ideal to minimize the gap as to maximize the capacitance per
unit length. Because of that, we fixed the gap to 3 µm and controlled the impedance
with nanowires width.

For very largely coupled devices (i.e. κ > γ, number of pairs of 2 and 3 in
figure), the effect of edge reflection between the first pair and the 50 Ω feedline
became more and more dominant, flattening the peak at the center of the bandgap.
If properly engineered, this effect may lead to production of flat, wide pass–band
filters. This effect is reduced when a taper is placed to impedance match the first
pair, as shown from the devices with 3 bilayers Bragg filter and taper. On the other
hand, not coupled enough devices (i.e. κ < γ, 6 pairs in figure) the peak does not
reach 0 dB transmission, hence suggesting undercoupled device with a very sharp
central peak.
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Figure 6.10 Measured filters transmission spectra for different number of pairs. Comparison of
fabricated filters with impedance Zl of 450 Ω and Zh of 900 Ω with 2 pairs on each side of the central
λ/2 resonator, 3 pairs, and 6 pairs. The 3 pairs design has been fabricated also with an impedance
matching taper to avoid the extra standing waves and to maintain a sharp peak at resonance.

Another property of high–Lk superconductors is that kinetic inductance can be
tuned by means of dc biasing current, as demonstrated in previous works [29, 153,
J13], which opens new potential applications for galvanically connected devices. A
schematic of the experimental setup is reported in Figure B.4. By flowing dc current
through the device, indeed, it is possible to increase the kinetic inductance of the
resonators, which in turn causes the resonant frequency of the resonating parts to
shift towards lower frequency.

While driving current through a stepped impedance filter, we generate different
response from different sections. As discussed before, the gap distance of the CPW
was fixed, leading to larger widths for the lower impedance lines, i.e. wl > wh.
When applying a dc biasing current through the device, the high impedance section
will experience a larger kinetic inductance enhancement, due to the critical current
ratio Ibias/(jcrit t wh) > Ibias/(jcrit t wl). This unbalance between the resonant
frequency of high-impedance and low-impedance sections causes the coupling κ to
be reduced as it can be shown from simple ABCD matrix approach simulations.

Generally speaking, the larger is the depairing current fraction Ibias/(jcrit t wh)

of the central resonator, the larger will be the range of tunability of the stepped
impedance filter resonator peak. The tunability limit is eventually reached when
Ibias reaches the device switching current Isw.

Tuned spectra and quality factor analysis for different biasing conditions are
shown in Figure 6.11. The devices are designed as 6 pairs of λ/4 resonators on
each side of the λ/2 resonator, having impedance Zl of 450 Ω (Figure 6.11(a)–(b)) or
300 Ω (Figure 6.11(c)–(d)) and Zh of 900 Ω. The central λ/2 resonator was placed



6.3 Microwave filtering using periodic structures 81

at a frequency of around 5.3 GHz at zero bias, reaching maximum tunability of
about 200 MHz at a switching current of 64 µA, equivalent to a kinetic inductance
increase of roughly 10%.

(a) (b)

(c) (d)

Figure 6.11 Measured filters transmission spectra at different biasing conditions. Two devices
of different designs, with 6-pairs each around the λ/2 resonator and impedance pairs Zl − Zh of
450-900 Ω (a)–(b) and 300-900 Ω (c)–(d). The spectra tunability (a)–(c) of the two devices, which
exceeds 180 MHz for the low mismatch and just above 100 MHz for the high mismatch devices.
The analysis of the quality factors of the two devices at different biasing conditions (b)–(d). While
increasing current, the coupling rate κ decreases and the loss rate γ increases, making the devices
less and less coupled, reducing peak transmission.
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(a) (b)

Figure 6.12 Measured filters transmission spectra at different biasing conditions. Representative
figure showing the self–Kerr nonlinearity effect also for these sharp filters. As expected, at the
same excitation power the device closer to critical coupling (i.e. κ −→ γ, (a)) has a larger number of
photons hence shows a more pronounced Kerr inflection then the less coupled device (b).

The transmission was calibrated with 50 Ω through lines to estimate the res-
onator baseline, and both losses and coupling were estimated by means of the
equation

S21 =
2
√

κ1κ2

κ1 + κ2 + γ + 2i(ω−ωr)
=

κ

κ + γ/2 + i(ω−ωr)
. (6.21)

Being the device undercoupled, the sharp peaks never reach 0 dB. We estimated
an internal quality factor Qi = ωr/γ of 104 for both the tested devices, and a
coupling quality factor Qc = ωr/κ of 7 104 (for the device in Figure 6.11(a)) and
6 105 (for the device in Figure 6.11(b)). As the device with larger impedance
mismatch (300–900 Ω) is less coupled, the maximum transmission is lower, as the
loss rate is much larger than the coupling rate.

At dc biasing conditions, we noticed that the resonators frequency mismatch
caused a drop in external coupling κ, and concurrently, γ is reduced due to
quasiparticle population.

While power-scanning the devices, as shown in Figure 6.12, we notice self–Kerr
effects. While the estimation of the self–Kerr K is beyond the scope of this work,
it is interesting to see that nonlinearity is still relatively dominant for such large
nanowire structures. This effect is currently under study as it may lead to potential
four–wave parametric amplification regimes [144].
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6.4 Discussion

High–kinetic inductance resonant structures presented in this chapter show compact
and low-loss devices, which are interesting for large scale integration of super-
conducting circuits. The compactness in itself is a very valuable tool that can be
used to fabricate many-resonators devices for applications such as analog quan-
tum simulations. We presented NbN resonators with internal quality factors in
excess of 105 at single–photon regime, low nonlinearity in the range of 10 Hz and
strong robustness to aging. In terms of applications, impedance matching taper
have already shown their utility for SNSPDs [37, J14] and for compact microwave
analog circuits [49], but have not yet been employed to readout losslessly high
impedance harmonic systems designed to study strong- or ultrastrong- coupling
regimes of superconducting qubits. Finally, high-rejection and sharp microwave
filters as the one presented can be used as compact on-chip filters to reduce Purcell
decay of superconducting qubits, and adding the tunability feature may play a very
interesting role in addressing frequency multiplexed qubits, This may potentially
lead to a new device, such as a Purcell switch.





CHAPTER 7
Computers are better than we are at arithmetic, not because computers are so good at it, but
because we are so bad at it.

— Isaac Asimov, 1988

Planar Transmon Qubit

In this chapter we discuss the fabrication and testing of a transmon qubit. In
order to couple high–kinetic technology developed in the previous chapters in the
quantum computing field, we would like to develop a standard qubit to use as a
reference. What is presented in this chapter was the fruit of a collaboration with
Prof. Pasquale Scarlino (from the HQC lab in EPFL) and Dr. Marco Scigliuzzo (from
the LPQM lab in EPFL, previously in Chalmers University).

Superconducting qubits were first successfully fabricated and tested in 1999 by
Nakamura et al. [12] and have been widely explored and improved ever since. The
first superconducting qubit in a cQED architecture [50] was designed as two parallel
Josephson junction connected to an island and coupled to a readout resonator. The
presence of a Cooper pair in the island would generate a frequency shift which
could be read out from the resonator. This device was called the Cooper pair box
(CPB). While the CPB had very large anharmonicity α = ω12 −ω01, i.e. the energy
difference between the first state transition (ground state to first excited state, with
energy h̄ω01) and the second order transition (with energy h̄ω12), which made it
close to an ideal two-level system, it was extremely sensitive to charge noise, which
strongly limited its coherence time [12, 154].

Briefly after the Cooper pair box, a new approach was proposed by the group in
Yale lead by Prof. Robert Schoelkopf [155, 156] to solve the issue of the charge noise,
shunting the Josephson junctions by means of a large capacitance. The presence of
this large capacitance makes the qubit energy levels almost insensitive to charge
noise, at the price of a reduction of qubit anharmonicity, which then pushes it away
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from an ideal two-level system approximation. It can be shown that the transmon
regime satisfies the condition EC � EJ , where

EC =
e2

2Cq
, EJ =

(
Φ0

2π

)2 1
LJ

(7.1)

with Cq the total capacitance of the qubit, LJ the Josephson inductance of the
junction, and Φ0 = h/2e the magnetic flux quantum.

It is also possible to shunt the qubit capacitance with two Josephson junctions,
i.e. a SQUID producing as a result a frequency tunable qubit. The tunability comes
from the fact that the Josephson inductance LJ = Φ0/2π IC can be increased by
controlling the critical current of the junction by means of an external magnetic
field, which causes a phase shift in the SQUID loop. This effect can be written as

L(φ) =
Φ0

2π IC cos φ
=

LJ

cos φ
(7.2)

where φ = 2πΦext/Φ0 is the Josephson phase induced by the external magnetic
flux Φext.

7.1 Design and fabrication

The devices were designed by taking as inspiration those of the Martinis group at
UCSB [157, 158]. Transmon qubit dynamics follow the Jaynes-Cumming Hamilto-
nian description [159], which can be written as

HJC/h̄ = ωra†a +
1
2

ωqσz + g(a†σ− + σ+a) (7.3)

which, in dispersive regime, i.e. when |ωr − ωq| � g, reduces to the following
dispersion Hamiltonian:

Hdisp/h̄ = (ωr + χσz)a†a +
1
2

(
ωq +

g2

∆

)
σz (7.4)

where χ is defined as dispersive χ–shift

χ =
ω
|e〉
r −ω

|g〉
r

2
=

g2

∆
α

∆ + α
(7.5)
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and represents half the readout resonator frequency shift when the qubit is in
excited state ω

|e〉
r or ground state ω

|g〉
r , with α = −EC/h̄ the nonlinearity of the

qubit.
While the detuning between qubit and resonator can be controlled by changing

the frequency of the qubit by means of the flux line, the coupling rate g is fixed by
design. In general, the coupling rate between harmonic systems is defined as

g =
1
2

Cg√
CrCq

√
ωrωq =

1
2

Cgωrωq

√
ZrZq, (7.6)

which differs from the coupling between a harmonic system and a waveguide is
expressed by (6.1).

As discussed previously, the capacitance of a transmon has to fall in the 50–100 fF
range: less capacitance would break the assumption EJ � EC for the transmon
regime, and a larger capacitance would reduce even further the qubit anharmonicity.
The resonant frequency of the qubit is set by the inductance of the Josephson
junction.

The resonators were designed with python code and simulated with a 2D model
of a FEM solver (Sonnet Inc.) to have a resonant frequency ωr/2π of 6 GHz. The
qubit capacitance Cq was estimated to be 90 fF with use of electromagnetic static
simulator (COMSOL Multiphysics), associated to a nonlinearity α/2π of 215 MHz.
The Josephson juctions were designed using the useful approximation

R =
π∆
2IC

=
π2∆
Φ0

LJ , (7.7)

where R is the room temperature resistance of the junction for a relatively thick
(30–40 nm) Al electrode thickness. From the energy levels of the qubit, we know
that

h̄ωge ≈
√

8ECEJ − EC, (7.8)

so as we want to design a qubit with frequency at zero external flux Φext of 4.5 GHz,
from (7.1) we estimate that we need a Josephson inductance LJ of 12.6 nH, which
corresponds to a room temperature junction resistance of 10.5 kΩ. The couplings
κr between the feedline and the readout resonator and g between the resonator
and the qubit were simulated with Sonnet and estimated to be 2π × 1 MHz and
2π× 80 MHz, respectively. The value of g is chosen in such a way that the qubit can
be operated in the dispersive regime, and the value of κr has to be chosen not too
small, as the readout time is inversely proportional to it, and not too large, as for
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(a)

(b)

Figure 7.1 Qubits Chip. Micrograph of a ready–to–be–tested chip glued and wirebonded to the
PCB. The chip schematics is presented below it, consisting of three qubits having slightly different
design conditions.

good readout fidelity it is required that the χ–shift need to be at least comparable to
κr. It can be demonstrated that the optimal value for κr is exactly χ [159], as having
κr > χ would lead to loss of SNR, while κr < χ would reduce the readout fidelity
for fast gating. It i also worth noting that for too large κr the qubit may lose the
information in the feedline through Purcell decay [160, 161]. Purcell decay, which is
defined as

γPurcell =

(
g
∆

)2

κr, (7.9)

sets an upper limit to the maximum relaxation time of the qubit. In our case, for a
detuning ∆ of 1.5 GHz, we estimate an upper limit TPurcell

1 of 56 µs.
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(a) (b)

Figure 7.2 Transmon Qubit. Scanning electron micrograph of the fabricated planar transmon. The
superconducting qubit was fabricated in aluminum on an intrinsic silicon wafer. The Josephson
junctions were fabricated via Manhattan technique and later patched to the main body of the qubit.
The vertical and lateral dimensions of the qubit is roughly 300 and 300 µm, while the Josephson
junctions have a junction area of 160 by 160 nm2.

The drive of the qubit was performed through the resonator feedline and then
coupled to the qubit through the resonator, which simplifies the design and the
requirements in terms of cryogenic cabling, and the flux was tuned via a coil, hence
avoiding potential noise coupling from the flux lines to the qubits.

The device was fabricated using the process flow reported in Appendix A.1.4,
but without the later implemented airbridges technique. Despite airbridges have
good impact on the overall quality of the devices as make the grounding more
stable, they can be substituted by less clean bridge-bonds made with standard
wirebonders, which is what we used in this case to avoid unwanted slot–modes.

Micrographs of the qubits are reported in Figure 7.2. The Josephson junctions
are deposited using the Manhattan technique [162] and then patched to the main
Al features after an ion-mill step.

7.2 Characterization

In order to characterize the qubits, we tested them in an LD250 BlueFors system in
Prof. Scarlino laboratory, wired with all the necessary electronics and the know–how
to perform the required characterization measurements.

A schematics of the system is reported in Figure 7.3. The system required the
use of a vector signal generator (SG, SGS100 series, Rohde & Schwarz), microwave
mixers (MIX), an arbitrary wave generator and a analog–to–digital converter (AWG
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Figure 7.3 HQC Laboratory Setup. The qubits were tested in the cryogenic system of HQC
laboratory (headed by Prof. Scarlino). The devices were tested using an OPX, capable of either send
control and readout pulses via an AWG and of reading voltages by means of an integrated ADC.
The pulse modulation was performed by means of mixers. A signal generator was used to mix the
control pulses with a clean local oscillator at the frequencies of the qubit ωq and of the readout ωro.
A DAC was used to control the external magnetic field Φext.

and ADC, both integrated in the OPX Plus series, Quantum Machines). After
preparation of the qubit drive signal by mixing the SG, usually set at a frequency
close to ωq, and the AWG signal, which is set to generate a Gaussian pulse, the
convolved pulse is further mixed with the drive pulse at the readout frequency ωd

and sent to the qubit through the resonator feedline. Good readout strategy is to
set ωd between ω

|e〉
r and ω

|g〉
r [159], so as to be able to read the maximum phase

shift of the resonator generated in correspondence of the states |g〉 and |e〉 of the
qubit. We will refer to this frequency as ωro = (ω

|g〉
r + ω

|e〉
r )/2.

The signals, properly attenuated at all stages of the cryostat, are sent to the
device. After interacting with the readout resonator, the signal is collected from
the readout lines for cryogenic and room temperature amplification, and then to a
room temperature mixer for demodulation. The demodulated signal is then read
out from the analog to digital converter, which senses the status of the qubit by
reading the resonance shift of the resonator.

The first thing to do when testing qubits is to adjust the readout parameters to
make sure the resonator is properly addressed, and that the photon number in the
resonator is not larger than the critical photon number ncrit = ∆2/4g2 [160, 161].
For this, we run a power scan of the resonator and we check how the position of
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(a) (b)

Figure 7.4 Qubit Punch-out and flux tunability. Readout resonator spectroscopy at different
power (punch–out measurement, (a)) and at different external applied magnetic flux Φext (tunability
measurement, (b)). When the photon number in the resonator reached the critical photon number
ncrit, the dispersive regime approximation is no more valid, so power sent to the resonator is also
sent to the qubit, driving it and causing it to saturate the Josephson junction, exceeding its critical
current. By applying magnetic flux into the SQUID, we tune the Josephson inductance of the qubit,
hence its resonance frequency ωq. This causes the resonator to experience a χ–shift dependent on
the magnetic flux.

the dip drifts with power (S21, Figure 7.4(a)). At first, increasing the power causes a
resonance drift towards the qubit, then photons in the resonator should saturate
the qubit, giving a "punch–out" [163]. This is used as preliminary measurement to
estimate the drive power that can be sent to the resonator to maximize SNR without
disrupting the qubit state, to fast check whether the qubit is alive and if it is parked
above or below the resonator frequency.

After the punch–out, we check the external flux tunability of the qubit by
recording the spectrum at different flux conditions, i.e. at different coil voltage.
Due to avoided crossing reasons, when the qubit resonant frequency ωq comes near
the resonator frequency ωr, the resonator is pushed at higher frequencies. In case
where the the qubit zero flux frequency is designed to be larger than the resonator’s,
i.e. if ωq(Φext = 0) > ωr, there will be an avoided crossing, and the resonator will
reappear at lower frequencies (see Figure 7.4(b)).

After these two preliminary measurements are performed, the external flux is
maintained constant and two–tone spectroscopy is performed to find in frequency
the "position" of the qubit. For two–tone spectroscopy, we send the coupled signal
of both the readout frequency ωro and a drive frequency ωd, which is the free
parameter scanning in frequency. The signal from the output is then demodulated
for ωd and the resonator signal is read out. If ωd is far from the qubit frequency
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Figure 7.5 Chevron Pattern. While manipulating the qubit with pulses that are the convolution
of the AWG square pulses and the drive frequency ωd, we perform Rabi oscillations on the qubit,
hence we rotate the state of the qubit along the x–axis of the Bloch sphere. The frequency and the
magnitude of the oscillations are dependent on the detuning between the qubit frequency and the
drive frequency, as detuning of the drive causes also state rotation along the z–axis.

ωq, the readout will read the resonator as if there was no other signal. When ωd

approaches the qubit frequency, the qubit gets populated: this induces a χ–shift in
the resonator frequency, which causes a phase shift in the readout signal.

Following the system study in continuous wave spectroscopy (pulse duration
τ � T1), we estimate the frequency of the qubit, and then we can perform a time–
resolved measurement. For Rabi oscillations, we send a pulse to the qubit at the
drive frequency modulated with a square pulse of varying length. This causes a
rotation of the qubit state around the x–axis on the Bloch sphere of different angles
in correspondence to different pulse lengths τ. This leads to the characteristic Rabi
Chevron pattern, which is presented in Figure 7.5.

From the Chevron pattern, we can very well estimate both the qubit frequency
ωq, and the characteristic time length, dependent on the power applied, of the
π–pulse. This two values play a key role to perform the rest of the characterization
of the qubits, as we will see in the next sections.

For single qubits, the characterization is mostly performed in estimating relax-
ation time (T1), decoherence time (T∗2 ), and qubit readout fidelity. Relaxation and
decoherence times can be interpreted as noise along the Bloch sphere axes, and
have different sources.
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Figure 7.6 Relaxation Time. The qubit relaxation time is the time required for the qubit to decay
from an excited state |e〉 back to the ground state |g〉. The readout scheme for such a measurement
is Xπ–τ–RO, where Xπ is a π rotation along the x–axis, τ is the waiting time and RO stands for
readout. This causes an exponential decaying function in time, from which we can estimate T1 (b).

7.2.1 Relaxation time

The first and most critical characteristic time of a qubit is the relaxation time, also
called qubit lifetime. Relaxation time is time required for a qubit to relax and
release energy from the excited state |e〉 to the environment, hence it is associated
to the noise along the x and y axes of the Bloch sphere [159]. As this process is
exponential in time, T1 is defined as the 1/e time of the exponential decay of the
qubit excited state population. In accord with [159], we can write the relaxation
rate as

Γ1 =
1
T1

= Γ1↑ + Γ1↓ (7.10)

where Γ1↑ is the rate at which the qubit reaches the state |e〉 from a starting state
|g〉, and Γ1↓ the opposite. Due to Boltzmann equilibrium statistics we know that
the states reach a "detailed balance" relationship where Γ1↑ = (−h̄ωq/kBT)Γ1↓. As
the frequency of the qubit is usually in the order of a few GHz and the temperature
of the dilution fridges in the range of 20 mK, we can neglect the contribution of Γ1↑
and safely assume that Γ1 = Γ1↓.

The source of relaxation is mostly due to TLS fluctuators, microwave radiation,
coupling between the qubit and the experimental environment [140]. From the
fabrication perspective, this could be the level of cleanliness of the chip, the amount
of impurities in the substrate, potential oxides, residual resist on the chip. From the
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Figure 7.7 Purcell Relaxation. Due to spontaneous emission from the qubit towards the readout
circuitry, the transmon can relax to the ground state due to the so–called Purcell effect. Purcell
limited devices show T1 dependence on the detuning ∆ = ωr −ωq, according to (7.9). The measured
qubit shows clear signs of Purcell limited behavior.

setup perspective, relaxation can be caused by off-axis rotation, caused by not clean
drive signals, or by electromagnetic couplings to the system.

For the measurement, we first initialize the qubit by waiting a relatively long
time of a millisecond. Then, once the qubit is in |g〉 state, we perform a π–pulse
along the x–axis, that we will refer to hereafter as Xπ, to bring the qubit in |e〉 state.
After a delay time τ, we will perform readout to address the state of the qubit.
By repeating this measurement many times and by scanning the wait time τ, it is
possible to recreate this exponential decay. An example of the curve and the fitted
T1 is shown in Figure 7.6.

Our qubit showed a relaxation time T1 at detuning of 2.2 GHz in excess of 100 µs,
which drops the closer we get to the readout resonator frequency. This hinted for a
Purcell limited design, and as shown in Figure 7.6, in fact this was the case.

A solution to Purcell limit is to use a so–called Purcell filter [161], e.g. a
second resonator in series to the readout resonator, which reduces this decay effect,
enhancing the Purcell suppression from ∆2 to ∆4. It can be shown that if a filtering
resonator is placed between the readout line and the readout resonator at the same
frequency ωr of the readout resonator, the Purcell decay becomes

γPurcell
filter =

(
g
∆

)2(ωq

ωr

)2(
ωr

2QF∆

)2

κr (7.11)
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where QF is the quality factor of the Purcell filter. This induces a effective coupling
κeff [160]:

κeff =
4QFκ2

r
ωr

, (7.12)

so by tuning QF it is possible to design devices with a good balance between readout
time and Purcell limited relaxation time.
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Figure 7.8 Decoherence Measurements. Decoherence time is defined as time required by a qubit
to loose a coherent entangled state. Both relaxation and pure dephasing are involved in the
decoherence process. The readout scheme for such a measurement is called Ramsey measurement
and is Xπ/2–τ–Xπ/2–RO, where Xπ/2 is a π/2 rotation along the x–axis, τ is the waiting time and
RO stands for readout (a)–(b). Ramsey measurement is extremely sensitive to quasistatic noise.
Alternatively, the Hahn echo scheme can be performed to filter out some quasistatic noise. The
readout scheme for an echo measurement is Xπ/2–τ/2–Yπ–τ/2–Xπ/2–RO, where Yπ is a π rotation
along the y–axis (c)–(d).
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7.2.2 Decoherence time

As the relaxation time is associated to noise along the x and y axes, pure dephasing
is associated to noise along the z–axis. Pure dephasing is caused by fluctuations
in the qubit frequency ωq compared to the drive frequency ωd, which causes a
precession of the state vector along the z axis. The pure dephasing is, differently
from relaxation, a reversible process, and its rate is defined as Γφ [159].

The combination of relaxation and dephasing generates decoherence. Decoher-
ence described the loss of coherence of a superposition state, e.g. (1/

√
2)(|g〉+ |e〉),

and its rate is defined as Γ2 = 1/T2 = Γ1/2 + Γφ.
Decoherence is measured in qubits following the Ramsey protocol. After initial-

ization of the system with a safe wait time of the order of 10 T1, the qubit state is
brought to an entangled state (1/

√
2)(|g〉+ |e〉) with a Xπ/2 pulse. The qubit is

left free to evolve for a time τ after which a second Xπ/2 pulse is performed. For a
delay τ = 0, this is equivalent to a Xπ pulse, hence we expect the qubit to be in the
|e〉 state. For a finite τ < T1, we find the so–called Ramsey oscillations, which are
damped oscillations with damping rate Γ2.

An alternative measurement scheme, called the Hahn "echo" measurement
[164], allows us to partially recover the effect of some quasistatic dephasing noise.
Differently from the Ramsey protocol, the Hahn echo protocol foresees a Yπ pulse at
the middle of the delay time τ: this causes the quasistatic dephasing contributions
to partially cancel out, leaving a decay function which is exponential in form.

The reported qubit was measured to have a Ramsey decoherence time T∗2 of
2.8 µs and a echo decoherence time Techo

2 of 11.2 µs. Taken together, these results
seem to suggest large dephasing noise, as the upper limit of the decoherence time
is 2T1. In part, operating the qubit far from its sweetspot (i.e. at Φext far from 0)
makes the device extremely susceptible to magnetic noise, which may be causing
frequency fluctuations in the qubit and subsequent dephasing. To further improve
the decoherence time of the qubit, we need to design the qubit further from the
resonator and try and operate it at the sweetspot, to avoid magnetic and 1/ f noise.

7.2.3 Readout fidelity measurements

The last measurement performed to characterize the system was the estimate of
the readout fidelity. The qubit readout fidelity is defined as 1 minus the average
error in estimating the state of the qubit after driving it to a known state. Fidelity
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(a) (b)

Figure 7.9 Fidelity measurement. Fidelity was estimated by performing a simple single–qubit
gate and correlating the final state with the readout state. In light blue, the measurement after
applying an Xπ/2 pulse, which would bring the qubit to state |e〉, in dark blue the non-excited state
of the qubit which should be |g〉. The readout is given by the in–phase signal magnitude (after
proper rotation). These value correspond to the fidelity matrix in (7.13)

measurements are strongly dependent on the integration time required to complete
the readout protocol, which in this case was 5 µs.

The measurement consists of an alternation of no pulse and a π/2 pulse along
the x axis to drive the starting state of the qubit from |g〉 to |e〉. The measured
readout voltages lead to either a readout |g〉 state or |e〉 state. The driven states are
plotted against the readout states. A threshold voltage to distinguish the states is
found that minimizes the overall error, and then the fidelity matrix of states can be
built as

F =

(
P(|g〉 | |g〉) P(|g〉 | |e〉)
P(|e〉 | |g〉) P(|e〉 | |e〉)

)
=

(
0.961 0.112
0.039 0.888

)
(7.13)

The fidelity F is defined as the trace of the fidelity matrix, hence F = 92.49%
This is a relatively high value, for a readout frequency of 200 MHz, in particular
considering that there is no parametric amplifier in the readout line.

7.3 Discussion

In order to integrate high–kinetic inductance technology within the framework
of cQED, it sounded reasonable to start from the conventional approach to get a
benchmark of setup and fabrication capabilities making use of a standard aluminum
superconducting technology. The qubits performed well, with a best T1 of roughly



98 Planar Transmon Qubit

100 µs and relatively high readout fidelity of 92% for readout time of 5 µs and for a
setup without parametric amplifier. However, dephasing noise currently present
the limiting factor for the qubit coherence, as we could only measure a T∗2 of less
than 3 µs. The main reasons for such a low dephasing time seem to be magnetic
noise of some kind, also because we are operating the qubit at the shoulder, so any
magnetic fluctuation may cause a large frequency shift of ωq.

To further improve the quality of the qubits, two routes can be followed. First,
the fabrication of non–tunable qubits (single Josephson junction) would allow a
larger T∗2 as intrinsically less magnetic field noise sensitive. Also, the use of Purcell
filters would allow to get large T1 also at lower detuning, hence reduce magnetic
field sensitivity to noise bringing it closer to the sweetspot.



CHAPTER 8
I never think of the future, it comes soon enough.

— Albert Einstein

Conclusions and Perspectives

Superconducting devices exhibit unique properties which make them ideal
for a multitude of quantum applications. Among superconductors, high–kinetic
inductance material–based devices allow to push even further the limits of the
technology, with more compact and higher–impedance devices.

This Thesis presented the potential of high–kinetic inductance superconductors
for quantum applications. From the development of the materials required to
working sensors and electrical components, dirty superconductors have shown their
versatility as platform.

As it happens when working on a full–scale platform, most of the work focused
in development and optimization of high–quality devices rather than in their
applications. However, there are handful of foreseeable experiments for the near
future.

For the Michelangelo process, there are two possible applications once the
atomic later deposition is finalized: the development of a 3D large scale array to be
coupled to control electronics, as well as 3D transmon qubit. Exploiting the absence
of roughness of the inner walls of the silicon trenches, thin films of superconductors
can be used either to connect the top and bottom layer of a Si chip, either to produce
in–silicon parallel plate capacitors.

In terms of sensors development, coupling the technology developed in NbN
with superconducting TSVs may lead to a scalable multiplexing approach for
SNSPDs ready to be coupled with low–power electronics.

Superconducting logic circuit development based on nTrons is the next step in
terms of digital electronics based on dirty superconductors. A simple, low power
multiplexer operating at 20 mK may impact largely different fields, from sensors
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readout schemes to quantum computing applications. On the analog circuit side
of the spectrum, high–quality resonating structures in NbN may find their use in
quantum computing readout and quantum simulation circuits applications.

Finally, a full–scale qubit based on high–kinetic inductance superconductors may
potentially lay bases for a new level of compactness and integration still missing for
superconducting qubits.



APPENDIX A
I like the word “nanotechnology”. I like it because the prefix “nano” guarantees it will be
fundamental science for decades; the “technology” says it is engineering, something you’re
involved in not just because you’re interested in how nature works but because it will
produce something that has a broad impact.

— Richard E. Smalley, Technology Review, 2001

Fabrication Methods

In this chapter are collected all the fabrication processes used during this thesis
work, namely for superconducting single–photon detectors, for superconducting
microwave and digital circuit components, for the through–silicon vias, and for the
transmons. After reporting the process flows, an in–depth outlook of the major
technologies used is briefly described.

A.1 Process flows

The process flows were developed in collaboration with the team of the center of
Micro- and nanorechnology (CMi) and with the staff of the physics cleanroom ast
EPFL. While optimized for the facility we had access to, sometimes non-optimal
choices are made to properly line–up with the available equipments.
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A.1.1 SNSPD process flow

(a) Si substrate (b) DBR deposition (c) MMA/PMMA coating

(d) e-beam exposure (e) Ti/Pt evaporation (f) Lift-off

(g) NbTiN deposition (h) ZEP coating (i) e-beam exposure

(j) CF4 etching (k) Resist stripping (l) Protection layer

Figure A.1 Process Flow of SNSPDs. After deposition of a λ/4 cavity with a Distributed Bragg
Relfector (DBR) or with a metallic mirror, follows the evaporation of alignment markers and PADs
via lift-off. After cleaning of the substrate, the superconducting material is deposited and patterend
via e-beam lithography. Finally, after pattern transfer via plasma etching, the devices are cleaned
and covered with a protective layer to avoid ageing.
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A.1.2 Superconducting circuits process flow

(a) Si substrate (b) Photoresist coating (c) Laser Exposure

(d) Ti/Pt evaporation (e) Lift-off (f) NbTiN deposition

(g) ZEP/CSAR coating (h) e-beam exposure (i) CF4 etching

(j) Resist stripping

Figure A.2 Process Flow of Superconducting Circuits. First off, the evaporation of alignment
markers and PADs via lift-off and photolithography steps. Then, after cleaning of the substrate, the
superconducting material is deposited and patterend via e-beam lithography. Finally, after pattern
transfer via plasma etching, the devices are cleaned. No protection layer is deposited as it may
influence negatively the internal quality factors of the resonator devices.
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A.1.3 Through-Silicon vias process flow

(a) Si wafer (b) Hard mask deposition (c) Photoresist deposition

(d) i-line exposure (e) Hard mask etching (f) DRIE etching

(g) Insulator deposition (h) Seed layer deposition (i) Metalization step

Figure A.3 Process flow of through-silicon vias. The Silicon wafer is first coated with an hard
mask in SiO2, which is subsequently patterned and etched. Follows a step of deep reactive ion
etching and subsequent insulator deposition via atomic layer deposition. Finally, the metalization
step is performed using electroplating after seed layer deposition, usually also achieved by ALD.
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A.1.4 Transmons process flow

(a) Si substrate (b) Al deposition (c) Photoresist coat/expo

(d) Wet etching (e) Resist stripping (f) MMA/PMMA coating

(g) -beam exposure (h) JJ deposition (i) Resist stripping

(j) Photoresist coat/expo (k) Photoresist reflow (l) Al deposition

(m) Photoresist coat/expo (n) Wet etching (o) Airbridge release

Figure A.4 Process Flow of Transmons. After deposition of the Al on a clean surface, the ground
plane and resonators are patterned via photlithography and etched with a wet etch step. Follows
the deposition of the Josephson Junctions via e-beam lithography backed up with evaporation and
lift-off steps. Finally, the air bridges are fabricated to ensure good ground stability and dampening
of slot modes.
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A.2 Fabrication techniques

In the following Section, the main fabrication tools used for this work will be
addressed and explained in details. While may result trivial knowledge, the
purpose of this Section is to give an overview of the technology and the potential
issues behind each process flow.

A.2.1 Thin films deposition

As shown in Section A.1, all the process flows described in this thesis relies on thin
film fabrication methods. Thin films, which generally range from few nanometers
to a micron in thickness, can be deposited in different ways. In this thesis, we will
focus the attention on two PVD techniques, i.e. sputtering and evaporation.

Optical stack deposition

The first step of the fabrication process of the SNSPDs (Subsection A.1.1) is the
deposition of the distributed Bragg reflector (DBR), which will be the reflecting
component of the vertical optical cavity. The DBR is a periodic structure formed
from alternating quarter wavelength stacks of dielectric layers, with alternating
refractive index, that can be used to achieve nearly total reflection within a range of
frequencies, since each interface between the two materials contributes a Fresnel
reflection.

Considering that the range of wavelength we are interested in is the near-
ultraviolet (NUV), we chose to use SiO2 and Ta2O5 as materials for the DBR, given
the low absorptivity of both materials above 250 nm. The DBR has been deposited
using a Kenosistec RF sputtering system.

The DBR layers thicknesses were set to be a quarter wave of the design wave-
length, i.e. d0 = λ0/4n(λ0). Then, the (n,k) values were provided to a MATLAB
code to estimate the reflectivity performance of the mirror which uses classical
transfer matrix approach to model the propagation of the wave both in an ab-
sorbing medium and at the interface between the two media. The model takes
into account both TE and TM polarizations and averages out the two to obtain
seemingly–unpolarized reflectivity dependence on the photon angular distribution.

After the fabrication of the DBR, the total reflection was measured using a
Varian Cary 500 high performance UV-Vis-NIR spectrophotometer. In Figure A.5
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(a) (b)

Figure A.5 Atomic force microscopy scan of the surface roughness of SiO2. Fabrication opti-
mization was oriented to minimize surface roughness of the distributed Bragg reflector to increase
SNSPDs yield and improve quality factor of the cavity. The roughness of the layer is showed after
deposition of 100 nm of material before (a) and after (b) the optimization.

it is possible to see the fabricated DBR. Further information on the reflectivity
measurements is reported in Section 4.1.The deviation from the simulated values
could be explained in terms of roughness between the layers interface, as well
as a non perfectly uniform layer thickness due to fluctuations in growth rate of
the material, which could be caused by wear of the sputtering target during the
deposition of the DBR. It is worth noting that the fabrication of a 10-bilayer DBR
centered at λ0 = 370 nm took approximately 16 hours of machine operation time,
hence erosion of the target is not to be excluded.

High–Lk superconductors deposition

The high kinetic inductance films were deposited via reactive sputtering or co-
sputtering in a Kenosistec RF sputtering system. Detailed characterization of the
materials deposited can be found in Chapter 2.

Aluminum and Josephson junctions deposition

In order to have a controlled oxidation of the barrier layer of Al2O3, Josephson
junctions are deposited using a technique called angled evaporation. This technique
relies on the use of specific evaporation tools capable of tilting the substrate with
respect to the evaporation direction during the process.

EPFL and CMi recently acquired a Plassys angled evaporation system, com-
posed of three chambers: one loadlock, where potential ozone cleanings or ion
beam etching process can be run; one evaporation chamber, with base evaporation
pressure in the range of 10-10 Torr; and one oxidation chamber, where both static or
dynamic oxidations can be performed.
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The evaporation technique used in this thesis is the Manhattan-style Josephson
junction. This technique relies in the partial shading of narrow features when
evaporating with a tilt of 45◦. By designing openings in a resist of thickness tr with
dimension perpendicular to the evaporation direction narrower than tr, complete
shading is obtained. In a more general sense, it is also possible to design Josephson
junctions with three angles evaporation [165], hence skipping the step of patching
which usually ensure proper galvanic contact between junctions and qubit/ground.

A.2.2 Patterns design and lithography

SNSPDs, nTrons, resonators and qubits were designed by using a custom python
code. The python library is based on the gdsCAD1 package, which allows creating,
reading and manipulating GDSII files.

One of the most critical aspects of the superconducting devices fabrication is the
quality of the lithography. Given the size of the standard nanowire meanders and
the impact that sharp edges have to the switching current [55], the only lithography
technique capable of resolution in the order of 5 nm available to us is the electron-
beam lithography.

Electron-beam (or more simply e-beam) lithography concept is very similar to
the classical lithographic technology: a resist is coated on the chip or wafer and is
exposed (by direct writing) by a beam of electrons. The resist is then developed
into a chemical mixture which has strong selectivity between the exposed and
unexposed areas. Key parameters of the e-beam lithography are electron beam
energy and choice of resist. We used a Raith EBPG5000+ e-beam lithography system,
which reaches a maximum electron voltage of 100 keV and a maximum writing
frequency of 50 MHz.

For what concerns the resists, they have two main parameters: tone and contrast.
In a positive tone resist, exposure to electrons means destruction of bonds, which
results into absence of resist in the exposed area after resist development, while
negative tone means creation of bonds, hence only exposed areas remain after
development. The contrast is, instead, related to the resolution of a resist: it is an
intrinsic parameter that defines from which dose the reaction starts (D0) and at
which it is completed (Dc); the dose, which for e-beam lithography represents the

1 https://pythonhosted.org/gdsCAD/

https://pythonhosted.org/gdsCAD/
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amount of charge that needed to clear the exposed area, is commonly expressed in
µC/cm2. The contrast is usually defined as:

γ = [log10(Dc/D0)]
-1.

The larger the difference between Dc and D0, the lower is the contrast and then the
resolution. In fact, a faster dose curve means steeper developed sidewalls. Low
contrast resists are generally used for greyscale patterning.

In the process flows presented in Section A.1, we had to work on two different
resists: the bilayer of MMA/PMMA (methyl methacrylate/poly methyl methacry-
late) which was used for the fabrication of the PADs, the alignment markers and the
Josephson Junctions via lift-off process, and either CSAR or ZEP 502A as high reso-
lution positive resist for the fabrication of the nanowires, as most of the detectors
and resonator structures were designed as coplanar waveguides (CPW).

After e-beam lithography optimization, we obtained best results with the bilayer
MMA EL9/PMMA 950k A4 for the lift-off process and with the ZEP 502A diluted
at 33% for the nanowires. The MMA EL9 was spin-coated at 1500 rpm in order
to achieve a thickness of 500 nm, while the PMMA 950k A4 was spin-coated at
4000 rpm for a final thickness of 450 nm. The best design dose for the process was
found to be 1600 µC/cm2. The ZEP 502A was instead diluted at 33% to have a final
thickness in the order of 50 nm while spin-coated at 4500 rpm. The design dose
for ZEP was strongly design dependent, hence a proximity edge correction (PEC)
process was required to obtain optimal results.

High pattern-density optimization

In an e-beam lithography process, electron-scattering induced proximity effects are
a well known problem. For this reason, software such as GeniSys BEAMER2 have
been used to take care of that by adjusting the electron dose according to the pixel
surroundings, within a certain, well defined range which is the electron scattering
range, which for example for silicon and 100 keV electron beam is in the order
of 15 µm. For each pixel, in fact, a different dose is associated depending on the
surrounding pattern density, x. This value ranges from 0 in case of a very isolated
pattern, to 1 in case of a completely full design, such as at the center of a large PAD,

2 https://pythonhosted.org/gdsCAD/

https://genisys-gmbh.com/beamer.html
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(a) (b)

Figure A.6 Scanning Electron Micrographs of dose test structures on PMMA and ZEP. The
high pattern-density dose test were fabricated with both PMMA (a) and with ZEP (b). The PEC
lithography parameters for each resist (DB and η) were obtained from this structures.

for instance. The point spread function PSF of the electron beam, associated to the
pattern density x, is:

PSF(x) =
1

π(1 + η)

[ 1
α2 e−

x2

α2 +
η

β2 e
− x2

β2
]
, (A.1)

where α is the forward scattering parameter, β is the backscattering parameter, and
η is the forward/backscattered energy ratio, and they are determined by the resist
and substrate materials.

For simplicity, however, it is possible to approximate the Equation A.1. Given
the base dose DB, which is defined as the dose at 50% pattern density, the for-
ward/backscattered energy ratio η and the pattern density x, it follows that:

D(x) = DB

( 1 + η

1 + 2ηx

)
. (A.2)

It’s easily verified that D(0.5) = DB.
After some optimization with test structure and after testing both PMMA 950k A2

and several diluted versions of ZEP 502A, we obtained that the best results were
obtained for the ZEP diluted at 33%. The results are shown in Figure A.6. The
difference can be immediately appreciated: the main problem with the PMMA is
the resolution of very small features, while its being much cheaper than the ZEP,
resulted the perfect resist for larger size features.
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A.2.3 Lift-Off process

As we said, after the first lithography follows the lift-off process. The lift-off starts
with the deposition of the patterned material, in this case a bilayer of titanium and
platinum. The Ti is used to improve the adhesion of Pt on the NbN or NbTiN
substrate.

At first, the Ti/Pt bilayer was deposited by means of the Alliace Concept EVA 760
evaporator, which performs very well in terms of film homogeneity and resistivity
of the platinum. We deposited 5 nm of Ti and 65 nm of Pt. However, the results
were unsuitable for what we required: resist damage appeared on the wafers,
causing bad lift-off process. We recognized the case in the high wafer temperature
reached during the deposition.

It has to be noted that, since the superconducting ultra-thin film has been
already deposited, the temperature of the deposition needs to be controlled and
well below 300◦C; moreover, melting the resist is a known issue for lift-off process,
since damaged resist is much harder to strip off: a whole another reason to keep
the temperature as low as possible. For these reasons we moved to the Leybold
Optics LAB600H evaporator, which fulfilled all our needs.

We deposited 5 nm of Ti and 65 nm of Pt on the exposed MMA/PMMA or the
AZ ECI 3007 on NbN. Then the wafer was immerged in a bath of Shipley Remover
1165 at 65◦C for 4 to 6 hours for the lift-off. The results was more than satisfying:
we noticed no delamination nor resist damage, all with a good overall pattern
resolution.

A.2.4 Etching process

The lithography described in Appendix A.2.2 was used for the patterning of the
structures. The pattern is then transferred to the superconductor underneath the
resist via physical or chemical etching. In this section, we will focus on the etching
processes, which underwent several runs of optimization. Extremely important, as
we will see, was the choice of resist for the different etching types.

Ion beam etching

The physical etching was performed with a Veeco Nexus IBE350 ion beam etcher,
which flood exposes the wafer with an argon ion beam. This process was used at
the beginning for the NbN and NbTiN pattern transfer. During the NbN etching,
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(a) (b)

Figure A.7 Scanning Electron Micrographs of SNSPDs with IBE and RIE. The pixel fabricated
with PMMA resist and etched with ion beam etching (a) shows clear residuals of PMMA after the
etching due to polarization inversion. On the contrary, by using ZEP etched with CF4 (b) the quality
of the lithography and pattern transfer is much higher.

however, when using either PMMA or ZEP as masking resist, the ion source was
heating the resist to the point at which the resist would invert polarity [166]. This is
a known effect, documented in the literature for polymethyl methacrylate, and it
makes the resist extremely challenging to remove after the etching step. The effect
of this unwanted polarity change is illustrated in Figure A.7, where clear resist
residuals are fused on top of the nanowire structures.

Another unwanted mechanics was the redeposition of the etched layer on the
sidewalls of the resist. This caused, after stripping, "fences"-like structures as high
as 40 nm for a 15 nm thick film in the worst case scenario. Overall, Ion beam
etching resulted far from optimal for the type of fabrication we needed for the
superconducting devices.

Reactive ion etching

The chemical etching resulted much more efficient than ion beam etching. Using an
Oxford Systems Plasmalab 80, a recipe with low-power reactive ion etching based
on CF4 and Ar mixture chemistry showed very good roughness, slow etch rate
which implied good reliability, and good selectivity between either of the e-beam
resists and the NbN layer. The silicon was barely affected from the plasma, which
is also an important feature when trying to minimize two-level system losses.

However, CF4 resulted particularly weak in terms of Al etching. For this reason,
we tried to develop a recipe using chlorine chemistry based reactive ion etching
using a Sentech SI-500 ICP etcher in RIE mode.
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(a) (b)

Figure A.8 Scanning Electron Micrographs of dry and wet etching of Al. The reactive ion etching
based on Cl2/BCl3 chemistry (On the left) creates visible damages both on the Al edges and on the
Si substrate. The wet etching with TechniEtch Al80 (on the right) on the contrary shows very clean
edges and barely affected Si substrate.

While both the etch rate and the roughness were under control at the end of
the parameters optimization, the selectivity between Al and Si for the mixture
Cl2/BCl3 was quite low, resulting in large damage at the substrate level. While
for most application the extent of the damage would be negligible, as qubits are
extremely sensitive to substrate damage due to TLS losses which may cause loss of
the quantum information and cause faster decoherence.

Wet etching

The alternative to plasma etch for Al-on-Si etching turned out to be wet etching.
Wet etching leads in general to worse process control, as the environment conditions
may vary slightly between consecutive etchings, but designing the process with the
right amount of margins made it stable enough. We used TechniEtch Al80 from
MicroChemicals Inc., a solution of H3PO4:HNO3:CH3COOH in H2O. The liquid
temperature was kept at a controlled value of 30◦C, and the wafer was immersed
for 3 minutes to etch 150 nm of Al.

The damage on the silicon were completely absent, and while the roughness
was limited by both the etching method and the fact that only photolithography
resists were usable with this process, it was good enough to etch the main body of
the transmon and the readout resonators, which generally had critical dimensions
in the order of 10 µm. A comparison between plasma and wet etching techniques is
shown in Figure A.8
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(a) (b)

Figure A.9 Cavity materials ellipsometry results. For transparent films such as the SiO2 and the
Ta2O5 used for the optical cavity of the SNSPDs, we used ellipsometry to estimate the (n,k) values.
The estimated n(λ) and k(λ) pairs for each film exhibit a R2 value of the fitting functions of 99.5%
for SiO2 (a) and 99.8% for Ta2O5 (b).

A.3 Metrology techniques

Several steps of metrology were used throughout the fabrication process to ensure
the required quality, and due to the different nature of the several steps, different
equipments were used. Scanning Electron Microscopes (SEM), Focused Ion Beam
(FIB) systems, Atomic Force Microscopes (AFM), Optical and Mechanical profilome-
ters and reflectometers are type of equipment that can be found in every cleanroom
and represent the workhorse of the metrology side of the process flows.

Ellipsometry was a less used technique that we exploited during this thesis
work. Thanks to ellipsometry we were able to ensure a stable fabrication process
of the thin films used for the DBRs, and both film characterization and simulation
were possible.

A.3.1 Optical materials characterization

First, thick layers of 500 nm each of SiO2 and Ta2O5 were deposited on a standard
silicon wafer. Then the refractive index and the extinction coefficient (n,k) values of
the two films as well as the growth rate of the depositions were estimated by means
of a Sopra GES 5E spectroscopic ellipsometer. While changing the deposition recipes
trying to find the right optical properties, ellipsometry was the sole technique we
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used to keep under control roughness, absorption in the NUV, and homogeneity in
the films.





APPENDIX B
You cannot spell "cryo" without cry.

— Anonymous

Experimental Setups

In this chapter a brief description of the cryogenic systems used is presented.
During this work, as reported in the main body of the thesis, we relied mostly on
two cryogenic setups: the PhotonSpot and the BlueFors cryostats.

B.1 Cryo-optical setup

The PhotonSpot arrived in AQUA on December 2019 and was installed in January
2020 in EPFL as a temporary solution due to issues in Microcity. After the first
COVID-19 pandemic breakout, in June 2020, it was moved in Microcity in Neuchâtel.

The PhotonSpot setup was designed to fill the requirements of the SNSPD, with
base temperature just below 1 K, optical access to the fridge both via optical fibres
and via free-space access through a window. Below follows the description of the
system from the cryogenic, electronics and optics perspective.

B.1.1 4He sorption cryocooler

The PhotonSpot system is a customely designed cryogenic system based on a
CryoSpot41 baseline. While the fabrication of the metallic parts was made in
Monrovia, California, the design was implemented in collaboration with Dr. Vikas
Anant. The system consists of a Cryomech PT415 pulse tube cryocooler to reach
liquid helium temperature with a nominal excess cooling power of 1.5 W at 4.2 K
(upgraded from the standard PT403 which provides only an excess cooling power

1 https://www.photonspot.com/cryogenics/cryospot4

https://www.photonspot.com/cryogenics/cryospot4


118 Setups

Figure B.1 PhotonSpot cryostat. The cryogenic systems within the PhotonSpot consist of a pulse
tube cryocooler, to bring the system down to 3 K, and a 4He sorption cryocooler, to cool the cold
plate down to 800 mK. The advantages of such a system is the time of cooldown, which is in the
order of 2h to reach 3 K and 12h to reach base temperature, and the advantage that being a
closed–loop system there is no consumption of cryogens required.

of 0.25 W). A PhotonSpot Freeze4 4He sorption cryocooler cools down the cold plate
to 850 mK. The whole system is fully closed-cycle, hence there is no consumption
of liquid cryogens.

The cryostat consists of three thermalization plates: 40 K stage, 4 K stage and
cold plate. Classical cooldown cycle consist of three phases. The first phase is
the cooldown of the system to 4 K. The system is pumped into vacuum (p ≤
5 × 10-3 Torr) and the pulse tube is switched on; the two upper stages reach
temperatures of around 50 K and 10 K within 3–4 hours. The cold plate however,
which is very well thermally insulated by the 4 K stage by design, cools down to
4 K in around 12–16 hours. Usual case is that after 16 hours the two main plates
are at nominal temperatures (32 K and 3.1 K) and the cold plate is at 3.1 K.
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The second phase consists in condensing the helium into a bath. In order to do
so, a pump heater (a charcoal installed inside the sorption unit) is locally warmed
up to 40 K to let all the 4He trapped in it to evaporate and condense elsewhere, i.e.
in the bath, which is the terminal part of the sorption unit connected to the cold
plate. Being the cold plate below 4.2 K (evaporating temperature of 4He, the bath is
generated. This step is called "regeneration".

Once the bath is fully regenerated (takes around 1 hour) the third phase can
begin. At this point, the charcoal heater is turned off, and by cooling down it
behaves as a pump, condensing the 4He on its surface: this causes more helium
evaporated from the bath to be condensed in the charcoal, causing a drop in pressure
which, which in turns cools down the bath. Eventually, equilibrium is achieved
when the pump is cooled down below 4.2 K and the bath reaches 800 mK. The weak
thermal contact between 4 K stage and cold plate allows the two temperature to
stabilize. However, due to structural reasons, some sort of thermal contact between
the cold plate and the 4 K stage still exists, hence this heat load, together with other
heat sources, e.g. radiative heat load, is balanced by evaporation of more 4He in the
bath. The amount of unwanted heat load sets the cold time of the firdge, as the 4He
bath eventually fully evaporates, letting the cold plate warm back up to 3.1 K. This
phase is called "evaporation" phase.

Because of the nature of this process, the bath has to be regenerated every once
in a while. Thanks also to the extra power at the 4 K plate stage, which allow for a
more efficient evaporation phase, the overall cold time before regeneration of the
bath was in the order of 36 hours, a very good achievement despite the large cold
plate size. This allowed us to schedule via software a "forced" regeneration and
evaporation step every early morning, so to have the system operative during the
days.

B.1.2 Electronics

Before going into the details of the equipment used to perform measurements, let
us first discuss the wiring of the cryostat. The system has 27 DC lines (custom
made post delivery), which were assembled using either phosphor bronze or
manganin wiring (WQM or WMW series respectively, LakeShore Inc.) and breakout
connections at every stage with three 9-pin micro-D connectors (M83513 series,
Amphenol) thermally anchored to ensure signal thermalization. These lines were
mostly used to either run powering up of either test CMOS chips operating at the
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Figure B.2 PhotonSpot optical table. Classical view of the optical table during measurements.

4 K stage for other projects, HEMT amplifiers (CITLF1 series, Cosmic Microwave
Technology Inc.) or thermometers used to estimate locally the temperature of the
devices (Cernox series, LakeShore). For high-frequency measurements, the system
was equipped with 16 RF lines in CuNi alloy, which is known to be both a good
conductor and a good thermally insulative material in the range 40 K–1 K. The lines
were not attenuated as SNSPDs require to be biased with DC current, which would
cause dissipation at each thermalization stage.

For what concerns the electronics, the system was equipped with a Source and
Measurement Unit (B2902A series, Keysight) to perform DC biasing of the devices;
an ultrafast oscilloscope (DPS75004SX series, Tektronix) which can be used either
as a 2 channels system with 50 GHz bandwidth and 200 GS/s sampling rate, or as
a 4 channels system with 33 GHz bandwidth and 100 GS/s sampling rate; several
power supplies to power up the amplifiers; a 225 MHz Universal Frequency Counter
(53131A series, Hewlett–Packard).

All the equipment were controlled remotely by custom written python codes to
run the experiments.

B.1.3 Optics

The cryostat was equipped with two possible light paths to bring lasers in the
system: either with single–mode optical fibres (SMF-28 series, ThorLabs) which
are designed to operate in the telecom wavelength range (1260–1650 nm) or with
direct optical access via a 1" window. In order to avoid thermal radiation in the
system which would cause the base temperature to rise above 850 mK, we used
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Figure B.3 PhotonSpot setup. The overall setup consists of three main parts: the cryogenic,
the optical, and the electrical. The cryogenics components are included in the cryostat, with the
microwave switches, low–noise amplifier and cryogenic bias tee. The optical setup consists of the
main laser emitting at 1030 nm wavelength, which is coupled to a second, third and fourth harmonics
generation (SHG, THG, 4HG) optics, filters and attenuators to control the power and the transmitted
wavelength and a fast photodiode to use as electrical reference pulse. The most used electrical
components are the oscilloscope, power supplies, a frequency counter, and a source–measurement
unit.

uncoated BK7 windows (WG11010 series, Thorlabs) which have low transmission
at MIR wavelenghts and above (λ ≥ 10 µm).

The optical setup was placed nearby the PhotonSpot cryostat on a large optical
table and coupled to the system either via fibres or in free–space. A schematic of
the system is shown in Figure B.3

We used a Origami 10-100, free space coupled laser from NKT as our main
source of light to test the detectors, as it was a cheap but powerful solution to obtain
femtosecond laser pulses with enough power to saturate our detectors. The specs
of the laser are presented in Table B.2.

As the main interest of our detectors is quite broadband, from NIR to NUV
wavelengths, we built a second, third and fourth harmonic generation setup to
shorten the laser wavelength and to get an overall range for NIR at 1030 nm, VIS at
515 nm, and NUV at 343 nm and UV at 257 nm, while keeping the sub-picosecond
pulse width resolution.

Second, third and fourth harmonic generation (SHG, THG and 4HG) were
obtained by means of nonlinear photonic crystals. In non-linear crystals the light
undergoes a resonant effect which ends up into absorption of two photons with a
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Table B.1 Nonlinear Crystals

Harmonics Manufacturer Type Θ Φ Thickness

SHG Oxide Corp. LBO, type I
(ooe)

90◦ 13.8◦ 2.8 mm

THG Oxide Corp. BBO, type II
(oee)

62◦ 90◦ 0.8 mm

4HG Eksma
Optics

BBO, type I
(ooe)

50◦ 90◦ 0.3 mm

Specifications of the nonlinear crystals used for SHG, THG and 4HG.

certain frequency, and emission of a single photon with the sum of the frequencies,
hence shortening the wavelength. As it is a strongly nonlinear effect, the larger
is the photon density in the crystal, the higher will be the probability and the
conversion efficiency of the pumping wavelength into the output wavelength. Good
quality lenses are necessary to achieve very high photon concentration by focusing
the beam into diffraction limited spot size and generate enough output photons.

For the second harmonic generation, we used lithium triborite (LiB3O5, or LBO)
as nonlinear crystal, with Θ=90◦, Φ=13.8◦, and thickness of 2.8 mm. LBO is a
type I (ooe) nonlinear crystal: this means that, in order to satisfy the critical phase-
matching, two photons having ordinary polarization with respect to the crystal
will combine to form one photon with double the frequency and extraordinary
polarization.

For third harmonic generation, we used barium borate (BaB2O4, or β-BBO)
type II (oee) crystal, with Θ=62.8◦, Φ=90◦, and thickness of 0.8 mm: two photons
having orthogonal polarizations will combine to form one photon with the sum
of the frequencies and ordinary polarization, hence one 1030 nm photon and one
515 nm photon will combine into a 343 nm photon. As the SHG crystal is a type I
crystal, the polarization of the 1030 nm and the 515 nm will already be orthogonal,
so there is no need for a π/2 rotation (achievable by means of a half wave plate) to
satisfy the critical phase-match condition.

In order to ensure space and time superposition of such short optical pulses,
using achromatic lenses would not be enough as they usually introduce a time-
walk delay given by the refractive index difference between 1030 nm and 515 nm
in the lens medium. For this reason, we used off-axis parabolic mirrors, which
despite more challenging to align than normal lenses, are intrinsically achromatic
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Table B.2 Origami 10-100 Specs.

Specification Value

Central Wavelength 1030±2 nm

Repetition Rate 100±2 MHz

Pulse Duration ≤200 fs

Average Power ≥200 mW

Beam quality M2 ≤1.1

Timing Jitter ≤30 fs rms

Specifications of NKT Origami 10-80 laser.

and introduce negligible time delay and cross-polarization due to their external
protective coating.

Finally, for the fourth harmonic generation, an optical setup similar to the one
of the second harmonics was used. We used again a β-BBO type I (ooe) crystal,
with Θ=50◦, Φ=90◦, and thickness of 0.3 mm. it was necessary to keep in mind
that common glass such as BK7 absorbs at 257 nm wavelength, hence UV silica
was used. For this reason, UV-transparent lenses and UV-enhanced mirrors were
utilized. When using the 4HG wavelength for SNSPDs characterization, the cryostat
windows (commonly in BK7) were substituted to UV-silica to ensure good light
transmission in the 257 nm range.

After the harmonics generation, the collimated beam crosses path with a filter
wheel remotely controlled which had the scope to select the wavelength used for
the testing. Finally, another filter wheel with 12 ND filter had the scope to control
the light power to ensure single-photon regime for the SNSPD operation. For this,
a power meter was placed in line of a remotely controlled flip mirror to close the
feedback loop with the attenuators wheel system.

Lastly, an half-wave plate was placed on the beam path in order to control the
polarization, if required, manually. A focusing lens was placed before the cryostat
to focus the beam on the detectors.

B.2 Deep cryogenic temperature setup

The BlueFors LD-250 system was installed in the late spring 2020 in EPFL with
the scope to be used as platform for testing quantum computing related chips.
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Figure B.4 BlueFors setup. The cryogenics of the BlueFors system is much more complicated than
the one of the PhotonSpot, hence allows to achieve a much lower temperature of 10 mK at base. Due
to the type of measurements performed in the system, most of the input lines in the cryostat are
attenuated to reduce the number of hot radiation reaching the devices. The system also includes
a low–noise amplifier operating at 4 K and circulators to cut–out electrical noise coming from it.
Outside the fridge, usual electrical components are the source and measurement unit and the vector
network analyzer.

The system was shared with Prof. Moll’s headed Quantum Materials Laboratory
and was installed in one of their lab. Below follows a brief description from the
cryogenic and electronic perspective.

B.2.1 3He-4He dilution refrigerator

Differently from 4He sorption cryocoolers, dilutions refrigerators exploit thermal
cycles of a particular mixture of liquid 3He and 4He to achieve extremely low
temperature. A well optimized system can reach base temperatures below 10 mK,
as in this case.

A dilution fridge consists of five stages: the 40 K and 4 K stages, which are the
same of the sorption fridge and which temperatures are set from the pulse tube;
the still plate stage, where 4He condenses and reaches a temperature between 1 K
and 800 mK at regime operation; the cold plate stage, where a first mixture of 3He
and 4He (high in concentration of 3He) is condensed to a temperature of the order
of 100 mK; and finally the mixing chamber stage, where the lowest temperature is
achieved, usually in the range of 5–20 mK.
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The operation principle of a dilution fridge is much more involved than the one
of the sorption fridge, hence we suggest any interested reader to refer to [167] for a
more exhausting explanation. After cooling the whole system down with the pulse
tube (PT420, Cryomech), which usually takes around 24 hours due to the size of
the cryostat, the 3He and 4He is let in the dilution unit and begin condensation.
While at the beginning only 4He condenses due to the temperature being above
3He evaporation temperature, by pumping on the bath with a scoll pump and a
turbopump it is possible to reduce the base pressure of the system, causing a drop
in temperature of the bath. Due to the physics of 3He and 4He mixture which we
will not describe here, the mixing chamber reaches base temperature of 10 mK
after few hours. At that point, the system is ready to be used without need of
regeneration and evaporation steps, as the circulation keeps pumping on the He
keeping it cold.

B.2.2 Electronics

The BlueFors system came with four feed lines connected all the way between MXC
and room temperature, and six lines connected only between the 4 K stage and
MXC. The first bundle was split in two attenuated lines in CuNi, thought as input
lines, and two not-attenuated lines, one fully in CuNi and one in CuNi (between
40 K and 4 K stages) and NbTi (from 4 K and MXC), which were thought as output
lines. The second lines bundle was originally thought to be connected to an FPGA
to control cryogenic electronics, and all the lines were attenuated and in CuNi. To
make the system experiments–compatible, we had to add to the system cryogenic
amplfiers, filters, coldfingers and switches.

At the 4K stage, we added two broadband, low-noise cryogenic amplifiers (LNF-
LNC0.3-14A, Low Noise Factory), with a nominal bandwidth range at 4 K operating
temperature ranging from 300 MHz to 14 GHz and a noise equivalent temperature
Tnoise of 4.2 K. The amplifiers were optionally connected to a bias-tee (ZFBT-4R2G+,
Mini-Circuits) at the MXC stage to allow DC biasing of the resonating devices to
tune the kinetic inductance (see Section 6.3).

At the MXC stage, we added a double junction, 40 dB insulation circulators (LNF-
ISISC4-12A, Low Noise Factory) to screen the devices from the noise coming from
the amplification stages. We decided to add two cryogenic switches (R591723605,
Radiall) to increase the number of samples available for testing per cooldown. This
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Figure B.5 BlueFors cryostat. Picture showing the conventional cooldown organization inside the
fridge.

way we could test up to six samples in transmission and in reflection by relying
only on two cryogenic amplifiers (see Figure B.4).

For what concerns the electronics required to operate the devices, we used
mostly power supplies, a source-measurement unit (SMU, SourceMeter2604B series,
Keythley), and a vector network analyzer (VNA, ZNA26 series, Rohde & Schwartz).

For the qubit measurements which are presented in Chapter 7, we used the
setup of Prof. Scarlino, head of the Hybrid Quantum Circuits Laboratory (HQC) in
EPFL. In order to operate and characterize qubits, it is required to have in the setup
a arbitrary waveform generator (AWG) and digitizer (ADC) systems, mixers for up–
and down–conversion of the signals and high-frequency sources, which we did not
have at the time.

B.3 Experiments control software

All the experiments were performed and controlled via custom python software.
A graphic user interface (or GUI) was developed to automate and simplify the
experimental experience. The lab computers connected automatically via software
to the hardware necessary to perform the experiments, such as power supplies,
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voltage sources, voltmeters, oscilloscopes, VNAs and so on. The connection was
provided by GPIB (IEEE 488) or LAN connection, and the communication channel
was opened by using the pyvisa library for python.

A multitab GUI was designed2, allowing the user to choose which experiment
to run and, eventually, organize and launch a series of experiments in the auto-
matic mode. The automatic mode allows the user to select how many and which
experiments to run, in which order, and with which interval, basically running
autonomously overnight if necessary and screening all the devices.

The software interfaces via LAN or GPIB the hardware necessary to perform
the experiments, such as source/measurements units (SMUs), power supplies,
voltmeters, optical wheels for filtering and attenuating the optical signals on the
otpical table, vector network analyzers (VNAs), oscilloscopes.

The cryogenic switches were controlled by means of a python controlled Lin-
duino Uno (DC2026, Analog Devices) connected to two analog multiplexers/switches
(ADGS1408, Analog Devices) via SPI interface. The switches, working as relays,
allowed fast channel switching while ensuring minimum amount of heat generated
inside the cryostat thanks to the relatively fast electronic shutters and controlled
pulse length.

B.3.1 Measurement of TC

The films thicknesses were obtained by a quick lift-off process followed by Atomic
Force Microscopy (AFM). The aim thickness for the test was 15 nm thick films. To
measure the critical temperature, the bare films were glued on a copper support with
PMMA and wire-bonded to a custom PCB. The PCB line was connected to a 10 kΩ
resistor that served as low-noise biasing resistance for the source measurement unit
(SMU). The copper support was then mounted on the 3 K stage of the PhotonSpot
system (more info on the setup in Appendix B.1) with very low thermal contact
with the 3 K plate. On the support were installed both a heater and a ruthenium
oxide resistive temperature device. The mount was slowly heated up to ensure
homogeneous thermalization of the entire support, and the resistance of the film
was sampled by means of the SMU. The current used to sample the film resistivity
was 10 nA, to ensure the condition of being below the critical current density while
ensuring enough signal for the SMU to see the superconducting transition. In
order to take into account gradients effects, the measurement was performed both

2 with the help of Sébastien De Bros, EPFL Master student whose semester project was to integrate
existing experiment routines into a single GUI software



128 Setups

warming up and cooling down around the critical temperature, where both the
heating and cooling rate were checked by feedback controlling the heater power, to
ensure no thermalization bias.



APPENDIX C
While drawing I discover what I really want to say.

— Dario Fo

Chip Gallery

Figure C.1 Full–scale wafer. Wafer containing multiple devices (SNSPDs, nTrons, SNAPs, SNSPIs,
testing resonators). The NbN was deposited on a 100 nm thermal oxide insulating layer on a
100 mm Si wafer, which gives it the characteristic the blue color.
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Figure C.2 Impedance matching taper. 7×4 mm2 chip with a impedance matching taper. The
device was made out of high–Lk NbN with 90 pH/� on high–resistivity Si wafer. The taper has a
nominal bandwidth frequency of 1 GHz and impedance matching terminations at Z1 = 50 Ω and
Z2 = 2.5 kΩ.

Figure C.3 Microwave stepped impedance filter. 7×4 mm2 chip with a microwave stepped
impedance filter. The device was made out of high–Lk NbN with 90 pH/� on high–resistivity Si
wafer. The filter has a nominal bandwidth frequency of 6 GHz, a λ/2 section at the center of the
structure surrounded by seven pairs on each side, and impedances of Zl = 450 Ω and Zh = 900 kΩ.
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Figure C.4 Impedance matching taper coupled to a microwave stepped impedance filter.
7×4 mm2 chip with an impedance matched microwave stepped impedance filter. The device was
made out of high–Lk NbN with 90 pH/� on high–resistivity Si wafer. The filter has a nominal
bandwidth frequency of 6 GHz, a λ/2 section at the center of the structure surrounded by three
pairs on each side, and impedances of Zl = 300 Ω and Zh = 900 kΩ. The taper couples the
terminations of Z1 = 50 Ω and Z2 = 300 Ω with a design bandwidth frequency of 500 MHz.

Figure C.5 Hanged resonators. 7×4 mm2 chip with the test structures resonators used for film
characterization. The two feedlines are coupled to either seven 500 nm wide resonators or 250 nm
wide resonators in hanged configuration. The specific chip was design to impedance match films
with an expected kinetic inductance of 60 pH.
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Figure C.6 Single Qubits. 7×4 mm2 chip with three variations of a single qubit design. The
devices were made out of Al on high–resistivity Si wafer. The first qubit is made out of a single
Josephson junction to reduce losses and aim to maximum T1, the second is made out of a double
junction, and the third is made of two junctions and coupled to both a drive (XY) and flux (Z) lines.

Figure C.7 Qubits with Purcell filters. 7×4 mm2 chip with two variations of a single qubit
design with Purcell filters. The devices were made out of Al on high–resistivity Si wafer. The qubits
are made out of a single Josephson junction to reduce losses and aim to maximum T1 and coupled
to a drive (XY) line. The main differences between the two variants are related to the couplings κr
and QF.



Figure C.8 Two Qubits processor. 7×4 mm2 chip with two coupled qubits. The devices were
made out of Al on high–resistivity Si wafer. The goal of this design was to benchmark simple
two–qubits gates.
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