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Abstract

Understanding the impact of data structure on the computational tractability of learning is a key
challenge for the theory of neural networks. Many theoretical works do not explicitly model training
data, or assume that inputs are drawn component-wise independently from some simple probability
distribution. Here, we go beyond this simple paradigm by studying the performance of neural
networks trained on data drawn from pre-trained generative models. This is possible due to a
Gaussian equivalence stating that the key metrics of interest, such as the training and test errors, can
be fully captured by an appropriately chosen Gaussian model. We provide three strands of rigorous,
analytical and numerical evidence corroborating this equivalence. First, we establish rigorous
conditions for the Gaussian equivalence to hold in the case of single-layer generative models, as
well as deterministic rates for convergence in distribution. Second, we leverage this equivalence to
derive a closed set of equations describing the generalisation performance of two widely studied
machine learning problems: two-layer neural networks trained using one-pass stochastic gradient
descent, and full-batch pre-learned features or kernel methods. Finally, we perform experiments
demonstrating how our theory applies to deep, pre-trained generative models. These results open a
viable path to the theoretical study of machine learning models with realistic data.

Keywords: Neural networks, Generative models, Stochastic Gradient Descent, Random Features.

1. Introduction

Consider a supervised learning task where we are given a stream of samples drawn i.i.d. from
an unknown distribution ¢(z,5). Each sample consists of an input vector z = (z;) € R and a
response or label y € R. Our goal is to learn a function ¢y : RY — R with parameters  that
provides an estimate of y given z. The performance of such a model ¢y at this task is assessed in
terms of its prediction or test error pe(f) = E £ [y, ¢y(x)], where the expectation is over the data
distribution ¢(z, y) for a fixed set of parameters 6 and some loss function ¢. A lot of attention has
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Figure 1: The deep hidden manifold: going beyond the i.i.d. paradigm for generating data in
the teacher-student setup. We analyse a setup where samples (z,y) are generated by
first drawing a latent vector ¢ ~ N (0, Ip). The input z is obtained by propagating the
latent vector through a (possibly deep) generative network, z = G(c). The label y is given
by the response of a two-layer teacher network to the latent vector. We then analyse in a
closed form learning via a two-layer neural network, or with a single layer neural network
after a projection trough a fixed, but not necessarily random, feature map. The sketch of
the generator is taken from Radford et al. (2016), whose deep convolutional GAN is one
of the generators we use in our experiments in Sec. 4.

recently focused on the importance of training to find models ¢y with low test error, and specifically
on the role of stochastic gradient descent and various regularisations. Analysing the impact of the
data distribution ¢(z, y) on learning is equally important, yet it is not well understood.

In fact, theoretical works on learning in statistics or theoretical computer science traditionally
try to make only minimal assumptions on the class of distributions ¢(x,y) Mohri et al. (2012);
Vapnik (2013) or consider the case where data are chosen in an adversarial (worst-case) manner. In a
complementary line of work that emanated originally from statistical physics Gardner and Derrida
(1989); Seung et al. (1992); Watkin et al. (1993); Engel and Van den Broeck (2001); Zdeborova and
Krzakala (2016), inputs are modelled as high-dimensional vectors whose elements are drawn i.i.d.
from some probability distribution. Their labels are either assumed to be random, or given by some
random, but fixed function of the inputs, see Fig. 1 (a). This approach, known as the teacher-student
setup, has recently experienced a surge of activity in the machine learning community Zhong et al.
(2017); Tian (2017); Du et al. (2018); Soltanolkotabi et al. (2018); Aubin et al. (2018); Saxe et al.
(2018); Baity-Jesi et al. (2018); Goldt et al. (2019); Ghorbani et al. (2019); Yoshida and Okada
(2019); Gabrié (2020); Bahri et al. (2020); Zdeborova (2020); Advani et al. (2020)

The deep hidden manifold In this manuscript we go beyond the i.i.d. paradigm of the teacher-
student setup by extending the hidden manifold model analysed in Goldt et al. (2020); Gerace et al.
(2020). Fig. 1 gives a visual overview of the components of the model. We draw the inputs =
from a generative model G : R” — R¥ of depth L. These models transform random uncorrelated
latent variables ¢ = (c,.) € R into correlated, high-dimensional inputs which follow a given target
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distribution via

t=G(c)=6Y-.G*0G%0G (c), ¢~ N(0,Ip), (1)

where o denotes the chaining of layers G*Y, which could be fully-connected, convolutional Fukushima
and Miyake (1982); LeCun et al. (1990), applying batch norm Ioffe and Szegedy (2015) or an invert-
ible mapping G* : R? — RP as they are used normalising flows. We thus replace i.i.d. Gaussian
inputs with realistic images such as the one shown in Fig. 1. While Goldt et al. (2020); Gerace et al.
(2020) only studied generative models with a single layer of weights, we allow the generator to be of
arbitrary depth L, thus including important models such as variational auto-encoders Kingma and
Welling (2014), generative adversarial networks (GAN) Goodfellow et al. (2014), or normalising
flows Tabak et al. (2010); Tabak and Turner (2013); Rezende and Mohamed (2015).

The label for each input is obtained from a two-layer teacher network with M hidden neurons
and parameters 0 = (0 € RM W e RM*P) acting on the latent representation ¢ of the input,

Y= Mg, vV'=-— W, 2

m=1 r=1

The intuition here comes from image classification, where the label of an image does not depend
on every pixel x, but the higher-level features of the image, which should be better captured by its
lower-dimensional latent representation, like in conditional generative models Mirza and Osindero
(2014); Brock et al. (2019). We call this the deep hidden manifold model.

The two models of learning that we analyse The advantage of the vanilla teacher-student
setup is that it lends itself well to analytical studies, at the detriment of having unrealistic inputs. The
deep hidden manifold allows us to study realistic inputs, but can we still analyse it? We provide two
distinct positive answers to this question for two common parametric models § = ¢y () trained on a
dataset with i.i.d. samples Dp = {(z*, y*) Zzl generated by the deep hidden manifold q. First, we
provide a sharp asymptotic analysis of full-batch learning with pre-learned features Rahimi and
Recht (2008):

o) =g(\), A= ——io(Fr), 3)

VN

where F € RVXN defines the feature map §p = o(F - )/yN: RY — RV , which is not necessarily
random. We obtain the weights 1 € RV by minimising the empirical risk in feature space:

T
) A
oy = argmin | > (", w0 ®p(eh)) + Slfwl3 4)
weRN pn=1

with a convex loss function ¢ and a ridge penalty term A > 0. In this model, the asymptotic limits is
defined by taking T, N, N — oo with fixed ratios N/N,T/N ~ O(1).

Second, we provide an asymptotic analysis of one-pass stochastic gradient descent in a
two-layer neural network with K ~ O(1) hidden units:

=

1 X
dp(x) = kag ()\k> D= \/—N ;wfxi, 5)

k=1
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where we take N — oo. In this case, the network is trained end-to-end with stochastic gradient
descent on the quadratic loss using a previously unseem sample at each step . of training:

k— (,k kN — T kA Ny, k_ "k
dw;’ = (w,)wrl (wl)# \/Nv Ag (A% x4, dv Ng()\ )A. (6)

where A = Z]K:1 v g(N) — Z%Zl 2™g(v™). Note the different scaling of the learning rate 7,
which guarantees the existence of a well-defined limit of the SGD dynamics as N — oo.

Test error and Gaussian equivalence property In both cases, the learner is thus given a dataset
Dp = {(zH, y“)}f;:l consisting of 7" i.i.d. samples from ¢(x, y). The classifier ¢y with parameters

0 = (W, v) either acts directly on the inputs x or on a feature map ®: RV — RV, The learning
algorithm produces 61 based on the training data. The model ¢ is evaluated using the prediction
MSE, which for each 0 is

prose(0,0) = 5 [ (on(8(a)) ~ )" dae.1) )

2
The key observation in our analysis is that for both models (3) and (5) and the teacher (2), the
respective inputs only enter via the “pre-activations” A = (\¥) and v = (™). We can therefore
replace the high-dimensional average over ¢(z,y) by a low-dimensional average over the joint
distribution Py (A, v) of (A, v), which is a function of § = (W, v):

K

1 al i
pmse(q,0) = 3 /]RKXRM (Z oF g(\F) — qumg(ym)> dPy(\, v) (8)

The complexity of the high-dimensional distribution g is thus encapsulated by the low-dimensional
distribution Py(\, v). If the student weights 1V are drawn element-wise i.i.d. from some distribution
irrespective of the training data and the (transformed) inputs of the student & are weakly correlated
on average, then (\, v) are jointly Gaussian with high probability over W if. Equivalently, we can
require some spectral condition on the covariance matrix of .

To be precise, consider a sequence of models and parameters (g, #), where we let the dimension
the latent space D, the dimension of the data IV, and the dimension of the features N scale to infinity
at the same rate, while keeping the dimensions of (A, v) fixed. The Gaussian equivalence property
(GEP) is said to hold if Py(\, v) is asymptotically Gaussian, i.e., d(Fp, P;) = on (1) where P} is
the Gaussian probability distribution with the same first and second moments and d(-, -) is a metric
that metrizes convergence in distribution and in second moments.

The Gaussian Equivalence property simplifies the analysis significantly, since it allows for the
pmse to be evaluated asymptotically in terms of the finite dimensional Gaussian integral

K M 2
(Z PO EDY @%(W)) APy (A, v). 9)
k=1 m

The pmse is thus a function of only the second moments of (A, v/):

1
pmse (q,6) — 3

RE xRM

QFt = ENFN, RFm = E \Fp™, ™" = Ev™", (10)

429



GOLDT LOUREIRO REEVES KRZAKALA MEZARD ZDEBOROVA

and of the second-layer weights v* and ™ in the case of two-layer neural networks. This reduction of
the high-dimensional average (7) to an expression in terms of an O(1) number of “order parameters”
is central to the vast literature analysing the vanilla teacher-student setup Gardner and Derrida (1989);
Seung et al. (1992); Watkin et al. (1993); Biehl and Schwarze (1995); Saad and Solla (1995a); Engel
and Van den Broeck (2001).

Surprisingly, here we find that this reduction also holds if the weights of the student are obtained
from the training data using the algorithms (6) and (4). Hence, despite the correlations of the weights
to the correlated inputs, a characterisation of the pmse for models like Eq. (3) and (5) in terms of
scalar order parameters remain true for many generative data models, including common trained deep
generative networks, during learning. This observation can be formalised in the following conjecture,
which is the central claim of our paper:

Conjecture 1 (Deep Gaussian Equivalence Conjecture) Suppose that 1) the teacher weights W
are generated i.i.d. and 2) Cov(®(x)) satisfies some weak correlation property. Let 01 be obtained
from either online SGD (6) or empirical risk minimisation (4). Then, the GEP holds in the sense that
for some probability distance d(-,-), we have

d (Py,,P;.) = 0 in probability (11)

as N,D,T — ocowith N,T = ©(D) and M, K = O(1). Here, the probability is taken with respect
to the randomness q (i.e, the teacher weights and any other random components in the generator),
the feature map ®, which may or may not be random, and the training data Dr.

We believe it is an exciting research direction to establish the limits of Conjecture 1. In this
manuscript we give the first steps in this direction by presenting three strands of rigorous (Sec. 2),
analytical (Sec. 3) and numerical (Sec. 4) evidence that the conjectured “deep GEC” holds true for
different tasks on shallow networks and for a wide range of deep, pre-trained generative models. In
particular, we provide:

(i) A rigorous proof of Conjecture 1 for a single-layer generator of the form G(¢) = o(Ac) where
A is a matrix with pre-trained weights, and o is a point-wise non-linearity. Our Gaussian
equivalence theorem (GET, Thm. 2) gives sufficient conditions on the weights A under which
a given low-dimensional projection of the input x, such as A, v, is approximately Gaussian.
We thus put the Gaussian equivalence property used in Goldt et al. (2020); Gerace et al. (2020)
on a rigorous basis.

(i) An exact analytical description of the evolution of the test error of a two-layer neural network
trained using one-pass (or online) SGD (Sec. 3.1), whose predictions exactly match simulations
with convolutional GANs and normalising flows pre-trained on CIFAR10 (Sec. 4).

(iii) A set of scalar self-consistent equations describing the test error for full-batch learning of
T i.i.d. samples using regression with N features in the regime where IV, N,D, T — oo
with T/N, N/N = O(1) (Sec. 3.2). As before, we confirm the accuracy of this theoretical
prediction with experiments of convolutional GANs pre-trained on CIFAR100 (Sec. 4).

Further related work Several works have recognised the importance of data structure in machine
learning, and in particular the need to go beyond the simple component-wise i.i.d. modelling for
neural networks Bruna and Mallat (2013); Patel et al. (2016); Mossel (2016); Gabrié et al. (2018),
recurrent neural networks Mézard (2017) and inference problems such as matrix factorisation Hand
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et al. (2018); Aubin et al. (2019). Ansuini et al. (2019) demonstrated that a network’s ability to
transform data into low-dimensional manifolds was predictive of its classification accuracy.

While we will focus on the prediction error, a few recent papers studied a network’s ability to
store inputs with lower-dimensional structure and random labels: Chung et al. (2018b) studied the
linear separability of general, finite-dimensional manifolds and their interesting consequences for the
training of deep neural networks Chung et al. (2018a); Cohen et al. (2020), while Cover’s classic
argument Cover (1965) to count the number of learnable dichotomies was recently extended to cover
the case where inputs are grouped in tuples of k inputs with the same label Rotondo et al. (2020);
Borra et al. (2019). Koehler and Risteski (2019) studied the expressive power of ReLU networks
compared to polynomial kernels under a data model where the teacher is a linear function of ¢, and
the inputs are a noisy linear projection of the latent variables. Recently Yoshida and Okada (2019)
analysed the dynamics of online learning for data having an arbitrary covariance matrix, finding an
infinite hierarchy of ODEs (cf. Sec. 3.1).

Gaussian equivalent models are currently attracting a lot of interest. During the revision of this
work, we became aware of a recent alternative proof of the GET by Hu and Lu (2020) for a slightly
different setup. A parallel line research analysed random features regression using random matrix
theory (RMT) Louart et al. (2018); Fan and Montanari (2019). The equivalent mapping to a Gaussian
model with appropriately chosen covariance was explicitly stated and used in Mei and Montanari
(2019); Montanari et al. (2019) and extended to a broader setting encompassing data coming from a
GAN in Seddik et al. (2019, 2020). We will discuss these works in relation to our results in Sec. 2.2.

Reproducibility We provide code to solve the equations of Sec. 3 and the experiments of Sec. 4
online at https://github.com/sgoldt/gaussian—equiv-2layer.

2. The Gaussian Equivalence Theorem

We start with the study of a simple generator where inputs are generated according to

D
Tn=Gnlc)=0(alc) =0 (Z amcr> (12)

r=1

where N — oo, D — oo at fixed § = D/N, and ¢ : R — R is a non-linear function and
A =ay,...,a,]" is the weight matrix of the generator. This is precisely the setting of the hidden
manifold model of Goldt et al. (2020); Gerace et al. (2020), and generators of the form (12) cover a
number of important cases beyond the hidden manifold model: (i) random feature models Rahimi and
Recht (2008, 2009), which regard the latent variable c as the true underlying data and z as features
constructed from c that are used as inputs for the prediction algorithm (cf. Sec. 3.2); (ii) Gaussian
feature models, where the inputs z are jointly Gaussian with the latent variables c; and (iii) the classic
teacher-student setup Gardner and Derrida (1989); Seung et al. (1992); Engel and Van den Broeck
(2001), where the features = are equal to the latent variables c.

The inputs generated by such a generator are not Gaussian. However, our first main result, the
Gaussian Equivalence Theorem, guarantees that the local fields (A, v) are still jointly Gaussian,
and hence a description in terms of order parameters like Eq. (9) possible, even if inputs are drawn
from this generator. More precisely, the theorem gives verifiable conditions on ¢ and the weight
matrices of the student, teacher and generator networks, under which a low-dimensional projection
of the inputs, such as A and v, is approximately Gaussian.
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2.1. Statement of the theorem
Given probability measures P and ) on R, define

d(P,Q) = sup |Ep[f] — Eq[f], (13)
feF

where F = {f : || f"|lco, /" |lcc < 1} is the set of thrice-differentiable functions with bounded
second and third derivative and || f ||~ is the uniform norm of f. Given probability measures P and
Q on R? the maximum-sliced (MS) distance is defined by

dys(P,Q) = sup d(a'Pa’Q) (14)

a:llef<1

where " P denotes the one-dimensional distribution corresponding to the projection of P into the
direction of «. It can be verified that the MS distance is a metric Kolouri et al. (2019) and that
convergence with respect to dyig implies convergence in distribution as well as convergence of
second moments. Our result requires the following regularity assumptions:

A1) Row normalisation ||a,|| = 1;

A2) Smoothness: the non-linearity o is thrice differential with E [|o(u)|!], E [|o’(u)|?], and
E [|o” (u)[?] all O(1) for u ~ N(0, 1);

A3) Bounded student weights: wr = O(1).
Note that the smoothness assumption on the non-linearity o can be relaxed to the assumption that o
is Lipschitz continuous, with the only consequence being a loss in the rate of convergence. The basic
idea is that any Lipschitz function can be approximated by a function that satisfies the smoothness
assumptions, see e.g. (O’Donnell, 2014, Proposition 11.58). The dependence on ¢ is quantified in
terms the first, second, and third Hermite coefficients, which are defined by

1 1
—E[o(w)w?=1)], 603)=—FE/[oc(u)(®-3u)], 15)
TELE =), 6(8) = B [o()(w® ~3u)]
where the expectation is taken with respect to a standard Gaussian random variable u. Furthermore,
let p=AA" and p = p — Iy and define the N x N matrices:

(1) =E[o(u)u], 4&(2)

1

VN

where o denotes the Hadamard entrywise product. Each of these matrices is positive semi-definite,
by the Schur product theorem (Horn and Johnson, 2012, Sec. 7.5), and thus has a unique positive
semi-definite square root. We then have:

M= —= (6*(1)F +6*2)i?0p),  M2=5%2) (o p)’ +5°(3)(pop)op, (16)

Theorem 2 (Gaussian Equivalence Theorem) Let P be the distribution of the pair (\,v) and let
P be the Gaussian distribution with the same first and second moments. Under Assumptions AI-A3,

L+ Zi;ﬁj (aiTaj)4
N .

WATH

his(P, P) (HHVMWH S L

A7

We provide the proof of Theorem 2 in Sec. A.
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2.2. Discussion

Theorem 2 can be viewed as a multivariate central limit theorem (CLT) for weakly dependent random
variables. The terms involving the matrices M; and Ms quantify the impact of the dependencies
in z. Note for example that if the columns of A are uncorrelated, then both of these terms are
zero and Theorem 2 recovers a variation of the classical Berry—Esseen Theorem (O’Donnell, 2014,
Chapter 11.5). The significance of Theorem 2 is that it provides a simple and verifiable sufficient
condition for the joint Gaussianity of (A, v) for pre-trained, and hence correlated generator weights.
The basic idea is that in order for Gaussianity to hold, the weight matrices should avoid any directions
in the matrices M; and M> associated with eigenvalues that are not converging to zero.

To appreciate how the spectral properties of M7 and M, depend on A and o, it is useful to
consider some examples. We give two quick examples below; we discuss these examples in detail in
Sec. B, where we analyse how the leading eigenvalues and eigenvectors of My and My depend on A
using analytical and numerical arguments.

Example 1 (IID A) If the entries of A are i.i.d. sub-Gaussian, then |M;|| = O(1/v/N) with
high probability. If %(2) is nonzero, then Mo has one eigenvalue that is O(1) associated with
the all-ones vector and the rest are O(1/N). If 3%(2) = 0, which occurs whenever o is an odd
function, then |M2| = O(1/N). Thus, if 6(2) = 0 or | ﬁWlH = O(1/N) it follows that

dus(P, P) = O(1/v/N) with high-probability over A.

Example 2 (Deterministic A) Next consider the case (D > N) where

AAT = In+ ——(Ay—1
N \/N(N N)

for some fixed constant c. Suppose that o (k), k = 1,2, 3 are nonzero. Direct calculation reveals that
M, has one eigenvalue O(\/N) with the rest O(1/v/N) and My has one eigenvalue O(1) with the
rest O(1/N). In both cases, the leading eigenvector is proportional to the all ones vector. Thus if
I W1 = O(1/N) then dyis(P, P) = O(1/VN).

The idea that most low-dimensional projections of a high-dimensional distribution are approxim-
ately random has a rich history Sudakov (1978); Diaconis and Freedman (1984); Hall and Li (1993);
Bobkov (2003); Meckes (2010); Reeves (2017). In this line of work, “most” is quantified in terms
of high-probability guarantees with respect to a random weight matrix W that is independent of
x. For example, if the entries of W are i.i.d. standard Gaussian, then the necessary and sufficient
conditions for convergence to a Gaussian are that 1) 1/n||z||? concentrates about is mean 2) and
1/n|| Cov(z)||% — 0 (assuming zero mean). In the setting of this paper, it can be verified that these
properties are implied by assumptions Al and A2. The added benefit of Theorem 2 is that “most” is
now quantified deterministically in terms of the number of the eigenvalues of M7 and M>.

The last term in (17) imposes a constraint on the average pairwise correlation between the
columns of A. Specifically, this term converges to zero provide that ), 7éj(a;raj)‘l = o(V/N).
Importantly, this constraint still allows for allows for the possibility that a subset of the entries of A
have correlation of order one. By contrast, previous work in this setting requires either randomly
generated features or a much stronger incoherence constraint on the maximum correlation between
any two entries. The generality provided by A1l is crucial to our target applications since it allows for
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“sufficiently small” subsets to have arbitrary dependence structure. This is also a key difference to the
proof of a similar result by Hu and Lu (2020) that appeared during the revision of this manuscript.

Our analysis also highlights the dependence of the first few terms in the Hermite expansion of o.
While Hu and Lu (2020) assume that o is odd, which leads to 6(2) = 0, our analysis highlights the
crucial role of ¢(2): if it is non-zero, as is the case for ReLU, then correlation in \ is described not
by the linear dependence with v, but by a quadratic dependence, leading to more stringent conditions
for the validity of the CLT.

In a different direction, Gaussian behaviour associated with random choices of the parameter
A have also been studied in the context of infinitely wide networks Neal (1995); Lee et al. (2018);
de G. Matthews et al. (2018). Specifically, if the entries of A are i.i.d. Gaussian random variables it
follows that A | v can be viewed as Gaussian processes indexed by v. Combined with the Gaussianity
of v, this establishes the GET under general conditions on the generator. However, this analysis relies
crucially on the assumption that A is generated independently of everything else. This assumption
precludes the application to pre-trained generators.

A recent line research has derived Gaussian equivalence theorems for generators with random
weights using random matrix theory (RMT) Hachem et al. (2007); Cheng and Singer (2013);
Pennington and Worah (2017); Louart et al. (2018); Fan and Montanari (2019). The equivalent
mapping to a Gaussian model with appropriately chosen covariance was explicitly stated and used
in Mei and Montanari (2019); Montanari et al. (2019) and extended to a broader setting encompassing
data coming from a GAN in Seddik et al. (2019, 2020). Similar to the analysis in this paper, the
high-level idea is that certain integrals with respect to the data distribution ¢(x, y) can be replaced
by integrals over an appropriately defined Gaussian approximation. The main difference is the
class of functions considered. Specifically, Theorem 2 provides guarantees for any sufficiently
smooth function applied to a given low-dimensional projections of the features (z, ¢). This form of
approximation is needed to justify the integro-differential equations derived in Sec. 3.1. By contrast,
the RMT approach provides guarantees for a restricted set of functions applied to high-dimensional
matrices derived from samples of (x,c). For example, these results provide equivalence of the
empirical spectral measures of these random matrices as well as the test error associated with specific
learning algorithms. The results in this paper thus neither imply previous work, nor are they, to the
best of our knowledge, implied by it.

3. Analysis of neural networks learning on data from deep generators

We now turn to two applications of the deep GEC that allow us to analyse learning in paradigmatic
model systems in detail, and at the same time help us gather experimental evidence for the deep
GEC. We will first derive a set of equations that describe the evolution of the test error of a two-layer
neural network trained using one-pass (or online) SGD on the deep hidden manifold model (Sec. 3.1).
We also use the deep GEC to analyse full-batch learning with pre-learned features in Sec. 3.2. Our
experiments in Sec. 4 will show perfect agreement between the theory derived using the deep GEC
and simulations with deep, pre-trained generators, giving further credibility to our conjecture.

3.1. Generalisation dynamics of two-layer networks using online SGD

We first study a two-layer neural network (5) trained end-to-end using online stochastic gradient
descent (6). Since the deep GEC guarantees that the local fields (A, v) are jointly Gaussian, permitting
to express the pmse of a given student and teacher in terms of only the “order parameters” @), R, T, v
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and v (10). In order to compute the pmse at all times during training, it is thus sufficient to track the
evolution of the order parameters during training, which is the goal of this section.

We will make the crucial assumption that at each step of the algorithm, we use a previously
unseen sample (x, y) to compute the updates in Eq. (6). This limit of infinite training data is variously
known as online learning or one-shot/single-pass SGD. Using this assumption, the dynamics of
two-layer networks in the classic teacher-student setup with i.i.d. Gaussian inputs have been analysed
in seminal works by Biehl and Schwarze (1995) and Saad and Solla (1995a); see also Saad and Solla
(1995b); Saad (2009) for further results and Goldt et al. (2019) for a recent proof of these equations.
Here, we generalise this type of analysis to two-layer networks trained on inputs coming from the
deep hidden manifold model. Note that this online-learning framework has also been used by a
number of recent works studying the dynamics of networks with finite N and large hidden layer
K — oo Mei et al. (2018); Rotskoff and Vanden-Eijnden (2018); Chizat and Bach (2018); Sirignano
and Spiliopoulos (2019).

We derived a closed set of integro-differential equations that describe the evolution of all order
parameters using Conjecture 1. We provide a self-contained discussion of these equations here, and
relegate the detailed derivation to Sec. C. Remarkably, the generator G(c) only enters the equations
via the input-input and the input-latent covariance,

Qij = E]}il‘j, q)ir = EJT@'CT. (18)

The order parameter @ (10) can be written as Q¥ = EX ) ~ 3 waijwf. A key step in the
analysis is to diagonalise this sum by projecting the student weights into the eigenspace of €2
(cf. Sec. C). We can then consider the integral representation

Q' = / dua(p) p ¢ (p). (19)

where pq(p) is the spectral density of €2 (which is known and fixed at all times since it is a property
of the generator G), and ¢*!(p) is a density whose time evolution can be characterised in the
thermodynamic limit. In the canonical teacher-student model with i.i.d. inputs x, introducing such
a density is not necessary since the input-input covariance is trivial, 2;; = J;;. As we go to the
thermodynamic limit N — oo, we can identify a continuous time-like parameter ¢ = p/N and find
that the density ¢*‘(p) evolves according to

a nye < v v g (p (1)( ol ¢ (p) (2) )|+ pvtvigT (p) (3)(
J

—v Z [pv”q“ BB (Q, R.T) + ;5 (O (Q. R, T)] 20)

+ all of the above with £ — k, k — E) +n fyvkveh((i)(Q, R, T, v,0).

where v = Y~ _p,/N and § = D/N. The functions hlg) etc. are scalar, non-linear functions that

only involve averages over the pre-activations A and v such as E g(v™)g'(A\*) )\, see Eq. (C.13).
After invoking the deep GEC, these averages can be expressed in terms of the order parameters (10),
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and hence the equation closes. Likewise, we also consider the projection of w}* = " ®;,w;" into
the eigenspace of {2 and consider the integral representation

= ;S/d/m(p) 7 (p). @D

We find that ™ (p) evolves as

rat(p) = —not P; [”]Tkm(P)h?f)(Q) + 07 prI™ (o)) (Q) | + v*pr™ (p)hfy) (Q)
J#k

_Z |:pvnrkm hlm (Q,R,T)+ \}gmh@(Q,R,T)}) . (22)

Finally, the equation for v can be obtained directly from the SGD update (6) and reads

M K

do® -
G| mhH @R = YV Q)] 23)
n j

Discussion The importance of the spectral properties of the data was recognised for learning in
linear neural networks Baldi and Hornik (1989); Le Cun et al. (1991); Krogh and Hertz (1992);
Saxe et al. (2014). Yoshida and Okada (2019) extended the ODE analysis for non-linear networks to
inputs with a covariance matrix having O(1) non-degenerate eigenvalues, while implicitly assuming
that inputs have a Gaussian distribution. Goldt et al. (2020) analysed online learning in the hidden
manifold for a single-layer generator of the form x = o(Ac); their result also involved more order
parameters than our analysis. Our approach handles a more general data structure, in the sense
that inputs can have arbitrary covariance matrices €2 and ®. More importantly, the GET (Thm. 2)
rigorously guarantees that we can analyse the SGD dynamics even for inputs that are drawn from
pre-trained generative models such as Eq. (12) and hence do not follow a Gaussian distribution. Our
experiments in the next section show how this analysis also holds for deep, pre-trained generative
models such as normalising flows (see Sec. 4 for the discussion and Fig. 4 for an example of the
images generated by these models).

Solving the equations of motion The equations of motion (19-23) are valid for any choice of
generator network and for any teacher and student activation functions g(x) and g(x) as long as the
deep GEC holds. To solve the equations for a partlcular setup, one needs to estimate the covariance
matrices €2 and ®, and to evaluate the functions h (1]) etc. that are given in the appendix. By choosing

g(z) = g(x) = erf(x/+/2), all these functions have exact analytical expressions Saad and Solla
(1995a). We provide robust Monte Carlo estimators of the covariance matrices of any generative
network in pyTorch Paszke et al. (2019) and a numerical implementation of the equations of motion
athttps://github.com/sgoldt/gaussian-equiv—-2layer.

3.2. Full-batch analysis of learning a generalised linear model with pre-learned features

We now discuss a second task in which the deep GEC 1 can be used to give a sharp analysis
of the asymptotic performance: full-batch learning with pre-learned or random features. In this

436


https://github.com/sgoldt/gaussian-equiv-2layer

THE GAUSSIAN EQUIVALENCE OF GENERATIVE MODELS FOR SHALLOW NETWORKS

task, a batch of T i.i.d. samples Dy = {(z*, y”)}f:1 from ¢ are projected using a feature map

F=N"V 20(Fx) € RY. The restrictions that we place on the projection matrix ' are exactly the
same that we put on the weights of the one-layer generator A in our proof of the GET, see Sec. 2.

The features Z are is then fitted with the generalised linear model j = ¢g(x) = g (Zi},vzl wnaﬁn),
where we can take g(x) = sign(x) for a classification problem or g(z) = x for regression for
example. The weights 1 € R are learned by minimising the empirical risk (4). Note that a for a
convex loss function £, the regularised risk is strongly convex and admits one and only one solution.
One interesting special case of this model are random features, since for random F, in the limit
N — oo, the expected scalar product in feature space converges to a kernel Rahimi and Recht (2008):

]%EF [0 (Fz1)' o (F%Q)} = K(x1,x9). (24)

N—oo

It is out of the scope of this work to describe this construction in full generality, and we refer the
curious reader to Rahimi and Recht (2008, 2009) for details on how the kernel depends on the choice
of ®r. The important point here is that studying kernel regression is equivalent to studying linear
regression on feature space at N — oco. There has been a surge of interest in kernel methods recently,
as it was shown that deep neural networks are equivalent to random features in the so-called lazy
regime Jacot et al. (2018); Chizat et al. (2019).

Since the feature map & = N—124 (F -) is pre-learned, for the purpose of the theoretical
analysis it can be incorporated as an additional layer to the generative model for data: & = ®p(z) =
(Pr o G) (c), where G can be any of the generative models discussed previously. With this observation
in mind, without loss of generality we can restrict our attention to the study of generalised linear
models with data coming from a deep generative model (which includes the feature map). Up to
a rescaling, the generalised linear model is equivalent to K = 1 in model (5), and in this section
we also restrict the analysis to M = 1 in eq. (2). Therefore, the target outputs are simply generated
from the latent vector ¢ ~ N(0,1p) as in Eq. (2), which are then fitted by the network ¢y () by
minimising the regularised empirical risk (4).

Let Dg = {(=, y);‘f:l} be a data set with 7" i.i.d. samples from ¢. Define the sample complexity
a=T/ N and the latent-to-input aspect ratio § = D / N. As in the online analysis in Section 3.1, the
deep GEC 1 can be used to write an asymptotic formula for the performance of the estimator ¢g (%)
in the limit where D, T, N — oo and the ratios o, § = O(1):

. 1 -
¢g = Bz y)ng Pmse(y, §(z)) = SEwx w05 (9(V) — g(N)? (25)

*
where (v, \) ~ N(0,X) are jointly Gaussian variables with covariance ¥ = ( 77,;) N 7;1* ) , and

Lo * L oTarn o LoT0
= —||w||3, m = ——w dw, = —w Qu. 26
The covariances ®, () are the moments of the equivalent Gaussian distribution, and were defined
explicitly in eq. (18). In principle, (m*,¢*) should be computed from the estimator @ € RY.
Surprisingly, we can also use the deep GEC to derive a set of self-consistent equations with solution
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giving directly (m*, ¢*):

1

V = aBenon) [fRdyz (=) V=tu(y+v) o 2

O‘EM 01 UR dy 2, (?)2} ¢=h [(qQ + 20T O (AIN + VQ) ]
e 5] | e )

(27)
with:
Z > d _@—w)? 5 ) _ 2
Zy(yv V) x —e¢ 2V (y — g(:B)) y n(y,w, V) = argmin I:(xz‘/(:u) 4 g(y7 ):|
2nV 2€R

andw = /q§,V = p—q, 0 = m/,/q¢, V= p—m?/q. Although this formula appears cumbersome,
it only depends on scalar parameters and on the spectral distribution of ®® ' and . It therefore
reduces the high-dimensional computation of ¢, to solving a low-dimensional system of equation
which for a given generator G, loss function ¢ and non-linearities (g, g) can be easily done by iteration.
For random generators, the spectral distributions of ®® " and € can be computed analytically. But
this formula also holds for the case of real, trained deep generative models, in which case the
spectrum of ®® " and € are computed numerically via robust Monte-Carlo simulations exactly as in
Section 3.1. Note that this result generalises the formula from Gerace et al. (2020) for a single-layer
generator which was rigorously proved recently by Dhifallah and Lu (2020). Although it is an open
problem to prove it rigorously in the current setting, we verified that it perfectly matches simulations
for different loss functions and for all generative architectures discussed here. See Fig. 3 in Section 4
for one example. This provides another strong evidence for conjecture 1 - as it shows that a formula
only depending on second order statistics is able to completely capture the asymptotic performance
of random features trained on data from a trained generative model.

4. Experiments

The derivations of both the dynamical equations (19-23) for online SGD and the iterative equa-
tions (27) for full-batch learning with features rely on the deep GEC. While Theorem 2 gives
verifiable conditions under which the conjecture is true for one-layer generators, it remains an open
problem to establish the deep GEC rigorously. We thus conducted a set of experiments to compare
the predictions for the pmse made by the theoretical results of Secs 3.1 and 3.2 to the test error
measured in simulations. For the dynamical equations, this means comparing the evolution of the
pmse and the order parameters obtained by (i) integrating Eqns. (19-23) and (ii) by evaluating
Eq. (10) explicitly during a single run of SGD for a two-layer student with K = 2 hidden units. For
the full-batch analysis, we compare the pmse obtained from iterating Eq. (27) with the result obtained
by numerically minimising the empirical risk in Eq.(4) with gradient descent for a given sample
complexity o = T/ N. For the dynamical equations, the teacher is taken to be a two-layer network
with M = 2 hidden units, and for the full-batch learning it is taken to be a M = 1 generalised linear
model. In both cases, the teacher weights are drawn i.i.d. from the standard normal distribution.
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Figure 2: Dynamics of two-layer networks: Theory vs experiments for random generators. We
compare the evolution of the pmse and the order parameters obtained from integration
of Eqns. (19-23, solid lines) and a single run of SGD (crosses). (a) Inputs are generated
by a single-layer generator (12) with i.i.d. weight matrix A and sign activation function
(D = 800, N = 8000). (b) Inputs were generated by the five-layer DCGAN of Radford
et al. (2016) with random weights (D = 100, N = 3072). In both plots: M = K =
2,7 = 1,1 =0.2,g(x) = §(x) = erf(z/+/2), integration time step dt = 0.01.

4.1. Fully-connected and convolutional generators with random weights

As a first test, we verified that the equations correctly predict the dynamics of online SGD in a setting
where Theorem 2 applies: a one-layer generator G(c) (12) with i.i.d. weight matrix A and sign
activation function. In a second set of experiments, we drew the inputs from the deep convolutional
GAN (dcGAN) of Radford et al. (2016) with random i.i.d. weights. The dcGAN consists of five
convolutional layers, each followed by a Batch Normalisation layer and a ReLU activation function.
The final activation function is tanh(z) (see Sec. E for a detailed description). We show an example
of the comparison for both generators in Fig. 2, with more runs in Sec. E. The agreement between
equations and simulations in both experiments is very good.

4.2. Pre-trained deep convolutional GAN

We also used an instance of a dcGAN that was pre-trained on CIFAR100 dataset Krizhevsky et al.
(2009) in grayscale, with weights provided by Singh. On the left of Fig. 3, we show 32 samples of
the original dataset (top four rows) and 32 images generated by this network (bottom four rows). On
the level of the replica analysis (27), the change of generator weights is reflected in the change of the
covariance matrices {);; and ®;, (18), which need to be estimated precisely. In Fig. 3 we compare
the pmse at different sample complexities predicted by eq. (25) for logistic regression with Gaussian
features F of different sizes with the result obtained by running gradient descent on the empirical
risk. Although we didn’t include the plots for conciseness, we observe the same good agreement for
other tasks and for all the generative models discussed in this section.
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Figure 3: Theory vs experiment for random-features logistic regression: (Left) Images drawn
from the CIFAR100 dataset in grayscale (top four rows) and drawn from the deep convolu-
tional GAN trained on CIFAR100 (bottom four rows). (Right) Generalisation performance
of Random Features logistic regression. The random features matrix F € RV*Y was
taken to be Gaussian and the non-linearity o = sign. The input data was generated from a
dcGAN pre-trained on CIFAR100 grayscale data set Krizhevsky et al. (2009) as a function
of the sample complexity a = P/ N and fixed weight decay A = 102, Different curves
correspond to different projection aspect ratios N /N.

4.3. Normalising flows: the real NVP

We finally tested the validity of the deep GEC with a generative model from the class of normalising
flows Tabak et al. (2010); Tabak and Turner (2013); Rezende and Mohamed (2015); Kobyzev
et al. (2020); Papamakarios et al. (2019). These models obtain a given target distribution from a
series of bijective transformations of a much simpler distribution, say the multidimensional normal
distribution. Constructing a probability density in this way has the advantage that the model’s output
distribution can be written down exactly, making it possible to minimise the exact log-likelihood.
This should be contrasted with variational auto-encoders Kingma and Welling (2014), where a bound
on the log-likelihood is optimised, or GANs, where the unsupervised problem of density estimation
is transformed into a supervised learning problem Goodfellow et al. (2014). For the purpose of
verifying the GET via the validity of the dynamical equations, normalising flows have the desirable
property that their latent dimension D is equal to the dimension of the output, i.e. for CIFAR10
images, D = N = 3072, which is close to the regime D, N — oo of our analysis. We trained
an instance of the real NVP model of Dinh et al. (2017) using the pyTorch port of the original
TensorFlow implementation provided by Mu. Using the original hyper-parameters Dinh et al. (2017),
we reached an average value of ~ 3.5 bits/dim on the validation set, which agrees with the value of
3.49 bits / dim reported there. Images generated by the trained model are shown in the bottom four
rows of the grid at the bottom of Fig. 4. The comparison between ODEs and simulation (bottom right
of Fig. 4) shows very good agreement between the simulation and the prediction from the ODEs,
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Figure 4: Theory vs experiments for online SGD with deep, pre-trained realNVP model of Dinh
et al. (2017). (Left) The top four rows show images drawn randomly from the CIFAR10
data set, the bottom four rows show images drawn randomly from the realNVP model
trained on CIFAR10. (Right) Same plot as Fig. 2 when inputs are drawn from the pre-
trained realNVP. D = N = 3072. In all experiments: M = K = 2,0 = 1,n =
0.2, g(x) = §(z) = erf(x/+/2), integration time step dt = 0.01.

demonstrating the validity of the Gaussian Equivalence Property for this instance of a pre-trained
generative model with ~ 6.3 - 10° trained parameters.
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Appendix A. Proof of the Gaussian Equivalence Theorem

There are two main steps to the proof. First we provide a one-dimensional GET (Theorem 3), which
is stated under a more general setting and then we show how Theorem 2 of the main text follows as a
special case.

A.l1. One-dimensional GET

Let Z = (Z1,...,Z4) be a vector of standard Gaussian variables and let X = (X1,...,X,,) be
generated according to X; = ai(aZTZ ),i=1,...,n, where each 0;: R — R and each a; is a unit
vector in RY. Let p be the n x n positive semi-definite matrix pij = a;aj and let p = p — I, be the
matrix obtained by setting the diagonal entries to zero.

The main result of this section provides a Gaussian approximation for a one-dimensional projec-
tion of X. We define I to be the subset of [n] = {1,...,n} such that o; is not affine. Notice that the
variables indexed by the complement of the set, namely {X;, ¢ € [n]\I}, are jointly Gaussian by
construction.

Assumption 1 (Weak Correlation) There exists a constant C,, such that
>0 <Gy (A1)
ijel
Assumption 2 (Smoothness) Each o; is twice differentiable. Furthermore, there exists a constant
Cy such that for all i € I,

max {E[(0:(w)]'/%, (E [(o()?])"* B [0} (w)?] "} < € (A2)
where u ~ N (0, 1).
Each o; can be expressed via its Hermite expansion
oi(u) = ) 6i(k)hi(u), (A3)
k=0

where 6;(k) is the kth Hermite coefficient of o; and hy, is the kth (normalised) probabilist’s Hermite
polynomial. Note that if o; is affine then &;(k) = 0 for k > 2.

Theorem 3 Let P be the distribution of ﬁ Yo X and let P be the Gaussian distribution with
the same mean and variance. Under Assumptions 1 and 2,

A CcC,
aPP) s~ (51 + /Ny + Co(C2 + C3) + C2(1 + 03)) , (Ad)
where C'is a universal constant,
2
1 I . . . 1 .
01 = > bighie (65(1)60(1) + 205064(2)64(2)) + - Yol DD pues(1) (A.52)
1,7,0€T i€l \je[n]\I
1 9 - . R N A
02 =— > B (265(2)60(2) + 6pje55(3)5¢(3)) (A.5Db)
ij el
and I is the subset of {1, ...,n} such that o; is not affine.
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A.2. Proof of Theorem 2

Having established the one-dimensional GET, we are now in a position to prove Theorem 2 of the
main text. Let P be the distribution on RX+M defined by the variables

N
1 k
:—g wyxs, k=1,..., K, E W) ¢y, =1,....M
VN i3

where W = (w¥) € RE*N and W = (@) € RM*P are weight matrices and ¢ ~ N(0, Ip) is
a vector of latent Gaussian variables. Recall that = € RY is generated according to z; = a(aZT
where o : R — R is a non-linearity and each a; is a unit vector in RP.

To bound the maximum-sliced distance between P and a Gaussian approximation it is sufficient
to bound the difference with respect to every one-dimensional projection. Given any unit vector
a € RETM the variable S ~ o' P is given by

RSt L SANS Kt m
S:ﬁZZawixi+ﬁZZa W, cp. (A.6)

We will now express this variable using the notation in Section A.1 with problem dimensions given
byd= Dandn = N + D. Define w = (w;) € RY and @ = (#,) € R” according to

K
w; = Z akwf, Z Kt N (A7)
k=1
Letting Z = (Zy, ..., Zq) be a vector of i.i.d. standard Gaussian variables, the distribution of S is

equal to the distribution ﬁ > X; where

—wio(a; Z), 1<i<N
X, = (A8)

w%m&@l N<i<N+D

and e, denotes the rth standard basis vector in R%. Furthermore, the assumptions of Theorem 3
are satisfied where I = {1,..., N} is the set of indices for which X is a non-affine function of
Z, the constant C,, is bounded uniformly by the assumptions on ¢ and the students weights, and
Cp= (i (a; a;)*)'/%. Applying Theorem 3 and retaining the dominant terms with respect to C,
one finds that the distance between the projection of P and the projection of the Gaussian distribution
P with matched first and second moments satisfies

175 a;ra])4 1
d(@"P,a"P)<C +\F+ Jﬁ 7= (A.9)
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where C is a constant that depends on the regularity assumption of ¢ and the maximum magnitude
of the students weights and

N

1 - . . 1 ..
0= > wiwepiipie (6°(1) +20506°(2)) + EZ D i Dyl (A.10)
i,j,0=1 i=1rr'=1
N
5y = wepy; Py (26%(2) + 6pj06°(3 A1l
2 N Z ijfpz]pzf( o ( )+ Pje0 ( )) (A.11)
i,j,0=1

Recalling the definitions of the matrices M; and My, it follows that

VN (HW |
- (7w

Finally, recalling the definition of (w,w) we see that the following bounds holds uniformly with
respect to o

2
v v ) (A.12)

> (A.13)

1 1

TM1/2

G121

%—0(”%\41/2 + Nic \/—NWA \ﬁHWTAT ) (A.14)
Vo = O(HWM1/2> (A.15)

This completes the proof of Theorem 2.

A.3. Proof of Theorem 3
A.3.1. GAUSSIAN COMPARISON

The following results show that it is sufficient to bound the distance between P and a Gaussian
distribution that has the same mean but possibly different variance.

Lemma4 Forany u € R and vi,v2 > 0,
1
AN (s v1), N (s v2)) = 5 o1 = vg (A.16)
Proof Without loss of generality assume v; < wvg. Letting Uy, U, be independent standard Gaussian

variables we have X; = p1 4+ /o1U1 ~ N (p,v1) and X = X + /v2 — 01Uz ~ N (1, v2). For
each f € F, a second order Taylor series expansion gives

F(Xa) — F(X1) < Vs — 01U f(X1) + 1(2—v1)U2uf”|yoo (A17)

The first term has zero mean, because U, is independent of X;. By assumption || f”||oc < 1 and thus
IE [f(X2)] — E[f(X1)]| € $|vs — v1| forall f € F. To see that this upper bound is tight, note that

the inequality is attained for the choice f(z) = 3(z — p)*. [
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Lemma 5 Let P be a distribution on R with mean p and variance v. For all v > 0,
d(P,N (p,v)) < 2d(P,N (1, 0)). (A.18)
Proof By the triangle inequality,
d(P,N (p,v)) < d(P,N(p,0)) + dN (1, 0), N (i, 9)). (A.19)

Noting that the function f(z) = 3(z — u)? belongs to F the first term satisfies d(P, N (u, 7)) >

1|v — ©|. By Lemma 4, the second term satisfies d(A(u, v), N (i, ¥)) = |v — §|. Combining these

inequalities gives the stated result. |

A.3.2. REPLACEMENT METHOD

We assume with without loss of generality that each X; has zero mean and thus &;(0) = 0. For the
purposes of comparison, we define the Gaussian variables

Ui=aZ,  Xi=60U+4&, (A.20)
where &1, ...,&, are independent Gaussian variables with mean zero and variance Var(&;) =

Var(X;) — 62(1) chosen such that X; and X; have the same second moment. Notice that each
U; has mean zero, unit variance, and Cov(U;, U;) = p;;. Moreover, since ﬁ >, X is a Gaussian

variable with the same mean as ﬁ S| X it follows from Lemma 5 that d( P, P) < 2sup rer A(f)

where
A(f)=E [f (;EZXZ) - f (%ZX)] (A21)
i=1 1=1

We use the replacement method to bound the term A(f). Fori¢ = 1,...,n define the hybrid
random variable

1
Si = (A.22)
R DR DI
which excludes the contribution of the ¢th term. Then, we obtain the telescoping sum:
n
=3 A(f), where A(f)=E [f (si + ﬁx) —f (Si + ﬁx)} . (A23)
i=1

The next result provides a useful bound on A;(f) in terms of auxiliary random variables.

Lemma 6 Let (A;, B;) be a pair of random variables that is independent of (U, &;). Then,

A(f)_?;;(IE[B2]+E[(S AN+ VE[(Si — A — BU)]+I;Z'2> (A.24)

where C' is a universal constant and K; = (E [X}] )4,

451



GOLDT LOUREIRO REEVES KRZAKALA MEZARD ZDEBOROVA

Proof
For any real numbers s, x, y, a third order Taylor series expansion of f about s yields

[f(s+2) = f(s+y) — (=) f'(s) = (&® =) f"(s)] < é(lwl3+ YN oo (A25)
Furthermore, for any real numbers a, b, u, we can write

|f(s) = fla+bu)| <|s—a—bull| /'] (A.26)

|£'(s) = f'(a) = buf"(a)| <|s—a—bull[ f"|le + %(bu)zl\f”’\lm (A.27)

£"(s) = f"(@)] < |s = all[ /" [loo- (A.28)

Combining the above displays with the assumption || f” ||, || /" ||cc < 1 yields

F(s+2) = fs+9) < (@ — ) [F/(a) + buf"(@)] + (@~ y*)f"(a) + |2 — y||s — a — bu
1

1
t+gle =yl (bu)? + 2% = [ s — al + < (|2 + »)) - (A.29)

Evaluating this inequality with (a, b, s, u, 2, y) replaced by (A;, B;, S;, U;, — T % X;) and then
taking the expectation of both sides leads to

Af) < —E [Xi - X} E[f'(A)] + g [(Xi —~ Xi)Ui] E [B;if"(A:)]

vn Vn

+ %IE [(X? - Xf)} E [f"(A:)] + \/IEE “Xz' — Xi| |Si4i — BiUi|]

+ 271@ “Xi - Xi|UE} E [B2] + %E “Xf — x2S - Az”

o (BN +E 1), (A30)

Here, we have used the independence between (A;, B;) and (U;, §;) to factorise the expectations. By
the construction of X the first three terms on the right-hand side are zero. Using the Cauchy-Schwarz
inequality and the Jensen’s inequality, the upper bound can be simplified as follows:

\/ (Xi - Xi) [<Sz‘Ai—BiUi>2]+2jﬁ E[(X: - X,2| E [U}] E[B]]
W [~ xR Bls— A+ L (B +E[IGF)). o

From the construction of X; it is straightforward to verify that
E[(Xi- %)% <aik?, E[(x2- %2 <Gkf, (B[XP] +E [IX]) < Cok?

for universal constants C1, Cy, C3, and thus

2

S 2]+ VE[(S; — A; — BU)]+IZZ‘). (A32)

= (2152 +

Ai(f) <
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Finally, by the basic inequality zy < % (z* + y?) we have

K; K?
S — A; —+ E Si — 4:)?], A.33
T VEIS = A < G+ 5B (5~ 497 (A33)
and combining the last two displays gives the stated bound. |

A.3.3. DECOMPOSITION ARGUMENT

In view of Lemma 6, the next question is how to specify the variables (A4;, B;). We use a decom-
position argument that leverages the Gaussianity of U. Let i be fixed and for each j # i define the
Gaussian variables U = Uj — pizUi. Note that U; and U are uncorrelated and thus independent.
Further define V; = (Ul,... U 1,U1+1,.. Un,ﬁl, oy &i-1,&+1, - -+, &n). Then, we can write
Si = gi(U;, V;) where

Gi(Us, Vi) = \an] pisUs + T5) f Z (65U + Tj) +65) . (A3

Jj=1 j=i+1

Since V; is independent of (U;, &;) we can define (A4;, B;) as a function of V. Specially, we define
the variables to be the first and second Hermite coefficients of the mapping u — g;(u, V;):

A =E[S; | Vi] = 6:(0; V}), B, = E[U;S; | Vi] = 4:(1; V;). (A.35)

By Gaussian integration by parts, we can also write B; = E [¢.(U;, V;) | Vi] where g.(u, v) denotes
the partial derivative with respect to the first argument. In conjunction with Jensen’s inequality, we
obtain the following upper bound:

E[B}] = E [E [i(U. Vi) | Vi]*| <E [(g/(Us, Vi))?] (A36)

Lemma7 Let U ~ N(0,1) and let g: R — R be a twice differentiable with E [¢*(U)] < oc.
Then,

E [(g(U) - §(0))%] <E[(4'(U))?] (A.37)
E [(9(U) — §(0) — g(1)U)*] <E[(¢"(V))?] - (A.38)

Proof The first inequality is the Gaussian Poincaré inequality. For the second inequality we use the
Plancherel formula (O’Donnell, 2014, Proposition 11.36) to write

= J R 1
E[(g(U) = 9(0) = g(U)*] = > a(k)* < —= > ¢"(k)* = —=E [(4"(2)) (A.39)
[ ] 2 75 2 el ]
where the third step follows from the relation g” (k) = Vk + 1vk + 2g(k + 2) for non-negative
inters k. |

Using Lemma 7, we obtain
E[(Si — A)*] <E[(d'(U,Vi)?], E[(Si — Ai— BiU)?] <E[(¢"(Ui, V)] . (A40)
Combining Lemma 6 with and (A.36) and (A.40) yields

CK; K?
Ai(f)§ﬁ< [(g}(Ui, V7))? +\/1E "(Ui, Vi))?] + n) (A.41)
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Lemma 8 Under Assumptions 1 and 2,

2

[(QZ(U“VZ Z Pngg

jE[n

2 - . A N
+E Z pij1pij2pj1j20j1(2)Uj2(2)

J1.32€l1]
C%(1+ C?
+7"( ;) ﬁgj (A.42)
jel
2
52 5 6 9 9 - o~ ~
E (9" (Ui, Vi))?] < \FZ pij +— D P PP 0 (3)55(3)
JE[1] J1,j2€[d]
C%(1+ C?
4 (1 L) ﬁ?j (A.43)

jel

Proof Recalling that p;; = p;;1;+; and using the relation 5,(1) = E [a}(U ])} leads to

gz(Uu Vz Z pl] [ + = Z ,0130']

(A.44)
Je[n]
Because the first term has zero mean and the second term is non-random, it follows that
1 - .
Var(gz,’(Ulﬁ Vi) = n Z Pij1 Pija COV(U;’l(UJ)v ]2 Z pljvar )
J1,J2€[4] : j1 772
Expanding the covariance in terms of the Hermite coefficients yields
COV(U;E (Uj), ]2 Z p]ma i U jo () (A.45)
~ o~ o o~ —~
< piin0l iy (K)o (k) + p2 Y o'y, (k)o' 4, (k)| (A.46)
> L5152 51 Jo Pj13a J1 J2
k=1

< 2pj15,0"5, (k)gljz (k) + p?Ijz \/Var(oé‘l(U]i)Var<U§'1(Uj2) (A.47)

where the last line follows from o’ ;(1) = V/25;(2) and the Cauchy-Schwarz inequality. Since
Var(c’;(U;) is equal to zero if o is affine and bounded by C7 otherwise, we can write

C? o C? -
Z Piji Pija P32 071 (2)05 ()‘"7 Z |Pij1Pij2|Pj2'1j2+?JZ ;

Pij-
J1,J2€[i] Ji.g2€l

Var(g;(Us, Vi) <

jel

Finally, by the Cauchy-Schwarz inequality, the second term can be simplified as follows:

~2 ~ 2 ~2
S i, < ¢ > ¢ S LS (A48)
J1,J2€1 J J

1,J2€1 j1,J2€1 jeI
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Using a similar approach for g/ (U;, V;) and noting that gﬁj(O) = v/26(2) and gﬁj(l) =
V66(3) leads to

E [/ (U;, Vi) Z p365(2
\/7]6[1

Var(ggl(Uiv Vl)) = ﬁ Z pzjlpzjg COV( jl(U )7 32 + Z pljvar ,/ )
J1,J2€[1] - 1752

2 2 ~ T 2 -2 =9
<= > Ao (10" 5 + e Z Pijs Pij2Pj g2 + L2 pr
J1,J2€[i] ]1,]261 jeI
" ~ C31+C))
S Z pz]1 pzjzpjlhajl (3)0j2 (3) + % pij
117J2€H Jel
|

A.3.4. FINAL STEPS IN PROOF

In view of (A.23), (A.41), and Lemma 8, we have all the ingredients needed to bound A(f). To
simplify the analysis, observe that the replacement method can be applied with respect to any
permutation 7 of the problem indices [n]. Averaging over all possible permutations of 7 of [n] we
can write

A(f) = % D> Aix(f) (A.49)

™ 1=1

where A; ;(f) is defined with respect to the permuted variables (X (1), ..., Xr(n)). Swapping
expectation over 7 and the summation over ¢, and combining with (A.41) and Lemma 8§ we obtain an
bound that holds uniformly for all i:

1 1C0C, 1 ~
o 2o i) S S | B CRU+ G D B+ yfnda + CR1+ GHC) + C

igel

(A.50)

Noting that Zl jel ﬁ?j < nC’g and simplifying the dependence on the constants C,, C), gives the
stated result. This concludes thee proof of Theorem 3

Appendix B. Conditions for the GET

In this appendix we explore the conditions for the Gaussian equivalence theorem in more detail. For
an N x D matrix A, we define the symmetric N x N matrices p = AA" and p = AAT —1Iy. Then,
the matrices M7 and My appearing in Theorem 2 can be expressed as

M, = 6%(1)Kq1 + 6%(2) Koy (B.1)
My = 62%(2) Koy + 6%(3) Koo, (B.2)
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where
L
K = ﬁ 1Y (B.3)
1 .
Kiz = prop (B.4)
Koy = (pop)? (B.5)
Ko = (po ﬁ)z op (B.6)

These matrices are positive definite by the Schur product theorem (Horn and Johnson, 2012, Sec.
7.5), and thus have positive real eigenvalues. We are interested in how the leading eigenvalues and
eigenvectors depend on A.

To gain insight into the scaling behaviour of the matrices, we consider a setting where the entries

of A are i.i.d. according to
1

where 1 € [0, 1] is a deterministic parameter and {Z;;} are i.i.d. standard Gaussian variables. The
normalisation by 1/+/D ensures that the column norms of A converges to one almost surely as
D — oo.

B.1. Deterministic setting

In the limit where N is fixed and D — oo, it follows from the law of large numbers that p = AAT
converges almost surely to the deterministic N x N matrix given by

p =1y + (1 — p?)Iy. (B.7)

Notice that this is the same matrix given Example 2 with u?> = ¢/+/N. The matrices K;j can be
computed exactly as

4

7
K== ((N—2)1yxny+]1 B.8a
== (( JAnxn + 1) (B.8a)

4

H 2 2

K= = ((N = 2)p*1 + (N =2)(1—p?) +1]I B.8b
2= % (( ) 1w + [( )(1 = 1) + 1]Iy) (B.8b)
Ko = p*N'? Ky (B.8c)
Koy = pi* N2 K. (B.8d)

Since each of these matrices can be expressed as a weighted sum of the all ones matrix and the identity
matrix, their eigenvalue decompositions can be described using using the following elementary result.

Lemma9 If K = alyxy + By for real numbers o, 8 with o > 0, then the leading eigenvector
of K is proportional to the all ones vector and the ordered real eigenvalues \1(K) > Ao(K) >
-+« > AN (K) are given by

_JaN+3, i=1
Az(K)—{B, P> (B.9)
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Table 1: Leading order terms for the eigenvalues of the matrices in (B.8).

Ky, Ko Ko Koo
maximum eigenvalue | p*N3/2  pSN3/2 4 yANTZ U 3N? 0 ON? 4 8N
2nd largest eigenvalue | u*N —1/2 ptN 1/2 ud U N

By Lemma 9, each of the K;; matrices has a leading eigenvector that is proportional to the all
ones vector. Furthermore, the leading order terms in the eigenvalues are summarised in the Table 1
as a function of N and 1. Here, we see that if the mean parameter satisfies 1 = O(N ~#) for a fixed
constant 5 > 1/8 then all of the eigenvalues except for the maximum converge to zero as N — oo.
In other words, the GET holds provided that the weights are orthogonal to the all ones vector.

Evaluating with p? = ¢/ V/N for fixed constant ¢ (or equivalently 5 = 1 /4) recovers the scalings
given in Example 2.

B.2. Fixed aspect ratio

Next we consider the setting where D/N — § € (0, c0). Note that A can be expressed as a rank-one
perturbation of an N x D matrix with i.i.d. entries. In the high dimensional setting N — oo, the
asymptotic distribution of the singular values and singular vectors are given by Benaych-Georges
and Nadakuditi (2012). In particular, the maximum eigenvalue satisfies

(1—p* +p*N)(1 = p?) /s +p?>N)  p?N

M(AAT) N Lol , (B.10)
(1—u?) (1 + \/1/5) , otherwise

and the asymptotic empirical distribution of the remaining eigenvalues converges almost surely to
the Marchenko-Pastur distribution. Based on these results, the leading order terms in the first and
second eigenvalues of K, satisfy the following bounds almost surely:

M (K1) =0 ([5—1 + 07 2NTY2 4 M4N3/2> (B.11)

No(K11) = O ([5*2 N /f‘]N’lﬂ) . (B.12)

Notice that the § — oo limit of these conditions recovers the scaling given in Table 1.

The scaling behaviour of the matrices K2, K21, and Ky is more difficult to characterise
theoretically because these matrices involve the Hadamard product of random matrices. In the
following section we explore their behaviour numerically. For fixed 6 and 1 = O(N~?) we make
the following observations:

* Fig. 5 shows the empirical scaling of the eigenvalues for the case ;x = 0 (which corresponds
to Example 1) and = O(1/+/n). In both cases, we see that all of the eigenvalues converge
to zero expect for the maximum eigenvalue of Ky; which is order one. Moreover, the rate of
convergence appears to be the same for these two cases.

* Fig. 6 shows the empirical scaling of the eigenvalues for 5 € {1/5,1/6,1/7,1/8}. For
B > 1/6 the second largest eigenvalues of all matrices appear to be decreasing with V.
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K, 8=1/2,8=00 K, 6=1/2, =00 K, 6=1/2,8=1/2 Kip, 6 =1/2,8=1/2
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Q
']
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10? 10° 10 10? 10° 10* 102 10° 104 10
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/
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10° 104
N
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Figure 5: Scaling of eigenvalues in the K matrices. The black line is maximum eigenvalue \;. Blue
lines are \; for i € {2,6}. The red line is the correlation with the all ones matrix; when
this value is close to the maximum eigenvalue it means the leading eigenvector is close
to the all ones vectors. The left panel is the case © = 0 and the right panel is the case
p=O0(N"?),

However, for 5 = 1/7 the eigenvalues in K12 do not appear to be decreasing (at least for the
scale of IV shown) and this suggests that the conditions on y needed to ensure convergence are
more stringent then in the deterministic setting (5§ — oo) for which the condition § > 1/8 is
sufficient.

Appendix C. Derivation of the equations of motion of Sec. 3.1

Here we give a detailed derivation of the equations of motion that describe the dynamics of the
two-layer neural net studied in Sec. 3.1. We refer to this section for a detailed description of the
setup. The GEP allows us to express the prediction mean-squared error pmse as a function of the
second-layer weights v and ¢ as well as the second moments of (A, v), which we can write in terms
of the covariance matrices €);; = Ez;2; and ®;,. = Ex;c, as

N
1 11
QM =E NN = ¥ > wiQuuk, R =EMNVT = — = " whe,a”
i?j
(C.1)
D
1
T =REu™" = =) @)
D s

We will adopt the notational convention for tensors such as Q*¢ that extensive indices (taking values
up to D, N) are below the line, while we’ll use upper indices when they take a finite number of values
up to M or K. The challenge of controlling the learning in the thermodynamic limit will be to write
closed equations using matrices with only “upper” indices left. Finally, we will adopt the convention
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Figure 6: Same as in Figure 5 but with v = O(N ") for 3 € {1/5,1/6,1/7,1/8}.
that the indices j, k,¢,¢ = 1,..., K always denote student nodes, while n,m = 1,..., M are
reserved for teacher hidden nodes.
Rotating the dynamics The first step in the derivation is to rotate the order parameters into the
basis given by the eigen-decomposition of the covariance matrix with eigenvalues p., and eigenvectors

1, that are normalised as » _1r;1,; = Nd;j and ), ¢ri11; = NO.-. We can then re-write the
“teacher-student overlap” R (C.1) as

1 ~
km __ ktm
R = 7\/5]\7 E rr’ (C.2)

where we have introduced the student and teacher projections

1 - 1 5 3 _
rk = Nici > pnwf,  Tr= N S n@l,  of =) B (C.3)
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Note the normalisation (or lack thereof); this is due the fact that ®;, = Ex;c, ~ O(1/v/N). The
student-student overlap becomes likewise

1
Kl _ ke
QM=+ §T p AT, (C4)
and we also introduce a new teacher-teacher overlap, which is given by
- 1 o 1 - -

This order parameter can be interpreted as a teacher-teacher overlap with the teacher weights “rotated”
by [@TCIJ] .o This is a key observation: having the teacher act on the latent variables means that
instead of having the actual teacher-teacher overlap, the student also sees a rotated version, rendering
perfect learning impossible.

Teacher-student overlap To analyse quantities that are linear in the weights, such as the teacher-
student overlap R*™, we have to analyse the SGD update

K M

drk = —\/Lﬁvk 3wl AR kBt S grenk | (C.6)
J#k n

We will use dto denote the change in time-dependent quantities during one step of SGD. We have

defined the following averages

A =Eg(N)g (A6, B =Eg(\")gd(\")B,,  CHF=Egw")gd(\)s,. (CT)

where we have introduced the projected input

_ 1 .
By = W;wnxz. (C.8)

As we discussed in the main text, there are now two crucial facts that make computing these averages
possible. The online assumption asserts that at each step 1 of SGD, the input z, used to evaluate the
gradient is generated from a previously unused latent vector c,, which is uncorrelated to the students
weights at that time. We also assume that the K + M variables {\¥, ™} are jointly Gaussian, making
it possible to express the averages over {\¥, ™} in terms of only their covariances, and hence later
to close the equations. For the special-case of a single-layer generative network, Theorem 2 gives
us verifiable conditions on the weights of the generator under which this holds. Using a simple
Lemma 10 to evaluate the averages (C.7) yields

A = g - @y (QE [ ORXa)] B [W3r] — QUE [ (34N g0)] B [X5,]
~QUE [f (W)X g(V)| E (V5] + QUE [¢(W)Ng(V)| E [V5,]),
(C.9)

and similarly for B¥ and C*. At this point, it is convenient to introduce a short-hand notation for the
three-dimensional Gaussian averages

Iy(k, j,n) = E [¢ WFING0m)] (C.10)
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which was introduced by Saad and Solla (1995a). Arguments passed to I3 should be translated into
local fields on the right-hand side by using the convention where the indices j, k, ¢, . always refer
to student local fields M/, etc., while the indices n, m always refer to teacher local fields v", ™.
Similarly, I3(k, j,j) = E [¢/(A\*)X g(\7)], where having the index j as the third argument means
that the third factor is g(\’), rather than (™) in Eq. (C.10). The average in Eq. (C.10) is taken
over a three-dimensional normal distribution with mean zero and covariance matrix

Qkk ij Rk:n
O (k,jn)= QW @ii R"|. (C.11)
Rkn Rjn Tnn

There are now two types of averages remaining. We first have E\*3, = 1/v~Np,T*, and, likewise,
Ev"B, =1/V6N F" Putting everything together, we can write down the evolution of T'* and identify
the equations h(l) etc. We have

drk = _N“k pry [Ffvjhlff)(Q) + v]Fihg)(Q) + pr " Thh {5 (Q)
7k (C.12)

- Z [pm"rih%@,m”) ﬁ*”r"h #(Q, R, T>D

where we have introduced the auxiliary functions h(3) = I3(k, k, k)/Q** and

Q]]I3(k7 k?]) - Qk]I3(k7.77]) Qkk13(k7.77]) - ijl3(k> kv])

kj _ kj _
h(l)— R QiT — (OF)? h(2)— B QiT — (OF)? (C.13a)
T I5(k, k,n) — RF"I5(k,n,n Q" I3(k,n,n) — RF"I3(k, k,n

Qk‘ann _ (Rkn)Q Qkann _ (Rkn)Z

Introducing order parameter densities We are now in a position to write down the equation
for R*™ Performing the sum over 7 in Eq. (C.12), two types of terms remain. For the first four
terms, we are left with the sum p-TET™ . This term cannot be reduced to an order parameter in a
straightforward way. Instead, we can make progress by introducing the continuous function:

= ——ZF’“F’” 1(pr € [p,p+ep)), (C.14)

where 1(-) is the indicator function which evaluates to 1 if the condition given to it as an argument is
true, and which otherwise evaluates to 0. We take the limit €, — 0 after the thermodynamic limit.
Then we can rewrite the order parameter R*™ as an integral over the density r*, weighted by the
spectral density of the covariance €2;;:

1
=—[d " (p). (C.15)
= [ anale) 7 (0)
For the final term in eq. (C.12), we introduce the density
~ 11 ~ -
" (p)=——= > T2 1(pr € p,p+epl), (C.16)
ep N &

which allows us to write the first equation of motion, which we state in full in eq. (22).
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Student-student overlap It is also convenient to re-write the student-student overlap as an integral
Q" = [ aua(p) (o) (€17)
over a density ¢*(p) that is defined analogously to 7*(p),

11
*(p) = . Zr’“r‘f €lpp+e), (C.18)
o N 2

The part of the time-derivative of qkl (p) that is linear in I'; can be obtained directly from eq. (C.12)
as for R*¥™. For the quadratic part, we have to leading order in N

2 .
WN Z VR E AZg' (AF)g' (N B2 = 2 0P B A% (AF) g (AF) (C.19)

where we used that E 32 = p, and we have defined v = Y__ p, /N, which is a constant of the motion.
The remaining averages of the type E A2¢’(\F)g’(\?) can again be expressed succinctly using the
shorthands Saad and Solla (1995a)

Li(k,,j,m) = E |g/(X)g (W)gV)gv™)] (€20)

that use the same notational conventions as for /3. Putting it all together, we obtain the equation of
motion (20) where we have introduced a final auxiliary function,

K
h%(@, R, T,v,0) = Z v Iy (k, 0, §,1)
Jst

K M
=2 > Wi Ik, £, §,m) Z oo™ Iy (k, 0, n,m). (C.21)
J m

Second-layer weights Finally, we treat each of the second-layer weights of the student v as an
order parameter in its own right. Their equations of motion (23) are readily found from from their
SGD update (6)and require only the auxiliary funciton h’(“%(Q, R) = E [g(A\*)g(v™)] using the

same convention for the subscript of h’(“% that we used for the integrals I3 and I,.

A simple lemma The derivation of the dynamical equations uses a simple Lemma that we recently
used to analyse single-layer generators Goldt et al. (2020). To be as self-contained as possible, we
repeat the Lemma here, and refer the interested reader to their paper for the proof.

Lemma 10 Suppose you have T random variables x*, . ..« with jointly Gaussian distribution
p(zt, ..., 2T). We assume that the distribution has zero first moments that the second moments
matrix ¢'' is positive definite. Suppose that an extra random variable y is jointly distributed with the
zt, ..., 2T and has mean zero, a finite variance (y*), and correlations (z*y) which are O(1/v/'N).
Then for any two functions ¢(x', . .., x1) and ) (y) that are odd in each of their arguments, we have,

to leading order when N — o0:

s ()
> (y?)

(@'o(z',....2")) (y(y)) (C.22)
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Figure 7: Theory vs experiments for online SGD with increasingly large students. We trained
students with K hidden neurons on teachers with M/ = K neurons with inputs coming
from a single-layer generator (12) with random weights. D = 500, N = 1000,9™ =
1,7 =0.05,g(x) = §(x) = erf(x/\/2), integration time step dt = 0.01.

C.1. Increasing the number of neurons

The dynamical equations we derived in this section are valid for any finite M, K after letting N — oo.
For the simulations, it is thus natural to ask up to which number of neurons the equations accurately
predict the dynamics for fixed N. We tested the accuracy of the equations by focusing on the
single-layer generator (12) with D = 500, N = 1000. In this case, the Gaussian Equivalence
holds rigorously thanks to Theorem 2, so as we increase M, K, we can expect deviations between
theoretical predictions from the dynamical equations and simulations to arise only due to problems
with the equations, rather than problems with Conjecture 1. We show the results of such an experiment
in Fig. 7.

Appendix D. Replica analysis

In this Appendix we give the main steps in the replica derivation of the result in Section 3.2 for the
full-batch learning. Our analysis, however, is restricted to the K = M = 1 case.

Setting:  Consider the supervised learning problem introduced in Section 1 with K = M = 1. In
this case, the model y = ¢y (x) is simply a generalised linear model with parameter w € R:

i=infa) =g (e w) (0.1)

Similarly, we assume data in independently sampled (i, y) ~ ¢ from the generative model introduced
in eq. (2) with M = 1, which is equivalent to:

y:%(c):g(\/lﬁc'ﬁ)) , x =G(c), c~N(0,1p) (D.2)
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where G : RP — R is a deep generative network as introduced in eq. (1), ¢ is the latent variable
and w ~ Py are a fixed set of weights. Different from the online analysis, here we are interested in
characterising the generalisation performance of this model when trained on a batch of T" independent
samples from ¢. Let Dp = {x*, y“}E:1 denote this training set. Training will consist on finding the
set of weights @ € RY that minimise the following empirical risk:

A
W = argmin E Lyt xt - w) + §H'wH§ , (D.3)
weRN p=1

where £ is a generic loss function and we have added an {2 penalty with strength A > 0. Our aim is
to characterise the prediction error on a fresh set of samples x,y ~ ¢,

€9 = E(ay)~q PMse(y, §(x)), (D.4)

in the high-dimensional limit where NV, P, D — oo while the ratios « = T'/N (the sample com-
plexity) and v = D/N (the compression rate) remain fixed. The key observation in our analysis
is that precisely in this limit the asymptotic generalisation error can be fully characterised by only
three scalar parameters (p, m*, ¢*). Indeed, the Gaussian Equivalence Property (GEP) introduced in
Section A allow us to write

lim ¢, =K, (§(v) — g(\))? (D.5)

N—oo

*
where (v, \) ~ N(0,X) are jointly Gaussian random variables with covariance ¥ = < P N m*>
m q
given by:
Lo * [P * P A
pP= 5”“’”27 m' = ——w %w, q = Nw Quw (D.6)

with ® = Ecxze’ € RV*P and Q = Eqza " € RY*N being the exact covariances of the data. Note
that p is completely fixed by P. The replica analysis will give us (m*, ¢*).

D.1. Replica analysis

The first step in the replica analysis is to define the following Gibbs measure over R :

1 zay#w“ww Zw} 1 L —ﬁny”w“w) oA
pg(w) = Z—e = — H He 7 Wi D.7)
B Zs =1 i=1
P, Py

where the normalisation Z3 is known as the partition function, and is a function of the training
data D. The factorised densities P, and P, can be interpreted as a (unormalised) likelihood and
prior distribution respectively. Note that if we knew how to sample from p5, we would be able to
solve eq. (D.3), since in the limit 3 — oo, the measure ug concentrates around solutions of this
minimisation problem. The replica analysis consists in computing the averaged free energy density

. 1
ﬁfﬂ = ]\}gnoo NED log Zﬁ (D.S)
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with the replica trick:
log Z li ! orZj (D.9)
(6] = l1im - . .
& <6 e p

Linearising the logarithm allow us to average Zj; over the dataset explicitly. As we will see, once
this average is taken, Zg which is a priori a high-dimensional object (defined in terms of integrals in
R™) factorise into a simple scalar quantities that will give us access to (m*, ¢*).

Averaging over the data set:  The average over the replicated partition function is explicitly given

by:
T
EDZT = /dy”/ dw Pu*, / dw* P
s g RD ( RN xr H

A (v I (y“"”%"”)]

()
Note that since " = G(c") the average in (x) defines the joint probability between the random
variables v, = % and \j, = w%a The Gaussian Equivalence Principle states that for certain
architectures G, the random variables (v, A{, ) are asymptotically jointly Gaussian, with zero mean

and covariance matrix given by:

X Ecu

m(l
sab _ ( n{j@ Qab> , (D.10)
where the so-called overlap parameters (p, m®, Q) are related to the weights b, w:

1, . 1 . 1
E [uﬁ] = 5||w||§, m*=E [)\Zuu] = \/ﬁw‘ﬂ{)w, QP =E [)\Z)\Z] = Nw"TQ'wb

where all the information about the architecture of the generative network « = G(c) is contained
in the covariance matrices €2 = E,. [:cccT] RN*N and & = E,. [.’BCT] € RV*P_ We can therefore
write the averaged replicated partition function as:

T
i f for oo [ (ffwe o) stsiars o
pn=1

Rewriting as a saddle-point problem: The next step is to free the overlap parameters by intro-
ducing delta functions 6 (Dp — ||w]|3), & (\/ NDm® — w“@zb), 5 (NQ™ — w " Quw"). Inserting
in eq. (D.11), swapping the integrals and going to Fourier space allow us to rewrite:

ab ab
EDZ/g _/ dpdp/ H dm dm® / H dQ dQ D™ (D.12)
T R'rX'r

1<a<b<r

p
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where we have absorbed a —i factor in the integrals' and defined the potential:
(I)(r) _ —7,0[5 _ ﬁzmama _ Z Qaanb + Oé\I’?(f)( Qab) + \If( (A ~a Qab)
a=1 1<a<b<lr

witha =T/N,~ = D/N and:

T ~
p||w||§+ > mtwt Tewt Y Q%w TQw?
<b

71 d Pw* d a=1 1<a<b<r
e [ s @) [ T[ e
log/dy/duP (ylv /HdAaP (y|AY) N (v, A%; 0, £%) (D.13)

In the high-dimensional limit where N — oo while « = T'/N and v = D/N stay finite, the integral
in eq. (D.12) concentrate around the values of the overlaps that extremise @) and therefore we can
write:

1 N
Bfp =~ lim —extr @) (e, Q" p,m, Q") (D.14)

Replica symmetric ansatz:  Finding the overlap configuration that minimise ®(") is itself an
intractable problem. In order to make progress, we restrict the extremisation above to the following
replica symmetric ansatz:

m® =m, m* = m, fora=1,...,r
1
g =, cj‘w:—if, fora=1,...,r
Q“b =gq, Q“b =q, forl<a<b<r (D.15)

Inserting this ansatz in eq. (D.13) allow us to explicitly take the 7 — 07 limit for each term. The first

three terms are trivial. The limit of \115") is cumbersome, but it common to many replica computations
for the generalised linear likelihood P,. We refer the curious reader to Gerace et al. (2020) for more
details, and write the end result here:

_ 2
T, = lim ) = Eg[/ﬂ@dy%( ﬁfp—q>log2<y,f£ V)} (D.16)

r—0+t T

where £ ~ N(0,1), V =r — g and:
dx _ (== W>2 d,]j‘ (z—w)

Zy(y,w,V) = e” v P,(ylz), Z,(y,w,V)= e~ 2VP x) (D.17
S V) = [ o SR, Zwe) = [ S ,(ul) D.17)

Note that as in Gerace et al. (2020), the consistency condition of the zeroth order term in the free
energy fix the parameters p = Ep_w and p = 0. The limit of \Ilq(,f Vis slightly more involved. First,

inserting the replica symmetric ansatz allow us to write:

-1 dtis P,y (1 d
wou [ @) [ TTawr o

~ T T T
% 3wt TQwem 3 we T ®w+§ S w* ' Quwb
a=1 b=

a=1 a,b=1

(D.18)

1. This won’t matter since we will be only interested in the saddle-point of the integrals.
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where we have defined V = + 4. Now using that:

e % 1 —

§ zT: we T Qb JeTQl/2 i w?
b= E¢ |e a=1 (D.19)

for & ~ N(0,1y), we can write:

1 ~ ~ - _V,.,aT a aT 1/2
(ry _ a Y weTQuwr+w mPw+GQ/ =€
v = N log /RD dw Py (W) | | /RN dw?P, (w®) Eg [ P ( q )}

1 . o r
= log e / WP, (1) [ / dw P (w) ez et (e 25)] (D.20)
R R

and therefore:

U, = lim 200 = —Egﬁ,log dw P, (w) e~ 5w Qwrw’ (m®o+i2'/%€) oy
r—0t T N ® RN

Summary: The replica symmetric free energy density is simply given by:

1 1
Bfs = q?fgrm {—2rf' — ich +mim — ¥, (r,m,q) — ‘Ilw(f,fn,cj)} (D.22)
where
fsz wtw | (mPw+¢NL/2
\Pw—]\}gnooN]Egﬁ,log dw P, (w)e 7% Wt (mow+qQ!/2%¢)
~ m2
= K¢ [/ dy Zy< —&p— ) log Zy(y, V4§, V)} (D.23)
R "V
and
dz (73—“’)2 ~ dx _ (z— w)
Z,(y,w, V) = 22 Pyylr), Z,(y,w,V)= v P,(ylz) (D.24
e Sole). 2 V) = [ oo TR ) 24

Simplifying ¥,,:  The result summarised above holds for any P, and Py, but can be considerably
simplified in our case of interest eq. (D.7) where these densities are Gaussian. Indeed, we can
integrate w explicitly in ¥,, to get:

/ dw Pw(w)e_%“’TQerwT(mq”z’“@ﬂl/%) = / (2d1)1;/2 e~ 3w (BAN+VQ)wtw! (mdw+/G0'€)
RN RN Y

exp ( (m®w + /GL2¢) (BAIN + VQ)il (s + \/Zml/?g)T)
\/ det (BAIN + VQ)

where we have included a convenient rescaling of P,,. We can now take the log and average the
resulting expression explicitly with respect to Py = N(0,1y) and & ~ N(0,Iy). After some linear
algebra manipulation, we can write the result (up to the limit) as:

(D.25)

U, = —ﬁ tr log (6)\IN + VQ) + % tr {(m%qﬁ n qn) (BAIN + VQ)_I] (D.26)
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D.2. Saddle-point equations

In order to find the set of overlaps (r*,7*, ¢*, ¢*, m*, m*) that solve the extremisation problem
in eq. (D.22), we look at the gradient of the replica symmetric potential. This give us a set of
self-consistent equations known as saddle-point equations.

First, taking the gradient of W,, with respect to (r, ¢, m) and recalling that V' = r — ¢:

. 0,22
0,0, = —E; / dy 2,
® Z

)

, 0V, =K [/R dy zyfj] , Oy, =E¢ [/R dy awéyfy]

where f, = log Z,. Now looking at the gradient of ¥,, with respect to (7, ¢, m) and recalling that
V=r+4¢q

9, Wy — —% tr (ﬁ/\IN + VQ) o- " tr (BAIN + VQ>_2 00D — % tr (BAIN + VQ) o
0,0y, = —;’f] tr (B/\IN n VQ) 00d T — 2?\[ tr (6)\11\7 n VQ) 02
Oy = = "o (BAIN + VQ) o (D.27)

Putting together give the following set of self-consistent saddle-point equations:

V = B [ fp dy Z,0.,] V=t (BALy + VQ)*l 0
i = s [fR dy vaﬂ q=2tr [((jQ +m20e ") Q (5)\IN + VQ)_2]
n= =k [fR dy 8wz~yfy] m = \F trod " <B)\IN + VQ) B

(D.28)

where we used 8, fy = Z,'02Z — f7. To take the 5 — oo limit explicitly, we look at the following
ansatz for the scaling of the order parameters:

*=pV 9 =q m> =m
N 1. 1 1
Ve =V i® = —q m> = —m. (D.29)
B 3 B

With this scaling, we can easily get rid of the 5 dependency in the equations for (V, ¢, m). For the
(V,§, 1) equations, we note that:

dz  _(e-va? _ de 8| CfZ9% iy )
Zy(y, /36, V) = \/We S e BlyT) _ \/We [ v ] (D.30)

and therefore when  — oo, Z, is dominated by the exponential of the values that minimise the
argument in the exponent, which is the proximal operator associated to the loss ¢:

(=L

n(y,w, V) = argmin | —

+ £ (y, x)] (D.31)
zeR
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Figure 8: Theory vs experiments for online SGD with deep, pre-trained dcGAN of Radford
et al. (2016). (Left) The top four rows show images drawn randomly from the CIFAR10
data set, the bottom four rows show images drawn randomly from the pre-trained dcGAN.
(Right) Same plot as Fig. 2 when inputs are drawn from the pre-trained realNVP. D =
N =3072,M = K =2,9" = 1,71 = 0.2, g(x) = §(x) = erf(x/+/2), integration time
step dt = 0.01.

Finally, in the 5 — oo limit the saddle-point equations can be written as:

V= ak [fun 2, ()] (v=hu(aveve) o
Q=B |[oay 2, (52)] g=ttr [(ch + 12007 Q (Ay + Q) _2]
= e [ fy dy 2, (%52)] m= i tr @@ T (Aly + f/Q)f1

(D.32)

where we have dropped the -*° superscript to lighten the notation. This is the expression quoted
on the main text. Note that for convex loss functions, the problem in eq. (D.3) is strongly convex,
and therefore admit one and only one solution w. This implies that the solution for the overlaps
(m*, ¢*) found by iterating the saddle-point equations above necessarily coincides with the overlaps
appearing in the expression for the generalisation error given by eq. (D.5). This means that the
replica symmetric fully characterises the generalisation performance in the convex case.

Appendix E. Further experimental results

Results for online SGD with the pre-trained dcGAN We also compared the dynamical equations
to simulations in the case of the dcGAN pre-trained on CIFAR10 images, see Fig 8. We see that in
this case, the equations capture the evolution of the pmse well and exactly predict the evolution of
the second-layer weights v. This is a crucial result, since we obtain these predictions from analytical

469



GOLDT LOUREIRO REEVES KRZAKALA MEZARD ZDEBOROVA

@ 193 (b) N
, 0.6 | + pmse(0,06)
. .10
2 2 0.4 \+‘H=H
3 CU
= =
1
Z1o 100 02
0.0 |
0 10 20 0 500 1000 10° 10° 10 10° 10 10
steps /N steps / N
P P
(c) (d) u R
3 T : 2 ++_H_ ++—|—
108 1o 02 e +++ 0.5 N
g g 21T 4 + N
202 g T I
g10 g oo -
L £ 10! . -0.5
= - e
10t ++'+++++—++ -1.0
0 1 2 0 50 100 150 100 102 10 100 102 10
o ) steps /N steps / N

Figure 9: The impact of the spectral density of the input-input covariance on learning. (Lef?):
Spectral density of the average covariance matrix of inputs drawn from four generative
models: (a) Random fully-connected network of Fig. 2, (b) fully connected generator with
inverse weights (see Sec. E), (¢) dcGAN with random weights, and (d) dcGAN trained
on CIFARI10. (Right): We compare theory vs simulation for the training of two-layer
neural network on inputs x drawn from a two-layer, fully connected generative network
where the weights of the second layer are the matrix inverse of the first layer, Eq. (E.1).
D = 5000, N = 5000,M = K = 2,o™ = 1,n = 0.2,g9(z) = j(z) = erf(z/V2),
integration time step d¢ = 0.01.

expressions for the functions h’(“% and h’(“g) that are only valid if the GEP holds. One can therefore
interpret the correct predictions for v based on the GEP as experimental evidence that the GEP
holds for this pre-trained convolutional generators. The results for the order parameters () and R
reveal larger fluctuations after about 100N ~ 10° SGD steps, for example for Q'! (blue line in top
right plot). One source of error here is numerical and due to the small size of the teacher network
(D = 100) to which we are comparing a theory that holds asymptotically, i.e. when N, D — oc.
Such a small teacher would lead to deviations from the ODEs due to finite-size effects even for i.i.d.
Gaussian inputs. To confirm that these deviations are finite-size effects, we also verified our theory
for a different class of generative model, the aforementioned normalising flows, who have a larger
latent dimension D. As we see in Sec. 4.3, the ODEs perfectly agree with simulations for this model
with larger input dimension.

Generative model with strongly correlated weights Finally, we also constructed a generative
model with strongly correlated weights where there exists a dominant direction in the eigenspace
of the input-input covariance matrix {);; = £ z;z;. We took a fully connected generative network
G : RN — RV, with two layers of weights A’ € RV*N and A2 € RV*N, We drew the elements
of A! element-wise i.i.d. from the standard normal distribution, whereas the second-layer weights
A% = inv(A'). After each layer, we used the sign activation function, so the generator’s output
function can be written as

z = G(c) = sign (inv(A4")sign (A'c)) (E.1)
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On the left of Fig. 9, we show the spectra of the covariance matrices of various generators. The
leading eigenvalues are smallest for generators with random weights, such as the fully-connected
single-layer network (12) (a) and the dcGAN with random weights (c) that we used in Fig. 2. The
pre-trained dcGAN has a leading eigenvalue that is about an order of magnitude larger (d). The
generator with inverse weights (E.1) has an eigenvalue that is yet another order of magnitude larger.

The particular weight structure of the “inverse” generator also has a strong impact on the dynamics
of a two-layer network trained on its data, as we show on the right of Fig. 9. Notably, the length of
the weight vectors grows exponentially for a large portion of training time, while the second-layer
weights go to zero. We observed this behaviour consistently over several runs of this setup with
different weights for the teacher, generator and different initial weights for the student in each case.
Characterising the impact of a dominant direction in the data on the dynamics of two-layer neural
networks is an intriguing challenge that we leave for future work.
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