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ABSTRACT

3D free boundary equilibrium computations have recently been used to model external kinks and edge harmonic oscillations (EHOs),
comparing with linear MHD stability codes, and nonlinear analytic theory [Kleiner et al., Phys. Plasma Controlled Fusion 61, 084005
(2019)]. In this study, results of the VMEC equilibrium code are compared further with nonlinear reduced MHD simulations, using the
JOREK code. The purpose of this investigation was to understand the extent to which the modeling approaches agree, and identify the
important physical effects, which can modify the dynamics. For the simulated external kink, which is dominated by a single toroidal
harmonic, good agreement is found when a large Lundquist number is used in the JOREK simulation, such that resistive effects are sub-
dominant. Modeling EHOs where multiple toroidal harmonics are linearly unstable, the saturated perturbation observed can differ in the
dominant toroidal harmonic. On the ideal timescale, a n¼ 2 EHO is observed in JOREK, while the saturated perturbation predicted by
VMEC is a n¼ 1 mode. Extending simulations into timescales where resistive effects can play a role, similar n¼ 1 perturbations can be
found. The coupling of different linearly unstable toroidal harmonics in the JOREK simulation broadens the magnetic energy spectrum and
ergodises the plasma edge region, resulting in a more localized pressure perturbation. These effects are not observed in VMEC, because
closed magnetic flux surfaces are enforced. Despite the sensitivity of JOREK results on the assumed resistivity, saturated states can be found
using both approaches that are in reasonable agreement, even for this more advanced case.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0090008

I. INTRODUCTION

Over the past 10 years, there have been considerable efforts to
model nonlinearly perturbed tokamak equilibria.2,3 Such configura-
tions start out as axisymmetric equilibria that are then driven to a
non-axisymmetric state either by MHD instabilities, which are typi-
cally radially localized near the plasma edge, or by resonant magnetic
perturbations. The perturbed equilibria are attractive, because the
modest increase in particle and thermal transport limits the pedestal
build up, and the onset of type I ELMs in H-mode discharges, while
maintaining good confinement across the edge region.

Numerical simulations of weakly 3D equilibria can provide
insights into how to reach attractive perturbed tokamak states. There

are several approaches to modeling this problem, making use of equi-
librium, linear, and nonlinear MHD codes.2,4 The most physically
accurate description should be the use of nonlinear MHD codes, but
the uncertainty in the prescribed diffusive parameters applied in these
codes can make it difficult to find a physically meaningful perturbed
equilibrium state. This is because these parameters modify the trajec-
tory of the simulated plasma toward a nonlinearly saturated state.
Linear MHD codes can characterize the initial response of the plasma
to MHD instabilities, or resonant magnetic perturbation (RMP) coils,
but the final displacement of the nonlinear state remains somewhat
arbitrary. Ideal MHD equilibrium codes like VMEC5 enforce the pres-
ervation of nested flux surfaces, which can be a severe limitation to
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their physical validity in this context. Extensive cross-code validation
studies of RMPs4,6 on the DIII-D tokamak suggest that the differences
found between VMEC and other models are mainly due to poor reso-
lution of localized currents at low-order rational surfaces.7,8

On the other hand, VMEC is commonly used in RMP studies as
a first-order approximation,9 and the expected ideal screening on reso-
nant surfaces has been observed in VMEC solutions, despite resolution
constraints.10 With respect to MHD instabilities, which are not exter-
nally driven by RMPs, previous studies using the code have been suc-
cessful in identifying saturated core (1, 1) ideal MHD instabilities.
Similar saturated core instabilities have been observed on the NSTX
and MAST tokamaks.11,12 The helical core instabilities found using
VMEC have been linked to the experimentally observed “snakes” in
JET,13 and stationary states near to the MHD stability threshold of
sawtooth crashes.14 The equilibrium approach has been compared
with results of nonlinear simulations using XTOR,15 showing reason-
able agreement between the different approaches, when ideal MHD
assumptions are used in the nonlinear code.16 Following this study,
the different modeling approaches were linked to experimental results,
where it was shown that the imposed ideal MHD assumption was
valid for experimentally observed modes in TCV.17 This implies that
the equilibrium approach can be used for more advanced, experimen-
tally relevant studies, considering confinement in the presence of satu-
rated MHD instabilities.

More recently, external instabilities such as edge harmonic oscil-
lations (EHOs) have been investigated using the free boundary 3D
VMEC equilibrium approach.18 EHOs are typically interpreted as
benign low-n kink/peeling modes that are localized in the plasma edge
region.19 They are generally observed during quiescent H-mode (QH-
mode) operation, first demonstrated on the DIII-D tokamak.20 The
QH-mode successfully avoids type-I ELMs, while maintaining good
thermal confinement, and impurity control, offering an attractive
operational scenario for future devices. For this reason, understanding
the mechanisms behind EHOs is important for optimizing the QH-
mode and reaching improved confinement scenarios.

Modeling of EHOs using VMEC was progressed further in Ref. 21
where the amplitude of the VMEC perturbations was compared with an
analytical description of non-linear external kink modes. Key to this
work was the conversion of the VMEC spectra into straight field line
coordinates, and the construction of associated Fourier spectra. It was
found in Ref. 22 that these current-driven modes disappear for more
realistic equilibria, which include a separatrix, but it was confirmed
using the KINX code23 that the pressure-driven exfernal (external–
infernal24) modes robustly continue to exist. It has been shown in
previous studies that exfernal modes can be distinguished from current-
driven external kinks by their pressure drive in regions with low
magnetic shear. This drives instabilities of the infernal kind, and thus
generates strong poloidal mode coupling between neighboring rational
surfaces.22 As such, even when the edge safety factor is only slightly
above a given rational surface q ¼ q0, a ðnq0 þ 1; nÞ external perturba-
tion can still be observed. The application of straight field line coordi-
nates in Ref. 22 demonstrated that exfernal modes have a dominant
poloidal mode number, and this in turn enabled the comparison of
mode structures and existence conditions across VMEC-3D equilibria,
KINX linear code with separatrix and linear analytical exfernal modes.

While these results are encouraging, a comparison with a nonlin-
ear MHD code for these external modes is desirable to clarify whether

nonlinear effects do not influence the results significantly. This com-
parison is important, because, unlike RMPs, where the nonlinear state
is driven externally, and internal modes, which are dominated by the
(1, 1) internal kink instability, external modes are often global, and
governed by multiple linearly independent modes. In such a way,
external MHD instabilities are expected to be more challenging to
model using VMEC, because the global nature of the mode increases
the threat of nonlinearly triggering additional MHD activity, and there
are likely to be multiple competing solutions for the nonlinearly satu-
rated state, each governed by a different dominant toroidal harmonic.
Nonlinear triggering has been observed in previous simulation studies
of ELMs25,26 and has been shown to be important in determining the
dominant toroidal harmonics contributing to the ELM crash. As these
dynamic effects are not captured explicitly by the VMEC model, con-
firming that a saturated state is also obtained using a nonlinear code,
and that the nonlinear structure is similar to the VMEC result, is con-
sidered instructive.

The nonlinear MHD code JOREK1 is suitable for a comparison
with VMEC results. By coupling JOREK to the STARWALL code,27

free boundary MHD activity can be modeled. Using this approach,
experimental observations of EHOs have been reproduced in past
studies.28,29 In this paper, we focus on the comparison of saturated
external modes in tokamak equilibria observed using JOREK and
VMEC, to further understand the region of validity of both approaches
for modeling ideal MHD external modes and the extent to which
results of the two approaches agree. In particular, the influence of vis-
coresistive effects and diamagnetic flows are studied in the JOREK
simulations to understand the influence they can have on the nonlin-
ear dynamics. The results may be used to gain an understanding of
how the MHD activity is modified as the assumptions of VMEC,
namely, ideal MHD and closed magnetic flux surfaces, are relaxed.

The rest of the paper is outlined as follows. In Sec. II, the numeri-
cal methods used in JOREK and VMEC are described, paying particu-
lar attention to the conditions for the VMEC computations to be
physically valid. A (5, 1) external kink is then modeled in Sec. III. For
this simple case, where the linear dynamics are governed by the n¼ 1
toroidal harmonic alone, good agreement is found between the two
codes when the assumed Lundquist number across the plasma region
in JOREK is sufficiently large, such that the dynamics can be expected
to produce a similar result to the ideal MHD limit over the simulated
timescale. In such a way, it can be said that the result observed in
JOREK is consistent with the previous validation for this test case in
the ideal MHD limit. It is then shown that the dynamics are modified
when including a Spitzer resistivity, because higher toroidal harmonics
which are unstable to ballooning mode instabilities interfere with the
kink dynamics. As anticipated by theoretical studies,24 the inclusion of
realistic diamagnetic flows can suppress this higher n mode, such that
the kink structure observed in VMEC is similar even when these addi-
tional effects are included in the nonlinear MHD calculations.

A more challenging EHO case is then modeled in Sec. IV. For
this case, multiple low n toroidal harmonics are linearly unstable, such
that mode coupling is expected to have a more significant effect. The
n¼ 1 instability, which dominates the VMEC solution, has a smaller
linear growth rate than the other low-n toroidal harmonics. As a
result, the saturation of the n¼ 2 and n¼ 3 mode delays the onset of
the n¼ 1 instability in JOREK simulations, such that resistive effects
can play a role in the dynamics. For simulations with higher
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Lundquist numbers across the plasma edge region, the n¼ 2 perturba-
tion was found to dominate on the ideal MHD timescale. Extending
simulations into hybrid timescales where resistive effects can play a
role, n¼ 1 dominant perturbations could be found. These resistive sat-
urated states show a strong ergodization of the plasma edge region,
but this effect does not lead to a significant loss in confinement, such
that the final state has the characteristics of an EHO. Comparing with
VMEC, the magnetic energy spectra of the two approaches show a
deviation in the energy of higher toroidal harmonics, and the expected
toroidal dependence of the pressure is not observed using the equilib-
rium approach. Despite these limitations, the saturated states observed
by the two codes are reasonably similar. Linear studies of the influence
of diamagnetic flows show that the higher n modes are stabilized by
this effect, giving some indication that flows would improve the agree-
ment between the approaches, by reducing the width of the toroidal
magnetic energy spectrum. The paper is concluded with an outlook
for future work in Sec. V.

II. NUMERICAL METHODS
A. Numerical model in VMEC free-boundary code

The algorithm implemented in VMEC is well documented in
Ref. 5, and the methods applied in this paper follow the approach of
previous studies.22,30 A brief review of this approach follows in this
section.

The ideal MHD potential energy,Wmhd, can be written as

Wmhd ¼
ð
B2

2l0
þ p

c� 1
dV ; (1)

where c is the ratio of specific heats. VMEC minimizes Wmhd of the
plasma and vacuum region up to a prescribed level of accuracy in the
ideal MHD force balance equation

j� B�rp ¼ 0; (2)

where j, B, and p are the current, magnetic field, and plasma pressure,
respectively. It is well known that ideal MHD equilibria are overcon-
strained by the equilibrium profiles for pressure, toroidal plasma cur-
rent, and rotational transform, i, such that only two of these profiles
need to be specified in order to define the last for a given plasma
boundary.

In the free boundary version of the VMEC code, the plasma
boundary is allowed to evolve, keeping two of the three equilibrium
profiles fixed, while minimizing Wmhd.

31 A representation of the vac-
uum magnetic field is necessary in order to carry out free boundary
computations. For the computations presented here, the use of a coil
set was avoided by using the EXTENDER code32 to compute the vac-
uummagnetic field representation.

For MHD unstable equilibria, it is possible for the convergence
algorithm to find a nonlinearly perturbed state. This happens because
the MHD energy can be further minimized by physical MHD pertur-
bations, if the initially targeted axisymmetric equilibrium is ideal
MHD unstable. In this case, the equilibrium will converge to a new
equilibrium, which is physically interpreted as a nonlinearly saturated
MHD instability. Typically when searching for this state, a perturba-
tion is added to the otherwise axisymmetric initial guess for the equi-
librium. This can either be through a small RMP field, or by defining
an initially non-axisymmetric axis, or plasma boundary. With this

perturbation to the initial guess of the equilibrium state, the saturated
non-axisymmetric equilibrium can be found more easily. For this
study, a n¼ 1 helical axis perturbation is used.

Before proceeding to the comparison of the two codes in Secs. III
and IV, it is important to justify the use of VMEC computations to
model nonlinear MHD phenomena. In particular, during VMEC iter-
ations, the equilibrium is modified by a minimization of the ideal
MHD equilibrium energy, without use of the full ideal MHD time evo-
lution equations. In such a way, the dynamics associated with the
momentum of the plasma and the evolution of its kinetic energy are
neglected. For this reason, it is difficult to justify that the trajectory of
subsequent iterations follows a physical path. In order to use this
approach for nonlinear MHD studies, a physical link needs to be
enforced between the unperturbed axisymmetric equilibrium, and the
final perturbed state of the free boundary computation.

As VMEC assumes the ideal MHD force balance, a reasonable
choice for this constraint is to assume the conservation of helicity
during the computation, because this quantity is conserved during
the evolution of ideal MHD instabilities. This can be achieved by
fixing i during the computations (See Appendix). As such, all
VMEC computations in this study have fixed the rotational trans-
form. As two of the three profiles need to be defined in the VMEC
algorithm, the pressure profile is then also artificially constrained,
while allowing the toroidal current profile to change as the equilib-
rium is converged.

The results reported in this paper have assumed up-down sym-
metry, and used 311 radial grid points, 15 poloidal, and 6 toroidal har-
monics. The equilibria are considered converged when the force
residuals in VMEC fall below ftol ¼ 5� 10�17. These are similar reso-
lution parameters to those used in previous studies of low-n external
MHD perturbations.22 Increasing the toroidal resolution to n¼ 10,
similar nonlinear perturbed states were found as the results shown in
this paper.

B. Numerical model in JOREK

The viscoresistive reduced MHDmodel used in this study is out-
lined in detail in Sec. 2.3.1 of Ref. 1. Unless stated otherwise, all varia-
bles in the equations of this section have the same definition as in this
reference. This reduced MHD model has been validated against the
full MHD version of JOREK for a variety of test cases.33 This exercise
showed that the reduced model is sufficient for capturing the nonlin-
ear dynamics of external modes in typical tokamaks. The reduced
model leads to the following strong form of the system of equations to
be evolved in time.

@q
@t
¼ �r � qVð Þ þ r � D?r?qð Þ þ Sq; (3)

e/ � r � q
@V
@t
¼ �q V � rð ÞV�r qTð Þ þ J� BþlDVþ SV

� �
;

(4)

B � q
@V
@t
¼ �q V � rð ÞV�r qTð Þ þ J� BþlDVþ SV

� �
; (5)

q
@T
@t
¼�qV � rT � c� 1ð ÞqTr � V

þr � j?r?T þ jkTrkT
� �

þ ST ; (6)
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1
R2

@w
@t
¼ g

R2
j� 1

R
u;w½ � � F0

R2

@u
@/

: (7)

The Poisson bracket in Eq. (7) is defined as ½f ; g�
¼ e/ � ðrf �rgÞ. In this model, the magnetic field is defined as

B ¼ F0
R
e/ þ

1
R
rw� e/; (8)

where F0 ¼ R0B/0 is a constant, w is the poloidal flux, and e/ is the
normalized toroidal basis vector in cylindrical coordinates. In such a
way, the toroidal field is held constant through the simulation, while w
is evolved in time. In reduced MHD, the velocity is defined as

V ¼ �Rru� e/ þ
miR
eF0q

rpi � e/ þ vkB; (9)

where u ¼ u=F0 with u as the electrostatic potential, such that the
first term is the E� B velocity. The second term is the source for dia-
magnetic flows, and the third governs the parallel velocity. Therefore,
JOREK simulations only need to solve for a system of five unknowns
(w, u, vk, T, and q) for experimentally relevant simulations of such
modes.

For the comparison of JOREK with VMEC, the system of equa-
tions has been simplified even further. The VMEC computations in
this study do not include equilibrium flows, such that the diamagnetic
flow term in Eq. (9) is neglected in the main comparison of the two
approaches. In addition, the dynamics of the simulated external modes
is strongly dominated by the perpendicular direction, such that the
parallel velocity in Eq. (9) can also be neglected. Unless stated other-
wise, the simulations carried out in this paper are run without these
two terms. They are only included in Secs. IIID and IVF to assess
the influence of more experimentally relevant parameters on the
dynamics.

With respect to the boundary conditions used in JOREK,
Dirichlet boundary conditions are applied to all variables other than
the poloidal flux. A resistive wall boundary condition can be applied
to the poloidal flux by coupling JOREK to STARWALL.27 In this
study, the no wall limit is applied for the n> 0 poloidal flux compo-
nents. A Dirichlet boundary condition is used for the n¼ 0 compo-
nent in order to prevent a vertical displacement event being triggered,
which both test cases in Secs. III and IV would be susceptible to.

The unperturbed equilibria from VMEC are initially recon-
structed in JOREK using its built-in Grad–Shafranov solver, preserving
the pressure profile, q profile, and plasma shape. The artificially pre-
scribed diffusion parameters and sources in the JOREK model can
change the equilibrium condition during the time evolution, such that
it is difficult to maintain similar equilibrium profiles in JOREK as in
the original VMEC equilibrium. To avoid this problem, JOREK is run
axisymmetrically, suppressing the anticipated MHD activity, until new
equilibrium profiles are reached that remain approximately constant
over the timescales of interest for this study. In order to ensure that
the profiles in JOREK and VMEC are similar, the new equilibrium
profiles and plasma boundary are used to construct an updated
VMEC equilibrium, which is then used in the comparison.

C. Simulation parameters used in JOREK

In Secs. III and IV, the main simulations that are reported have
tried to approximate the ideal MHD conditions assumed in VMEC, in

order to get a more reasonable comparison between the two codes.
From these starting simulations, scans with more physically meaning-
ful parameters have been performed where necessary to understand
the influence of resistivity and equilibrium flows on the nonlinear
dynamics. For nonlinear MHD studies, the resistivity is normally set
such that the Lundquist number is 10–100 times lower than the exper-
imentally relevant value. This is because lower resistivities require a
higher numerical resolution and computational cost. As this study
does not attempt to compare results with an experiment, the core
plasma resistivity is chosen to be 1:9382� 10�7 Xm, which is consid-
ered a suitable compromise between computational cost and physical
accuracy.

To achieve similar vacuum conditions as in the VMEC computa-
tion in JOREK, where the computational domain extends beyond the
plasma boundary, an artificially high resistivity needs to be set outside
the plasma to approximate a perfect vacuum. This prevents currents
being induced in the vacuum region by the plasma deformation, which
would stabilize the plasma motion. For the cases simulated in Secs. III
and IV, this stabilizing effect is negligible for vacuum resistivities
higher than 1:9382� 10�2 Xm. For this reason, the ratio between the
assumed core and vacuum resistivities used in simulations, which
approximate the conditions in VMEC is set to 105.

During the nonlinear evolution, the resistivity needs to be linked
to the plasma temperature in order for the vacuum region alone to
remain highly resistive. In order to do this, the initial resistivity profile
is converted into a function of the n¼ 0 temperature that is used in
the time evolution through the nonlinear phase. This choice of resistiv-
ity is of course somewhat artificial, and only used to compare against
VMEC using similar assumptions. For both test cases, the simulations
are re-run with the resistivity profile modified to have a Spitzer depen-
dence on the temperature in order to determine the effect this can
have on the dynamics. The resistivity profiles used for the external
kink and EHO case are shown in more detail in Secs. IIID and IVC,
respectively.

The simulations in Secs. III–IV used the parameters shown in
Table I. In JOREK, particularly small densities and temperatures are
computationally challenging as the nonlinear dynamics can lead to the

TABLE I. Parameters used in nonlinear MHD simulation of the external kink and
edge harmonic oscillation. The diffusive parameters are the values defined at the
plasma core.

Parameter External kink EHO

T ðkeVÞ 0.03–3.52 0.14–8.12
n ð�1020Þ 0.05–1.02 0.014–0.826
jk ðkgm�1 s�1Þ 4936.0 393 86.0
j? ðkgm�1 s�1Þ 1.755 1.755
D? ðm2 s�1Þ 1.54 1.54
g ðXmÞ 1:9382� 10�7 1:9382� 10�7

gnum ðXm3Þ 1:9382� 10�12 1:9382� 10�12

l ðkgm�1 s�1Þ 5:1594� 10�7 5:1594� 10�7

lnum ðkgm s�1Þ 5:1594� 10�12 5:1594� 10�12

nrad 201 115 121
npol 121 151 151
nplane 32 32
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formation of negative values. A perfect vacuum region can therefore
not be assumed. Using the lower bound for the density and tempera-
ture shown in Table I, these numerical issues could be avoided
sufficiently to run into the nonlinear phase. Hyper-viscosity and
hyper-resistivity, lnum and gnum, terms are added to Eqs. (4) and (7),
respectively, to improve numerical stability. These terms act to damp
fourth order derivatives of the poloidal flux and fluid vorticity,
x ¼ r � rpolu, respectively, in order to prevent the development of
sub-grid resolution numerical structures. The prescribed values are
sufficiently low so as not to influence the dynamics.

The diffusive parameters given are those assumed in the core
of the plasma. For the parallel thermal conductivity, a
Spitzer–Haerm dependence is assumed. A small amount of parallel
particle diffusion is also used in the simulations to approximate
the influence that the neglected parallel flow would have on the
particle transport. For the perpendicular coefficients, a pedestal
transport barrier is approximated by reducing the diffusivity coef-
ficients near the plasma edge. Outside the plasma, the perpendicu-
lar diffusive coefficients are artificially increased to 10 times the
core value, in order to keep the vacuum density and temperature
relatively low in the axisymmetric state. This is necessary because
a limiter geometry is used without modeling the target, so that
there are closed magnetic flux surfaces outside the plasma in the
simulation domain. For this reason, the parallel transport alone
would not ensure reasonable vacuum conditions are reached.

Regarding resolution, the number of radial, nrad, and poloidal,
npol, grid elements were chosen to resolve the dynamics. For the exter-
nal kink case shown in Sec. IIIC, a non-flux aligned polar grid with
201 radial and 121 poloidal elements was used. The dominant low-n
modes which are simulated have large structures that are well resolved
at this relatively high poloidal resolution. A flux aligned grid with 115
radial and 151 poloidal elements was used for the remaining simula-
tions in Sec. IIID, in order to converge the linearly unstable n¼ 5
mode that was found. For the EHO simulated in Sec. IV, the grid is
aligned to the initial equilibrium flux surfaces. The toroidal mode
numbers n ¼ 0� 5 are simulated. 32 poloidal planes were used for
both test cases, which is sufficient to resolve the representation of the
toroidal harmonics. The poloidal mesh used for the two cases is shown
in Fig. 1.

III. COMPARISON OF EXTERNAL KINK
A. VMEC computation

The unperturbed equilibrium considered in this section is a D-
shaped tokamak, as shown in Fig. 2(a). This test case was generated by
modifying a previously studied JET-like equilibrium.21 It has been
shown previously that this case is a current-driven external kink
mode.22 The equilibrium profiles of the unperturbed and perturbed
equilibria are shown in Fig. 2(b). A quartic current profile and a linear
pressure profile are assumed with respect to the normalized toroidal
flux.

The VMEC computations are carried out constraining the q pro-
file, such that a physical link can be derived between the axisymmetric
and final perturbed state (see Appendix).

It can be seen that the deformation leads to a sharp increase in
the current density near the plasma edge. This effect is similar to the
surface currents that were observed in past calculations of fast major
radius compression in tokamaks, where flux conservation was also

assumed.34 The reason for the increase in current density can be quali-
tatively understood in the following way; as the q profile is fixed during
the development of the 3D perturbed state, the ratio of the poloidal
and toroidal pitch angles of magnetic field lines must remain effec-
tively constant. With the major and minor radius, and the toroidal
field approximately held constant, the poloidal field will vary accord-
ing to

l0

ð
j � dS ¼

þ
B � dl: (10)

The total surface area is also approximately constant, while the
line integral of the equilibrium flux surfaces has increased. In such a
way, the total plasma current must increase to preserve the q profile,
leading to the spike in the current density observed in Fig. 2(b). This
can be interpreted as the current spike typically observed during fast
MHD dynamics. In such a way, the perturbed equilibrium can be
interpreted as the saturated state achieved after the fast phase, before
diffusive effects or non-ideal MHD instabilities can modify the plasma
state further.

B. Comparison of VMEC perturbation with linear
eigenfunctions

Before beginning the nonlinear comparison, the linear eigenfunc-
tion of the JOREK equilibrium is compared with other approaches to
ensure that the expected instability is observed. The linear eigenfunc-
tion calculated by JOREK, and the viscoresistive linear full MHD code,
CASTOR3D35 is shown alongside the nonlinear Fourier representa-
tion of the VMEC perturbation in Fig. 3.

Previous studies have used similar comparisons to demonstrate
the consistency of the VMEC approach with other methods.21,22 It
should be noted that when comparing the codes in this way, quantita-
tive agreement should not be expected between VMEC and the other

FIG. 1. Poloidal finite element meshes used in JOREK simulations for the external
kink (a) and EHO (b) test cases. The wN ¼ 1 surface (black) is shown to indicate
the position of the plasma boundary.
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approaches. This is because the perpendicular displacement between
the stationary solutions, E?, found in VMEC is a nonlinear result, and
does not have the same meaning as the perpendicular displacement in
linear theory, e?. e? is dependent on the density of the plasma, while

the nonlinearly saturated state found in VMEC is not. Because the
density varies across the plasma region, the eigenfunctions in JOREK
and CASTOR3D will have larger contributions toward the plasma
boundary, where the density is lower. This leads to a larger relative
displacement of the (5, 1) contribution close to the plasma edge,

FIG. 2. Unperturbed (black) and perturbed (red) equilibrium flux surfaces atffiffiffiffî
U

p
¼ 0:1, 0.3, 0.7, and 1.0 (a), and radial profiles (b) from VMEC for the external

kink case.

FIG. 3. Comparison of radial eigenfunctions observed in JOREK (a) during the lin-
ear phase, CASTOR3D (b), and the nonlinear perturbation observed in VMEC (c).
The Fourier representation has been calculated using PEST coordinates. The loca-
tion of relevant rational surfaces with their corresponding poloidal mode number is
marked by gray dashed lines.
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compared to the equivalent linear eigenfunction that would be
obtained, if a constant density were assumed. While it has been veri-
fied that this effect does not significantly modify the overall structure
of the linear eigenfunction, the nonlinear displacement from VMEC
does not have the same dependency. It should therefore be made clear
that such comparisons are only made to show that a similar mode
structure is observed by the different approaches.

A global external kink mode is observed by all three codes, and it
can be seen that there is qualitative agreement between the different
approaches. While the perturbations are similar toward the plasma
edge, a notable difference is that the VMEC solution appears to have a
stronger internal contribution from the (3, 1) mode, which is peaked
closer to the q¼ 3 rational surface, marked by a dashed gray line in
the figure. This strong peak can also be seen in the inner flux surfaces

FIG. 4. Magnetic energy evolution of the JOREK simulation during the nonlinear phase (a). Note that the energies are normalized by a factor l0. The colored regions corre-
spond to the simulation time over which the energy spectrum is averaged over in Fig. 5(a). Poincar�e comparisons are made with the perturbed VMEC equilibrium at the initial
saturation of the n¼ 1 mode (b) and near the end of the simulation run time (c). The times of the Poincar�e plots are marked by gray dashed lines in Fig. 4(a). The last closed
flux surface from VMEC (green) is overlaid on the Poincar�e plots.

FIG. 5. Comparison of perturbed magnetic energy spectrum in JOREK and VMEC solutions (a). The JOREK energy spectra are averaged over the corresponding red region
shown in Fig. 4(a). The perturbed poloidal flux in JOREK at the end of the simulation time (b) is compared with the VMEC solution (c) for a comparable poloidal plane. The sim-
ulation boundary used in JOREK (blue), and the plasma boundary from the perturbed state in VMEC (black) are also shown. Note that the same color bar is used in both pseu-
docolor plots.
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of Fig. 2(a). This is thought to be because the (3, 1) perturbation devel-
ops to a larger nonlinear amplitude in the saturated state.

C. Comparison of flux surfaces and perturbed
magnetic energies

To test the validity of the nonlinear perturbation further, the
JOREK simulation is continued into the nonlinear phase, and the
Poincar�e surfaces are compared against the solution from VMEC.
The results of this comparison are shown in Fig. 4. There is good over-
all agreement between the flux surfaces observed in JOREK, and the
predicted perturbation from VMEC. The overall perturbation in
JOREK is smaller, which is likely due to a combination of a small
amount of plasma ergodization near the plasma edge, and the pressure
profile relaxing in the nonlinear evolution. In VMEC, the pressure
profile is unchanged during the nonlinear evolution, which cannot
be expected in JOREK due to diffusion and increased transport across
the plasma boundary once the instability begins to saturate.

A final quantitative comparison is possible by comparing the
magnetic energy spectra from the JOREK simulation with VMEC. In
order to do this, the perturbed poloidal flux of the VMEC solution
needs to be calculated in a similar representation as in JOREK. The
magnetic field of the VMEC solution is therefore re-calculated on a
ðR;Z;/Þ grid, using EXTENDER, continuing the solution beyond the
plasma boundary. The poloidal flux can then be solved for usingð

1
R
rw � rwdA ¼

ð
w

@BR

@Z
� @BZ

@R

� �
dA: (11)

Equation (11) is written in the weak form, where w is the test
function. The right-hand side comes from substituting the magnetic
field into the definition of D�w ¼ R @=@Rð1=R @w=@RÞ þ @2w=@Z2.
The solutions on each plane can then be Fourier transformed in the
toroidal direction to get a comparable representation of the magnetic
field as in JOREK.

The magnetic energy spectrum of the two solutions is shown in
Fig. 5(a). It can be seen that the twomethods have relatively similar mag-
netic energies. It is expected that the JOREK simulation will have a
slightly lower energy than the equilibrium approach, because of the
inclusion of resistive magnetic energy dissipation near the plasma edge.
The perturbed poloidal flux, omitting the n¼ 0 mode, in JOREK and
VMEC is compared in Figs. 5(b) and 5(c) at the poloidal plane where
the mode structures observed in the two codes are approximately in
phase. It can be seen that there is good agreement between the two codes
and that the perturbation is strongly dominated by the n¼ 1 mode.
(5, 1) and (4, 1) mode structures can be observed in both solutions.

D. Modifications with realistic resistivity
and equilibrium flows

As discussed in Sec. II C, the resistivity profile was set up some-
what artificially to more accurately approximate the ideal MHD condi-
tions in the VMEC computations and therefore allow for a better
comparison of the codes. In this section, a few additional permutations
of the resistivity profile are simulated, to see how returning to a
Spitzer-like profile can modify the dynamics. The simulated profiles of
the resistivity are shown in Fig. 6.

The first case has already been shown in detail in Sec. IIIC. Case
2 uses the expected Spitzer resistivity dependence inside and outside

the plasma. In this case, the effective temperature Teff that the simu-
lated resistivity corresponds to, assuming a Spitzer dependence, is the
same as the evolved temperature, T. Case 3 has a low resistivity inside
the plasma, which transitions to a Spitzer-like resistivity outside. In
such a way, internal, and external resistive effects can be differentiated
using the three runs. Finally, case 4 is run with a Spitzer-like resistivity
and diamagnetic flows to assess how equilibrium poloidal flows can
modify the perturbed state. As should be expected for these additional
cases, which have a lower vacuum resistivity, the n¼ 1 mode grows
more slowly, but has a similar linear mode structure to Fig. 3(a). Note
that while these profiles have the correct Spitzer-like dependence on
resistivity, the absolute value of the resistivity is still significantly higher
than the physical value, due to numerical constraints mentioned in
Sec. IIC.

FIG. 6. Initial resistivity (a) and effective temperature (b) profiles for four simulated
cases of the external kink. Case 1 is the simulation in Sec. III C. The resistivity pro-
file has been artificially increased in this case, such that the effective temperature is
just above 1 eV, which is comparable to ideal vacuum conditions. Cases 2 and 4
assume a realistic Spitzer-like resistivity profile, such that the effective temperature
this corresponds to is the prescribed plasma temperature in Table I. In case 3, the
resistive effects inside the plasma are removed from case 2, by using a flat temper-
ature profile up to wN ¼ 1. This can be used to determine whether differences
between case 1 and 2 are due to internal or external dynamics.
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The evolution of the magnetic energies for the three additional
cases is shown in Fig. 7. It can be seen that, with the Spitzer-like profile
in case 2, the dynamics are now led by the n¼ 5 mode. Considering
the n¼ 5 poloidal flux perturbation associated with this instability,
shown in Fig. 8, the mode has a strong poloidal localization on the low
field side, typical of a ballooning mode. The saturation of the n¼ 5
instability leads to a nonlinear reduction in the growth rate of the
n¼ 1 kink mode, such that this instability takes longer to saturate. At
the end of the simulation time, the n¼ 1 harmonic overtakes the n¼ 5
harmonic, and leads the dynamics. The dominant poloidal structures

observed for the poloidal flux are the same as in case 1 at the end of
the simulation run time.

When the resistivity in the plasma region is removed, as in case
3, it can be seen that the n¼ 5 mode is stabilized, such that the n¼ 1
mode leads the dynamics from the beginning once again. This indi-
cates that the higher resistivity inside the plasma region in case 2 leads
to the destabilization of the n¼ 5 mode, such that the mode must
have some internal, resistive component. As shown in Fig. 8, the
observed mode is still localized near the plasma edge in the linear
phase, where the edge current gradient is steepest. As such, the
observed mode is thought to be a resistive peeling-ballooning mode.

The observed n¼ 5 dynamics present a potential limitation of
the VMEC approach, which could make the results less experimentally
relevant. It is normally argued that such pressure-driven modes would
be stabilized in an experiment by flows, allowing the kink mode to still
dominate.24 Case 4 was run with background E� B and diamagnetic
flows, using the source in Eq. (9) with similar parameters to what
might be expected for the JET-like equilibrium being modeled. The
simulation is re-run once again, with the Spitzer profile used as in case
2. In this instance, it can be seen that the n¼ 5 mode is stabilized suffi-
ciently by the presence of flows for the n¼ 1 mode to dominate the
dynamics. The n¼ 1 mode has a faster linear growth rate than without
poloidal flows, which is consistent with results from previous studies.3

The mode saturates at a smaller amplitude indicating the flows have
affected the n¼ 1 mode as well, but once again it has been confirmed
that the poloidal mode structure of the n¼ 1 mode is similar to that
observed in Fig. 5.

IV. COMPARISON OF EDGE HARMONIC OSCILLATION
A. VMEC computation

The EHO test case considered is based on the previously pre-
sented JET-like equilibrium studied in Ref. 22, where external infernal
(exfernal) modes are calculated using VMEC. The nonlinearly satu-
rated state computed in VMEC is shown in Fig. 9. Comparing Fig. 9
to Fig. 2, the deformation of the last closed flux surface, and corre-
sponding current spike is smaller. This implies that the instability is
more radially localized, as expected for an EHO, when compared to a
global external kink mode. This type of instability is selected as a more
challenging case for modeling with VMEC, because previous studies

FIG. 7. Evolution of the toroidal magnetic energies from JOREK for cases 2, 3, and 4 (a), (b), and (c) from Fig. 6. Note that the energies are normalized by a factor l0. Case 1
is shown in Fig. 4.

FIG. 8. n¼ 5 poloidal flux perturbation from JOREK during the linear phase of
case 2.
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have shown that these instabilities involve strong toroidal mode
coupling.29

The simulated instability has been previously described as com-
parable to low-n kink-peeling modes,36 which have been observed in
past JOREK simulations in the context of EHOs.28,29 Such MHD insta-
bilities typically rely on a large bootstrap current near the plasma edge

generated by strong pressure gradients. The large bootstrap current
can be seen in the non-monotonic profile shown in Fig. 9(b). The cur-
rent flattens the q profile near the plasma edge, which in turn allows
the large pressure drive to strongly couple internal and external MHD
perturbations. The case was chosen such that the flattening of the q
profile is only partial, and remains realistic. It has been shown that
partial weakening in the edge magnetic shear also leads to the excita-
tion of exfernal modes.37

In Secs. IVB and IVC, it is shown that the simulated test case is
linearly unstable for multiple toroidal harmonics, such that it is
unclear which instability will lead the nonlinear dynamics. It should be
noted that during the parameter scans carried out in this study, only
the n¼ 1 dominant saturated mode was found in VMEC for this test
case.

B. Comparison of VMEC perturbation with linear
eigenfunctions

Similar to Sec. III, an equivalent equilibrium to the unperturbed
state in VMEC is generated in JOREK, and the linear perturbation
observed in JOREK is compared with CASTOR3D, and the nonli-
nearly perturbed VMEC equilibrium. The result of the comparison for
the n¼ 1 instability is shown in Fig. 10. It can be seen that there is
qualitative agreement once again between the different approaches.
The typical strong (4, 1) internal contribution to the edge harmonic
oscillation is observed in all cases.

It should be noted that the linear dynamics are immediately dif-
ferent to the case considered in Sec. III, because the n ¼ 2� 5 toroidal
harmonics are also unstable to linearly independent modes. The radial
eigenfunction for the n¼ 2 mode is shown in Fig. 10(d). It can be seen
that this mode has a similar structure to the n¼ 1 mode, with a large
internal component localized at the q¼ 4 rational surface, and a domi-
nant external component corresponding to the nearest rational surface
to the plasma edge, ðnqþ 1Þ=n. For this case, the n¼ 2 and n¼ 3
toroidal harmonics have the largest linear growth rates. As shown in
Sec. IVC, they will therefore lead the initial nonlinear dynamics of the
instability in JOREK simulations.

Finally, for this case, the radial magnetic field perturbation for
the n¼ 1 and n¼ 2 mode has been calculated in JOREK during the
linear phase, as shown in Fig. 11. The perturbations show the expected
ideal screening of the mode at the rational surfaces marked by the
white crosses. This indicates that resistive effects are sub-dominant in
the linear dynamics.

C. Dependence of MHD dynamics on resistivity

Based on the intuition of previous nonlinear studies,3,29,38 the
lowest toroidal harmonics are expected to control the nonlinearly satu-
rated state of an EHO, but it is unclear whether the n¼ 1 or n¼ 2
toroidal harmonic will be the dominant perturbation. The eigenfunc-
tion from VMEC in Fig. 10 implies that the n¼ 1 component should
be the principal mode structure.

The evolution of the magnetic energies for the EHO test case is
shown in Fig. 12. Similar to Sec. III, the test case was first simulated
with the resistivity profile of case 1, shown in Fig. 12(a), which approx-
imates the ideal MHD conditions in VMEC. As expected from the lin-
ear analysis, the linear dynamics are led by the n¼ 2 perturbation,
resulting in a n¼ 2 EHO, which grows and saturates on the fast ideal

FIG. 9. Unperturbed and perturbed Equilibrium flux surfaces at
ffiffiffiffî
U

p
¼ 0:1, 0.3, 0.7,

and 1.0 (a), and radial profiles (b) from VMEC for the edge harmonic oscillation case.
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MHD timescale. The saturated state can be identified as an EHO by
the nature of the toroidal mode coupling, which includes only even
toroidal mode numbers.29

After the initial saturation, the sub-dominant n¼ 1, 3, and 5
modes begin to grow. The slow growth of these modes indicates that
the nonlinear dynamics are resistive. To verify this, a second

FIG. 10. Comparison of radial eigenfunctions observed in JOREK (a) during the lin-
ear phase of the EHO test case, with the radial eigenfunction found in CASTOR3D
(b), and the nonlinear perturbation observed in VMEC (c) for the n¼ 1 mode. The
linear n¼ 2 mode observed in JOREK is also shown in (d). The Fourier representa-
tion has been calculated using PEST coordinates. The location of relevant rational
surfaces with their corresponding poloidal mode number is marked by gray dashed
lines.

FIG. 11. Linear mode spectrum of the n¼ 1 (a) and n¼ 2 (b) radial magnetic field
perturbation in JOREK. The spectra are given over the poloidal components m and
the radial coordinate, Ŵ. The rational surfaces are marked by white crosses. It can
be seen that the expected ideal screening occurs at these rational surfaces, even
close to the plasma boundary.
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simulation was run with the resistivity inside the plasma prescribed
with a Spitzer-like dependence. In such a way, the resistive dynamics
are accelerated, compared to case 1. As expected, the odd toroidal har-
monics grow faster in this case, indicating resistivity is important in
the nonlinear dynamics observed. To determine whether the n¼ 1
mode could dominate later in the nonlinear phase, case 2 is extended
over a longer timescale. It can be seen that after approximately 3:5ms,
the n¼ 1 mode begins to suppress the initially prevailing n¼ 2 struc-
tures. This n¼ 1 saturated state is compared with the VMEC result in
Secs. IV D–E.

At this point, it is important to note the timescale of the MHD
dynamics that are observed in the JOREK simulations. In Sec. IIIA,
the solution of the VMEC computation was interpreted as the satu-
rated state immediately after the fast phase of the instability, before
resistive effects can become important. In the JOREK simulation, this
fast phase ends after the saturation of the n¼ 2 mode, at t � 1:3ms in
cases 1 and 2 of Fig. 12. The expectation from the VMEC result, is that
the n¼ 1 mode would dominate on this timescale, which is not
observed in the JOREK simulations. This leads to two important
questions—why does the n¼ 1 mode not dominate on the ideal time-
scale in JOREK simulations, and second, how much does the observed
n¼ 1 mode correspond to the expected ideal EHO mode? The second
question is addressed in Sec. IVD.

With respect to the first question, this is likely because the non-
linear influence of the n¼ 2 mode reduces the drive for the competing
n¼ 1 mode for the simulated case. The rapid linear growth of the
n¼ 2 mode stabilizes the n¼ 1 mode through quadratic coupling, as
described in Ref. 26. The reason that the ideal n¼ 1 mode must be sta-
bilized by the n¼ 2 mode is that any deformation of the flux surfaces
related to the odd toroidal mode numbers, which overlaps with the
dominant n¼ 2 perturbation must compete with this nonlinearly satu-
rated mode structure. It can be seen in Figs. 10(a) and 10(d) that the
linear perturbation associated with the n¼ 1 toroidal harmonic over-
laps with the n¼ 2 perturbation. This implies that the nonlinearly sat-
urated n¼ 2 EHO will have a stabilizing influence on the linear n¼ 1
instability during the its initial nonlinear saturation.

The sharp rise in the n¼ 1 energy during the initial saturation of
the n¼ 2 mode implies that the n¼ 1 mode structure is strongly influ-
enced, as it is forced to accommodate the n¼ 2 EHO. After this point,
the deformation of the plasma leads to thermal losses that increase the
resistivity inside the plasma and reduce it in the vacuum region. The
pressure gradient driving the mode in the plasma edge region also
relaxes. The saturated n¼ 2 mode also influences the evolution of the
n¼ 1 mode through these effects, leading to the slower timescale to
saturation of the n¼ 1 mode. While the observed dynamics in JOREK
are physically reasonable, it means this study cannot be treated as a
rigorous verification of the VMEC result, where viscoresistive and dif-
fusive effects are neglected. In this limit, the dynamics could be
different.

A final simulation, case 3, was run with a more realistic Spitzer
resistivity inside, and outside the plasma. This simulation serves to
highlight the difficulty in predicting the nonlinear outcome of an
EHO. The lower resistivity in the vacuum region has a stabilizing effect
on the initial ideal MHD instabilities, which brings the ideal and resis-
tive timescales closer together compared to case 1 and 2. The evolution
of the magnetic energies is shown in Fig. 12(d). It can be seen that for
this case, all linearly unstable modes have been partially stabilized, and

FIG. 12. Toroidal magnetic energies from JOREK for the EHO test case simulated with
different resistivity profiles (a). Note that the energies are normalized by a factor l0. A
larger core resistivity compared to case 1 (a) is used in case 2 (c) to accelerate the
onset of resistive effects. The time points marked by gray dashed lines correspond to
the Poincar�e plots shown in Fig. 13, and pseudocolor plots in Figs. 15(b) and 15(c). The
colored regions correspond to the simulation time over which the energy spectrum is
averaged over in Fig. 15(a). A Spitzer resistivity is used in case 3 (d).
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the n¼ 3 mode leads the dynamics, before quickly being overtaken by
the n¼ 2 mode. After this point, there is a period of competition
between the n¼ 1 and n¼ 2 modes, before the n¼ 2 mode becomes
the principal mode. The n ¼ 1� 3 modes that dominate the pertur-
bation at different points in the dynamics are all kink-peeling modes,
such that the linear dynamics are similar to the simulation results for
cases 1 and 2. The nonlinearly saturated state at the end of the simula-
tion time has changed due to the modification of the resistivity in the
vacuum region, highlighting the sensitivity of the nonlinearly domi-
nant mode on this parameter.

D. Comparison of flux surfaces and perturbed
magnetic energies

To understand the differences between the nonlinearly perturbed
states found in case 2 and the ideal VMEC result, the modification of
the magnetic geometry and confinement is considered. The Poincar�e
plots in Fig. 13 are taken at the saturation of the n¼ 2 and n¼ 1
mode. The n¼ 2 mode initially saturates with a dominant (9, 2) per-
turbation of the poloidal flux. The corresponding island chain can be
identified in Fig. 13(a), but is faint due to the significant stochastiza-
tion in the edge region. It can be seen in Fig. 13(b) that later in the
dynamics, when the n¼ 1 mode is dominant, a (5, 1) island chain is
observed outside the plasma, as expected for the simulated EHO.

The magnetic island structure in Fig. 13(b) can be compared
with the approximate structure of the last closed flux surface from the
equivalent VMEC computation, shown in green. The internal flux sur-
faces near the plasma boundary in VMEC are replaced by a strongly
ergodic region with clearly visible magnetic islands in the region near
the plasma boundary, such that the agreement with the VMEC plasma
boundary appears to be only marginal.

To assess how these internal structures change the parallel trans-
port, the connection length of magnetic field lines to the simulation
boundary is shown in Fig. 14. The connection length is calculated
using the harmonic mean of 1000 sample field lines uniformly

FIG. 14. Average connection length of field lines to the JOREK simulation boundary
as a function of time for case 2. The connection length is normalized by the maxi-
mum connection length, computed in the plasma core.

FIG. 13. Poincar�e comparisons are made with the perturbed VMEC equilibrium at
two time points in the nonlinear evolution of case 2. The time points are marked by
gray dashed lines in Fig. 12(c). Each field line is given a different color to identify
the island structures more easily in ergodic regions. At the initial saturation of the
n¼ 2 harmonic, a (9, 2) island structure is identified at the plasma edge (a). At
the end of the simulation, (5, 1) and (4, 1) island structures become dominant (b).
The last closed flux surface from VMEC (green) is overlaid on the Poincar�e plots.
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distributed along the poloidal angle of the n¼ 0 flux surfaces. The
radial coordinate is taken to be the square root of the n¼ 0 component
of the normalized poloidal flux. The results are normalized by the con-
nection length in the plasma core. It can be seen that across the major-
ity of the plasma region, field lines remain well confined within the
plasma volume. There is only a significant loss of field lines near the
plasma edge. Similar results have been observed in more realistic stud-
ies of EHOs in DIII-D using x-point geometry.28

Using the process outlined in Sec. III C, the magnetic energy
spectrum has also been calculated and compared between the two
codes, as shown in Fig. 15(a). The energy spectra in JOREK are taken
during the initial saturation of the n¼ 2 mode, and final saturation of
the n¼ 1 mode for comparison. For the final n¼ 1 dominated state, it
can be seen that while the low n modes agree reasonably well, the high
n modes are notably larger in JOREK. The flat spectra observed in the
JOREK energies is typically seen when there is MHD activity in the
higher n modes which is not driven by the lower toroidal harmonics,
as shown in Fig. 11 of Ref. 39. In other words, the higher toroidal har-
monics are linearly unstable which is known to be the case. The decay
of the energies seen in the VMEC spectrum is typical for an instability
which is driven by the n¼ 1 mode alone.

The perturbation of the poloidal flux from JOREK is shown at
the time of saturation for the n¼ 2 mode in Fig. 15(b). This shows
that the instability is initially led by a (9, 2) external structure, as
expected from the linear eigenfunction observed in Fig. 10(d). Near
the end of the simulation time, shown in Fig. 15(c), the poloidal flux
perturbation looks very similar to the stationary perturbation in
VMEC. This indicates that the resistive dynamics have not changed
the overall structure of the mode from the ideal result.

The question remains, why does the energy spectrum differ in
Fig. 15(a)? The connection length diagnostic shows that the overall
mode structure has strong similarities to previous observations of
EHOs, and the poloidal flux perturbation is very similar to the VMEC
result. It seems that the instability observed in the two codes has strong

similarities, despite the discrepancy in the energies of higher toroidal
harmonics. As a result, it appears that the VMEC solution does not
capture the full toroidal mode coupling of the instability, represented
by the sub-dominant modes in Fig. 15(a).

E. Comparison of toroidal mode coupling in the
pressure perturbation

Experimental diagnostics of EHOs suggest that the saturated
MHD structure consists of many coupled toroidal harmonics.28 One
such experimentally observed feature of EHOs is the toroidal localiza-
tion of the perturbed density and temperature in the nonlinearly satu-
rated state, due to toroidal mode coupling. To observe this effect in
JOREK, the pressure is sampled along the toroidal angle for a point on
the low field side of the device along the midplane, at R ¼ 3:667m.
The sampled pressure is shown in Fig. 16 in both JOREK and VMEC.
JOREK shows a more localized structure, with a steep gradient at
/ � p. In VMEC, the pressure profile follows the dominant n¼ 1 per-
turbation alone.

Toroidal mode coupling of the pressure perturbation cannot be
observed in the VMEC computation, because the pressure profile is
held fixed as a function of the radial coordinate during the computa-
tion. As such, the pressure is not allowed to relax naturally, and is con-
strained to follow the perturbation of the flux surface contours. As
shown in Sec. IVD, the region near the plasma edge is ergodic, and so
the flux surfaces in VMEC are not expected to capture the structure of
the pressure correctly.

It is not clear what influence this error has on the nonlinear state
that is found. In principle, ballooning stability is strongly dependent
on the local pressure gradients in the device, and so the modification
of the pressure in the edge region will modify the evolution of the pres-
sure drive of the instability. The VMEC computation cannot follow
the same relaxation of the pressure drive as in the nonlinear MHD
simulation. As such, while VMEC computations have been shown to

FIG. 15. Comparison of the perturbed magnetic energy spectrum in JOREK and VMEC solutions (a). The energy spectrum during the n¼ 2 dominant phase (blue), and the
final n¼ 1 dominant mode (red) are shown. The energy spectra are averaged over the corresponding blue and red regions shown in Fig. 12(c). The perturbed poloidal flux in
JOREK is plotted for the time slices marked by gray dashed lines in Fig. 12(c). These time points correspond to the initial saturation of the n¼ 2 mode (b) and end of the simu-
lation time (c). A comparable poloidal plane from the VMEC solution (d) is shown. The simulation boundary used in JOREK (blue), and the plasma boundary from the perturbed
state in VMEC (black) are overlaid on the solution. Note that the color bars are not the same in the three pseudocolor plots, so that the poloidal structures can be more easily
compared with one another.
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capture the correct initial pressure drive dependencies of the mode
correctly, it is suspected that there must be some loss in accuracy due
to the artificial constraint imposed on the pressure profile.

F. Influence of flows

An important area of research in the context of EHOs is the
influence of toroidal and poloidal flows on the dynamics. In particular,
it is argued that flows play a crucial role in stabilizing high-n balloon-
ing modes that would otherwise modify the solution and potentially
prevent low-n kink modes from becoming the dominant nonlinear
mode structure. Previous nonlinear studies have observed the stabiliza-
tion of high-n modes, and the excitation of low-n external modes with
increased toroidal and E� B flows.29,40

To understand the influence of diamagnetic flows on the simu-
lated EHO test case, the diamagnetic source term in Eq. (9) was intro-
duced to the EHO equilibrium, using the resistivity profile from case 2
in Sec. IVC. In JOREK, switching on the diamagnetic drift term
implies that the experimentally observed Er well also forms, such that
the diamagnetic and E� B velocities are varied together. For the ions,
the diamagnetic and E� B velocities approximately cancel such
that the ions are approximately at rest. This condition is similar to
experimental observations, and the assumptions of analytical work on
the influence of flows in Ref. 24. It should be noted that the particle
source, Sq, does not have an associated momentum source in Eqs. (4)
and (5), such that there is some damping of the flows in these JOREK
simulations. For the moderate flows assumed in this study, it has been
verified that this effect is not significant, however.

Three equilibrium conditions were considered with increasing
values of the diamagnetic source term. The corresponding E� B
velocity within the plasma is shown in Fig. 17(a). The red curve in Fig.
17(a) is considered close to the expected E� B velocity that would be
driven in the given equilibrium; however, it should be acknowledged
that the assumed source has not been informed by experimental obser-
vations. The black curve corresponds to the case without a

diamagnetic source, and therefore, also no corresponding E� B veloc-
ity. The blue curve is an intermediate value between these two limits.

The modification of the linear growth rates in the no wall limit
with increasing flows for n <¼ 8 is shown in Fig. 17(b). The expected
preferential stabilization of high-n modes is observed, consistent with
theoretical models of EHOs.24 This provides further evidence that the

FIG. 17. Modification of the E� B velocity (a) with increasing diamagnetic source
in JOREK. The red curves correspond to a value for the diamagnetic source in Eq.
(9), which is close to the expected value for the modeled equilibrium. Results are
also shown without flows (black) and at an intermediate value (blue). The linear
growth rate of external modes up to n¼ 8 (b) show that high n modes are stabilized
significantly when moderate flows are introduced.

FIG. 16. Pressure as a function of the toroidal angle at R¼ 3.667, Z¼ 0.0 in
VMEC (black) and JOREK (red). The data from JOREK are taken at the end of the
simulation time.
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low-n modes can be expected to dominate the dynamics in an experi-
ment for the given test equilibrium. The low-n modes were marginally
stabilized by poloidal flows, unlike in previous studies of DIII-D.
However, for the simulated JET-like discharge, it is not clear that this
effect should be observed.

It should be noted that the deviation of the energy spectra in Fig.
15(a) could be influenced by flows. The main nonlinear JOREK simu-
lations presented in this section were run without diamagnetic flows,
which Fig. 17(b) shows would have a preferential stabilizing effect on
the linearly unstable high n modes. In such a way, including flows
could improve the agreement in Fig. 15(a) to some extent. These phys-
ical parameters have already been considered in detail in other JOREK
studies, and so were neglected as part of this work.3

V. CONCLUSION

Two approaches for modeling saturated external MHD instabil-
ities have been compared for a (5, 1) external kink mode and edge har-
monic oscillation. Simulations with JOREK are compared to VMEC,
both using a high Lundquist number within the plasma region to
approach the ideal limit of the VMEC code, and using typical parame-
ters used in simulation studies for resistivity and diamagnetic flows.
The results of the equilibrium approach using VMEC are in good
agreement with the initial value problems that have been solved using
JOREK, using equivalent physics that excludes equilibrium flows, and
significant internal viscoresistive effects. The inclusion of diamagnetic
flows suppresses the internal resistive dynamics that has been observed
with more realistic resistivity profiles for the external kink case.
Therefore, the results of nonlinear MHD simulations show good
agreement with the VMEC result for this instability.

For the EHO case, the fast-growing higher toroidal harmonics
influence the nonlinear dynamics, making it harder to find agreement
between the two approaches. Using similar assumptions as in VMEC,
the n¼ 2 mode, rather than the n¼ 1, dominates the JOREK simula-
tion result on the ideal MHD timescale. Eventually during the nonlin-
ear phase, n¼ 1 perturbations can develop with a similar magnetic
field structure to the VMEC result. Comparing the n¼ 1 perturba-
tions, deviations are observed due to the ergodization of the plasma
edge region and toroidal mode coupling in the pressure perturbation,
both of which are observed in JOREK, and absent in VMEC, because
closed magnetic flux surfaces are enforced. Even though the dynamics
in the JOREK simulation extend beyond the fast MHD timescale, the
solutions of the magnetic field structure calculated using the two
approaches seem consistent. Using a Spitzer profile for the resistivity,
the n¼ 2 mode becomes the dominant mode by the end of the simu-
lated time, indicating that the dynamics of the dominant low-n toroi-
dal harmonics are sensitive to the assumed resistivity profile.

It has therefore been shown that the results of a full nonlinear
approach can disagree with the VMEC approach for complex test
cases like the EHO. At the same time, even in this more advanced test
case, there are clear similarities between the observed structures, when
the result of the nonlinear code is dominated by the same toroidal har-
monic as found in the equilibrium approach. This encourages the use
of VMEC as an efficient approach to understanding saturated external
modes, at least for the instabilities with medium poloidal mode num-
ber that have been considered in this study, provided such results are
supported by experimental observations and the results of other
numerical models.

How far both methods used in this study can be applied to
understand experimentally relevant saturated modes depends on
whether the assumptions of the two codes can be reasonably made for
the dynamics. The validity is likely to depend on the particular experi-
mentally observed mode of interest. For VMEC computations, the
MHD activity is required to be dominated by ideal MHD. For nonlin-
ear simulations, careful prescription of physically relevant viscoresis-
tive and diffusive parameters, as well as source terms, is necessary.

There are a number of other directions for future work using
these codes. JOREK has already been used for more advanced studies
of EHOs in DIII-D and ITER. Similar to the results of this study, such
simulations have started from an initially linearly unstable equilibrium.
A natural extension would be to simulate EHOs from an initially stable
equilibrium, transitioning across the stability boundary to understand
the conditions for reaching an EHO.

The VMEC approach can be used to consider more experimen-
tally relevant equilibria as well, by extending studies to consider x-
point plasmas. An x-point cannot be modeled in VMEC, but, relaxing
the up-down symmetry condition that is used in most studies, and
truncating the equilibria close to the plasma edge, saturated states can
be found which could be more experimentally relevant. This approach
would be similar to that used in linear ideal MHD codes with a straight
field line coordinate system, which cannot model x-points.

In addition, more generalized equilibrium codes, such as
SIESTA41 or SPEC,42 could be used to further refine the results of the
VMEC equilibrium approach. Such codes would allow the formation
of magnetic islands and stochastic regions, relaxing some of the
assumptions that have been made using VMEC. In particular, it would
be interesting to know how these effects could modify the EHO result,
as this would help identify whether the discrepancies we have observed
are due to closed flux surfaces being enforced.

Finally, some of the authors are interested in considering external
modes in stellarators using VMEC. Such studies are intended to com-
plement the recent development of stellarator-capable nonlinear
MHD codes, to inform intuition for how ideal MHD instabilities satu-
rate in such devices. An initial study on this topic is currently in
progress.
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APPENDIX: CONSERVATION OF HELICITY IN VMEC

The global helicity, K, of an equilibrium is

K ¼
ð
A � B dV ; (A1)

where, in VMEC, the magnetic field, B, is defined by the vector
potential, A, such that

B ¼ r� A;

¼ r� UðsÞrh� �WðsÞr/
� �

;

¼ U0ðsÞrs�rh� �W0ðsÞrs�r/;

where U and W are the toroidal and poloidal flux, respectively, and
s, h, and f have their usual meanings as the radial, poloidal, and
toroidal coordinates. h� is the transformed poloidal angle in straight
field line coordinates. The local helicity can therefore be written as

A � B ¼ W0U� U0Wð Þ rs � rh� � r/ð Þ½ �

¼ W0U� U0Wð Þ 1
J�
;

where J� is the Jacobian of the transformation from laboratory to
plasma coordinates. Finally, it can be shown that Eq. (A1) can be
simplified to

K ¼ 4p2
ð1
0

W0U� U0Wð Þds: (A2)

As the i profile, toroidal flux profile, UðsÞ, and total toroidal
flux are fixed during VMEC computations, the profile for the poloi-
dal flux is also fixed, because

WðsÞ ¼ Uðs ¼ 1Þ
ðs
0
iðsÞds: (A3)

As such, the profiles in Eq. (A2) are all fixed, such that the hel-
icity is kept constant during the VMEC computation. This provides
a physically meaningful link between the initial and final states,
such that the trajectories can be reasonably compared against linear
and nonlinear MHD codes. It should be noted that when comput-
ing the perturbed state, a small initial perturbation is applied to the
magnetic axis, such that the initial condition is not the exact unper-
turbed equilibrium.

At this point, it is worth providing an interpretation for com-
putations where the current profile is fixed. This constraint is not
found in ideal MHD, and so the perturbed equilibria that are com-
puted must have some form of external control, such as a modifica-
tion of the loop voltage in the device, in order to link them with the
initial axisymmetric state. As such, the constraint could be used for

studies of RMPs where external control is implied, but for dynamics
on the ideal MHD timescale, constraining the current profile is not
justified.
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