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Abstract 

 

A new Additive-Manufacturing (AM) or 3D printing concept is proposed to improve the printing resolution 

for metal additive manufacturing in the frame of the SFA-AM project, “Powder Focusing for Beam-Induced 

Laser 3D Printing”. The project aims to transport small powder particles (largest diameter < 10 µm) at a high 

throughput to a spot smaller than 20 µm. To realize the objective, a metal ion included liquid is suggested as 

source medium similar to the inkjet process, and the droplet is employed as a container for the metal ion 

transport. The key challenges of achieving this goal are 1) droplet size control and 2) efficient microwave 

heating that can dry the liquid portion of the dynamic droplet at high-speed (≈ 3 m٠s-1). The most demanding 

part is the development of a miniaturized, very concentrated field density microwave resonator where the 

droplet is passing through. This follows from the extremely short interaction time between the microwave 

and the ejected droplets (research: ≈ 0.5 ms) which results from the requirement for a small component size 

for its system integration. The primary medium examined for the experiment is water due to 1) a high 

dielectric loss proportional to the drying efficiency and 2) avoiding explosion risks at the laser sintering stage 

compared to organic solutions. 

Various droplet generation conditions were investigated to determine the optimum conditions for the 

custom droplet generator, in particular, two key parameters were focused on: frequency and flow rate. The 

droplets obtained were analyzed with respect to size, gap distance, and linearity affecting the uniformity of 

the AM process. Moreover, Navier-Stokes-based fluid dynamics simulations enabled the understanding of 

the droplet behavior, especially the break-up formation. Eventually, the optimal condition for producing the 

smallest droplets with a diameter of 100 μm is determined to be 15 kHz and 0.5 ml∙min-1. Such droplets 

loaded with metallic particles could result in smaller than 20 μm of remaining metal powders aggregate after 

the drying process. 

A new TEM (Transverse ElectroMagnetic) resonator has been developed for drying and sensing applications. 

The full-wave electromagnetic simulation software, CST Microwave Studio, supported the working mode of 

the device. Firstly, it is used for the dielectric characterizations of different water-ethanol mixtures contained 

in a microcapillary. The sensing relies on electric field perturbation due to the inserted sample, and is 

measured based on the change of both resonance frequency and Q-factor. These sample-dependent 

variations were analyzed to estimate the complex permittivity using different methods such as the 

Perturbation Method (PM), Least-Square Model (LSM), and Log-Linear Model (LLM). This work demonstrates 

that the proposed microwave module is capable of sensing nano-liter volume ranges even though the 

samples only partially influence the sensing area (error < 13 % in permittivity).  

In microwave heating, the developed resonator achieved a temperature increase of 27 K in the microwave 

exposal time of 0.5 ms when the microwave power of 45 W was applied. Finally, numerical models have been 

proposed to estimate the maximum temperature of the initial droplet before cooling starts attributable to 

heat and mass transfer. This model well corresponds to the microwave electromagnetic simulation resulting 

in similar temperature deviations. It helps to determine the net heating efficiency of the microwave device. 
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Résumé 

Un concept de fabrication additive (AM) est proposé pour améliorer la résolution d'impression des métaux 

dans le projet SFA-AM, "Powder Focusing for Beam-Induced Laser 3D Printing". Le projet vise à transporter 

de petites particules (diamètre < 10 µm) à un débit élevé vers un point plus petit que 20 µm. Pour atteindre 

l'objectif, un liquide contenant des ions métalliques est proposé comme milieu source similaire au jet d'encre, 

et la gouttelette est utilisée comme conteneur pour le transport des ions métalliques. Les principaux défis 

pour atteindre cet objectif sont 1) le contrôle de la taille des gouttelettes et 2) un chauffage par micro-ondes 

qui peut sécher la partie liquide de la gouttelette à grande vitesse (3 m٠s-1). La partie la plus exigeante est 

le développement d'un résonateur miniaturisé, à densité de champ très concentrée, où passe la gouttelette. 

Ceci découle du temps d'interaction extrêmement court (0.5 ms) qui résulte de l'exigence d'une petite taille 

de système pour son intégration. Le milieu examiné pour l'expérience est l'eau en raison d'une perte 

diélectrique élevée par rapport à l'efficacité du séchage et pour éviter les risques d'explosion au stade du 

frittage.  

Diverses conditions de génération de gouttelettes ont été expérimentées afin de déterminer les conditions 

pour le générateur de gouttelettes, en particulier, deux paramètres ont été examinés: la fréquence et le débit. 

Les gouttelettes ont été analysées en fonction de leur taille, de leur distance et de la linéarité, ce qui affecte 

l'uniformité du AM. Des simulations de dynamique des fluides basées sur Navier-Stokes ont permis de 

comprendre le comportement des gouttelettes, en particulier leurs ruptures. Finalement, la condition pour 

produire les plus petites gouttelettes d'un diamètre de 100 μm est 15 kHz et 0,5 ml min-1. De telles 

gouttelettes chargées de particules métalliques pourraient donner lieu à des agrégats de poudre métallique 

restants de moins de 20 μm après le séchage. 

Un résonateur micro-ondes TEM a été développé pour le séchage et de détection. Le logiciel de simulation 

électromagnétique pleine onde, CST Microwave Studio, a pris en charge le mode de fonctionnement du 

dispositif. Il est utilisé pour les caractérisations diélectriques de mélanges eau-éthanol dans un micro-

capillaire. La détection repose sur la perturbation du champ électrique due à l'échantillon inséré et est 

mesurée en fonction de la fréquence de résonance et du facteur de qualité. Ces variations dépendantes de 

l'échantillon ont été analysées pour estimer la permittivité complexe en utilisant différentes méthodes telles 

que la méthode de perturbation (PM), le modèle des moindres carrés (LSM) et le modèle log-linéaire (LLM). 

Le module micro-ondes proposé est capable de détecter des gammes de volumes du nanolitre même si les 

échantillons n'influencent que partiellement la zone de détection avec une erreur de 13 %. En ce qui concerne 

le chauffage, le résonateur a atteint une augmentation de température de 28 K dans le temps d'exposition 

aux micro-ondes de 0.5 ms lorsqu'une puissance de 45 W a été appliquée. Des modèles ont été proposés 

pour estimer la température maximale de la gouttelette initiale avant que le refroidissement ne commence 

en raison du transfert de chaleur et de masse. Ce modèle correspond à la simulation électromagnétique, ce 

qui entraîne des écarts de température similaires. Il permet de déterminer l'efficacité de chauffage net du 

dispositif à micro-ondes. 

Mots-clés 

Fabrication additive, impression 3D, chauffage par micro-ondes, séchage en vol, détection par micro-ondes, 

génération de gouttelettes, évaporation de gouttelettes, transfert de chaleur, transfert de masse, gélification 

interne par micro-ondes (MIG), dynamique des fluides, électro-magnétisme. 
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 Introduction 
 

• A brief introduction of general research trends in Additive Manufacturing (AM). 

• Thesis motivation in the framework of the SFA-AM (Strategic Focus Area Advanced Manufacturing) 

research project: increasing the resolution without degrading the AM functionality. 

• The thesis organization with summarized contents by chapters. 
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1.1 Additive Manufacturing (AM) 

 

Additive Manufacturing (AM) has been named by many synonymous terminologies such as 3D Printing (3DP), 

Solid Freeform Fabrication (SFF), Rapid Manufacturing (RM), Additive Layered Manufacturing (ALM), and Ad-

ditive Fabrication (AF). According to ASTM, Additive manufacturing is defined as “the process of joining ma-

terials to make objects from 3D model data, usually layer upon layer, as opposed to subtractive manufactur-

ing methodologies” [1]. This technology has become increasingly prominent over the last few decades, since 

it enables new manufacturing processes, not only for lab-scale fabrication, but also for industrial products 

with material classes such as ceramics [2, 3], polymers [4, 5], and metals [6]. In addition, the AM process can 

overcome the limitations of the conventional process, for instance, geometrical complexity, molds, fixtures 

of tools, and near-net shaping [7]. 

The first AM conception appeared in 1860 by a French artist, Francois Willem, based on the precursor tech-

nologies [8]. He proposed a ‘Photo-Sculpture’ method that involved 24 cameras arrayed at 15-degree incre-

ments around the subject and extracting the silhouettes from the images to construct the sculpture. Blan-

ther’s topography, which consists of adding contour cut papers on top of each other to form a stack, is one 

of the closest concepts to the modern AM process [9]. Baker suggested the moving weld head to create a 3D 

shaped-decorative part based on material deposition in 1925 [10]. This idea is used for the current metal AM 

process. A commercial AM product of SLA-1 was introduced in 1987 by 3D systems [11]. Since then, many 

modifications have been conducted to optimize the process for rapid prototyping, and advanced manufac-

turing approaches with various materials have emerged [2–6]. 

 

 

1.1.1 Classification of AM 

 

The ISO/ ASTM [1] categorizes all AM processes into seven types as shown in Fig. 1.1 

 

Fig. 1.1: Types of additive manufacturing. 
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Binder Jetting (BJ) is one of AM processes in which the building powders are selectively agglomerated by a 

liquid bonding agent resulting in 3D geometry by gluing the particles together. The design concept is similar 

to inkjet printing by dropping the bonding liquid from the printer head. The main benefits of this process 

type accompany a support-free structure, high productivity with cost-effectiveness, and large platform size. 

In addition, this method allows a wide range of materials such as metals, ceramics, glass, sand, etc. 

Direct Energy Deposition (DED) is an AM method that uses concentrated energy to melt a material and a 

portion of the substrate for deposition. The laser, electron beam, or plasma arc can be employed as energy 

sources, and the resolution and speed vary depending on the source types. The main principle of operation 

is that concentrated energy meets coaxially with the powder stream at the substrate and pre-deposited lay-

ers. Therefore, it is advantageous in terms of productivity compared to the PBF (Powder Bed Fusion) method 

because it omits the need to supply powder layerwise, which means that a continuous process can be realized. 

Material Extrusion (ME) can be described as the selective dispensing of material through a nozzle by a driving 

force (e.g., pressure). The extruded material solidifies on the build platform along with the previous deposi-

tion. A common terminology that indicates this method is FDM (Fused Deposition Modeling), which is more 

applicable for polymer-based materials. This methodology is effective because it can guarantee good me-

chanical properties and a high build-speed simultaneously, as well as a relatively low-cost extrusion machine. 

Materials Jetting (MJ) is a droplet-based AM method, where the material is selectively deposited as opposed 

to a bonding agent in binder jetting. After completion of all layers, the support structure is eliminated by a 

water jet to obtain the final user-designed part. Photopolymers are commonly used materials. It has an ad-

vantage in terms of precision due to the stacking method based on inkjet technology. 

Powder Bed Fusion (PBF) is one of the AM processes, in which a focused energy source selectively fuses the 

region where the powder is stacked on the build platform. After selectively applying the energy on the pre-

vious layer, a new powder layer is supplied by a recoater (blade) with a defined thickness. The main working 

principle is based on thermal heating using a laser- or E-beam. In the metal AM categories, this method offers 

comparably good mechanical properties of the products with high printing resolution [12].  

Sheet Lamination (SL) is a process, in which material sheets are bonded layer by layer to create a 3D object. 

It is also called a stack and cut approach, wherein sheets of material are combined with the previous layer by 

an adhesive or ultrasound, and then a laser cutting is applied. It shows a substantial productivity. 

Vat Photo-polymerization (VP) is a general term related to stereolithography. A photo-curable resin is selec-

tively exposed to light resulting in a light-activated polymerization. This procedure is related to the chemical 

reaction among the photo-initiators, additives, and reactive monomers. Moreover, it offers a high resolution, 

a superb surface finish, and a high processing speed. 

All the descriptions relevant to AM classification are in the references [13–15].  

Nowadays, all the classified processes are able to build 3D metal structures depending on the requirement 

of the object, for example, process applicability, resolution, material, productivity, size, and mechanical/elec-

trical property. However, commercial machines are still limited to the PBF, DED, and BJ categories.  
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1.1.2 Feature size (resolution) and productivity of AM 

 

The critical aspect, not only for AM techniques but also for all micro-manufacturing technologies, is the areal 

fabrication or machining resolution that determines the dimensional accuracy and the surface roughness of 

a target structure, particularly once the geometric dimension is smaller than the targeted wavelength (e.g. 

optical metamaterials) [16, 17]. The dimensional resolution is determined by the in-plane (IP: x and y-axis ) 

spot size, corresponding to the focus of the energy source, such as the laser-, plasma-, or E-beam, and the 

input material focus of liquid droplet or powder streams. A further factor is the out-of-plane (OOP: z-axis) 

resolution which can be maximized by a minimum layer thickness. The fabrication speed is a typical drawback 

of AM that increases the overall manufacturing cost. Therefore, it should be improved for mass production. 

Generally, it is defined as a volumetric throughput representing the deposition rate (mm3 / hr). However, 

there is a trade-off between the two variables, resolution and production rate. In other words, a more ex-

tensive input material results in higher throughput but less accuracy. 

Fig. 1.2 shows the operational window of the reported metal AM technique with respect to the feature's size 

versus volumetric throughput. In short, It accounts for the relationship between size and productivity [17–21]. 

The micro-nanoscales methodology can accompany the high-resolution without offering a high throughput 

rate. On the other hand, the wire-based AM method can show a high deposition rate but less resolution. 

 

 

 

Fig. 1.2: Minimum feature size versus throughput for metal AM process [17–21] [Supplier’s website]. 

DMLS: Direct Metal Laser Sintering, EBM: Electron Beam Melting, SLM: Selective Laser Melting, LMF: Laser 

Metal Fusion, LMD: Laser Metal Deposition, DMT: Direct Metal Tooling, LENS: Laser Engineered Net Shaping, 

DMD: Direct Metal Deposition, RPD: Rapid Plasma Deposition, WLAM: Wire and Laser Additive Manufactur-

ing, EBF3: Electron Beam Free-Form Fabrication, ACT: Advanced Compaction Technology, LIFT: Laser Induced 

Forward Transfer, EHD: Electrohydrodynamic Jet Printing, and MCED: Meniscus-confined Electrodeposition 
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In the frame of commercial AM production, the PBF suppliers try to improve the production speed by intro-

ducing multiple laser sources for building several objects simultaneously. Consequently, this method already 

satisfies the accuracy as well as the surface roughness in the micrometer range. Most cases of the PBF pro-

cesses, being located in the high-throughput region in the operation window, result from this approach of 

having several laser sources to enhance productivity, see Fig. 1.2. It is simple and effective to produce nu-

merous independent parts, but complicated to create a single part using multiple laser beams. This is due to 

overlapping, especially for small samples.  

The RPD (Rapid Plasma Deposition) is a wire-based AM technique based on conventional arc welding to in-

crease the deposition rate. The millimeter-range metal wire is fed into a molten pool where an arc plasma is 

generated between the electrode and workpiece, and lamination proceeds. Argon is the usual inert gas in-

troduced for plasma generation and oxidation shielding. The WLAM (Wire and Laser Additive Manufacturing) 

and EBF3 (Electron Beam Free-Form Fabrication) are similar to the RPD process. However, the energy source 

type applied to the object is different, being a laser or an electron beam respectively. The properties and 

dimensions of the resulting component produced by this way are strongly correlated to both the wire char-

acteristic (e.g., size and chemical composition) and the process parameters such as feeding direction and 

angle, source power, wire feed rate, and the welding speed for all wire-based AM processes [20, 21]. There-

fore, the classification of these techniques falls into the DED or ME process. 

The powder-based DED method occupies the area between the wire AM and PBF. It means that the DED 

technique has many advantages to enable compromising the functionalities between the minimum feature 

size and the throughput. Hence, an exceptional laser-based DED process is proposed to increase the resolu-

tion without significant throughput deterioration in the frame of the SFA-AM project as marked "Target" in 

Fig. 1.2 by optimizing the material transport. The details of the project will be dealt with in Chapter 1.2.2. 

Other unique printing techniques for fabricating tiny structures with high-resolution are additionally marked 

in Fig. 1.2, for example, LIFT (Laser-Induced Forward Transfer), EHD (Electro Hydro-Dynamic Jet Printing), and 

MCED (Meniscus-confined Electrodeposition). However, the productivity is extremely low compared to the 

commercial methods of PBF, DED, and RPD. Hence, these methods are more suitable for lab-scale research 

to produce 2D or 2.5D dimensional parts. All these methodologies are established based on the MJ process. 

The main principles of these methods are described below. 

 

▪ Laser Induced Forward Transfer (LIFT): this technique is a direct writing method based on the laser reaction 

to transfer a tiny fraction of the sample from the thin donor layer to the substrate. It is beneficial to control 

the particle size decided by the laser characteristics and the material properties. 

▪ Electrohydrodynamic Jet Printing (EHD): this method is a high-resolution printing where the electric field 

drives the liquid droplet. The E-field gives rise to the polarization of the dielectric liquid and the repulsive 

force of the ions causes the meniscus at the nozzle resulting in a Taylor cone shape. The droplet ejects when 

surface charge repulsion at the cone apex exceeds the surface tension.  

▪ Meniscus-Confined ElectroDeposition (MCED): this way is a precise electrodeposition that uses the ther-

modynamic stability of a liquid meniscus. The electrical potential between the conductive substrate and elec-

trolyte filled in the micropipette is the main driving force to form the meniscus at the nozzle and then initiates 

the detachment. 
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1.2 Research Framework 

 

1.2.1 Research Motivation 

 

The metal AM applicability has been emerging recently; corresponding definitions usually dealt with in in-

dustry are DED and PBF. William E. Frazier [6] classified the metal AM process depending on the material and 

the feeding method. These are 1) powder bed systems, 2) powder feed systems, and 3) wire feed systems, 

all shown in Fig. 1.3. This is similar to the above ASTM categorization but splits the DED methods based on 

the forms of the source material such as powder and wire. 

Although this concept of building up parts from layers was first tested 30 years ago [22], the metal parts 

produced by AM-processes have only been applied in a few fields, like in aerospace industry [23] and for 

medical applications [24]. This is mainly due to several limitations such as the process feasibility for materials, 

price of both machine and powder, size, resolution, roughness, and productivity [25–28]. Atzeni et al. com-

pared the cost for fabricating the same component by the PBF versus the high pressure die-casting and con-

cluded that the AM method is only cost-effective when the product number is smaller than a specific limit. 

For example, the breakeven point is anticipated to be about 42 assembly components made out of aluminum 

alloy, since most of the cost is attributable to the die fabrication [29]. These limits must be overcome by 

optimizing both, the process and the topological design, thereby extending the field applicability [30]. 

This study focuses on the metal powder AM process using laser technology. In this frame, and to resolve the 

encountered difficulties mentioned above, an unconventional concept for the metal AM process is presented, 

where especially the resolution improvement is addressed.  

Additional detailed comparisons for metal AM methods are shown in Fig. 1.3.  

 

 

Fig. 1.3: Metal AM classification with characteristics: powder bed (a), powder feed (b), and wire feed (c). 
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The powder bed method in Fig. 1.3 (a) has the upper hand in industry because of the dimensional precision, 

and a superior design flexibility among the metal AM processes, even though it is not appropriate for mass 

production due to the low production speed. In addition, the powder should be fully packed in the build 

chamber before processing, even though only small fractions might end up in the targeted object. 

On the other hand, the powder feed & wire feed methods (Fig. 1.3 b, c), similar to a welding procedure, are 

more advantageous in terms of the mechanical properties, productivity, and the useability for variable ma-

terials. Moreover, these methods can partially recover/repair damaged parts, especially suitable for large 

components. One reason why these technologies are not used broadly as metal AM processes in industry is 

the need for additional machining of the built-up component parts, because of the low resolution and poor 

surface finish resulting in a dimensional accuracy problem. A key factor to increasing the resolution and pre-

cision using these methods is a size control of the material feed up to the laser irradiation and melting. Size 

control is an arduous task to deal with. Particularly in the case of the wire feed method (Fig. 1.3 c), it is hard 

to produce a thinner wire for a wide range of materials.  

Moreover, the wire-feed method requires more post-processing than other techniques [12]. For this reason, 

this project's scope concentrates on the powder feed method (Fig. 1.3 b), and especially improving its reso-

lution. This research proposes a novel concept of the feeding and synthesis of the printing material by online 

solution mixing and internal gelation based on previous research explained in the following chapter.  

The droplet train, as a container of metal powder, is then dried in-flight by microwave heating, resulting in 

powder packages. The most important part is to generate heat inside the medium, driving chemical synthesis. 

This way, it will be possible to bring a focused powder stream into a laser melt, where the focus should be 

ten times smaller than today’s power-feed methods (200 → 20 µm). In addition, no hazardous and difficult-

to-control powder preparation is necessary, unlike most existing metal AM technologies, since the materials 

are delivered in a gelled or suspension state. This new approach of powder focusing is researched in the 

frame of the ETH SFA-AM project “Powder Focusing for Beam-Induced Laser 3D Printing”. 

 

 

1.2.2 Overview of SFA-AM Project “Powder Focusing”  

 

SFA-AM is the abbreviation for the project “Strategic Focus Area (SFA) Advanced Manufacturing (AM)” that 

aims to enable Switzerland’s scientific and technical community to contribute at the most advanced level to 

these developments. The research has been conducted on “Powder Focusing” which can propose a novel AM 

methodology resulting in an improved resolution. 

This method is based on the DED (Direct Energy Deposition) technique that focuses on a laser beam meeting 

the powder jet coaxially on the substrate to build a 3D object. The structure’s dimensions obtained by this 

method today are usually in the range of millimeters up to several tens of millimeters. It is determined by 

parameters such as the laser spot size, the precision of the mechanical tables, the powder particle diameters 

(> 50 µm) of flowable powders, and the powder jet spot size. This project desires to overcome the size limit 

of the conventional powder-DED method by increasing the resolution. In particular, the project aims to find 

technical solutions for transporting small particle powders (< 10 µm largest diameter) at a high throughput 

to a spot smaller than 20 µm.  
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Fig. 1.4: Schematic illustration for SFA-AM “Powder Focusing”. 

 

This approach is concerned with a new powder focusing system in combination with other processing tech-

niques, especially acoustic focusing, liquid jetting, and microwave drying. The system will be established in 

an existing powder-DED chamber with a laser focused to comparable spot dimensions (< 25 µm diameter). 

The 3-axis system, which moves the substrate to build the designed part, can guarantee a precision of better 

than 5 µm in all three dimensions. 

This extraordinary technique can contribute to Switzerland’s industry, renowned for its expertise in high pre-

cision and the highest quality machining of any materials. It is capable of imparting in med-tech, watch in-

dustry as well as a multitude of related branches since its capability to open up alternatives to conventional, 

subtractive micro-manufacturing. 

The final target in this project is the creation of a metal spring of 40 µm wire diameter, 200 µm spring diam-

eter, and 2 mm height, as shown in Fig. 1.4. 

 



 

9 
 

1.2.3 Research scope  

 

In order to achieve the goal, the project aims at decreasing the powder feed spot size, which is a prerequisite 

for the accuracy improvement of additive manufacturing before the laser melting process. Hence, the mate-

rial supply process is studied in two tracks. The first approach is based on the preparation of the stable pow-

der dispersed liquid, its acoustic focusing using the piezo device (by project partner ETHZ), transfer into the 

droplets ejection using EHD (ElectroHydroDynamic) process (by ETHZ), and drying by the microwave resona-

tor or natural evaporation (by PSI). The second approach adopts the metal precursor dissolved in the solution 

to form size-controlled droplets or a laminar jet by a vibration-enabled generator with a micro-nozzle. Next, 

the material passes through a microwave resonator to dehydrate the liquid fraction in a concept similar to 

the previous approach and then is delivered into a laser beam (by PSI). Each procedure is compatible with 

different steps and assemblies. For example, the acoustic powder focusing technique can be combined with 

a droplet generator. In addition, the entire modeling and simulation concerning the particle behavior in liq-

uids, droplet formation, jetting ejection, and drying process are carried out to support the experimental work 

(by EPFL). All of these approaches are tackled by the consortium consisting of the partners ETHZ, EPFL, EMPA, 

and PSI, and the obtained results are used to decide about the method integration into the printing system. 

The research scope at each site is summarized in Fig. 1.5. At PSI, the main research focus lies in the droplet 

generation using kilohertz vibrations and the in-flight drying of the microscopic droplets using microwave 

heating, framed with a violet box in Fig. 1.5. It encompasses the development of the new experimental set-

up and the corresponding validations. Hence, simulation studies are performed in parallel with experimental 

work in order to get a better understanding of the proposed process. 

 

 

Fig. 1.5: Scope of research activities for “Powder Focusing”. 
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1.3 Organization of the Thesis 

 

A summary of each chapter of this thesis is given here, also providing an overview of the research flow.  

Chapter 1. Introduces the background knowledge relevant to the AM technology and the purpose of the SFA-

AM project, to which this work belongs. It focuses on areas requiring a new powder transport system to 

improve the resolution of the conventional metal AM process. 

Chapter 2. Deals with the solution to accomplish the aforementioned goal. The fundamental concept that 

can produce and transport the powder based on microwave internal gelation, deriving from nuclear fuel 

production, is proposed and reviewed as an alternative. It also addresses candidate materials and synthesis 

processes and identifies feasibility for meeting project requirements. Lastly, an extraordinary regime com-

posed of droplet generation and microwave drying is suggested as a final method to reach the objective. 

Chapter 3. Describes the droplet generation using customized equipment with a permanent magnetic shaker. 

It analyses the resultant droplets in terms of size, gap distance, and linearity of their trajectories as the es-

sential factors to guarantee the homogenous deposition of the AM technique. Some fluid-dynamic simula-

tions based on the Navier-Stokes equation are carried out, not only to support the experimental result, but 

also to predict the break-up behavior of the droplet. The results can be used for the system setting. 

Chapter 4. A newly developed coaxial microwave resonator is evaluated in terms of sensing performance. 

Firstly, the working principle that decides the resonance behavior is demonstrated by comparing to the con-

ventional open-ended coaxial resonator. Furthermore, various water-ethanol mixtures with different con-

centrations are examined to extract the complex dielectric properties using different methodologies. Finally, 

to verify the microwave resonator's sensitivity, a tiny sample volume, being in the nano-liter range, is loaded 

through the micro-capillary into the module. 

Chapter 5. This part is dedicated to microwave heating. A conventional cavity-type resonator and a modified 

coaxial resonator (Chapter 4) are experimentally tested in terms of heating. The aim is to achieve in-flight 

drying of dynamic droplets, which also corresponds to the final research goal. Additionally, statistical evapo-

ration rates are demonstrated by droplet size measurements based on image processing. 

Chapter 6. The heat and mass transfer-based verifications are adopted to demonstrate the initial tempera-

ture of the falling droplet in comparison with the data measured by a thermocouple. A numerical method is 

proposed to trace back the maximum temperature of the droplet that has just left the microwave resonator. 

This model includes a cooling effect until the water droplets reach the measuring device. 

Chapter 7. All equipment being used for the thesis experiments is described including specifications. More-

over, some background information is given, in order to support the experimental work of this thesis. 

Chapter 8. Finally, the conclusion and the meaningful outcome of the thesis are highlighted. In addition, 

some recommended continuation of the here treated research topic is presented. 
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 Preliminaries and Benchmark 
 

In this chapter, the basic concept of microwave heating as the system's primary energy source is presented. 

Together with the droplet-based powder production and transport, this matched well the target of the en-

framing project, where inflight drying of a droplet train is foreseen, in order to produce a highly focused 

powder stream for DED based additive manufacturing. 

 

The chapter also states earlier work, which is useful to narrow down the relevant parameter windows for the 

concrete application. An important example for such a parameter is the frequency range. 

 

In addition, a selection of materials, which are most appropriate for the targeted process, is given and justi-

fied. An important criterion here is the reaction mechanism, which would apply during the manufacturing 

process (potential gelation, drying process, entering the laser melt-pool, ...). 

 

Finally, a new concept, that satisfies the entire project requirements, is proposed. 
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2.1 Overview of Microwave Heating 

 

The project purpose is the development of a high resolution DED process, where the important aspect of 

providing a very narrow powder stream is researched here. Microscopic water droplets play therefore the 

role of keeping the powder concentrated in a stream. It follows a short description of how this is concretely 

implemented. Metallic powders (or metal powder precursors) are suspended in water. Droplets of this sus-

pension are generated and directed towards the surface of the AM part under construction. The water drop-

lets are evaporated during their flight. The dried metallic powder reaches the AM working surface ready for 

laser processing. 

Microwave energy is selected as a heat source to provide a dried stream of powder to the processing surface, 

where the laser melting or sintering process is ongoing. In conventional heating methods, the heat can be 

transferred to the surface of materials by three types of mechanisms: conduction, convection, and radiation. 

The heating of the volume then occurs via thermal conduction, with the energy flowing from the surface to 

the center of the sample, until an equilibrium is reached. This process can be rather slow, leading to an ini-

tially pronounced temperature gradient. On the other hand, in microwave heating, microwave energy inter-

acts with the dielectric materials by the electromagnetic field, usually because of the polarizability of the 

molecules. This means that the heating phenomenon arises from the inside of the sample entirely, with a 

dependency on the microwave penetration depth, which is mainly relevant for large samples (compared to 

wavelength); therefore, for rather small samples, microwave heating allows a uniform temperature distribu-

tion in the material compared to conventional heating that increases the surface temperature first. It can 

therefore be said, that microwaves provide volumetric heating. It also gives rise to rapid processing times 

directly causing time and energy savings. Hence, microwave heating is efficient for chemical synthesis, espe-

cially in nanoscale structures, to accelerate reaction speed with localized intensive heating. Furthermore, the 

resulting microstructure is very fine and homogeneous. It is, therefore, expected that the mechanical and 

chemical properties are more uniform and potentially better fulfill quality aspects. In addition, microwave 

processing also bears advantages for automated production systems, due to the instantaneous reaction time 

and also the capability to be combined with the conventional heating processes or by infrared laser, e.g., for 

compensation of surface cooling, in order to have most ideal processing conditions. 

Nowadays, microwave technology is indispensable for the food industry. In addition, the utilization of micro-

wave technology is extended more and more in the fields of materials and nuclear science, because of its 

applicability to a large variety of materials, such as metal, ceramic, wood, rubber, and chemical solutions. 

Especially, microwaves show various applications based on their wide frequency range and therefore also 

temperature control. 

 
 

2.1.1 Energy Conversion 

 

When microwaves encounter a load (contact with a media), three kinds of material interactions can be dis-

tinguished: transmission, reflection, and absorption, as shown in Fig. 2.1. Thus, there are different types and 

characteristics of heat generation. It can be, fast heating, heating after a particular time, or partial heating 

spots in electromagnetic field distribution based on anti-nodes. Moreover, there are cases where no heating 

is generated [31].  
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Fig. 2.1: Microwave interaction depending on the materials [31]. 

 

Microwave heating is an interaction between the targeted materials and electromagnetic field. The property 

of dielectric material can be characterized by (2-1): 

𝜖𝑎𝑏𝑠(𝜔) = 𝜖0(𝜖
′(𝜔) − 𝑗𝜖′′(𝜔)),  

(2-1) 

where 𝜖′ is known as a dielectric constant representing the relative value of microwave energy density in the 

material. The 𝜖′′ accounts for the loss factor of each material corresponding to the internal energy loss, lead-

ing to the heating phenomenon. It means that highly lossy (large 𝜖′′) materials can absorb microwave energy 

well, converting it to heat energy. For typical dielectric heating, middle ranges of 𝜖′′, (10-2< 𝜖′′< 3), are suita-

ble [31]. Through the complex form of 𝜖, it is possible to anticipate the net absorption rate of the microwave 

energy in the materials. 

There are multiple mechanisms for the energy conversion from microwave to heat, for example, dipole ro-

tation, ionic conduction, stretching of molecules, and electronic and atomic displacement [31]. 

The details are handled in Chapter 4 for microwave sensing. 

 
 

2.2 Microwave Internal Gelation Process 

 

Internal gelation is one of the applications where microwaves can be utilized as an energy source to promote 

a temperature rise, which launches the chemical reaction leading to the gelation of a liquid phase. Alterna-

tively, other heat sources can be used, with the disadvantage of potential contamination (e.g. silicon oil). The 

research of microwave triggered gelation has been carried out by many researchers regardless of their field, 

in particular, working in the nuclear field to implement an aqueous simplified production process, with less 

contamination risk, but also implying a new fuel concept called Sphere-PAC fuel, replacing the conventional 

pellet type for reactors using reprocessed fuel, especially SFRs [32–37].  

The internal gelation method has encouraged the realization of sphere-pac fuel, as spheres of designed sizes 

are the direct product. Fig. 2.2 (a) shows the corresponding route, named the KEMA process. In brief, a feed 

solution as a result of mixing HMTA, urea, and nitrate solutions is prepared beforehand. In this stage, the 

experimenter should prevent premature gelation by keeping the solution at a low temperature of about 

270 K. The mixture is then extracted from the droplet generator, where the droplet size is governed by vari-

ables such as the nozzle, flow rate, and generating frequency. The produced droplets fall into a silicon oil 

bath at about 373-379 K temperature to induce the gelation reaction, resulting in the particles.  
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                                                                                             (a) 

 

                                          (b)                                                                                   (c) 

Fig. 2.2: Comparison of sphere-pac production processes: conventional method (a), microwave internal 

gelation [MIG] (b), and the procedure comparison (c) [34]. 

 

Subsequently, the particles pass a couple of belt filters for both, oil removal, as well as rinsing with organic 

solvents for washing. The sphere particles are lastly rewashed in ammonia solution to get rid of residual 

contamination that leads to undesirable chemical reactions. A final conventional sintering process follows to 

obtain the spheres in their final chemical and mechanically stable form, so that they can be introduced in the 

Sphere-pac. 

In this process, it was first suggested to use microwave technology for drying (and calcination) of particles 

after the washing process as a batch-type process [32, 38]. Later, the continuous Microwave Internal Gelation 

[MIG] method, using a cavity resonator, was suggested by G. Ledergerber [33, 34]. In more detail, the drop-

lets created from the droplet generator fall along the central axis of an X-band cavity (8.2 - 12.4 GHz), where 

several electric field nodes are present, inducing temperature rises and finally the gelation (Temperature 
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difference: ≈ 60 - 80 K). For complete gelation, a power of 80 – 100 W was required. The comparison between 

MIG and the conventional method for gelation is described in Fig. 2.2 (b) by G. Ledergerber [33]. On the other 

hand, Yamagishi et al. conducted gelation experiments using 2.45 GHz and a power of 5 kW, to reach the 

same temperature shifts (80 K) as for the X-band operation at below 100 W [35–37]. Rosin et al. examined 

both experiments and conducted simulations using the software Quickwave-3D to research the efficiency of 

microwave range straightforwardly. They demonstrated that the efficiency at 12.4 GHz was two orders of 

magnitude higher than at 2.45 GHz to reach a temperature difference of 80 K for a droplet [39]. 

In other words, the latter study manifests that for the rapid heating of droplets the X-band frequency 

achieves significantly higher efficiencies, where the system components are also miniaturized compared to 

the S-band.  

However, the requirements need to be clearly defined according to the planned usage, prior to the system 

configuration. The reason for that is the manifold parameters influencing the gelation or heating of droplets, 

for example, frequency, power, exposure time, properties of materials (thermal and dielectric), droplet size, 

cavity shape, E-field distribution, energy absorbance, and boundary conditions. 

 

 

2.3 Candidate Materials 

 

Fig. 1.2 (throughput vs. feature size) shows the performance of different AM processes, and especially that 

the liquid-based ones exhibit higher resolution although the productivity is rather low. The main reason is 

that these methods can offer feed materials in smaller sizes than commercially available powders. 

Metal inks can be roughly categorized into two types such as suspension-based inks and precursor-based 

inks. The latter is known as Metal-Organic Decomposition ink (MOD–ink), consisting of a metal salt, 

amine/amino hydroxyl ligands, and other organic components that form the metal or oxidized metal by heat 

decomposition. The former stands for the dispersed fine-nano particles used for the ink-jet formulation. The 

ink is printed and then sintered using thermal processing. Suspension-based inks have some advantages com-

pared to MOD inks in terms of loading amount and contact resistance between particles [40]. 

To obtain nanoparticles for suspension inks, both, high energy and long processing times, are needed. For 

example, a high-speed centrifuge and vacuum drying after a washing stage. Moreover, an amount of surfac-

tant or additive is essential for the stabilization of the ink without aggregation, even though this can interfere 

with good metallic properties [41]. In addition, it is possible to clog the micro-nozzle in the droplet formation 

step due to potential unwanted agglomerations that can occur in the process.  

In contrast to suspension inks, MOD inks denote metal precursors dissolved in proper solvents or organic 

complexing agents that serve as solvents (water, formic acid, acetone, glyme, pyridine, xylene, amino hy-

droxyl compounds, etc.) [41]. There is no solid-state or any agglomeration caused in MOD inks. Here candi-

date procedures are introduced to obtain the gel or powder state that includes the metal ions, which is not 

only pure metal but can also be metal-oxide. 
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2.3.1 Material Reaction of the Internal Gelation 

 

The “internal gelation”, which is one of the sol-gel chemical processes, can produce microspheres of hydrous 

metal oxides using HMTA (hexamethylenetetramine), Urea, and a metal nitrate solution [42]. This method 

was initially developed by M.E.A. Hermans and others at KEMA, Arnhem, the Netherlands. The process can 

be briefly explained as follows: the hydrolysis of hexamethylenetetramine [HMTA) [(CH2)6N4] in a uranyl ni-

trate solution releases the base NH4OH, which results in rapid and uniform solidification of the solution drops 

into gel spheres [43–45]. It is called the ‘KEMA process,’ considered a standard process to produce UO2 

spheres as fuel particles for advanced concepts. This technology was emerging as state of the art in the 1970s 

because it would not only decrease the mechanical processing steps and difficulties connected to the pellet 

production but also be capable of remote operation. It only handles liquid-based materials or microspheres 

without dust. Therefore, connected with the right fuel concept, the gel-sphere preparation replaces the pow-

der conversion [38]. An additional advantage of this method is that it can control the average size of spheres 

from 30 to 1500 µm [32, 38]. Hence, it can theoretically reach a packing ratio up to 90 % with the blending 

of ternary sphere sizes and more than 90% with vibration aid additionally. The packing ratio is almost the 

same as with pellets of 91 - 95 % [46–48].  

The essential chemical reactions of the internal gelation are described as [42, 49], 

 

a) Complexation/Decomplexation 

2𝐶𝑂(𝑁𝐻2)2 + 𝐶𝑒4 ↔ 𝐶𝑒[𝐶𝑂(𝑁𝐻2)2]2
4+. 

(2-2) 

Urea plays a role as the complexing agent for the metal ion. It allows the solutions to be stable without 

unwanted reaction (precipitation) at low temperatures (e.g., 0 ℃). The decomplexation occurs when the 

temperature is increased. 

 

b) Hydrolysis 

𝐶𝑒4+ + 𝑥𝐻2𝑂 ↔ 𝐶𝑒(𝑂𝐻)4 ∙ 𝑦𝐻2𝑂9 + 4𝐻+  

𝐶𝑒𝑂2+ + 𝑥𝐻2𝑂 ↔ 𝐶𝑒𝑂(𝑂𝐻)2 ∙ 𝑦𝐻2𝑂9 + 2𝐻+. 

(2-3) 

The decomplexation gives rise to the hydrolysis of the cerium. 

 

c) HMTA protonation 

(𝐶𝐻2)6𝑁4 + 𝐻+  ↔ (𝐶𝐻2)6𝑁4 ∙ 𝐻+. 

(2-4) 

It is a procedure to remove the H+ from the solution. Therefore, HMTA decomposition does not take place 

even though the temperature reached 90 ℃ without the protonation of most of the HMTA. 
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d) HMTA decomposition 

(𝐶𝐻2)6𝑁4𝐻
+ +  3𝐻+ + 6𝐻2𝑂 ↔ 4𝑁𝐻4

+  + 6𝐶𝐻2𝑂. 

(2-5) 

Protonated HMTA begins to decompose into ammonia molecules by removing three additional hydrogen 

ions. The resultants are formaldehyde and ammonium nitrate. The formaldehyde can react with the Urea to 

accelerate HMTA/HNO3 decomposition at a given temperature. 

 

 

2.3.2 Material Reaction of the Thermal Decomposition 

 

The final application of the SFA project is the 3D printing of a conductive material, a metal, with a very high-

resolution. Unfortunately, most of the available conductive inks are based on noble metals like silver and 

gold regardless of their cost-competitiveness. Instead, beneficial for cost-effectiveness, copper is emerging 

which also has a substantially higher conductivity. However, to overcome theoxidation of copper, additional 

gas protection is needed for the fabrication process (e.g., for fabrication of electronic devices).  

In this research, copper-formate (Cu(HCOO)2) is considered as the candidate material. Numerous studies 

have been reported on the possibility of replacing noble conductive metals by using copper-formate in the 

electronic field. Because this material can not only be readily dissolved in water or other solutions, but it also 

decomposed by thermal energy, resulting in a pure metallic state of copper at around 200 ℃. That is one of 

the methodologies to make a transmission line on an electric circuit board without damaging the substrate 

(e.g., the substrate being PI, PET, or PEN). 

The by-products originating from thermal decomposition are not harmful to humans because they are com-

posed of CO2, H2, and H2O, except for the copper product. Water, as a solvent of copper-formate, is not 

evaporated faster than other organic solvents under ambient conditions, which means that the crystallization 

of copper is not occurring immediately. CO2 and H2, by-products of copper-formate decomposition, may be 

operated as a shielding gas during the drying process, because of their chemical inertness.  

To further optimize the conductivity, some researchers imposed a protecting layer on copper to prevent 

oxidation or used milled materials giving rise to a more dense structure. These techniques allow increasing 

the conductivity of a copper pattern more than 20 % of bulk metal. Besides, they also added an inert shielding 

gas in the sintering step to prevent oxidation [50–53]. 

The majority of the research about metal copper making from the copper-formate solution used typical 

screen-printing or spin coating before the sintering process. The coating layer that is not exposed to the 

interaction with the laser, is removed by a washing process [50, 52–54].  

In this study, copper formate tetrahydrate (Cu (HCOO)2▪4H2O) was preliminarily tested as a candidate mate-

rial because of its simple ligand complexity. The use of this material is covered in Chapter 5. 
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The general scheme of chemical decomposition is expressed as 

Cu(HCOO)2▪4H2O → Cu(HCOO)2(s) + 4H2O(g) ٠٠٠٠٠Dehydration of tetra hydrate, 

(2-6) 

Cu(HCOO)2 → Cu(s) + H2(g) + 2CO2(g)  ٠٠٠٠٠Decomposition of anhydrous copper formate into metallic copper.                                                              

(2-7) 

The first reaction (2-6) represents the first weight loss in Fig. 2.3 (b) that starts from near 50 ℃ and finishes 

at 114 ℃ because of dehydration of tetrahydrate. The reaction (2-7) corresponds to the second weight loss 

that starts around 188 ℃ and ends near 240 ℃ resulting in the decomposition of anhydrous copper(Ⅱ) for-

mate into metallic copper [55]. In the frame of this project, the microwave is in charge of the first reaction, 

and the green laser is responsible for the second reaction. 

Another expression for the thermal reaction is also reported by Keller [56], 

 

2 Cu(HCOO)2 → 2CuHCOO + H2O + CO2+ CO, 

(2-8) 

2CuHCOO → 2Cu + H2 + 2CO2, 

(2-9) 

Cu(HCOO)2 → Cu + HCOOH + CO2, 

(2-10) 

2Cu(HCOO)2 → 2CuHCOO +HCOOH + CO2. 

(2-11) 

 

 
 
 

(a) (b) 

Fig. 2.3: The chemical structure (a) and TGA data (b) of the copper-formate tetrahydrate [55]. 
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According to the information supported by a supplier, for copper-formate tetrahydrate, a maximum of 125 g 

can be dissolved in a water volume of 1 liter.  

In the solution, the maximum mass of copper dissolved in one liter water is given by 

 

𝐶𝑜𝑝𝑝𝑒𝑟 𝑚𝑎𝑠𝑠 1𝑙 𝑤𝑎𝑡𝑒𝑟 = 
𝑆𝑜𝑙𝑢𝑏𝑖𝑙𝑖𝑡𝑦𝐶𝑓𝑡  ▪ 𝑃𝑢𝑟𝑖𝑡𝑦𝐶𝑓𝑡▪𝑀𝐶𝑢

𝑀𝐶𝑓𝑡
, 

(2-12) 

where subscript Cft and Cu indicate the copper formate tetra hydrate and copper. 

The maximum size of copper powder after droplet generation and drying is given by 

 

𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟𝐶𝑢 = (
𝑉𝑜𝑙𝑢𝑚𝑒𝐶𝑢

𝑉𝑜𝑙𝑢𝑚𝑒𝐶𝑢 + 𝑉𝑜𝑙𝑢𝑚𝑒𝑤𝑎𝑡𝑒𝑟
 ▪ 𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑑𝑟𝑜𝑝𝑙𝑒𝑡𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 ▪ 

3

4𝜋
)1/3, 

(2-13) 

where MCu and Mcft are molecular weight of copper and copper formate tetrahydrate, respectively. 

The size of the copper powder depends on the droplet generator and the nozzle size. 

The advantage is that the process of the later elimination of the sacrificial layer is no longer required. Fur-

thermore, a stepwise heating process composed of microwave drying and laser sintering can reduce the po-

rosity of copper powder more than a laser process covering both drying and sintering simultaneously. 

Moreover, water is efficient for microwave heating because of the high dielectric loss factor in the X-band 

range, as discussed before. 

 

 

2.4 Concept for New 3D Printing 

 

The idea to introduce a novel concept of additive manufacturing, based on the gelation process, formerly 

leading to the Sphere-PAC fuel concept, was registered as a patent by M.A Pouchon [57]. The sphere particle, 

as a result of the internal gelation method, motivates the possibility of producing a gel, whose dried phase 

can be used as powders for additive manufacturing, also the direct printing of the gel is considered. Moreover, 

this process is not limited to gelation reaction but can also extend to any metal precursor based on thermal 

decomposition. The powder for 3D printing should satisfy requirements such as size distribution, fluidity 

(sphericity), purity, oxidization, and absorbance of the energy. The properties described are highly relevant 

to the defect of structures fabricated by AM technology. 
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Fig. 2.4: Scheme for new 3D printing. 

 

The microspheres produced from the sol-gel method can meet the requirement of 3D printing materials in 

many areas. The sphericity, the ratio of maximum diameter to minimum one, is about 1.1 in the case of a 

500 µm ThO2 (Thorium dioxide) sphere ball in diameter without density difference. The size distribution 

strongly depends on the droplet generation, and the result can be shown as the standard deviations of < 1 % 

of the average diameter in the case of long-period operation of the droplet formation. In addition, the con-

tents of oxide can be decided by environmental factors, which can be controled during the process, for ex-

ample, applying inert gas such as N2 and Ar, in the stage of not only gelation but also the heat-treatment 

process. Of course, there is no way to achieve zero oxidation, but it can approach the lowest possible oxida-

tion [45, 58, 59]. Typically, the uniformity of the sphere-pac concept in the nuclear field is more important 

than in the 3D printing field, because of fuel performance issues.  

A modified concept for 3D printing is illustrated in Fig. 2.4. This process is almost identical to the MIG method. 

The apparent difference between them is the laser sintering process that will take place continuously after 

the MIG process to create the designed part. 

The main objective of this project is the inflight drying process of droplets produced to be microscopic metal 

powder containers to improve the additive manufacturing resolution. Fig. 2.4 shows hereby the procedure. 

The research topics to accomplish this goal are roughly divided into the following two sections: droplet gen-

eration and microwave drying. Numerous research works have been carried out since Savart and Rayleigh to 

fully understand droplet behaviors. The details are handled in Chapter 3. 

This project concentrates on the droplet generation with both, a small and uniform size of below 20 µm 

diameter, for the internal gelation or thermal decomposition, as well as a high throughput, unlike the drop-

on-demand systems (e.g., for inkjet printing). Meanwhile, in terms of the microwave technique, most of the 

published studies using microwaves for a 3D printing process focus on the localized solidification during or after 
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the building process, which is fundamentally similar to the conventional ceramic sintering process [60, 61]. 

Nevertheless, in this project, a microwave resonator is used for the complete in-flight drying of the extracted 

droplets, which act as containers for the metal powder before laser irradiation as a manner to realize a highly 

focused (< 20 µm) powder feeding. There is only rare reference data for in-flight drying of droplets, especially 

in connection with making a powder stream for an AM process, except for the previous research from our 

lab [62–64]. This new approach will lead to a highly focused, precise, and convenient powder feeding tech-

nique, enabling high-resolution 3D printing. Various advantages are expected from the MIG system combined 

3D-printing procedure as described hereafter. First, the user does not need to handle the hazardous powders 

in the preparation step. Second, it can be a fully automated system without user intervention, which poten-

tially results in high and reproducible quality. The powder size can also be controlled in real-time, by adjust-

ment of the droplet generator’s parameters in the manufacturing process. The process is associated with the 

resolution improvement of the direct laser melting process. Moreover, the user does not need to care about 

nozzle clogging, as it is not a suspension with particles being contained. Lastly, it overcomes the cost burden 

of the powder, which is generally used for 3D printing, being expensive due to the yield rate of the gas atom-

ization method.  

The challenges to be addressed in order to attain the project goal remain at each step as follows: 

1. Choice of appropriate material for the system. 

 

2. Securing of uniform droplet generation (size, linearity, and gap distance between droplets).  

 

3. Efficient microwave applicator with miniaturization to integrate with other systems.  

(Co-plane, Co-planner, and Cavity resonator). 

 

4. Optimization of laser sintering parameters with environmental circumstances. 

The thesis encompasses the entire area except for topic 4, but mainly focuses on topics 2 and 3. 
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 Droplet Generation 
 

This chapter introduces various methods to initiate droplet formation. Furthermore, the working principle of 

a customized droplet generator developed for the present project is explained with some emphasis on the 

break-up behavior. 

The customized droplet generation system based on a permanent magnetic shaker was fabricated at PSI and 

studied to evaluate the parameter effects that mainly influence the droplet’s characteristics, such as fre-

quency and flow rate. The droplets obtained by the experiment are characterized with respect to their size 

distribution, gap distance, and distance from the average trajectory (i.e., Linearity), which strongly affect the 

uniformity of the AM deposition. In addition, numerical fluid dynamics simulations using the OpenFOAM 

open-source code are introduced to estimate and compare the droplet behavior. These computational stud-

ies also specifically help to identify the optimal conditions that can produce the smallest droplet size in the 

given experimental setup. Finally, the simulation results are compared with experimentally obtained data to 

determine the validity ranges of the droplet break-up principle. These simulation results offer the possibility 

of a new system construction that can generate defined droplets without repetitive experiments (e.g. piezo 

shaker). 
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3.1 Background 

 

The liquid jet is typically defined as a stream of fluid ejected into the surrounding medium from a nozzle or 

orifice. A high fluid momentum compared to the environmental medium allows the flow to keep traveling a 

certain distance without dissipation. 

The classical investigation of the liquid jet was performed by Savart in 1833, who proposed the two “Laws” 

of jet disintegration: (1) the length of the continuous jet stream is proportional to the jet velocity for a con-

stant diameter, and (2) the stream length is proportional to its diameter for constant velocity [65]. It is the 

first quantitative analysis that figured out the relationship between the stream break-up (e.g., length of a 

continuous jet) and parameters such as jet diameter and velocity affected by the nozzle and the flow rate 

[66]. In 1873, Plateau carried out the experimental work based on Savart’s investigation and demonstrated 

that a continuous jet transforms into drops by decreasing the surface energy once the length of a jet cylinder 

exceeds a critical threshold. It was the basis for the widely known theory of jet stability [67].  

In 1878, Lord Rayleigh extended the theory of instability from Plateau’s study for the liquid jet system in the 

way that a cylindrical fluid jet reduces its radius up to the break-up when the symmetrical disturbance wave-

length in the axial direction is greater than the circumference of the cylinder jet. From the linearized analysis 

of the growth rate resulting from the infinitesimal disturbance, the break-up length is reasonably estimated 

considering the surface tension and inertia force. The liquid and surrounding medium properties should be 

taken into account additionally to represent the reality [68]. Weber conducted a further concrete analysis, 

which includes the effect of a viscous jet, considering its surface tension, and formulated this as a simplified 

form. He showed that the break-up of the viscous jet takes place slower than for an inviscid jet [69]. 

In addition to these significant studies conducted in the past, many other researchers demonstrated jet be-

havior theoretically and experimentally. The research history is concretely summarized in [66].  

This topic is still in the spotlight because of the importance of jet stability and disintegration, and the under-

standing of these phenomena in numerous applications is driven by industrial needs. Dripping and atomiza-

tion, for example, is a fundamental concept applied particularly for inkjet-based industries, including additive 

manufacturing. 

 

 

3.1.1 Droplet Formation Mechanism 

 

There are different mechanisms governed by parameter sets, which will define the type and reach of the 

initial liquid jet, and its breakup into droplets. Representative variables are nozzle size and velocity of the 

extruded liquid, gravity, surface tension, friction, and disturbance-related forces. 

Fig. 3.1 represents the different mechanisms of droplet formation as a function of jet velocity into the quies-

cent air. These are classified as dripping, Rayleigh jet, first wind-induced break up, second wind-induced 

break up, and atomization, respectively.  
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The main criterion to distinguish all the mechanisms depend on the Weber number, 𝑊𝑒, which stands for 

the ratio of the inertia force against the surface tension force. 

𝑊𝑒𝑙 =
𝜌𝑙 ∙ 𝑣𝑙

2 ∙ 𝑑𝑙

𝜎
, 𝑊𝑒𝑔 =

𝜌𝑔 ∙ 𝑣𝑙
2 ∙ 𝑑𝑙

𝜎
 , 

(3-1) 

where 𝜌𝑙 , 𝑣𝑙 , 𝑑𝑙, and 𝜎 are the density, velocity, and diameter of the liquid jet and surface tension coefficient, 

respectively. When the velocity of the liquid jet is high enough (Mechanism Ⅲ-Ⅴ), the density of the gaseous 

medium, 𝜌𝑔, can replace the liquid property, 𝜌𝑙, to consider the density contribution of the surrounding gas, 

resulting in the change from 𝑊𝑒𝑙 to 𝑊𝑒𝑔. Subscripts 𝑙 and 𝑔 indicate the liquid and gas status. 

Mechanism Ⅰ. The exit jet velocity is low; the single droplet forms on the nozzle and then is detached when 

the gravity force exceeds the inertial force governed by the surface tension. 

Mechanism Ⅱ. With increasing kinetic force, the droplet formation is not taking place directly on the nozzle 

due to the outflow velocity. The axis-symmetrical disturbance originating from the instability and surface 

tension can lead to a break-up of the droplet further down in the stream. 

Mechanism Ⅲ. Further increasing the outlet velocity over the Rayleigh regime results in a wavy appearance 

along an axis. The main driving force of the break-up arises from air friction. The break-up distance decreases 

in this mechanism. 

Mechanism Ⅳ. The high friction force driven by the interaction between the velocity of the liquid jet and the 

quiescent air can burst the jet surface and split it into a tiny droplet. As a result, the flow is no more main-

tained in a laminar regime and changes to a turbulent flow resulting in a short break-up length. 

Mechanism Ⅴ. This is characterized by a very high velocity of the existing liquid. The atomization is gener-

ated after the nozzle instantaneously. The sizes of droplets are smaller than for other mechanisms but irreg-

ular. 

Mechanism Ⅰ and Mechanism Ⅱ are both techniques mainly used to obtain size-controlled droplets, but 

Mechanism Ⅱ is more suitable for mass production. 

Fig. 3.1: The mechanisms of the droplet break-up in the quiescent air. Impact of outlet velocity on 
break-up length of injected liquid from a circular nozzle [70]. 



 

25 
 

Other dimensionless numbers, such as Reynolds and Ohnesorge, are also critical factors that can influence 

the droplet formation setting of Newtonian fluids. 

Reynold number, 𝑅𝑒, and Ohnersorge number, 𝑂ℎ, dictate the ratio between the inertial force and the vis-

cous force, as well as the interaction of the viscous force to the surface tension.  

𝑅𝑒 =
𝜌 ∙ 𝑣 ∙ 𝑑

𝜇
 , 

(3-2) 

𝑂ℎ =
√𝑊𝑒

𝑅𝑒
=

𝜇

√𝜌𝜎𝑑
 , 

(3-3) 

where 𝜇 is the dynamic viscosity of the fluid. 

Each of the explained droplet formation mechanisms is described in Fig. 3.2, established by Wolfgang von 

Ohnesorge in 1936. 

In general, for inkjet printing, the number of Ohnesorge (Oh) to ensure a uniform jetting ranges approxi-

mately from 0.1 to 1.0. 

Many satellite droplets accompany the primary drop at the low Oh values. In contrast, the high viscosity of 

the liquid induces abnormal liquid extraction, as the kinetic energy is insufficient to form the jet. Of course, 

the operating conditions and other experimental settings of droplet formation, including liquid properties, 

should be considered [71, 72].  

The reference [73] summarizes well the details related to the droplet formation mechanism. 

 

Fig. 3.2: The Ohnesorge diagram [74]. 
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3.1.2 Droplet Generation Method 

 

The inkjet industry's typical principles of forming droplets are divided into two ways. These are known as 

drop-on-demand (DOD) inkjet and continuous inkjet (CIJ), respectively, corresponding to the Dripping and 

Rayleigh ranges of the previous section. The DOD methodology is more appropriate to generate the individ-

ual drop at a precise position. A pressure force resulting from the piezoelectric transducer (mechanical actu-

ation) or thin-film heater (bubble collapsing) promotes droplet formation and ejection. 

However, due to the low productivity of the DOD methodology compared to the continuous process, this 

chapter is more dedicated to the continuous droplet formation. CIJ occasionally used to be evaluated as a 

wasteful process, since it could generate the droplet when no printing is required. Nonetheless, it is an ap-

propriate approach to meet both the productivity and size-controlled droplet requirements, especially for 

direct energy deposition (DED) in additive manufacturing, where a laser and material are coaxially focused 

on a substrate to build a part. This high-throughput droplet generation is formed by the Rayleigh instability 

of the cylinder jet associated with capillary (surface tension) forces and inertia, inducing the uniformly-sized 

drop’s break-up, with one drop produced per disturbance wavelength. Liquid jets can decompose into drop-

lets at a certain distance from the nozzle due to the maximum growth rate of an axisymmetric disturbance 

[66]. Typical droplet formation techniques by different artificial disturbances are shown in Fig. 3.3 [73], and 

are listed below. Recently, this technology has been widely used in the medical field for powder manufactur-

ing and microencapsulation. 

 

1. Simple dripping:  

This is the simplest way to create a droplet by the gravitational force of a liquid suspended in a nozzle. 

A common drawback is that there is no force to help break up the liquid, resulting in large droplet 

sizes. 

 

2. Dripping supported by the concentric jet: 

Concentric jets formulate shear forces in laminar jets. As a result of these perturbations, the liquid 

stream disintegrates into droplets. However, there is a limit to increase the flow rate and therefore 

the productivity. 

 

3. Dripping supported by electrostatic forces: 

Electrostatic forces are a common source of generating droplets in printing technology. An opposite 

charge is applied to the bath or other metal plate to create an electric field where the liquid jet passes. 

It is suitable for the laboratory scale or DOD application because of the flow rate restriction, which 

can give rise to the break-up similar to technology 2. 

 

4. Dripping supported by the vibration force: 

Size-controlled droplets can be easily obtained by vibrational techniques using piezoelectric materi-

als, magnets, and other mechanical systems. The vibrating force can create a meniscus of the liquid 

attached to the nozzle and eject the droplet. Otherwise, it can perturb the laminar jet and accelerate 

instability, acting as a cause of droplet disintegration. The droplet size control is easily achieved by 

modulation of the oscillation frequency. 



 

27 
 

 

Fig. 3.3: Typical droplet generation methods [73]. 

 

In this study, a vibration technique is employed to split a laminar jet into uniform droplets with high through-

put, and vibration-induced perturbations are responsible for breaking up the laminar jet. 

 

 

3.1.3 Droplet Generation Mode 

 

a. Natural Mode 

In the absence of vibration, the size of a droplet is determined by the equilibrium between gravitational force 

and surface tension, which corresponds to the dripping mechanism. 

𝑑𝑠𝑖𝑧𝑒 = √
6 ∙ 𝑑𝑁 ∙ 𝜎

𝑔 ∙ 𝜌

3

∙ 𝐾, 

(3-4) 

where 𝑑𝑠𝑖𝑧𝑒  and 𝑑𝑁 are the diameter of the droplet and the nozzle, 𝜎, 𝑔, and 𝜌 are the surface tension, ac-

celeration of the gravity, and density of the dripping liquid. The 𝐾 is a correction factor obtained by the ex-

perimental result for the approximation [75]. 

With increasing the flow rate of the liquid, Rayleigh’s instability is working on the continuous stream. Conse-

quently, the cylindrical jet is transformed into a droplet regime by the axial symmetric fluctuation of the 

laminar jet. However, it should satisfy the condition that the wavelength of the jet disturbance is longer than 

the circumference of the jet stream. Several mathematical formulas were proposed to predict the droplet 

size from the cylindrical jet under various conditions depending on the size of both the nozzle and jet, char-

acteristics of fluids (e.g., viscosity), velocity, and other environmental aspects. For accurate estimation, 

adopting the calibration factor dependent on the variables described above is essential [76–79]. For instance, 

H.Teng suggested a methodology to estimate the droplet size in cylindrical jets, especially in low-velocity 

liquid jets, involving Newtonian/non-Newtonian with power-law fluids [76]. However, in principle, natural 

break-up by axial symmetrical vibration could not guarantee the outcome with perfectly controlled size. Since 

the disturbance is irregular, resulting in droplets of unequal size and shape [80]. 
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b. Vibration Mode 

The droplet formation induced by the vibrational force is more straightforward to understand the break-up 

phenomenon because it does not need to take additional complex factors into consideration. For example, 

in the Rayleigh mechanism, the vibration force plays a role in making the controlled disturbance on the lam-

inar jet consecutively with a defined amplitude. This designed disturbance can accelerate the break-up of the 

droplet originating from the surface tension and ends up forming a drop with each vibration [80].  

The droplet size is given by 

𝑑𝑠𝑖𝑧𝑒 = √
6 ∙ 𝜑

𝜋 ∙ 𝑓
.

3

  

(3-5)                                                            

The gap distance between the droplets is defined as 
 

𝑑𝑔𝑎𝑝 =
𝜑

𝐴 ∙ 𝑓
=

4 ∙ 𝜑

𝜋 ∙ 𝑓 ∙ 𝑑𝑁
2  , 

(3-6) 

where 𝜑 and 𝑓 are the flow rate of the liquid and frequency of the vibration on the nozzle. Lord Rayleigh has 

demonstrated this relation by applying a sinusoidal vibration on the jet to obtain the size-controlled droplet 

reproducibly. According to (3-5), the droplet size depends on two main parameters: the applied frequency 

as well as the flow rate of the liquid. In addition, parameters such as nozzle size, liquid properties (e.g., rhe-

ology, surface tension, and others), and environmental conditions can also affect droplet formation. Finally, 

It is worth noting that a reproducible and regular break-up is obtained when the vibrational frequency is near 

the natural frequency of the jet itself [59]. A simple approach to approximate the natural frequency is ex-

pressed by the relationship between jet diameter (𝑑) and velocity of the extruded liquid (𝑣), as 𝑣 / 5𝑑 [81]. 

The high-throughput droplet generation, which is different from the natural mode governed by the equilib-

rium of strong cohesive force in molecules and the gravity forces, is an essential prerequisite for achieving 

the project goal. Therefore, water, which leads to rapid droplet disintegration due to high surface tension, is 

used as the medium for experimental validation. 

 

 

3.2 Experimental set-up 

 

A droplet generation system was fabricated at PSI to realize high-throughput droplet trains. It is principally 

composed of three parts: a power-amplifier, HPLC pump, and a permanent-magnet shaker, which are de-

scribed below in Fig. 3.4. All detailed component specifications are dealt with in Chapter 7. 
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Fig. 3.4: Equipment for the droplet generator with a nozzle. 

 

In this stage, these devices can produce various droplet sizes (Ø  90 ~ 170 µm) depending on the vibrations of 

the permanent-magnet shaker. The official oscillating frequency of the shaker by the supplier’s recommen-

dation is up to 13 kHz. However, it has been examined until 25 kHz to figure out the optimal working condi-

tion range. The generator's voltage can be increased up to 80 V; as a result, the shaker oscillates proportion-

ally to the voltage applied with a certain amplitude. A nozzle for droplet formation is made out of a 100 µm 

thick stainless steel plate with a Ø  60 µm hole machined by laser technology. The HPLC pump feeding the 

water from a container into the nozzle can control a flow rate from 0.001 up to 5 ml∙min⁻¹ with 0.2 % RSD. 

An in-line filter of 0.5 µm rating is included at the output port of the pump to prevent contamination. A CCD 

camera coupled with a high-speed flash can take an image of droplets during the operation of the shaker in 

real-time. To ensure more stable droplet formation, commercial PEEK tubes with diameters of 25 µm, 63.5 

µm, and 100 µm (IDEX Health & Science Co.) are considered for use as nozzles for microwave sensing and 

heating in Chapter 5, Microwave Heating. An additional 1000 psi back pressure regulator was also installed 

to aid in pressure and flow rate stability. In conclusion, the Ø  63.5 µm PEEK tube is eventually chosen in terms 

of droplet size, as the Ø  25 µm tube cannot produce a spherical droplet shape with the current droplet gen-

erator settings. However, in this chapter, experiments were conducted using only the laser cutting nozzles 

due to the manufacturing precision. 

 

 

3.3 Droplet Characterization 

 

The droplets produced from the customized generator were investigated in terms of the size, gap distance, 

and linearity to obtain balanced feeding conditions of the material before entering the laser melt in the frame 

of the AM process, shown in Fig. 3.5. As an example, images of the droplet formation under the various 

frequencies with a 0.5 ml∙min⁻¹ flow rate are presented in Fig. 3.6. This is the minimum flow rate, where 

water droplets can be extracted from the nozzle of 60 µm Ø  without sticking and forming a large drop. As a 

result, the droplets look quite uniform in the frequency range from 10 kHz (c) to 20 kHz (e). The post-pro-

cessing of images was conducted based on a Mathematica® tool to quantify the uniformity (distance: 10 mm). 

Some hypotheses were assumed for image processing to define the interface between droplets and air, as 

explained below [82, 83]: 

1. Light reflection is included in the droplet 

2. The droplet has a circular shape 

3. A compensation factor should be applied for the droplet size definition (inside the circle border) 
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                                             (a)                                         (b)                                             (c)           

Fig. 3.5: Characterization factors of the droplet, size (a), gap distance (b) and linearity (c). 

 

 

Fig. 3.6: Droplet formation images under various vibrational frequencies with 0.5 ml∙min⁻¹ flow rate. 
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                                                           (a)                                                                                                  (b) 

Fig. 3.7: The flow chart of the image procedure (a) and processed image (b) by Mathematica®. 

 

Fig. 3.7 represents the flow chart for image processing using Mathematica® tools with an image example of 

how the droplet size is defined using before mentioned assumptions. The region of interest involved in the 

droplet trace is set up from a full-image size of (4912 x 7360 pixels) by trimming. An obvious droplet boundary 

can be extracted from a couple of image correction functions. The conducted image processing commands 

are described here, 

1. Gradient filter: 

Gives the magnitude of the gradient of [data], computed using discrete derivatives of a Gaussian of 

sample radius [r]. 

 

2. Image adjust: 

Adjusts the levels in [image], rescaling them to cover the range 0 to 1. 

 

3. Sharpen: 

Gives a sharpened version of [image]. 

 

4. MorphologicalBinarize: 

Creates a binary image from [image] by replacing all values above the upper threshold [t2] with 1, 

also including pixels with intensities above the lower threshold [t1] that are connected to the fore-

ground. 

 

After the image modification, the droplet is defined in the shape of a circle and all hypotheses mentioned are 

applied. The droplet that could not satisfy the established condition in terms of its projected area and circu-

larity, is regarded as an exception, because the droplet sometimes combines with the consecutive droplet 

leading to either an elongated or big droplet. The source of this can be the aerodynamic and experimental 

conditions, for example, the piston movement of the HPLC pump. 
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The droplet characterization is carried out with each single droplet addressing its size, gap distance, and lin-

earity; all factors are essential for the uniform deposition of AM technology. All the error estimations are 

based on the uncertainty from the statistical evaluation, such as  

𝑢 =  
𝑠

√𝑛
 , 

(3-7) 

where 𝑛 is the number of droplets extracted from the image, and 𝑠 is a standard deviation. 

Fig. 3.8 shows the correlation between experimental and theoretical values under various frequency and 

flow rate conditions. Drag and gravity forces could be neglected because of the dominant driving force being 

attributed from the HPLC pump and mainly the short distance of analysis from the nozzle. At a frequency of 

15 kHz with 0.4 ml∙min⁻¹, the results show good linearity and are consistent with the theoretical calculations. 

When the flow rate is too low, the water passing through the 60 µm Ø  hole in the stainless-steel membrane 

does not detach with the vibrational motion, but hangs on the nozzle wall without falling until a sum of both 

gravity and driving force of the water drop is bigger than surface tension. If the shaker's frequency is over a 

specific limit, the size of the droplet is increased again, and uniformity is degraded. The reason for these 

phenomena comes either from an insufficient displacement of the shaker for the break-up of the water 

stream or from an inhomogeneous water flow. One can refer to Fig. 3.8 to find the optimal droplet formation 

condition. A detailed study at fixed conditions, such as 15 kHz and a flow rate of 0.5 ml∙min⁻¹, is necessary, 

as shown in Fig. 3.9 and Fig. 3.10. The reason for choosing these conditions lies in the regular extraction of 

the droplets and the consistency with theoretical calculation (3-5 and 3-6). In these results, we identify that 

the flow rate factor is more sensitive in droplet fabrication using the vibrational method. In other words, if 

the flow rate is properly defined considering the jet's natural frequency, the break-up occurs in every vibra-

tion cycle while satisfying the analytical calculation (3-5) introduced beforehand. A stable range of droplet 

formation is shown at a flow rate of 0.5 ml∙min⁻¹ and a frequency from 15 to 20 kHz. The results of the gen-

erated droplet sizes at a frequency of 20 kHz are different in Fig. 3.8 and Fig. 3.9 due to extraction instabilities. 

This shows that unexpected results will occur if conditions such as frequency, flow rate, and their combina-

tion do not fulfill certain criteria.  

                               (a)                (b)                                     (c) 

Fig. 3.8: Characterization of the droplet behavior under the various flow rates and vibrational frequencies 

by comparing with theoretical values in terms of size (a), gap distance (b), and linearity (c). Dotted lines are 

calculated, and solid lines are experimental values. 
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(a) 
 

(b) 

(c) 

(d) 

 
 
 

Fig. 3.9: Characterization of the droplet behavior under the fixed condition of 0.5 ml∙min⁻¹ flow rate: 
processed image (a), size (b), gap distance (c), and linearity (distance from the center line) (d) with vari-
ous vibrational frequencies. 
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(a) 

 (b) 

 (c) 

 (d) 

 

 

Fig. 3.10: Characterization of the droplet behavior under the fixed condition of 15 kHz vibrational fre-
quency: processed image (a), size (b), gap distance (c), and linearity (distance from the center line) (d) 
with various flow rates. 
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3.4 Numerical Simulation for the Droplet Validation 

 

To simulate the break-up phenomenon of water droplets under the various amplitudes of the shaker, which 

could not be controlled experimentally, the interDyMFoam solver in the OpenFoam software is imposed to 

reproduce an incompressible laminar flow (Reynolds number: 176.3) based on Navier Stoke’s (NS) calcula-

tions. It represents a method to track an interface of two immiscible fluids for a volume of fluid (VOF) phase 

fraction using Finite-Volume-Method (FVM). OpenFOAM/ InterDyMFoam utilizes either a fixed Eulerian grid 

or a dynamic mesh technique based on an Arbitrary Lagrangian-Eulerian (ALE) description of the NS model. 

For an incompressible two-phase flow, the solver InterDyMFoam is favorable [84]. 

The designed channel length for the water passage was decided considering the hydrodynamic entry length, 

𝐿ℎ,𝑙𝑎𝑚𝑖𝑛𝑎𝑟, for a fully developed flow. In the case of a laminar flow, this length is given by [85] 

 

𝐿ℎ,𝑙𝑎𝑚𝑖𝑛𝑎𝑟 = 0.0575 𝑅𝑒𝐷, 

(3-8) 

where 𝑅𝑒 is the Reynolds number and 𝐷 is the diameter of the pipe. The used nozzle length for the simulation 

is 5,000 µm, almost eight times larger than the calculated value of 608 µm, which guarantees the flow char-

acteristics no longer change with increased length along the cylindrical nozzle. 

The details of the governing equation of the numerical methods can be found here, 

1. The continuity equation 

𝑈⃗⃗  = 0. 

(3-9) 

2. The momentum equation 

𝜕𝜌𝑈⃗⃗ 

𝜕𝑡
 + 𝛻. (𝜌𝑈⃗⃗  𝑈⃗⃗ ) = −𝛻𝑝 + 𝛻. 𝜇[𝛻𝑈⃗⃗  + (∇𝑈⃗⃗ ) 𝑇]) −𝑔∙ 𝑥 ∇𝜌 + 𝐹𝑠+𝐹𝑒𝑥𝑡(𝑧). 

(3-10) 

A time varying external momentum source is defined as a volumetric source as 

𝐹𝑒𝑥𝑡(𝑡) =  𝜌 ∙ 𝛼𝑎𝑑 = 𝜌 ∙ 𝛼𝑚𝑎𝑥 sin(2𝜋𝑓𝑡), 

(3-11) 

𝛼𝑎𝑑 dictates an additional acceleration expressed as a simple harmonic oscillation. 

The details can be found in the previous study conducted by Shama [86]. 
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3. The transport equation 

𝜕𝛼

𝜕𝑡
+ ∇ ∙ (𝑈⃗⃗ 𝛼) = 0, 

𝛼 = 0 (𝑎𝑖𝑟),  

𝛼 = 1 (𝑤𝑎𝑡𝑒𝑟), 

0 < 𝛼 < 1 (𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒), 

(3-12) 

where 𝑈⃗⃗  is the fluid velocity vector, 𝑝 is the dynamic pressure, 𝑔 is the acceleration of gravity, 𝑥  is the posi-

tion vector of the control volume’s center measured from the origin of the coordinates, ρ is the local density, 

and μ is the dynamic viscosity. Additionally, the term 𝐹𝑠 comes from the contribution of the surface tension. 

Estimating the fluid velocities and pressure is possible by implicitly solving (3-9) and (3-10), and the transport 

equation (3-12) is used to calculate the volume fraction function α and reconstruct the free surface after the 

fluid velocities are defined [87]. The volume fraction α is 0 when the discretized cell is filled with air, and α is 

1 when the cell is entirely filled with water. Also, α varies between 0 and 1 when the water-air interface is 

located in the cell. The updated values of ρ and μ from the solver are determined with respect to the volume 

fraction function of the corresponding fluids (α), such as the liquid, gas, and interface regions. 

The solver algorithm is called PIMPLE adopted for the coupling between the pressure and velocity field. It is 

a combination of the PISO (Pressure Implicit with Splitting of Operators) and the SIMPLE (Semi-Implicit 

Method for pressure-Linked Equations) algorithms, all of which are iterative solvers. Its main structure origi-

nated from the original PISO, but it can improve the stability by reducing the relaxation factor, and ensuring 

the convergence of all the equations at each time step. It will take longer, and therefore more outer correc-

tors should be added (similar to steady-state, SIMPLE) [88, 89]. 

For a reasonable usage of computing resources, a 2D model was implemented. Moreover, the axisymmetric 

structure allows less time consumption for determining the parameter effect of interest.  

The simulation has been carried out at conditions as shown in Table 3.1 with a mesh size of 3 µm, and results 

were interpreted based on the droplet size since the homogeneous diameter implied the uniform gap dis-

tance according to (3-5) and (3-6).  

Fig. 3.11 and Table 3.2 indicate that the droplet break-up results under the different amplitudes with the 

condition of 0.5 ml∙min⁻¹ flow rate and 15 kHz frequency are found to be the optimal condition for droplet 

generator as demonstrated in the previous section, Chapter 3.3. 

These results indicated that the amplitude of the new vibrator should be designed sufficiently large to guar-

antee the break-up of the droplets without the formation of irregular sizes of satellite drops. This is a reason 

why the new shaker consisting of a piezo-ceramic for the miniaturization should be made out of a stacked 

piezo-ceramic (typically > 8 µm displacement).  
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Table 3.1: Simulation conditions for Fig. 3.11. 

 

 

 

 

 

Table 3.2: Simulation results under various amplitudes with 
0.5 ml∙min⁻¹ flow rate / 15 kHz vibrational frequency.    

 

 

Fig. 3.11: Images of simulations at 4 ms under vari-
ous vibrational amplitudes: 
12 µm (a), 10 µm (b), 8 µm (c), and 6 µm (d) 
with 0.5 ml∙min⁻¹ flow rate / 15 kHz vibrational fre-
quency. 

 

Various conditions were examined by the variation of each variable based on the optimum conditions 

determined from the experimental results: the flow rate of 0.5 ml∙min⁻¹ and the frequency of 15 kHz. That is, 

the cases of various frequencies at a fixed flow rate of 0.5 ml∙min⁻¹ and several flow rates at a fixed frequency 

of 15 kHz were chosen for the comparison of numerical solutions and experimental results. The results are 

described in Fig. 3.12, Fig. 3.13, Table 3.3, and Table 3.4. 

Let’s assume that a jet diameter is simply identical to the nozzle diameter. The conditions of 15 kHz with the 

flow rate of 0.5 ml٠min-1 is the lowest allowable flow rate, where droplets form, corresponding to the 

smallest possible droplet. This is in good agreement with the experimental result. It is also beneficial in terms 

of the break-up length that can minimize the space between the microwave applicator and droplet resonator. 

However, below a flow rate of 0.5 ml٠min-1, the break-up formation at each vibration cannot be guaranteed. 

In other words, the vibration cannot separate the drops from the jet stream. This can be explained by the 

natural frequency to induce the droplet break-up being decreased compared to the optimal flow rate of 

0.5 ml٠min-1. In addition, the vibration wavelength is shorter than the circumference of the nozzle jet. As a 

result, the break-up condition is not satisfied according to the Rayleigh mechanism. A flow rate, faster than 

0.5 ml٠min-1 results in a larger droplet with the present set-up, therefore, it is not discussed in detail. 

Fig. 3.14 and Fig. 3.15 summarize all results obtained from analytical calculations, experiments, and numeri-

cal analysis. Moreover, the most optimal condition is highlighted as the best fitting condition. With the fixed 

flow rate of 0.5 ml∙min-1, the simulation result agrees with analytical estimation up to the frequency of 15 kHz 

since it is governed by the Rayleigh instability relevant to the relationship between a nozzle size and a liquid 

velocity. The natural frequency at which the perturbation cycle should be placed is about 9.8 kHz and can 

encompass frequencies from 5 kHz to 15 kHz for droplet formation.  



 

38 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.12: Images of simulations at 4 ms under var-

ious flow rates: 0.3 ml٠min-1 (a), 0.4 ml٠min-1 (b), 

0.5 ml٠min-1 (c), 0.7 ml٠min-1 (d), and 

0.9 ml٠min-1 (e) with a 15 kHz vibrational fre-

quency.  
              

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.13: Images of simulations at 4 ms under 

various vibrational frequencies: 5 kHz (a), 10 

kHz (b), 15 kHz (c), 20 kHz (d), and 25kHz (e) with 

a 0.5 ml٠min-1 flow rate.  

Fig. 3.14: Droplet size comparison under various 

flow rates with a 15 kHz vibrational frequency ob-

tained from the experiment, simulation, and ana-

lytical calculation.  

Fig. 3.15: Droplet size comparison under various 

vibrational frequencies with a 0.5 ml٠min-1 flow 

rate obtained from the experiment, simulation, 

and analytical calculation.  

 

Table 3.3: Simulation results under various flow 
rates with a 15 kHz vibrational frequency.  

Table 3.4: Simulation results under various vibra-
tional frequencies with a 0.5 ml∙min-1 flow rate. 
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One difference between the numerical simulation and the experimental result is the droplet size at 20 kHz in 

frequency with a flow rate of 0.5 ml∙min⁻¹. Uniform droplets are generated in the experiment, on the other 

hand, the numerically obtained finding cannot support this. That may result from experimental errors or 

coincidence effects. Consequently, the frequency of 15 kHz is determined as the best condition since that 

satisfies all analyses, such as analytical, experimental, and numerical methods. 

A simple alternative for estimating the droplet formation criteria can be obtained from the equation (3-13): 

𝑓𝑚𝑎𝑥 =
𝑣𝑖𝑛𝑙𝑒𝑡

2 𝜋 𝑟
, 

(3-13) 

where 𝑣𝑖𝑛𝑙𝑒𝑡, 𝑟, and 𝑓𝑚𝑎𝑥 are velocity of a fluid, the radius of a nozzle, and the maximal frequency. 

This well matched the simulation result to set the range of the vibration.  
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 Microwave Sensing 
 

The object sensing or heating performance with microwaves is governed by the dielectric properties of the 

materials, as mentioned in Chapter 2, which relates to the energy coupling. This chapter focuses on the di-

electric sensing using the microwave reflection technique that can be probed in parallel to microwave heating. 

Sensing possibilities are explored in particular for water-based liquids that show high enough dielectric per-

mittivity and high surface tension, and therefore are suitable candidates to be used for the suspension con-

tainer of the 3D printing metal powder precursors.  

This chapter introduces first the design of the miniature MW resonator. A solution is proposed taking into 

account 1) the ease of manufacture and 2) the sensing performance. The X-band resonator operates for 

samples in the nanoliter ranges. Various techniques are employed for the dielectric permittivity extraction 

based on experimental results and compared to find the most suitable approach in terms of precision and 

reliability. This is necessary as no conventional methods exist to achieve the sensing in this range except for 

the highly specialized metamaterial substrate resonator.  

Secondly, an analytical sensing principle is derived to correlate the resonance behavior with the dielectric 

properties of the samples. In addition, a numerical simulation is employed to gain deeper insights into the 

sensing mechanism, particularly, the operating mode determination. Lastly, the miniature resonator is com-

bined with the custom droplet generator described in Chapter 3 and preliminary measurements are per-

formed. However, detailed validation remains out of the scope of the present work, and could be the topic 

of future investigations. For such extended work suggestions, see Chapter 8.2, Future work. 
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4.1 Background 

 

Microwave sensors utilize an electromagnetic wave spectrum in the frequency range of 0.3 GHz to 300 GHz 

corresponding to the wavelength of 1 m to 1 mm. An electromagnetic field between transmitter and receiver 

is generated, resulting in an invisible volumetric space, in which objects can be detected. This space indicates 

the sensing region. The following expressions are commonly used depending on the operating frequency: 

Radar [RAdio Detection And Ranging], RF [Radio Frequency], or Doppler sensor or motion sensor operated in 

the range defined above.  

These sensors can be categorized into 2 classes: passive and active sensors. The former is a microwave in-

strument designed to observe and measure natural emissions or reflections produced from objects. The lat-

ter is a device that provides both the microwave source and the sensing device to evaluate the part of the 

signal emitted by the source and the part being reflected from the substance. Recently, microwave sensors 

are emerging prominently, since they can be miniaturized for integration with other fields, such as LOC (Lab 

On Chip) or microfluidics utilized in the chemical and medical area. Usually, they deal with extremely small 

amounts of fluids (10−9 to 10−18 ℓ) [90]. The microwave technique can realize the function of non-destructive, 

non-contact, and instantaneous signal resolution related to sensitivity even though the object is exceedingly 

tiny [91]. 

 

 

4.1.1 Polarization Mechanism 

 

The main principle of microwave sensing is based on material perturbation shown in Appendix 9.1. The ex-

isting electromagnetic field is affected once a dielectric material is introduced into the field area as the EM 

waves then penetrate the material. Then, the material can be polarized as shown in Fig. 4.1 [92].  

The polarization relevant to the sensing and heating phenomenon comprises four mechanisms: ionic, dipolar, 

atomic, and electronic polarization. The main working principle of heating is governed by the operating fre-

quency [93]. 

 

 

 

 

 

 

 

 

Fig. 4.1: Frequency response of dielectric mechanisms [92]. 
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1. The space-charge polarization is formed in the interface due to the charge build-up between com-

ponents in a heterogeneous system. This mechanism is dominant more at a relatively low frequency. 
  

2. Dipolar or molecular polarization is attributable to a permanent dipole due to the asymmetric 

charge distribution, which tends to reorient under a changing external E-field. The friction involved 

in the redistribution process of molecular polarization causes dielectric losses and is converted into 

thermal energy. It is an essential mechanism in the microwave regime which arises due to the many 

aligned dipoles.  
 

3. Atomic polarization arises due to the relative displacement of atomic nuclei because of the unequal 

charge distribution in molecule formation (e.g., stretch). 
 

4. Electronic polarization results from the displacement of the electron around the nuclei. When the 

external field is excited, the movement of the charged particle in the dielectric gives rise to the in-

duced dipole that can respond to the applied field. This occurs at very high frequencies because the 

ions are unable to follow the e-field sufficiently.  

 

The net polarization (𝑃𝑛𝑒𝑡) is determined by the sum of the total contributions described above: 

𝑃𝑛𝑒𝑡 = 𝑃𝑠𝑝𝑎𝑐𝑒−𝑐ℎ𝑎𝑟𝑔𝑒 + 𝑃𝑑𝑖𝑝𝑜𝑙𝑎𝑟 𝑜𝑟 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 + 𝑃𝑎𝑡𝑜𝑚𝑖𝑐 + 𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 . 

(4-1) 

The dipolar or molecular polarization is the dominant mechanism in the microwave regime, especially for the 

heating application. In this range, the decrease in net polarization implies the reduction in the real permit-

tivity, 𝜖′, but the rise in the loss factor, 𝜖′′. The energy delivered from the source is dissipated in the dielectric 

as thermal energy. The maximal energy absorption occurs when 𝜖′′ is near the peak position [93]. 

Fig. 4.2 shows the complex permittivity of both water and ethanol at different temperatures. This is the basis 

for sensing performance studies, as being described in this chapter. The values, such as the static permittivity, 

the high-frequency permittivity limit, and the relaxation frequency, as well as related equations for obtaining 

Fig. 4.2, are found in the references [94–96]. However, the reliability decreases once the frequency moves 

above 5 GHz since the ethanol characteristic is only measured up to this frequency, and values for higher 

frequencies are extrapolated. Onimisi et al. [97] used the same model based on 5 GHz parameters up to 10 

GHz for ethanol. 

 
(a) (b) 

Fig. 4.2: Complex permittivity of water (a), and ethanol (b). 
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4.1.2 Complex Dielectric Constant 

 

An applied rapidly oscillating E-field causes the polarization of the atoms or molecules in the dielectric mate-

rial, because of the displacement of bound charged elements. It gives rise to the electric dipole moment, ∆𝑝⃗⃗⃗⃗  ⃗, 

in a certain volume of ∆𝑉. The polarization density is defined as 𝑃⃗  which plays a role in enhancing the total 

displacement flux, 𝐷⃗⃗ .  

The dipole moment is defined by the bound charge 𝑞𝑖, and charge separation 𝑟𝑖, as shown in Fig. 4.3. 

The sum of all the dipole moments in the dielectric is expressed using the average dipole moment 𝑚𝑒𝑙⃗⃗⃗⃗ ⃗⃗  ⃗ 

𝑚𝑒𝑙⃗⃗⃗⃗ ⃗⃗  ⃗ = ∑𝑞𝑖𝑟𝑖

𝑁

𝑖=1

, 

(4-2) 

where 𝑞𝑖 and 𝑟𝑖 stand for the charges and the separation, respectively. 𝑁 is the number of charges. 

The polarization density 𝑃⃗  of an infinitesimal volume in the dielectric volume, 𝑑𝑉, with an infinitesimal dipole 

moment 𝑑𝑝⃗⃗ ⃗⃗  is 

𝑃⃗ =
𝑑𝑝⃗⃗ ⃗⃗  

𝑑𝑉
=  

𝑑𝑚𝑒𝑙⃗⃗⃗⃗ ⃗⃗  ⃗

𝑑𝑉
. 

(4-3) 

 

Let’s assume the ideal substance, which is homogeneous and isotropic. The polarization vector, 𝑃⃗ , can be 

expressed as the integrations of each dipole moment distributed in the volume: 

𝑃⃗ =  𝑁𝐷𝑝 = 𝑁𝐷 𝑚𝑒𝑙⃗⃗⃗⃗ ⃗⃗  ⃗, 

(4-4) 

where 𝑁𝐷 is dipole density per volume unit. 

 

 

 

 

 

 

 

Fig. 4.3: Electric dipole moment [93]. 
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The total charge or polarization of the system is given by the electric charge density vector 𝐷⃗⃗ , having the 

same definition as the total displacement flux, 𝐷⃗⃗ . 

𝐷⃗⃗ = 𝜖0𝐸⃗ + 𝑃⃗ . 

(4-5) 

In the presence of a dielectric, the density vector reads as 

𝐷⃗⃗ = 𝜖𝑠𝐸⃗ , 

(4-6) 

𝜖𝑠 is either the static dielectric constant or low limit permittivity relative to the vacuum permittivity 

(𝜖0 = 8.854 × 10−12 𝐹 ∙ 𝑚−1). 

When the dielectric sample is immersed in the time-dependent electric field, then  

𝐸⃗ (𝑡) = 𝐸0 cos(𝜔𝑡), 

(4-7) 

where 𝐸0 is the amplitude of the time-varying E-field so that it is independent of time, and 𝜔/2𝜋 is the fre-

quency in Hz. The displacement flux, 𝐷⃗⃗ , will be periodic with time; however, it will not necessarily be in phase 

with the electric field, 𝐸⃗  

𝐷⃗⃗ (𝑡) = 𝐷0 cos(𝜔𝑡 − ø) = 𝐷1 cos(𝜔𝑡) + 𝐷2 sin(𝜔𝑡). 

(4-8) 

Through the use of trigonometry: 

𝐷1 = 𝐷0 cos(ø) , 𝐷2 = 𝐷0 sin(ø), 

(4-9) 

with the relationship between 𝐷0 and 𝐸0 based on (4-6) 

𝐷1 = 𝜖′(𝜔)𝐸0, 𝐷2 = 𝜖′′(𝜔)𝐸0. 

(4-10) 

Finally, the well-known complex form of permittivity is derived as 

𝜖∗ = 𝜖′(𝜔) − 𝑗𝜖′′(𝜔). 

(4-11) 

The real part indicates the dielectric constant and the imaginary part is known as the loss factor. 

It is possible to predict that 𝜖′′ stands for the energy loss in the dielectric due to the dipole phase shift ø. So, 

the loss tangent (𝜖′/𝜖′′) can be zero when the frequency approaches zero since the 𝜖′′ → 0. It ends up being 

the static case identical to 𝜖′ → 𝜖𝑠 as no dielectric loss is occurring in the static field. This phase shift results 

from the polarization that cannot follow the rapidly oscillating field.  
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The imaginary part of permittivity encompasses the polarization as well as the conduction loss, defining the 

effective loss factor as 

𝜖𝑒𝑓𝑓
′′ (𝜔) = 𝜖𝑠𝑝𝑎𝑐𝑒−𝑐ℎ𝑎𝑟𝑔𝑒

′′ + 𝜖𝑑𝑖𝑝𝑜𝑎𝑟 𝑜𝑟 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟
′′ + 𝜖𝑎𝑡𝑜𝑚𝑖𝑐

′′ + 𝜖𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐
′′ +

𝜎

𝜖0𝜔
. 

(4-12) 

The last term of 
𝜎

𝜖0𝜔
 is the contribution due to the conductivity. 

 

 

4.1.3 Representative Microwave Sensor  

 

This section is dedicated specifically to the microwave applicator that can be used to determine the complex 

permittivity of liquids and their binary mixtures. The characteristics that this method can evaluate are gen-

erally limited to the complex permittivity (real and imaginary parts), and other material properties such as 

permeability and conductivity are excluded. 

  

a) Open-ended coaxial sensor 

Open-end coaxial resonators, consisting of a short and a shunt circuit at both sides, have been broadly used 

for dielectric property measurements in the microwave range over the last few decades, due to both, their 

simplicity and accuracy in wide frequency ranges. The fringing field in front of the open-end is perturbed 

when a sample of different complex permittivity is introduced within the field lines. From this influence, 

which results from changes in the measured reflection response, the complex permittivity can be extracted 

by comparing to calibration tests using standard materials (for example water). 

A wave propagating from a feeding network is partially reflected at the discontinuity of the structure because 

of an impedance mismatch. 

This method was investigated intensively by previous researchers on the basis of electromagnetic field anal-

ysis and coupling effects for sensing applications in industry [98–104]. The limitations of this exceptional 

method lie 1) in the quality of the close contact with the materials in all sensing areas without impurity and 

2) in ensuring that the sample thickness is larger than the doubled penetration depth [105].  

Nowadays, a modified coaxial resonator is researched for the versatile sensing of humidity and displacement 

in combination with a metal plate placed parallel to the open-end, in order to improve the electric field con-

centration [106, 107]. 

A commercial probe kit based on a traditional open-ended coaxial line [108] is available from Agilent inc. 

[85070E][109] in combination with a VNA. The capacitance termination is defined at an open-end, and it is 

separated in both factors, Cf and C0 ϵ, by the capacitance model as shown in Fig. 4.4. The former is the fringing 

capacitance in the coax occurring through the dielectric, typically Teflon, with a characteristic impedance of 

50 or 75 Ω. The latter represents the capacitance appearing at an open-end, affected by the test sample; in 

other words, C0 refers to the capacitance when only air is present in the sensing area without a dielectric 

sample.  
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The values of Cf and C0 ϵ are determined experimentally from the calibration process using a well known 

dielectric sample. These total capacitances are altered depending on the different complex permittivity of 

the test sample; in particular, it is affected by the sample's loss factor resulting in the change of the C0 ϵ 

capacitor. This equivalent model is valid at frequencies where the dimensions of the coaxial line are small 

compared to the wavelength, to prevent radiation loss. The sensor impedance Zp is expressed based on [104, 

110, 112], 

𝑍𝑝 =
1

𝑗𝜔(𝐶𝑓 + 𝐶0𝜖)
. 

(4-13) 

The VNA measures the reflection coefficient S11 corresponding to the ratio of the incident wave to the re-

flected wave at the input port: 

𝑆11 = |𝑆11|𝑒
𝑗𝜑 =

𝑍𝑝 − 𝑍0

𝑍𝑝 + 𝑍0
 , 

(4-14) 

where |𝑆11| and 𝜑 are the modulus and phase of the complex reflection coefficient obtained from the VNA. 

𝑍0 stands for the impedance of a coax cable located between the VNA and the sensor. 

The complex permittivity can be obtained from the above formulas (4-13 and 4-14) as shown below, see [108, 

112].  

𝜖′ = 
−2|𝑆11|𝑠𝑖𝑛𝜑

𝜔𝐶0𝑍0(1 + 2|𝑆11|𝑐𝑜𝑠𝜑 + |𝑆11|
2
−

𝐶𝑓

𝐶0
, 

(4-15) 

𝜖′′ = 
1 − |𝑆11|

2

𝜔𝐶0𝑍0(1 + 2|𝑆11|𝑐𝑜𝑠𝜑 + |𝑆11|
2
. 

(4-16) 

 

 
                        (a) 

 
 

 
 
                        (b) 

 
                      (c) 

 
Fig. 4.4: The geometry of the open-ended coaxial probe with E-field distribution (a), the capacitance 
model of open-ended coax sensor (b), and the probe tip geometry (c), see also [110, 111]. 
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The loss tangent is given by 

𝑡𝑎𝑛𝛿 =  
𝜖′′

𝜖′
=

1 − |𝑆11|
2

−2|𝑆11|𝑠𝑖𝑛𝜑
. 

(4-17) 

It can be concluded that the change of complex dielectric permittivity, located in front of the open circuit, 

influences the total capacitance involved in the impedance change. That is the main sensing principle to ex-

tract the dielectric permittivity of the sample. 

For calibration, Agilent Technologies, Inc. recommends using air, shorting block, and distilled water at a pos-

itive temperature. Employing the Debye equation is a typical methodology to find the dielectric constant of 

liquids as a function of frequency. 

ϵ =  𝜖∞ +
𝜖𝑠 − 𝜖∞

1 + 𝑗𝜔𝜏
+ 𝑖

𝜎

𝜔𝜖0
 , 

(4-18) 

where 𝜖∞ is the permittivity at the high-frequency limit, 𝜖𝑠 is the static frequency permittivity, and τ is the 

characteristic relaxation time of the medium. 𝜖∞ and 𝜎 dictate the vacuum permittivity and ionic conductiv-

ity, respectively. At a high frequency, the conductivity contribution decreases, because the ions no longer 

follow the rapid oscillation of the stimulus. Detailed descriptions, including the measurement procedure, are 

available in [105, 113–115]. 

 

b) Metamaterial based sensors 

Various types of planar sensors based on metamaterial have been emerging over the past decades, because 

of their compactness, resulting from the dimensions being smaller than the wavelength of incident electro-

magnetic (EM) waves [116]. An electromagnetic metamaterial is an artificial substance enabling changes in 

its permittivity or permeability continuously from positive to negative. It can amplify evanescent waves, 

providing both high-sensitivity and sub-wavelength resolution [117]. However, the used materials have una-

voidable drawbacks associated with large absorption losses, making them unsuitable for heating applications. 

Therefore, this concept has rather been researched for different sensing purposes, such as displacement, 

rotation, and strain sensing [118–124]. One of the typical forms of the metamaterial-based sensor is named 

Split Ring Resonator (SRR), which has a pair of enclosed loops with splits in them at opposite ends on a die-

lectric substrate [125]. The concentric circle- or square-shaped loops are made of a highly conductive metal, 

for example, copper or gold-plated copper. The small gaps between the geometries give rise to the concen-

trated capacitance that changes its resonance frequency to a lower value. 

To improve the sensing performance, this form is modified by changing or duplicating the array of metal parts 

on the dielectric, leading to designs such as CSRR (Complementary split-ring resonator), DSRR (Double Split 

Ring Resonator), and MSRR (Multi-split ring resonator)[126–128]. 

As described above, there is a significant capacitance effect at the gap. For the understanding of the sensing 

principle, an example that can extract the dielectric permittivity using a single SRR is introduced. The micro-

wave is launched from an end of the microstrip and propagates in a quasi-TEM mode. 
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                                           (a)                                                         (b) 

Fig. 4.5: Microstrip-coupled split ring resonator: diagram (a) and equivalent circuit (b) [129]. 

 

The inductance originating from the loop is expressed as 𝐿𝑠, and the gap capacitance is 𝐶𝑠. This SRR is con-

verted as a form of a series RLC resonant circuit, as shown in Fig. 4.5. 

The impedance of the circuit without considering the mutual inductance, 𝑀, is described as [129] 

𝑍𝑆 = 𝑅𝑆 + 𝑗𝜔𝐿𝑆 +
1

𝑗𝜔𝐶𝑆
. 

(4-19) 

𝐶𝑆 is the capacitance near the gap between both conductors, where it is influenced by the introduced dielec-

tric material,  

𝐶𝑆 = 𝐶0 + 𝜖𝑠𝑎𝑚 𝐶𝑐  , 

(4-20) 

where 𝐶0 represents the entire capacitive effects of the dielectric substrate, channel walls, and surrounding 

space excluding the channel cavity. The term 𝜖𝑠𝑎𝑚 𝐶𝑐 denotes the capacitive influence of the liquid sample 

loaded into the microfluidic channel. 𝐶𝑐 is the capacitance when no sample is employed. 𝜖𝑠𝑎𝑚 means the 

flowing liquid’s properties consisting of the complex permittivity described as 𝜖𝑠𝑎𝑚 = 𝜖′𝑠𝑎𝑚 − 𝑗𝜖′′𝑠𝑎𝑚. 

The total resistance 𝑅𝑇 and capacitance 𝐶𝑇 are simplified as a function of complex permittivity 

𝑅𝑇 = 𝑓𝑅 (𝜖′
𝑠𝑎𝑚, 𝜖′′𝑠𝑎𝑚), 𝐶𝑇 = 𝑓𝐶  (𝜖

′
𝑠𝑎𝑚, 𝜖′′𝑠𝑎𝑚). 

(4-21)  

The resonance frequency is defined as 

𝑓0 =
1

2𝜋√𝐿𝑠(𝐶𝑇)
. 

(4-22) 

The quality factor of the resonator is given by 
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𝑄 =
1

𝑅𝑇
√

𝐿𝑆

𝐶𝑇
. 

(4-23) 

In short, it is clear that the SRR resonance and Q-factor are governed by the factors 𝜖′𝑠𝑎𝑚 and 𝜖′′𝑠𝑎𝑚. From 

this dependency between resonance behavior and complex permittivity, it’s possible to approximate the di-

electric properties of the sample. This method is excellent not only for sensing but also for miniaturization. 

However, this concept has an inevitable weakness in high power handling, e.g., heating applications, which 

stems from structural problems. Furthermore, the tunability and transmittable bandwidth are narrow, hence 

this option is not further considered in this study. 

 

c) Cavity resonator 

A cavity can be described as a transformation of a waveguide commonly used for high-power applications. 

The cavity resonator consists of closed metal walls, as short circuits, at both ends of the waveguide, to pre-

vent the escape of electromagnetic radiation energy outside the system [130]. Therefore, energy is stored in 

the cavity and gradually dissipated as heat due to the resistance of inserted samples and the cavity wall. The 

electromagnetic field intensity inside the cavity is substantially high due to the superposition of both propa-

gating and reflected waves, so it is called the resonant-cavity or the cavity resonator.  

The cavity resonator is widely used for sensing and heating purpose by microwaves because it can be easily 

manufactured as a closed box that traps and amplifies the wave energy and is accompanied with a high qual-

ity factor indicating efficient sensing performance. Usually, the cavity resonator comes with a Q-factor num-

ber from 5000 to around 10000. This is a significantly higher Q-value compared to the one of microwave 

resonators for gas or liquid flow sensing, which is usually less than 1000. Several studies that used the micro-

wave cavity for sensing applications are described in [131–134]. 

Detailed information about the Q-factor is elaborated in Appendix 9.2. 

Typical cavity types are shown in Fig. 4.6. The cylindrical cavity is a commonly used applicator for heating 

liquid samples and is covered in detail in Chapter 5.3, Microwave Cavity. 

 

 

 

 

 

 

 

 

(a)                                                                                        (b) 

Fig. 4.6: Typical resonant cavities with inserted samples: rectangular cavity (a) and cylindrical cavity (b). 
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The perturbation theory is useful for understanding the change in properties when a material is placed in the 

electric field of a cavity, based on the complex resonance frequency shift. It is naturally affected by the posi-

tion, shape, concentration, and size of the introduced material, in addition to the operation mode of the 

electromagnetic field in the cavity. The change of the complex angular resonance frequency can be described 

as [131, 135–138] 

𝜔2 − 𝜔1

𝜔2
=

∫ [(𝜇2 − 𝜇1)  𝐻1 ∙ 𝐻2 − (𝜖2 − 𝜖1) 𝐸1 ∙ 𝐸2] 𝑑𝑉
𝑉𝑐

∫ (𝜖1 𝐸1 ∙ 𝐸2 − 𝜇1 𝐻1 ∙ 𝐻2) 𝑑𝑉
𝑉𝑐

, 

(4-24) 

where 𝜔1 and 𝜔2 are the complex angular resonant frequencies before and after the perturbation caused 

by the sample insertion. 𝜖1, 𝜖2, 𝜇1, and 𝜇2 are the complex permittivity of air and the sample as well as the 

complex permeability of air and the sample.  𝐸1, 𝐸2,  𝐻1, and 𝐻2 are the electric and magnetic fields of the 

cavity. Subscripts 1 and 2 indicate the state before and after samples are inserted. 𝑉𝑐 is the total cavity vol-

ume.  

This theory has adopted several hypotheses where the following assumptions must be made: 

1. A sample is homogenous and small enough compared to the cavity volume. 
 

2. The loss due to the cavity wall is the same regardless of the sample’s existence. 
 

3. Only the region where the sample is placed is perturbed in terms of the electromagnetic field. 

The behavior of the electromagnetic field outside the sample is always the same regardless of the 

dielectric material (no degenerated modes). 
 

4. The quality factor is measured at the same condition, not only concerning the frequency but also 

the coupling. 
 

5. The small dielectric is placed in the region of the high-intensity electric field where the magnetic 

field is negligible. 

 

These assumptions lead to (4.25) 

𝜔2 − 𝜔1

𝜔2
= −(

𝜖𝑟 − 1

2
)
∫ ( 𝐸1 ∙ 𝐸2)𝑑𝑉
𝑉𝑠

2 ∫ | 𝐸1|
2 𝑑𝑉

𝑉𝑐

. 

(4-25) 

𝑉𝑠 and 𝜖𝑟 represent the volume and relative complex permittivity of the sample, respectively. 

The complex angular resonant frequency can be expressed with respect to the real part of the resonance 

frequency and the quality factor 

𝜔 = 𝜔𝑟 + 𝑗𝜔𝑖 = 𝜔𝑟  (1 + 𝑗
1

2𝑄
),   ( 𝜔𝑟 = 2𝜋𝑓, 𝑄 = 

𝜔𝑟

2𝜔𝑖
 ). 

(4-26) 
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With the assumption that 𝜔𝑟1 = 𝜔𝑟2 and 𝜔𝑖 ≪ 𝜔𝑟 applied 

𝜔2 − 𝜔1

𝜔2
≈

𝑓2 − 𝑓1
𝑓2

+ 𝑗 (
1

2𝑄2
−

1

2𝑄1
), 

(4-27) 

𝑓2 − 𝑓1
𝑓2

+ 𝑗 (
1

2𝑄2
−

1

2𝑄1
) = −(

𝜖𝑟 − 1

2
)
∫ ( 𝐸1 ∙ 𝐸2)𝑑𝑉
𝑉𝑠

∫ | 𝐸1|
2 𝑑𝑉

𝑉𝑐

. 

(4-28) 

The (4-28) is simplified becoming (4-29) and (4-30) using the coefficient A 

2 (
𝑓1 − 𝑓2

𝑓2
) = 𝐴 (𝜖𝑟

′ − 1), 

(4-29) 

1

𝑄2
−

1

𝑄1
= 𝐴 𝜖𝑟

′′, 

(4-30) 

𝐴 = 
∫ ( 𝐸1 ∙ 𝐸2) 𝑑𝑉
𝑉𝑠

∫ | 𝐸1|
2 𝑑𝑉

𝑉𝑐

. 

(4-31) 

The parameter A is assumed to be a constant related to the entire system without the sample. The formulas 

(4-29) and (4-30) mean that the perturbation theory can realize the permittivity extraction of the sample 

from the measurable values of 𝑓 and 𝑄. Usually, the A value is obtained from the standard sample, and its 

permittivity is already known through the calibration procedure. 

The detailed basis of the cavity perturbation principle can be found in Appendix 9.1. 

 

 

4.2 TEM (Transverse Electro-Magnetic) Mode Resonator for Sensing 

 

This chapter introduces a self-developed, miniaturized microwave sensing device operating in a TEM mode. 

It is designed based on a standard coaxial line with a simple modification and evaluated in terms of its sensing 

performance in nano-liter volumes using water-based solutions.  
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This chapter covers from the sensing principle with a numerical calculation to the experimental validation 

using different binary mixtures of water and ethanol with varying concentrations. In particular, not only the 

sensing of a fully media-filled volume, like the region of the open-end coax being entirely filled with gas or a 

liquid, is elaborated, but also the sensing formalism for a partially filled space is given, based on the capaci-

tance at the open-end coax. The benefits of such resonator's design are cost-effectiveness and a simple fab-

rication route, which can also be implemented for miniaturized sizes. 

 

 

4.2.1 Design of a Microwave Resonator with the Experimental Equipment 

 

The typical coaxial line-based microwave resonator can have both impedances: either 50 or 75 Ω. 

These can be fixed by the size ratio of the inner and outer conductors. The 50 Ω impedance is general because 

it is already optimized not only for the power handling but also for low losses. However, it is still a good idea 

to use a 75 Ω-based structure due to a minimal insertion loss for the case, where detecting the unloaded Q-

factor associated with the sensing performance is more relevant.  

Here, theoretical sensing mechanisms for the custom resonator are investigated, and the 75 Ω-applicator is 

intensively validated based on experimental results. In X-band, the imaginary part of the dielectric permittiv-

ity, relevant for the Q-factor, is of major interest for industrial applications, especially for water-based mate-

rials. 

A modified coaxial resonator working in the X-band range has been designed and fabricated in PSI based on 

simulation results by CST Microwave Studio. Fig. 4.7 shows the proposed resonator with the cutting plane 

used for simulation. The integral dimensions of the coaxial resonator are described in Table 4.1 

 
 
 
 
 
 
 
 
 
 

(a) 
 

(b) 

 
 
 
 
 
 
 
 
 
 

(c) 

Fig. 4.7: Coaxial microwave resonator: drawing (a), simulation model (b), and photograph (c). 
 

Table 4.1: Geometrical parameter of the coaxial microwave resonator. 

Radius of inner 

conductor (a) 

Radius of outer 

wall (b) 

Length of inner 

conductor (ℓ) 

Length of outer 

wall (L) 
Hole (h) 

1.3 mm 4.6 mm 15.6 ~ 19.6 mm 20.6 mm 2 mm 
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The knob placed on top of the device can tune the wave-trapping distance by a central conductor movement 

affecting the resonance frequency. The effective movable distance of the central conductor is flexible within 

a 4 mm range, and the 1 mm gap between the central conductor and the outer wall prevents a short circuit. 

The screws near the knob on the wall are utilized not only for the fixation of the movable conductor but also 

for fine-tuning the coupling under the DUT (Device under Test) environment. For the excitation of the reso-

nator, a commercial coaxial probe, 23_SMA-50-0-3/111_NE (HUBER+SUHNER), was introduced with plates 

of various thicknesses (0.5 t, 1 t, and 2 t). It influences the electromagnetic coupling by adjusting the distance 

between the central conductor and the electric probe of the SMA. The central conductor consists of a hollow 

rod and a fixation adapter, allowing the sample to be positioned at the same location through the borosilicate 

capillary. The capillaries used for this experiment were 100 µm and 200 µm in outer diameter with a wall 

thickness of 10 µm. These corresponded to the sample volumes of 5 nl and 25 nl considering the focused gap 

capacitance distance and the purchased capillaries from Hilgenberg inc. Therefore, they are generally used 

for X-ray analysis since the dimension reliability is considerably uniform. Moreover, all measurements were 

performed with a Vector Network Analyzer (Agilent 8720D). This resonator enables flexibility regarding the 

working frequency and the sample volume exposed in the electromagnetic field. However, in this study, the 

smallest loading volume, meaning the closest gap capacitance, is examined to determine the maximum sen-

sitivity of the resonator. 

 

 

4.2.2 Theoretical Background of New Microwave Resonator for Sensing 

 

The design of the coaxial cavity shown in Fig. 4.7 aims to operate at TEM mode in the X-band range (¾ λ). The 

concept of this resonator is similar to a conventional open-ended quarter-wave resonator modeled by short-

ing the one end between the central conductor and the wall structure in a typical coaxial line but without the 

dielectric material (e.g., PTFE). The electric field created at the open capacitance is the main sensing source 

of a conventional open-end dielectric measurement method. Electrically, this capacitance plays a role in ex-

tending the resonator’s length, changing its intrinsic resonant properties. Hence, both, the physical and elec-

trical length control are fundamental criteria to characterize the coaxial-resonant system. The resonator pro-

posed in this study has the flexibility to control the electrical distance by modulating not only the physical 

length of the resonating area but also the confined capacitance intensity generated at the open end due to 

the laminated metal wall over the opening. 

For the interpretation of the resonance frequency relevant to the sensitivity of this system, two methods are 

suggested based on the quarter wavelength approximation coming from the acoustic field (4-32) and the 

phase-matching method (4-33), see also [106, 139].   

𝑓𝑟 =
𝑐 (2𝑚 + 1)

4ℓ√𝜖𝑟
  (𝑚 = 0, 1, 2, 3… ), 

(4-32) 

𝑓𝑟 =
𝑐(2𝑚𝜋 + 𝜑1 + 𝜑2)

4𝜋ℓ√𝜖𝑟
  (𝑚 = 0, 1, 2, 3), 

(4-33) 
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where 𝑐, 𝜖𝑟, and ℓ denote the speed of light, the relative permittivity of a medium (e.g., air), and the length 

of an inner conductor. 𝜑1 is the reflection phase shift of π attributed to the short circuit on the near end of 

the electrical probe, and 𝜑2 is the gap capacitance induced phase shift, expressed by 

𝜑2 = 2𝑡𝑎𝑛−1
𝑍0

𝑋𝑐
 , 

(4-34) 

𝑋𝑐 = −
1

𝜔 𝐶𝑔𝑎𝑝
 , 

(4-35) 

where 𝑋𝑐 , 𝜔, 𝐶𝑔𝑎𝑝, and 𝑍0 are the susceptance, angular resonance frequency, capacitance at the open-end 

gap, and characteristic impedance, respectively [140].  

As described above, the capacitance present in an open circuit is responsible for determining the resonant 

behavior in the phase matching method. In short, (4-32) only accounts for the resonance frequency governed 

by the length of the central conductor. On the other hand, (4-33) additionally considers the interaction of the 

capacitance in the gap driven by the central conductor. In [102, 141], the static capacitance of the fringing 

field over the aperture is well described for the TEM excitation. 

 

𝐶𝑔𝑎𝑝 = 𝐶1 + 𝐶2, 

(4-36) 

 

𝐶1 = 
𝜖1

[ln (
𝑏
𝑎
)]2

∫ ∫ ∫
cos( 𝜃) 𝑑𝑟1 𝑑𝑟2 𝑑𝜃

√𝑟1
2 + 𝑟2

2 − 2𝑟1𝑟2 cos (𝜃)
,

𝜋

0

𝑏

𝑎

𝑏

𝑎

 

(4-37) 

 

𝐶2 = 
4 𝜖1

[ln (
𝑏
𝑎)]2

∑(
1 − 𝜖12

1 + 𝜖12
)2 ∫ ∫ ∫

cos( 𝜃) 𝑑𝑟1 𝑑𝑟2 𝑑𝜃

√𝑟1
2 + 𝑟2

2 + 4𝑛2𝑑2 − 2𝑟1𝑟2 cos (𝜃)

𝜋

0

𝑏

𝑎

𝑏

𝑎

∞

𝑛=1

. 

(4-38) 
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(a)                                                                   (b)                                                              (c) 

Fig. 4.8: Open-ended coaxial resonator and capacitance (a), with metal wall (b), plus material samples (c). 

 

𝐶1, the first term of 𝐶gap in (4-36), represents the capacitance of a conventional open-ended coaxial sensor 

with an infinite dielectric material thickness located below the sensing region, corresponding to Fig. 4.8 (a). 

On the other hand, the second term, 𝐶2, implies the correction factor to reflect a finite thickness of the di-

electric material because of the introduced medium (e.g metal) layer below it, as shown in Fig. 4.8 (b). The 

𝜖1, 𝜖12, 𝑎, 𝑏 and 𝑑 stand for the dielectric permittivity of the first material, the ratio of the dielectric proper-

ties between the first medium, 𝜖1, and the back layer, 𝜖2, (e.g., 𝜖1/𝜖2), radii of the inner and outer conductors, 

and the opened gap distance in the axial direction. 𝑟1, 𝑟2, and 𝜃 represent the radial and the azimuthal com-

ponents, respectively. 

In this research, the metal wall is regarded as a second layer, so the ratio of the dielectric properties (𝜖12) 

will be zero. Thus (4-36) is simplified as a function of the gap distance with the constants k1 and k2 determined 

by the resonator dimensions: 

𝐶𝑔𝑎𝑝 = 𝐶1 + 𝐶2 = 𝜖1 (𝑘1 + 𝑘2𝑓(𝑑)). 

(4-39) 

In short, the proposed resonator’s capacitance is linearly proportional to the permittivity of the first medium. 

𝑘1 is obtained by numerically solving the triple integral of C1, and C2 is variable according to the gap distance, 

which is the result of controlling the inner conductor's displacement. If the system is used for a sensing ap-

plication with a fixed gap distance, the capacitance of the system (𝐶𝑔𝑎𝑝) at the open-end is only dominated 

by the dielectric permittivity of the first medium (𝜖1) as a variable  

𝐶𝑔𝑎𝑝 =  𝜖1 𝑘, 

(4-40) 

𝜖1 = 𝜖1
′ − 𝑗𝜖1

′′. 

(4-41) 

The permittivity is expressed as a complex form (4-41), and 𝑘 is a constant obtained from (4-37) and (4-38). 

The dielectric loss of 𝜖′′ is ignored once the loss tangent is lower than the value of 1/10, so the relative per-

mittivity (𝜖1′) replaces a complex number of 𝜖1. Many types of gaseous states fall into this category. Hence, 

(4-40) means that the capacitance is a linear function of the relative permittivity, 𝜖1′, and is appropriate for 

gas or humidity sensing. 
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The case described above is only valid once the sample is brimmed uniformly in all areas where the electric 

field occurs. For the representation of a partial material filling inside the E-field of this applicator, the pertur-

bation theory is adopted, as shown in Fig. 4.8 (c). (Example: a sample with permittivity 𝜖3 partially interferes 

with the focused E-field of the resonator) 

According to the perturbation theory, (4-36) is transformed into 

𝐶𝑔𝑎𝑝 = (𝐶1 + 𝐶2)
′ + 𝐶3, 

(4-42) 

𝐶3 in (4-42) denotes the perturbed capacitance when a dielectric material is inserted into the gap of the 

resonator. The capacitance outside of sample (𝐶1 + 𝐶2)
′ is presumed as a fixed capacitance not affected by 

the changed condition. 

Assuming that the electric field under the central conductor, especially where the sample interacts, shows a 

uniform distribution in a microscopic volume, the perturbing capacitance ∆ 𝐶3 becomes equivalent to the 

case of a parallel metal plate with a correction factor 𝑘3. Of course, the sample must be homogeneous and 

much smaller than the inner conductor for using the perturbation theory. 

∆ 𝐶3 = 𝑘3(𝜖3 − 𝜖𝑎𝑖𝑟)
𝐴𝑠

𝑑
, 

(4-43) 

𝐴𝑠 and 𝜖3 indicate the cross-section and complex permittivity of the introduced material, respectively.  

A total capacitance considering the sample loading, 𝐶𝑔𝑎𝑝
′ , is manifested as 

𝐶𝑔𝑎𝑝
′ = (𝐶1 + 𝐶2)′ + 𝐶3 + ∆ 𝐶3 = 𝐶1 + 𝐶2 + ∆ 𝐶3. 

(4-44) 

And the generalized form of (4-44), with a fixed gap distance, is simply expressed by 

𝐶𝑔𝑎𝑝
′ =  𝜖1 𝑘 + [𝝐𝟑] 𝑘3

′     ([𝝐𝟑] =  𝜖3 − 𝜖𝑎𝑖𝑟), 

(4-45) 

𝑘3
′  denotes the modified correction factor with all the constants in (4-43), such as 𝐴𝑠 and 𝑑 being included. 

Air is substituted for 𝜖1 to validate the sensing performance in the nanoliters range with a fixed gap 

𝐶𝑔𝑎𝑝
′ = 𝑘 + 𝑘3

′  𝑓(𝜖3
′ − 1,  𝜖3

′′ ). 

(4-46) 

In short, the capacitance of the gap is variable depending on the function of the sample’s complex permit-

tivity, 𝜖3, and consequently influences the resonance behavior shown in (4-33). It is the basic principle of 

the developed sensing device. However, an analytical Q-factor estimation is complicated, since the ampli-

tude of the reflection coefficient is changeable depending on various factors, such as sample size, resona-

tor’s structure, operating frequency, and the coupling effect between the electrical probe and resonator 

for the one port system. It is therefore evaluated by experiments [142]. 
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To avoid an excitation mode distortion of the coaxial resonator (e.g., TE or TM), the cutoff frequency of 

the next higher mode TE11 (approximately, 
𝑐

𝜋(
𝑎+𝑏

2
)√𝜖𝑟

 = 16.17 GHz) is considered as an upper boundary for 

designing the resonator. This threshold is obtained based on the ratio of radii (a) and (b) [130]. 

 

𝑓𝑚𝑎𝑥 = 
𝑐 𝑘𝑐

2𝜋√𝜖𝑎𝑖𝑟

………………… . (𝑘𝑐 =
2

(𝑎 + 𝑏)
), 

(4-47) 

𝑘𝑐 is the cutoff wavenumber, and 𝜖𝑎𝑖𝑟 indicates the dielectric constant of air. Therefore, a TEM mode is guar-

anteed up to 15.36 GHz with a 5 % safety margin. 

The detection mechanism for the small quantity of liquid is consequently defined by (4-33), including the 

concept of (4-46). The real part of the sample’s permittivity changes the resonance frequency, and the imag-

inary part is more relevant to the Q-factor. 

 

 

 

 

 

 

 

(a)                                                                                               (b) 

Fig. 4.9: Gap capacitance at the open-end of 50 Ω (a), and 75 Ω (b). 

 

 

 

 

 

 

 

 

                                 (a)                                                                                                (b) 

Fig. 4.10: Normalized gap capacitance at the open-end by the cross sectional area of 50 Ω (a) and 75 Ω (b). 
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As described beforehand, the gap capacitance is an essential factor in evaluating the sensing performance, 

and the strength of an electric field that increases in proportion to the capacitance also affects the sensing 

resolution. However, the analytical solution of the triple integral formula is not practical, so the Mathemat-

ica® software is employed for the numerical calculations (convergence) of the gap capacitance, 𝐶𝑔𝑎𝑝. 

Fig. 4.9 shows the total gap capacitance at the open end of the resonator with a varying size of the central 

conductor, and the outer wall dimension is changed to maintain a fixed characteristic impedance based on 

the lossless case of the coaxial line (4-48) [130] 

𝑍0 = √
𝐿

𝐶
=

ln (
𝑎
𝑏
)

2𝜋
√

𝜖0

𝜇0
 , 

(4-48) 

where 𝐿, 𝐶, 𝑎, 𝑏, 𝜖0 and 𝜇0 are inductance, capacitance, the diameter of inner and outer conductor wall di-

ameter, vacuum permittivity, and vacuum permeability. 

Moreover, Fig. 4.10 is the normalized capacitance with respect to the area of the center conductor with a 

characteristic impedance of 50 Ω and 75 Ω. 

It is natural that capacitance increases as the gap decreases. However, according to Fig. 4.9 and Fig. 4.10, it 

can be seen that the total quantitative capacitance rises as the area of the central conductor broadens. How-

ever, there is no significant difference in the capacitance normalized to the central conductor's dimension. 

Rather, it exhibits higher capacitance depending on the gap size in a small area. The reason for normalizing 

by the central conductor's cross-section is that most of the capacitance exists between the central conductor 

and the outer wall. In addition, a relatively small plate is relevant in determining the gap capacitance for 

parallel metal plates. 

 

 

4.2.3 Validation of the MW Resonator (Experiment and numerical simulation) 

 

Eigenmode and time-domain solver based on the FIT (Finite Integration Technique) simulations have been 

carried out using the CST Studio Suite®2021 software to verify the operation mode and the resonance fre-

quency of the microwave system. Fig. 4.11 (a) shows the resonance frequency of the proposed ¾  wavelength 

resonator obtained by (4-32) and (4-33), CST eigenmode solver, time-domain solver, and the experimental 

results. The field distribution can be found in Fig. 4.13 (a) on page 60. It indicates that the phase matching 

method (4-33) is appropriate for predicting the resonant frequency, particularly for the sensing zone of in-

terest. (4-33) and simulation results show more differences when the spacing is less than 1 mm, which is 

equivalent to the length of the center conductor > 19.6 mm. This is due to the hole-influence on both the 

wall and the inner conductor leading to capacitance losses at the center of the resonator through which the 

sample penetrates, as shown in Fig. 4.13 (b) on page 60. However, it is inevitable for the sample introduction, 

and the electric field is still concentrated where sample detection is required. 

The results demonstrate that the role of the capacitance at the opening is more dominant in determining the 

resonance frequency. Specifically, infinite capacitance is achieved once the gap approaches zero, as shown 

in Fig. 4.11 (b). However, it should be borne in mind that the losses of the electric field resulting from the 
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holes in the conductors are interconnected when the gap between the conductors approaches zero, and 

there is no longer a concentrated electric field in the middle of the resonator. Therefore, the experimental 

validation should be carried out in order to determine the gap’s range of the central conductor, as shown in 

Fig. 4.14 on page 61. That will be dealt with again later. 

The resonator properties of interest focus on the smallest detectable volume with reasonable accuracy. Fig. 

4.11 (c) and (d) show the reflection response expressed by the Smith-chart and S11 spectra according to gap 

changes. Technically, a gap of 1.10 mm is the minimum dimension equal to the smallest loading volume 

considering manufacturing tolerances (Designed gap: 1 mm). However, due to the assembly tolerance, the 

resonator cannot satisfy this gap without pushing the continuous force to the central conductor. 

 

 
(a) (b) 

(c) (d) 

Fig. 4.11: Resonance frequency as a function of the central conductor’s length (a), the 3D relationship 
among the capacitance - Cp, resonance frequency - fr, and gap distance (b), the Smith-chart (c) and S11 (d) 
as a function of gap distance. 
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Hence, sensing experiments are performed at a 1.15 mm 

gap as the closest distance. The central conductor can ap-

proach the wall up to 1.15 mm without an additional ef-

fort, and the corresponded resonance frequency slightly 

changes from 10.410 GHz to 10.413 GHz. Fig. 4.11 (c) and 

(d) show that the gap of 1.15 mm adopting a 0.5 t cou-

pling plate reaches an almost critically matched condition 

under the DUT (Device Under Test) environment, indicat-

ing that the test conditions are reasonably determined. 

The resonant frequencies obtained from the analytical 

method (4-33), simulations (e.g., eigenmode and time domain), and experiments were 10.013 GHz, 10.168 

GHz, 10.166 GHz at 1 mm gap, and 10.410 GHz at 1.10 mm gap, respectively. The deviation is expected be-

cause the simulation model contains a hole effect for the material loading. Besides, the central conductor 

utilized in the experiment enhanced the electric field intensity in the limited sensing zone by using a round 

fillet and a chamfer on its edge. However, it does not imply an increase in the overall capacitance. Fig. 4.12 

shows the schematic for each case. These factors contribute to an increase in the resonance frequency by 

reducing the total capacitance of the gap. Therefore, the discrepancy between the simulation and the exper-

iment is under 2.5 %. This is acceptable, given all manufacturing tolerances and energy dissipation in the 

material. 

As already mentioned, Fig. 4.13 shows the electric field distribution inside this resonator. The electric field is 

not maximal at the center of the resonator but substantially uniform along the z-axis, except for the vicinity 

of the inner conductor that generates an edge-effect. In addition, the electric field is still concentrated in the 

gap utilized for sensing. The mode of this resonator corresponds to TEM and works as a ¾  wavelength reso-

nator, which is the initial design objective. 

 

 

 

 

 

 

 

 

 

 

 

 (a) 

 

 

 

 

 

 

 

 

 

                   (b) 

Fig. 4.13: Electric field distribution (a) and intensity as a function of z-axis position (b) by CST. 

                (a)                      (b)                      (c) 

Fig. 4.12: Schematics for the analytical method 
(a), simulation (b), and experiment (c). 
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Fig. 4.14: Resonance frequency changes when the water-filled Ø  100 µm capillary is loaded into 
the resonator with the various gap distances: ▪ lines - without water & ▪ dotted line - with water.   

 

Table 4.2: Resonance frequency corresponding to Fig. 4.14. 

Gap 

(mm) 

1.15 (test) 1.6 1.9 

Empty 
Water    

Ø  100 
Empty 

Water    

Ø  100 
Empty 

Water    

Ø  100 

𝑓𝑟  (GHz) 10.413 10.403 10.723 10.713 10.954 10.944 

∆ 𝑓𝑟 (GHz) 0.01 0.01 0.01 

 

Fig. 4.14 and Table 4.2 show the resonant frequency change when a Ø  100 µm capillary filled with water is 

inserted into the microwave resonator. The designed device has a complementary concept because the in-

teraction volume is proportional to the gap distance, but the electric field strength is inversely proportional 

to this gap dimension. As shown in Fig. 4.14, there is no difference in the resonant frequency position ac-

cording to the gap distance modulation. It indicates that the smallest gap corresponding to the minimum 

loading volume is consistent with the maximum sensitivity, based on the ratio of the sample volume to the 

resonance change. 

All solvers and an excitation port used for the validation of this microwave resonator by the software CST 

Microwave Studio are covered in Appendix 9.4.3 
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4.3 Dielectric Property Sensing with TEM (Transverse Electro-Magnetic) 

Mode Resonator  

 

4.3.1 Experimental Measurement 

 

Binary ethanol-water (Milli-Q) mixtures with various concentrations are tested through microcapillary tubes 

of both Ø  100 μm and Ø 200 μm to demonstrate the customized resonator in terms of sensing ability. In 

particular, attention is paid to the complex permittivity (ϵ= ϵ'-jϵ'') that affects the resonant frequency and 

the behavior of the Q-factor. The reason, two mediums are selected is to examine the resonator in a broad 

range of complex permittivity by different mixing ratios (See, Fig. 4.2). 

The volume fraction of these mixtures is controlled from 0 to 100 % with a maximum step size of 10 %. 

Fig. 4.15 (a) and (b) show the measurement results of the reflection response (S11), which is the ratio of the 

reflection to the drive signal at the same terminal, recorded by the Vector Network Analyzer for both capil-

laries, Ø  100 µm and Ø  200 µm. The displacement of the resonance characteristic is proportional to the sam-

ple volume, as expected. The resonance frequency is extracted from the peak position of the reflected spec-

tra, and the Q-factor is calculated by the reflection-type method since this resonator has only one port [143, 

144]. The error bar is obtained from the combined standard uncertainty [145]. 

The resonance frequency acts on an inverse relation with the volume fraction of water (100 µm capillary: 

10.410 GHz → 10.402 GHz, 200 µm capillary: 10.404 GHz → 10.352 GHz), and the lowest Q-factor exists at 

around 10 % volume fractions of ethanol, as shown in Fig. 4.15 (c). A non-linear curve-fitting model is pro-

posed to characterize the resonator. The values gained by this method enable, through the LSM (Least Square 

Model) method, determining the simplified linear equation, which represents the system configuration. The 

reference of [114] demonstrates the nonlinearity of the complex permittivity with respect to the fractional 

volume ratio of the water-ethanol mixture in the microwave regime. In addition, real and imaginary parts of 

the complex permittivity show similar trends to the inversed behavior of the resonance frequency and Q-

factor attained from the fabricated resonator. 

To minimize errors in the mixing step, all concentrations of the binary mixtures were tested at least three 

times with a commercially available open coaxial dielectric probe kit (HP 85070B) and to acquire a reliable 

complex permittivity. The average values were chosen as standard data to characterize the device. 
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(a) 

 
(b) 

 

 

 

 

 

 

 

 

(c) 

Fig. 4.15: S11 spectra for inserted capillaries of Ø  100 µm (a), Ø  200 µm (b), and resonance frequency & 
Q-factor (c). All as a function of ethanol contents in various water-ethanol mixtures. 

 

 

4.3.2 Device Characterization 

 

This section is dedicated to a novel resonator validation as a sensing device, especially for estimating the 

complex permittivity of an unknown sample. The property is extracted based on the change of the resonance 

frequency and Q-factor with various analytical methods. Lastly, the processed complex permittivities for this 

resonator are compared with the reference data to determine the most suitable method for this resonator 

(methods describe hereafter in a) to d) ). 
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Fig. 4.16: The mixture’s complex permittivity with an 

estimated error at 10.413 GHz (𝑓𝑟 of the empty cav-

ity) obtained from the open-ended coaxial dielectric 

probe kit (HP 85070B). 

 

Table 4.3: Complex permittivity corresponding to 
Fig. 4.16. 

EtOH (Vol %) ϵ' (Real) ϵ' (Imag.) 

0 % (Water) 61.7747 30.6728 

10 % 47.7219 31.7554 

20 % 35.5263 29.6555 

30 % 26.0047 25.6950 

40 % 19.7852 21.4559 

49 % 15.9727 17.9753 

58 % 12.9713 14.4740 

68 % 10.4213 11.1392 

76 % 8.8603 8.7914 

82 % 7.7182 7.0208 

88 % 6.8034 5.5533 

92 % 6.1936 4.5379 

96 % 5.5477 3.7310 

100 % (Ethanol) 5.1960 3.0581 

a) Open-Ended Coaxial Method (Standard) 

A commercial open-ended coaxial probe kit (HP 85070B, Accuracy: ±5 %) based on the reflection measure-

ment has been utilized for attaining reliable permittivity data of the samples at 10.413 GHz (resonance fre-

quency of the empty cavity).  

Table 4.3 and Fig. 4.16 show the measurement results. This instrument was calibrated before the data acqui-

sition using air, a short circuit, and 25 ℃ Milli-Q (MQ) water.  

The main algorithm of this system to obtain the permittivity of the various samples with varying ethanol 

concentrations is the Debye model:   

ϵ =  𝜖∞ +
𝜖𝑠 − 𝜖∞

1 + 𝑗𝜔𝜏
 , 

(4-49) 

where 𝜖∞ is the permittivity at the high-frequency limit, 𝜖𝑠 is the static frequency permittivity, and τ is the 

characteristic relaxation time of the medium [105, 114, 115].  

 

b) Perturbation Method (PM) 

The perturbation method (PM) can be applied if the electromagnetic field of the system is assumed constant 

regardless of the sample introduction. Furthermore, this sample volume should be small enough compared 

to the entire EM field affected zone. In other words, the electromagnetic field is perturbed only in the sample 

area without changing the total stored energy in the cavity. The typical perturbation method can be described 

as (4-50), and the variations of both the resonance frequency and Q-factor are expressed as a function of the 

complex permittivity when the sample is located in the maximal electric field like (4-51) and (4-52) [130, 136]. 
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𝜔2 − 𝜔1

𝜔2
= 

(𝜇2 − 𝜇1)∭ 𝐻1𝑉𝑠
∙ 𝐻2 𝑑𝑉 − (𝜖2 − 𝜖1)∭ 𝐸1 ∙ 𝐸2𝑉𝑠

 𝑑𝑉

2∭ 𝜖1|𝐸1|
2 𝑑𝑉

𝑉𝑐

, 

(4-50) 

𝑓1 − 𝑓2
𝑓2

= 𝐴 (𝜖𝑠𝑎𝑚
′ − 𝜖𝑒

′ ) 
𝑉𝑠𝑎𝑚

𝑉𝑐
, 

(4-51) 

1

𝑄2
− 

1

𝑄1
= 𝐵 (𝜖𝑠𝑎𝑚

′′ − 𝜖𝑒
′′) 

𝑉𝑠𝑎𝑚

𝑉𝑐
, 

(4-52) 

where 𝜔, 𝜇, 𝜖, 𝐻, 𝐸, and 𝑉 represent the complex angular frequency, magnetic permeability, dielectric per-

mittivity, magnetic field and electric field in the cavity, and the volume.  

The subscript 1 and 2 designate the state before and after electromagnetic field perturbation attributable to 

the sample's introduction in the resonator. In addition, c and sam represent the cavity and the sample, re-

spectively. 

𝑓, 𝑄, 𝜖′, and 𝜖′′ indicate the real part of the resonant frequency, quality factor, and decomposed complex 

permittivity. Here, ethanol is used as an initial medium (not air) to judge the variation of the resonance prop-

erties resulting from the water concentrations. Therefore, 𝜖𝑒
′  and 𝜖𝑒

′′ stand for the complex permittivity of 

ethanol. The unloaded Q-factor is adopted for PM, as shown in Fig. 4.17. It can exclude the excitation effect 

while taking into account coupling [143, 144]. 

Coefficients A and B are affected by the cavity configurations, including the operation mode. They are ob-

tained in a calibration step using a reference material whose permittivity has already been investigated (e.g., 

water).  

This method does not consider the interrelationship of 𝜖′ ↔ 𝑄 and 𝜖′′ ↔ 𝑓𝑟, meaning that each variable only 

influences matching factors, such as 𝜖′ ↔ 𝑓𝑟, or 𝜖′′ ↔ 𝑄. 

 

 

 

 

 

 

 

 

Fig. 4.17: The loaded Q-factor and un-loaded Q-factor with different size of the capillary (Number: capillary 

size, and U: un-loaded).  
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c) Least-Square Model (LSM) 

The least-squares model is a readily used methodology for the characterization of split-ring resonators using 

TEM mode excitation. The main principle is capacitance-based sensing around the gap. 

The model is formulated from the set of measurement results with respect to the frequency shift and the Q-

factor changes to correlate with the dielectric property. Consequently, a simple mathematical model is de-

rived as a function of the complex permittivity that considers the uncertainty of the measurement. The de-

tailed derivation is elaborated in [146, 147]. 

 

[
𝑚11 𝑚12

𝑚21 𝑚22
] [

∆ 𝜖′

∆ 𝜖′′ ] = [
∆ 𝑓𝑟
∆ 𝑄𝑟

], 

(4-53) 

where ∆ 𝜖′ = 𝜖𝑠𝑎𝑚
′ −  𝜖 49 %

′ , ∆ 𝜖′′ = 𝜖𝑠𝑎𝑚
′′ −  𝜖 49 %

′′ , ∆ 𝑓𝑟 = 𝑓𝑟_𝑠𝑎𝑚 − 𝑓 49 %  and ∆ 𝑄𝑟 = 𝑄𝑟_𝑠𝑎𝑚 − 𝑄 49 %  of 

the material under test. The subscripts 49 % and sam indicate 49 % ethanol volume fraction mixture and 

various samples, respectively.  

The dielectric permittivity of these mixtures, 𝜖𝑠𝑎𝑚
′  and 𝜖𝑠𝑎𝑚

′′ , are acquired from a standard open-ended co-

axial dielectric probe kit (HP 85070B), and a 49 % volume fraction mixture is employed as a reference value. 

The (4-54) and (4-55) denote the characterized matrix for a Ø  100 µm capillary and a Ø  200 µm capillary, 

respectively. 

[
𝜖𝑠𝑎𝑚
′

𝜖𝑠𝑎𝑚
′′ ] = [

−0.115 −0.036
0.273 −1.638

] [
∆ 𝑓𝑟
∆ 𝑄𝑟

] + [
𝜖49 %
′

𝜖49 %
′′ ], 

(4-54) 

          

[
𝜖𝑠𝑎𝑚
′

𝜖𝑠𝑎𝑚
′′ ] = [

−0.730 −0.457
1.779 −5.698

] [
∆ 𝑓𝑟
∆ 𝑄𝑟

] + [
𝜖49 %
′

𝜖49 %
′′ ]. 

(4-55) 

This method reflects the interdependencies between factors approximated in the form of linear equations. 

 

d) Log-Linear Model (LLM) 

This method is called an algebraic or log-linear mixing model (LLM) that is usually adopted for estimating the 

liquid mixture’s physicochemical properties by the simplified mixing rule [148].  

ln 𝑋𝑚 = 𝑓𝑤  𝑙𝑛 𝑋𝑤 + 𝑓𝑒 𝑙𝑛 𝑋𝑒 , 

(4-56) 

where 𝑋 is the dielectric property of the mixture, and 𝑓 denotes the fractional factor. The subscripts 𝑤, 𝑒, 

and 𝑚 stand for water, ethanol, and water-ethanol mixture, respectively.  
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(a) (b) 

(c) (d) 

Fig. 4.18: The complex permittivity comparison obtained by Standard, PM, LSM, and LLM methods. ϵ' for 
100 µm capillary (a), ϵ'' for 100 µm capillary (b), ϵ' for 200 µm capillary (c), and ϵ'' for 200 µm capillary (d). 

 

Fig. 4.18 shows the obtained complex permittivity by all schemes elaborated above (methods a)-d) ). All 

manners of the real-permittivity estimation follow the reference's trend, but the imaginary permittivity may 

have discrepancies because the Q-factor does not come from the direct measurement. Therefore, the pro-

cess which estimates the Q-factor might introduce errors, affecting the ϵ'' values [143]. 

Specifically, the LSM method is the most appropriate tool to predict the dielectric permittivity regardless of 

the capillary size. In the range below 58 vol. % ethanol, the maximum deviation is only 12.5 % in all cases. In 

particular, if it is limited only to the case of Ø  100 µm, the same maximum deviation is maintained up to 82 % 

of the ethanol volume mixing ratio. The main reason is that the characteristic matrix representing the reso-

nator is obtained by non-linear curve fitting based on standard data in all fractional volume ranges. It already 

includes manufacturing tolerances. In addition, this method deals with the reciprocal interaction of the com-

plex permittivity that can simultaneously influence the change of the resonance frequency and the Q-factor. 

A disadvantage of this method is that it is unable to reflect correction factors on data that deviate from the 

overall fitted curve defined by the matrix form. 
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Another alternative is the perturbation method. In particular, the case of using a Ø  100 µm capillary is more 

consistent with the reference data than the case of a Ø  200 µm one. It is worth noting that Ø  100 µm capillary 

PM results not only follow standard data within a 12.7 % tolerance within 58 % ethanol volume but also 

reflect the behavior of ϵ'' where the inflection point appears around 10 vol. % ethanol of the binary mixture. 

This error is valid up to 88 vol. % ethanol in terms of the dielectric constant, and increases up to 16 % within 

82 % ethanol volume for the imaginary permittivity. A notable feature of the PM methodology is that it does 

not take into account the complex interdependencies between permittivity and resonant properties. In other 

words, ϵ' affects only the resonant frequency and ϵ'' changes the Q-factor, respectively. This scheme is supe-

rior for extracting complex permittivity close to the standard value for nanoliter liquid volumes (e.g. 5 nl). 

The complex permittivity trend of a Ø  200 µm capillary case obtained by the PM matches the standard data. 

However, values seem to be overestimated as the electric field is inhomogeneous in the radial direction re-

sulting in stronger perturbation as shown in Fig. 4.13. It represents the maximum electric field present around 

the central conductor due to the edge effect. Moreover, the magnitude of the S11 variation related to the Q-

factor is weaker than for the Ø  100 µm case, reflecting the sensitivity generated by the coupling effect with 

the samples. Another predictable cause is attributable to the calibration process conducted using only pure 

water and then applied to all the samples. The deviation could be reduced by adopting the calibrated water's 

permittivity with non-linear curve fitting. 

The log-linear model considerably approximates the real permittivity. However, it is not suitable for antici-

pating the imaginary permittivity of the sample since the tendency of ϵ'' is not correlated to the fractional 

volumes of the specimens. The log-linear model contains the maximum error at 40 % water content. 

The sensing capability based on the microwave resonator works better once the water content is high, and 

the error tends to increase when the value of the complex permittivity is small. This result is consistent with 

the reference that the small coaxial resonator is suitable for high water content, but in contrast, the larger 

coaxial size provides better accuracy for low moisture content [112].  
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 Microwave Heating 
 

The basics of microwave physics have already been covered at the beginning of this thesis and in Chapter 4. 

Therefore, this chapter focuses more on the microwave heating subject to meet the research goal: drying in-

flight droplets. The study is based both, on theoretical and experimental work. Both cavity and coaxial reso-

nators, fabricated at PSI, have been tested with micro water droplets for their heating performance evalua-

tion. The designs of the implemented microwave resonators are unique; for instance, they included movable 

or changeable structures that can cover the impedance mismatch between the excitation and the resonator.  

The heating efficiency characterization is challenging because the droplet velocity is not only fast (> 3 m٠s-1) 

but the droplets are also tiny (≤ 100 µm in diameter), making accurate temperature measurement impossible. 

Moreover, installing the measurement device inside the concentrated electric field is arduous, since the res-

onator is a closed structure to prevent any field leakage except for the small hole where the droplet passes 

through. Furthermore, any further opening for observation could also influence the field distribution leading 

to changes in the resonance behavior. Hence, the temperature changes of droplets after passing through the 

developed resonator and the resulting evaporation rate are experimentally verified in this chapter. 

Fundamental heat and mass transfer principles of the falling droplet that can estimate not only the initial 

temperature but also microwave heating efficiency are covered in the next chapter based on the measure-

ment method presented here. 
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5.1 Background 

 

Microwave application plays an important role in drying and heating processes in many fields, which can be 

research or industry related, such as food and material processing, because it can achieve a rapid energy 

transfer with improved efficiency and it can also be selective compared to any other type of conventional 

heating. The main reason is that the volumetric energy absorption results in multiple (dispersive) heat gen-

erations over the entire volume [93, 149].  

Usage of microwave energy for heating emerged in 1937 by Kassner [150, 151]. He elaborated on the internal 

energy change due to the dipolar substance yet without attaining a heating effect. In 1940, the commercial 

use of dielectric heating by microwaves began at a company in Richmond, Virginia, for the rapid hardening 

of bonding cement for plywood [152]. In addition, references from the late 1940s [150] and [154] already 

demonstrated the engineering design principles of radiofrequency heating and the benefits for food pro-

cessing. Raytheon unveiled the first microwave oven operating at 2.45 GHz in 1947, and General Electric's 

oven product working at 915 MHz was launched during the same year [31]. The related microwave study had 

been concretely investigated by Von-Hippel in the early-1950s for the organic and inorganic material charac-

terization in the frequency ranges from 100 Hz to 10 GHz [155]. Eventually, W.B. Westphal and various re-

searchers demonstrated manifold microwave applications, from food to oil-shale heating [156]. 

Nowadays, microwave heating is more widely utilized not only for scientific work but also for industrial ap-

plications, such as drying organic materials [157, 158], ceramic sintering [159–161], polymer processing [162, 

163], chemical synthesis of nanomaterials [164, 165], melting & joining [166, 167], and 3D Printing [61]. 

Many references focused on the typically used frequency 2.45 GHz and 915 MHz, but this thesis addresses 

the X band operation, especially between 10 and 11 GHz. 

 

 

5.1.1 Microwave Penetration Depth 

 

As mentioned before, the most outstanding characteristic of microwave heating is that the microwave 

penetrates into the material. The heat generating locations are therefore within the material volume, and 

for relatively small dimensions, the heat transfer takes place from inside to outside of the sample. The 

penetration depth of microwaves (𝐷𝑝) is defined as the distance at which the initial power dissipated up to 

e-1 times equal to, 36.8 %, which means that 62.8 % of the power intensity at the entrance remains in the 

material. 

Microwave energy is reduced and partially converted to thermal energy by the interaction with a dielectric 

load placed in its propagation path. The dissipated power depends on the interacted distance through this 

relationship 

𝑃𝑧 = 𝑃0𝑒
−2𝛼𝑧, 

(5-1) 
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where 𝛼,  𝑃𝑧, and 𝑃0 are attenuation constant, microwave power propagating along the z-axis, and the initial 

power value at the entrance without attenuation. 

In conventional furnaces, heat transfer is based on thermal electromagnetic radiation. However, the pene-

tration depth corresponding to infrared radiations (0.3 - 400 THz) is very small for most materials, typically 

𝐷𝑝 ≪10-4 m. Thus, it is only possible to deliver heat within a thin outer layer, the rest is governed by the heat 

transfer properties of the material, especially heat conduction, resulting in the temperature gradient along 

the central axis. 

In contrast to infrared heating, the microwave penetration depth lies between millimeters and meters, de-

pending on the frequency, temperature, and physicochemical properties. This difference in penetration is 

evident, since the working frequencies of microwaves, ranging from 0.3 to 300 GHz, are much lower than the 

infrared working frequency [168]. This property enables uniform heating across the material for a limited 

size, allowing rapid heating and homogeneous properties of the outcome. It means that an adequate deter-

mination of operating frequency, being inversely proportional to the penetration depth, is critical to accom-

plish the targeted outcome by microwave heating, depending on the size and properties of the loaded sample. 

In practice, the penetration depth is affected by both electrical and magnetic properties. However, in the 

framework of this thesis, only microwave heating of dielectric materials, such as water, has been conducted. 

The magnetic effect, due to permeability in free space, is negligible, (𝜇𝑟
′ = 1, and 𝜇𝑟

′′ = 0), [93]. 

The attenuation constant, 𝛼, is simplified as  

α =
2𝜋

𝜆0
(
1

2
𝜖′(√1 + 𝑡𝑎𝑛2𝜃)

1
2 − 1)

1
2. 

(5-2) 

Moreover, the penetration power is defined by the 36.8 % of the original power 

𝑃𝐷𝑝 = 𝑃0𝑒
−1. 

(5-3) 

The penetration depth is possible to be expressed as 

𝐷𝑝 =
1

2𝛼
=

𝜆0

2𝜋√2𝜖′(√1 + 𝑡𝑎𝑛2𝜃 − 1)

 , 𝑡𝑎𝑛𝜃 =
𝜖′′

𝜖′
 , 

(5-4) 

where 𝑃𝐷𝑝, 𝐷𝑝, and 𝜆0 are penetration power, depth, and wavelength in free space, respectively [93, 169]. 

This penetration depth is a crucial factor that decides the microwave heating performance.  

The loss tangent, 𝑡𝑎𝑛 𝜃, refers to the phasor in the complex plane, corresponding to the electrical energy 

dissipation from an electromagnetic field within a material. 
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5.1.2 Microwave Power Absorption 

 

Molecular depolarization has been explained as the main working principle for the interaction between a 

material and microwaves in Chapter 4. For the non-magnetic case, the dielectric property, especially the loss 

factor (𝜖′′), determines the power attenuation as an electromagnetic field penetrates a material. The dipole 

lag occurs from the inertial and frictional losses during the movement of the dipoles, driven by the alteration 

of the external electric field, and finally creating volumetric heating. 

The absorbed power into the dielectric object is expressed as 

𝑃𝑑 = 2𝜋𝑓𝜖0𝜖𝑒𝑓𝑓
′′ |𝐸𝑟𝑚𝑠|

2 𝑉. 

(5-5) 

The power absorption depends on the sample volume, 𝑉, the imaginary part of permittivity, 𝜖𝑒𝑓𝑓
′′ , which can 

be expressed as a function of the loss factor, and the averaged electric field, 𝐸𝑟𝑚𝑠. In other words, the power 

absorption rate strongly depends on the resonator's ability and the material. If the material accompanies a 

magnetic loss, the terms resulting from the permeability should be plus, and the complete form is expressed 

by adding the imaginary part of permeability, 𝜇𝑒𝑓𝑓
′′ , and the averaged magnetic field, 𝐻𝑟𝑚𝑠, 

𝑃𝑑 = 2𝜋𝑓𝜖0𝜖𝑒𝑓𝑓
′′ |𝐸𝑟𝑚𝑠|

2𝑉 + 2𝜋𝑓𝜇0𝜇𝑒𝑓𝑓
′′ |𝐻𝑟𝑚𝑠|

2𝑉. 

(5-6) 

This includes the magnetic wall domain and electron spin loss [93]. 

 

 

5.2 Microwave Feasibility Test 

 

Fig. 5.1 summarizes all microwave resonators examined for their heating capability with the verified droplet 

generation system covered in Chapter 3. Various resonator types, for example, coplanar (R1, R2), coaxial (R3, 

R6, R7), and cavity-shapes (R5, R7), have been considered for the preliminary heating test. 

The designed operating frequency ranges are the S-band and X-band typically used for appliance and tele-

communication. The temperature measurements are performed by an infrared camera (Telops - M3k) or a 

K-type thermocouple. As expected from Chapter 2, the S-band frequency is not enough for drying a dynamic 

droplet that has a high-speed (≈ 3 m٠s-1). As a result, just the resonator heats up. However, there is no no-

ticeable difference in terms of the temperature of the water droplet.  

Unlike for sensing applications, sufficient input power should be ensured for heating experiments. Hence, 

closed structures are preferred. The resonators, such as coplanar (R1, R2), loop-gap (R4), and a couple of 

open-coaxial geometries (R3, R7) were tested with an additional perforated metal barrier to protect the pos-

sible microwave leak out of the device. Finally, a cavity-type and a closed coaxial resonator that exhibits 

potential for heating are selected and dealt with in this chapter. 
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Fig. 5.1: All resonators examined for their heating performance (O: Heating, △: Partial heating, and X: No 
heating). 

 

 

5.3 Microwave Cavity 

 

This chapter describes the microwave cavity as one of the potential final tools to achieve the thesis objective 

and introduces the cavity heating mechanism. In particular, it is verified in terms of design, coupling, and 

heating efficiency based on the operating principle of conventional cavity resonators such as rectangular and 

cylindrical resonators. The basic information about the cavity resonator concept is covered in Section 4.1.3.  

Fig. 5.2 shows typical cavity types. Cylindrical cavities are commonly used applicators for heating liquid sam-

ples because of the appearance of a centrally focused electric field along the z-axis resulting in sufficient 

interaction distance (d < 2.1×a, in Fig. 5.2 (b)). Here, the content focuses on the resonant behavior, the cou-

pling and design of the cavity, and the experimental results. At the same time, the propagation modes and 

derivations for field distributions are dealt with in Appendix 9.3. 
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                                                   (a)                                                                                           (b) 

Fig. 5.2: Typical resonant cavity: rectangular cavity (a), and cylindrical cavity (b). 

 

 

5.3.1 Resonance Frequency 

 

a. Rectangular cavity 

In Cartesian coordinates, the transverse electric (TE) field mode of a rectangular waveguide is given by 

𝐸̅𝑡(𝑥, 𝑦, 𝑧) = 𝑒̅(𝑥, 𝑦)[𝐴+𝑒−𝑗𝛽𝑚𝑛𝑧 + 𝐴−𝑒𝑗𝛽𝑚𝑛𝑧], 

(5-7) 

where 𝑒̅(𝑥, 𝑦) is a transverse electric field component at this mode, and (𝐴+,  𝐴−) represent the amplitudes 

of the forward and backward wave, respectively.  

The 𝑚, 𝑛-th TE or TM mode’s propagation constant, 𝛽𝑚𝑛, is written as 

𝛽𝑚𝑛 = √𝑘2 − (
𝑚𝜋

𝑎
)2 − (

𝑛𝜋

𝑏
)2,           (𝑘 = 𝜔√𝜇𝜖). 

(5-8) 

The term 𝑘 is a wavenumber indicating the spatial frequency of a wave expressed in radians per unit distance.  

The boundary condition of [𝐸̅𝑡 = 0 𝑎𝑡 𝑧 = 0, 𝑑] is applied to the equation (5-7) due to the closed end 

𝐴+ = −𝐴−, 

𝐸̅𝑡(𝑥, 𝑦, 𝑑) = −𝑒̅(𝑥, 𝑦)[𝐴+2𝑗 𝑠𝑖𝑛𝛽𝑚𝑛𝑑] = 0, 

𝛽𝑚𝑛𝑑 = 𝑙𝜋,    𝑙 = 1, 2, 3, … . 

(5-9) 
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The wave number of a rectangular cavity is notated by 

𝑘𝑚𝑛𝑙 = √(
𝑚𝜋

𝑎
)2 + (

𝑛𝜋

𝑏
)2 + (

𝑙𝜋

𝑑
)2. 

(5-10) 

The resonance frequency of a rectangular cavity can be expressed as 

𝑓𝑚𝑛𝑙 =
𝑐

2𝜋√𝜖𝑟𝜇𝑟

√(
𝑚𝜋

𝑎
)2 + (

𝑛𝜋

𝑏
)2 + (

𝑙𝜋

𝑑
)2. 

(5-11) 

The meaning of 𝑚, 𝑛, and 𝑙 corresponds to the number of antinodes in the standing wave pattern present 

inside the rectangular cavity along the x, y, and z directions, respectively. 

 

b. Circular cavity 

The transverse electric field of a circular waveguide is given by 

𝐸̅𝑡(𝜌, 𝜙, 𝑧) = 𝑒̅(𝜌, 𝜙)[𝐴+𝑒−𝑗𝛽𝑚𝑛𝑧 + 𝐴−𝑒𝑗𝛽𝑚𝑛𝑧], 

(5-12) 

where 𝑒̅(𝜌, 𝜙) is the transverse variation at the corresponding mode, and (𝐴+,  𝐴−) represent arbitrary am-

plitudes of the forward and backward wave, respectively.  

The propagation constants of both the TEmn and TMmn modes are described as 

𝛽𝑚𝑛 = √𝑘2 −
𝑃𝑚𝑛

′

𝑎
  for TE mode,  

 𝛽𝑚𝑛 = √𝑘2 −
𝑃𝑚𝑛

𝑎
  for TM mode, (𝑘 = 𝜔√𝜇𝜖), 

(5-13) 

where 𝑃𝑚𝑛
′ , 𝑃𝑚𝑛, and a dictate the n-th zero of the derivative (𝐽𝑚

′ (𝑥)) of the Bessel function of the first kind 

𝐽𝑚(𝑥), n-th zero of the Bessel function of the first kind (𝐽𝑚(𝑥)), and radius of the cavity.  

The boundary condition of [𝐸̅𝑡 = 0 𝑎𝑡 𝑧 = 0, 𝑑] is applied to the equation (5-12) due to the closed end 

𝐴+ = −𝐴−, 

 𝐴+ 𝑠𝑖𝑛𝛽𝑚𝑛𝑑 = 0, 

𝛽𝑚𝑛𝑑 = 𝑙𝜋,    𝑙 = 0, 1, 2, 3, … . 

(5-14) 
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The resonance frequency of a circular waveguide can be expressed as 

𝑓𝑚𝑛𝑙 =
𝑐

2𝜋√𝜖𝑟𝜇𝑟

√(
𝑃𝑚𝑛

′

𝑎
)2 + (

𝑙𝜋

𝑑
)2 for TEmnl, 

𝑓𝑚𝑛𝑙 =
𝑐

2𝜋√𝜖𝑟𝜇𝑟
√(

𝑃𝑚𝑛

𝑎
)2 + (

𝑙𝜋

𝑑
)2 for TMmnl, 

(5-15) 

The indices m, n, and l refer to the number of full-period variations of the field along the circumferential 

direction, half-period variations of the field in the radial direction, and half-period variations in the z-direction, 

respectively. The d represents the height of the cavity. 

Detailed derivations and the Bessel function relevant to the cavity resonator are described in Appendix 9.3. 

 

 

5.3.2 Cavity Coupling 

 

In general, the resonator's impedance is not the same as the impedance of the excitation device, so it is 

necessary to incorporate a matching network, for example, between the cavity and the waveguide. 

Not only for microwave heating but also for all the RF transmission circuits, the most important procedure 

for commissioning is the coupling between the external source through a feeding device (e.g., coaxial cable 

or waveguide) and the operating cavity. The reason for this is the strong coupling effect on the power prop-

agation efficiency. For example, in case of a coupling mismatch, a strong reflection occurs, and the energy 

cannot be delivered adequately into the cavity resonator from the feeding line. As a result, the system is not 

excited, and most of the input power is dissipated without heating. The coupling mechanism is determined 

by the dipole moment or magnetic flux generated in the electromagnetic field of the coupling device, which 

corresponds to the operation mode of the cavity. Therefore, it is also named by two terms, electric or mag-

netic coupling. Typically utilized coupling structures are antenna, loop, and waveguide with iris (e.g., aperture) 

couplers, as shown in Fig. 5.3.  

Loop coupling is conjugated for magnetic coupling. A magnetic field generated around a loop, made out of 

the dismantled centroid conductor of a coaxial cable, can induce a magnetic dipole flux into the cavity. The 

coupling loop must be located in the maximum magnetic field, and the direction of the magnetic dipoles 

created by the loop should follow the magnetic field of the cavity mode the user plans to excite. The strength 

of the coupling is associated with the loop area and input power, i.e., the inductivity of the loop. 

The antenna coupling (or probe coupling) utilizes the electric field combination between the coaxial probe 

and the cavity. The electric dipole related to the electric current on its surface leads to excitation of the 

structure once the orientation of electric dipole flux is matched to the electric field of the cavity resonant 

mode. The antenna is therefore placed in the maximum electric field to enhance the coupling intensity. As a 

result, the coupling efficiency is proportional to the current density of the antenna created in a tangential 

direction.  
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(a)                               (b)                                  (c)                                          (d) 

Fig. 5.3: Coaxial coupling using electric field (a), magnetic field (b), waveguide coupling using electric 
field (c), and magnetic field (d). 

 

The waveguide coupling through the iris also follows the previous principle. The electromagnetic dipole flux 

induced on the iris between the waveguide and the cavity is the principal source of the power coupling. Thus, 

the propagation behavior of the waveguide should be considered carefully to excite the proper mode a user 

has purposed. 

The cases, that cannot efficiently convey power, mainly result from the iris mismatching. Accordingly, the 

cavity used in this research is designed with an adaptable iris size to achieve the best condition for power 

coupling. The selection of a coupling method for the cavity depends on the planned power handling capacity. 

For high-power transmission like for heating purposes, typically, the waveguide is preferred over coaxial cou-

pling. 

 

a. Coupling coefficient 

The coupling network acts as a transformer to be in agreement with the characteristic impedance of the 

excitation and the microwave resonator, resulting in the energy loss minimization in the transition area.  

The reflection coefficient is directly linked to the coupling quality, e.g., a small reflection represents a well-

matched coupling in terms of the mutual impedance.  

A new coupling parameter, 𝛽′, is introduced to evaluate the coupling effect, called the effective coupling 

factor relevant for the resistance loss of the cavity and characteristic impedance of the waveguide [93]. 

𝛤 =
1 − (

1
𝛽′)

1 + (
1
𝛽′)

 

(5-16) 

 

1. 𝛽′ ≪ 1, the resonator is under-coupled to the feed line which represents a reflection coefficient 

close to -1 

2. 𝛽′ ≫ 1, the resonator is over-coupled to the feed line which shows a reflection coefficient close to +1 

3. 𝛽′ = 1, the resonator is critically (perfectly) coupled to the feed line which dictates a reflection  

coefficient of 0 
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Fig. 5.4: Smith-chart expressing the reflection coefficient as a function of the coupling coefficient, 𝛽′, in 
the case of a parallel RLC circuit. For example, under coupling (𝛽′ < 1), over coupling (𝛽′ > 1), and criti-
cal coupling (𝛽′ = 1). 

 

The reflection spectra with modulations of the coupling coefficient are illustrated in the Smith-chart as shown 

in Fig. 5.4. It helps to figure out the status of the coupling more straightforwardly. 

The resonator’s resistance is equal to the characteristic impedance of the connected device when the cir-

cumference crosses the center of the Smith-chart (𝛽′ = 1). The transmission line between the resonant cir-

cuit and the measuring device allows the circle to rotate around the origin of the Smith-chart [170]. 

Critical coupling is the best condition, not only for sensing but also for heating, because it provides energy 

transfer with minimal losses, including the sample influence, from the power generator to the microwave 

device. 

If we expand the concept of the coupling parameter, which encompasses the aspect of the external circuit 

corresponding to the power source influence, it can be described as [171] 

𝛽′ =
𝑃𝑒𝑥
𝑃0

=
𝑄0

𝑄𝑒𝑥
, 

(5-17) 

where 𝑃𝑒𝑥 , 𝑃0, 𝑄𝑒𝑥, and 𝑄0 dictate the dissipated powers and quality factors of the external circuit and un-

loaded resonator. It accounts for the coupling coefficient as a ratio of the power dissipated in the external 

circuit to the power loss in the unloaded resonator. 

The detailed impedance matching by VNA (Vector Network Analyzer) is covered in Chapter 7.2. 
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5.3.3 Design of the Microwave Cavity 

 

For drying of the liquid droplet produced from the droplet generator, a cylindrical cavity resonator was de-

veloped as a heating applicator in the X-band range (8 ~ 12 GHz), as shown in Fig. 5.5. Then, it was tested and 

evaluated with distilled water to validate the heating efficiency. 

The design of the cylindrical cavity shown in Fig. 5.5 aims at TM010 mode operation. The main reason why 

that mode is broadly used for heating applicators is not only for the simple design but also its electric field 

characteristics. The E-field is forming in the center of this cavity and is distributed uniformly along the z-

direction. Therefore, the heating of the dielectric sample is taking place in the entire region of the cavity 

height when the sample’s trajectory is not getting out of the central axis. The resonance frequency of the 

designed cylindrical cavity locates around 11.4 GHz based on the formula (5-18), 

𝑓(𝑚𝑛𝑙) =
𝑐

2𝜋√𝜇𝑟𝜖𝑟

√(
𝑃𝑚𝑛

𝑎
)
2

+ (
𝑙𝜋

𝑑
)2, 

(5-18) 

which is mainly driven by the height and radius of the cavity. The parameters, 𝑐, 𝜇𝑟, 𝜖𝑟 , 𝑃𝑚𝑛, 𝑎, and 𝑑 are the 

speed of light, the media permeability and permittivity of vacuum, the n-th zero of the m-th Bessel function, 

and both radius plus height of the cavity, respectively. In order to reduce negative influences, such as energy 

degradation or an unexpected mode change, the cavity was modeled for operation in the single TM010 mode, 

being dominant based on formula (5-19) and as shown in Fig. 5.6. 

 
ℎ < 2.1 𝑎. 

(5-19) 

 

 

 

 

 

 

 

 

 

(a) 

 

(b) 

Fig. 5.5: Cylindrical microwave cavity: model (a) and real part (b). 
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Fig. 5.6: Resonant mode chart for a cylindrical cavity [172]. 

 
The rectangular waveguide, propagating the microwave signal from the wave generator to the cavity, is de-

signed for the TE101 mode, its dimensions are in accordance with the standard WR 90 waveguide (22.86 x 

10.16), which is suitable for the X-band working range. The total length is decided based on the guide wave-

length (λguide), at the resonance frequency (𝑓𝑟) 

 

𝜆𝑔𝑢𝑖𝑑𝑒 =
𝑐

𝑓𝑟
×

1

√1 −
𝑐

2𝑎 ∙ 𝑓𝑟

 . 

(5-20) 

The waveguide and cavity are made of aluminum, which has advantages in terms of low absorptivity of mi-

crowaves, ease of machining, heat-, and corrosion-resistance. 

 

 

5.3.4 Numerical Simulation 

 

FDTD (Finite Difference Time Domain) simulations have been carried out using the QWED 6.5V software to 

verify the electromagnetic mode of the microwave cavity before manufacturing. FDTD is a method based on 

the leapfrog regime described in Chapter 4, and more detailed information can be found in Appendix 9.4, 

including the EM field modeling rules.  

The model mesh size is 0.2 mm, which is about 1/131 of the excitation wavelength. This way the rule that 

the size variation with the neighboring mesh is within a factor of five is kept, as the water loading is Ø  100 

µm, and the mesh size assigned for the water is 0.05 mm, corresponding to 2 cells in the radial direction. 
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All dimensions for the cavity design are described in Fig. 5.7 and Table 5.1, and the resonant frequency is 

placed at 11.34 GHz using an iris hole size of 8 mm. The hole size has been experimentally determined as 

close as possible to the critical coupling and is explained in detail in Section 5.3.5, Impedance matching. 

Fig. 5.8 demonstrates that the maximum E-field is distributed uniformly along the z-axis, which coincides 

with the path of passing liquid droplets. It confirms that the operation mode of this cavity corresponds to 

TM010, which is the initial design objective. 

 Table 5.1: Cavity dimensions and the operation 
mode. 

 

 

Fig. 5.7: Simulation model for the software QWED. 

 

 

 

 

 

 

 

 

(a) 

 

 

 

 

(b) 

 

(c) 

Fig. 5.8: E-field distributions of the cylindrical cavity: x-y plane (a), y-z plane (b), and x-z plane (C). 
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Fig. 5.9: Normalized E-field distribution as a function of hole-sizes of the cavity without water. 

 
To allow the passage of droplets, the cavity is equipped with holes along the trajectory, on the upper and 

lower ends. Due to these openings of the cavity, the E-field intensity is diminished near the cavity extremities. 

Using the Quickwave software, FDTD simulations as a function of various hole sizes were implemented to 

determine the portion of the z-axis along which the E-field concentration value exceeds 95 %. Fig. 5.9 shows 

the normalized E-field intensity as a function of different z-axis positions, where 0 mm is at the top and 

20 mm is at the bottom of the cavity, which at the same time represents its full length. The smallest hole size 

of Ø  1 mm approaches the uniformly distributed E-field without losses along the z-axis. However, only half 

of the cavity height has a sufficient E-field intensity with over 95 % of the normalized E-field value, in the case 

of Ø  6 mm holes. 

A hole size of Ø  3 mm is finally selected, considering the electric field intensity at each cavity position and the 

fluid flow that should not touch the resonator. 

 

 

5.3.5 Impedance Matching and Experimental Details 

 
 
Prior to the heating experiment, a coupling evaluation of the entire system is performed to guarantee an 

efficient energy transfer. For the impedance matching between the water loaded cavity and the waveguide, 

circular irises with different hole sizes (Ø  2, 4, 6, 8, 10 mm) are employed in the interface between the cavity 

and the waveguide. The hole size is changeable depending on the dielectric properties of the loaded material 

in the cavity to accomplish “the critical coupling” and minimize the power reflection. Therefore, a unique 

construction is applied for this microwave cavity resonator to be able to replace the iris according to the 

loaded material. 

A thin quartz capillary is used for liquid sample loading into the cavity, and it is made by applying a manual 

pulling force, after softening by a plasma torch. The quartz capillary used for this experiment has an inner 
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diameter of 115 µm and an outer diameter of 185 µm with a tolerance of ±3 %, as shown in Fig. 5.10 (a) to 

approximate the Ø  100 µm droplet in diameter. In this experiment, the effect of the quartz capillary is negli-

gible since both the size and the dielectric properties are relatively small. Furthermore, the surface tension 

and adhesion between water and the quartz tube allow water to stay in the capillary, accompanying ease of 

experiment. Fig. 5.10 (b) and (c) show the S11 parameter representing the reflection coefficient at the input 

port. This represents the coupling state between the waveguide and the cavity depending on both iris sizes 

and water loading.  

Finally, an iris with a Ø  8 mm hole is chosen to achieve critical coupling between the cavity and the waveguide. 

This allows the unloaded system to display over-coupling. Nonetheless, it changes to the lowest possible 

reflected power, i.e., close to critical coupling, once the water is loaded through a microcapillary. The cavity 

with a Ø  8 mm iris shows, as a result, a resonance frequency of 11.3219 GHz without water and 11.3106 GHz 

with 0.21 µl water through the Ø  115 µm quartz capillary in inner diameter. Accordingly, the magnitude of 

the S11 parameters, corresponding to both resonant frequencies before and after water loading, are -2.7230 

dB and -43.2167 dB, respectively. This can be explained by over-coupling designed on purpose considering 

the loading factor, as described above. 

Two schemes are examined with this cavity condition: 1) static scheme, and 2) dynamic scheme. The former 

stands for a water-filled capillary located inside the cavity. On the other hand, the latter indicates the regime 

working alongside the droplet generation. The volume of water interacting with the microwave can be de-

termined by the capillary size, cavity height, and the spacing between consecutive droplets. The details are 

discussed together with the experimental results in the next session. 

 

 

 

 

 

 

(a)   (b) 

(c) 

 

 

 

 

 

 

  (d) 

Fig. 5.10: A quartz capillary used for the impedance matching (a), S11 parameters as a function of various 
iris hole sizes without water b), with water (c), and Smith-chart representations with an Ø  8 mm iris (d). 
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5.3.6 Experimental result 

 

a. Static scheme 

The custom-made microwave cavity has been investigated with water in terms of heating efficiency for the 

static scheme, as shown in Fig. 5.11. The loaded material is continuously flowing in the cavity through a con-

nected PEEK tube of Ø  254 µm inner diameter. This method is similar to the one used in chemical synthesis, 

but being adopted for the here used microwave arrangement. The desired temperature is readily achieved 

since the residence time of the sample under the focused electric field can be controlled by the sample's flow 

rate. Fig. 5.11 (c) shows that the maximal difference in temperature is 39.4 ℃ with a microwave power of 

5 W, a flow rate of 0.2 ml٠min-1, and measured by a thermocouple placed 1 cm below the cavity. The appar-

ent rapid drop in temperature during the experiment is an artifact due to a water droplet, which did not 

detach from the nozzle due to surface tension. This experiment demonstrates that water is heated inside the 

cavity by microwave, not due to the direct interaction of a thermocouple with a potentially leaking micro-

wave field. 

 

 

 

 

Fig. 5.12: Sample preparation of Copperformate tetrahydrate. 

 

 
 
 

 

(a) 

 
 
 

 
 

(b) (c) 
 

Fig. 5.11: Microwave heating test for the static scheme (a), experimental setup (b), and temperature log (c). 
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The candidate material, copper formate-tetrahydrate, has been examined in a static manner to prevent ma-

terial contamination in the cavity. This material was expected to produce metallic copper by thermal decom-

position, as already covered in Section 2.3.2, and to show the feasibility of the microwave as a heat source 

instead of using a conventional furnace. 

The liquid feeding line was changed from a PEEK tube to a glass capillary with an inner diameter of 

200 - 250 µm to be as close as possible to the diameter of the PEEK tube. The solution used in this experiment 

was prepared in three steps shown in Fig. 5.12: dissolving in water (concentration 7 %, 0.3 M), stirring at 50 ℃ 

for 15 hours, and filtration (4-7 μm porous Papier filter membrane). 

At a heating power of 10 W, the liquid began solidifying on the inner wall of the glass capillary, and the de-

posited color inside the quartz wall changed from blue to brown as a result of sequentially increasing the 

power to 40 W, as shown in Fig. 5.13. 

The Bragg–Brentano X-ray diffraction method with coupled two theta/theta scans was performed to verify 

the phases of the resulting deposited powder. The used instrument was a BRUKER Discovery D8 

diffractometer (Bruker Corporation, USA) with Cu Kα radiation (λ = 1.5148 Å) at 40 kV and 40 mA. 

Fig. 5.14 shows the phase results obtained by the X-ray diffraction. It seems that pure copper metal is domi-

nant in the product, and some copper oxide might originate from air exposure in the cooling process as well 

as the preparation step for the XRD analysis. This result implies the possibility of metal powder production 

from copper formate using microwaves, which is the subject of the SFA project. 

 

 

 

Fig. 5.13: The deposited copper formate on the glass capillaries with microwave power values of 10 W 
(blue) and 40 W (brown). 
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Fig. 5.14: XRD pattern of the copper formate tetrahydrate deposited on the glass capillary. 

 

 

b. Dynamic scheme 

For the dynamic regime shown in Fig. 5.15 (a), a Kapton film produced from Dupont or a quartz tube (Robson 

scientific) is set up inside the cavity to avoid its contaminations by the sample. The used Kapton 

(Dupont 536-3968) is a 0.075 mm thick polyimide series with a mechanical and chemical stability up to 400 ℃. 

The two protector materials, quartz and Kapton, have similarities in that the dielectric constant is uniform 

and the loss tangent is low (< 0.002). Temperature measurements are performed by a thermocouple and 

infrared camera, as shown in Fig. 5.15 (b). 

 

 

 
 

(a) 

 
(b) 

 
 
 

 

(c) 
 
Fig. 5.15: Microwave heating test for the static scheme (a), experimental set up (b) and the introduced 
materials for preventing contamination during microwave test with a power of 20 W (c). 
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A K-type thermocouple is positioned 10 mm below the cavity to measure the temperature, and a high-speed 

infrared camera (Telops-M3k) allows for capturing the real-time temperature of the droplet train. The utilized 

tube, which acts as a nozzle here, has a diameter of Ø  63.5 µm (IDEX Health & Science Co.) similar to the 

stainless nozzle (Ø    59.8 µm) in Chapter 3, allowing the use of previously determined optimal conditions. 

Fig. 5.15 (c) shows a fractured Kapton tube, which occurred due to burning. It is assumed that the microwave 

interaction between overlapping Kapton inserted into the cavity and condensed or atomized residual water 

led to overheating, despite the high heat resistance of the Kapton. This hypothesis is confirmed through 

experiments where no appreciable damage arises once ethanol is used instead of water with the same input 

power of 20 W. 

The optimal condition determined in Chapter 3, a flow rate of 0.5 ml∙min-1 and vibration of 15 kHz, is tested 

with 20 W microwave power in the experimental configuration shown in Fig. 5.16 (a). The medium is still 

water, but the protector is replaced by a quartz tube due to its excellent heat resistance. Fig. 5.16 (b) and (c) 

represent the temperature rises obtained by a thermocouple and an infrared camera, indicating 3.4 ℃ and 

even less than 2 ℃, respectively. The latter value is acquired with repeated power cycling (on/off) within 

3 seconds, which means an instantaneous temperature change excluding effects of the heat exchange with 

the hot cavity. This temperature variance is reliable compared to the thermocouple-based measurement, 

since the cavity reached more than 30 ℃ in temperature during the test. It means that the remaining 

temperature increase might come from the cavity being hotter than the initial state. 

 

  
(a) 

 

(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

(c) 

 
 
 

 
 

(d) 

Fig. 5.16: Experimental setup (a), temperature logs obtained from a thermocouple (b) and IR camera (c), 
and images taken by the high-speed camera (IDY Y4) inside the cavity (d). 
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Additional experiments are implemented to observe the changes in the droplet's behavior while applying the 

microwave power via a high-speed camera (IDY Y4). The frame rate of 5 kHz with 1 μs exposure time is chosen 

to take a distinct droplet picture inside the cavity. Images collected under these conditions are shown in Fig. 

5.16 (d). There is a slight shrinkage in droplet size with applied microwave power compared to an absent 

microwave field. Nevertheless, no significant correlation is found in terms of size and gap of droplets while 

increasing the input power. There are lots of predictable causes, for example, a filling factor of dielectric in 

the cavity, route inconsistency between the droplet's trajectory and concentrated E-field. The permittivity 

differences of materials such as air, quartz, and water according to the wave propagating direction (air–

quartz–air-water) can be another reason hampering the energy coupling.  

Hence, the microwave resonator developed in Chapter 4 is examined to validate the heating effectiveness, 

because the cavity-based structure is insufficient for drying the droplets, which is an initial research goal. In 

addition, this resonator has the potential to overcome the aforementioned problems by regulating the 

concentrated E-field region. 

 

 

5.4 Modified Coaxial Resonator 

 

A heating experiment with the newly developed microwave resonator, covered in Chapter 4, was performed 

in a dynamic scheme, with falling, vibration generated droplets, consistent with the final research goal. The 

dimensions of the MW resonator were adjusted to have the same characteristic impedance of 50 Ω as the 

rest of the equipment, such as microwave amplifier, generator, and all cables, to minimize the reflected 

power. In addition, the gap distance between the central conductor and the outer wall was changed from 

1 mm to 0.5 mm. As a consequence, the microwave interaction time is reduced on one hand, but on the 

other hand, the electric field is more focused. For the working principle and overall mechanism of the device, 

please refer to Chapter 4. 

 

 

5.4.1 Experimental Procedure 

 
A vector network analyzer (HP 8720D) has been utilized for the reflection coefficient measurement (S11) to 
define an appropriate nozzle position that does not affect the electromagnetic field.  
The procedure is as follows: 

 

Fig. 5.17: Experimental procedure for the dynamic droplet heating. 
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Adjust the initial coupling as near as possible to critical coupling under the test. 
 

1. The nozzle should completely penetrate the cavity because the initial droplet or liquid flow could 

block the hole of the resonator resulting in an experimental failure.  

  
2. Define the location where the nozzle does not influence the electric field in the resonator by mov-

ing it stepwise by 0.1 mm using a motorized XYZ stage. The initial position at which the droplet gen-

eration starts is determined after measuring the resonant frequency at least five times in a non-

liquid flowing state. The total travel distance of the nozzle is 6 mm from the position defined in step 1. 

 
3. The HPLC pump is switched on to generate the liquid flow when the nozzle completely penetrates 

the resonator, and then the nozzle relocates back to the defined place in step 2 where the electric 

field is not disturbed. The regime of a continuous jet stream or a droplet train can be determined 

by adjusting the vibrator. 

 
4. The MW amplifier is powered on, and after the experiment powered off again. 

 
5. The resonator moves down again to prevent contamination in the heating area once the experi-

ment is finished without switching off the HPLC pump. 

Fig. 5.17 schematically illustrates the process described above, and Fig. 5.18 shows the used experimental 

setup. 

The K-type thermocouple was placed a certain distance below the MW resonator while enlarging the applied 

power from the amplifier gradually to evaluate the heating performance. Preliminary experiments were con-

ducted only with the running microwave system, but without droplets, to confirm the absence of thermo-

couple heating due to microwave leakage. Liquid flow is activated when no temperature change is observed 

depending on the input power.  

All pictures representing the droplet behavior as a function of the input power were obtained from a CCD 

camera (Nikon D800) and demonstrated the evaporation of the sample (here, water) by calculating the drop-

let volumes in the defined area. The image processing for the droplet characterization is similar to the pro-

cedure introduced in Chapter 3, droplet generation, but the sphere model could not be applied for the drop-

let capturing. This is because the droplets had irregular shapes due to the insufficient time to form the spher-

ical droplet. In other words, the stand-off distance is deficient not only for the disintegration of the stream 

but also for the recombination of the satellite droplets generated from the nozzle. Moreover, microwave 

heating further weakens the surface tension of the water droplets, hindering sphere shape formation. The 

first step of the image process, for acquiring the droplet volume, is to make the images more evident by 

increasing contrast before binarization, and then a closing function helps to fill the inside of the droplet. 

Otherwise, porous droplets might be obtained due to the different reflected light intensity, giving rise to an 

error in the volume estimation. The Mathematica® tools could calibrate the image to arrange the droplet 

train straight from the first and final droplet’s centroid and extract the pixel-based contour of each droplet 

that shows the clear droplet boundary after image processing. The range analyzed is about 4.5 mm after the 

bottom of the coaxial MW resonator. 
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The integral calculus of the droplet's contour split by the centroid allows the prediction of the droplet volume. 

Finally, both sides of the contours are rotated based on each droplet's centerline, and the average value is 

chosen as a final droplet volume to avoid over or underestimation depending on the shape. 

Fig. 5.19 shows the image processing steps to approximate the final volume of the droplet and the executed 

functions. 

 

 

 

 

 

Fig. 5.19: Image processing procedure for the droplet volume characterization. 

 

 

 

(a) (b) 

Fig. 5.18: Experimental set up (a) and the temperature measuremet (b). 
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5.4.2 Experimental Result 

 

For the test conditions, a flow rate of 0.5 ml∙min-1 and a vibration of 15 kHz was selected based on the results 

of Chapter 3 using a PEEK nozzle.  

The shape and material of the nozzle are different from the previous stainless steel plate type nozzle, so 

calibration is required. The utilized nozzle size is 63.5 µm in diameter according to the manufacturer's speci-

fications. However, the actual size must be measured to cover all errors that occur in the cutting process for 

fitting the nozzle length to the resonator. The actual nozzle size is determined in the pictures from the ex-

tracted laminar flow’s thickness just below the nozzle, prior to disturbance initiation. The measured diameter 

ranges from 45 to 59 µm, and an average value of 54 µm is determined.  

A nozzle length of 5 cm not only assures a sufficiently developed laminar flow but is well guided by the central 

conductor, preventing multi-mode vibration. The resonant frequency was sequentially changed from 10.491 

GHz to 10.485 GHz with operating time, and the temperature was measured using a thermocouple installed 

14.8 mm below. This measurement cannot represent the instantaneous temperature change of the droplet 

with increasing power because of the accumulated droplet volume hanging on the thermocouple, resulting 

in a relatively large heat capacity. However, it is possible to estimate the average temperature of the droplet 

train when there is no further temperature change, and losses can be neglected. The power was modulated 

when the recorded temperature stabilized after reaching its highest peak. 

Fig. 5.20 (a) shows the raw data measured from the K-type thermocouple. The ambient temperature is about 

19.8 ℃, and the temperature tends to decrease down to 17 ℃ with water flow. However, the recording tem-

perature rises to 19.1 ℃ again with all equipment operation. e.g., amplifier and stroboscope. This tempera-

ture is set as the initial temperature. Fig. 5.20 (b) summarizes the temperature and evaporation results ob-

tained in the experiment. The temperature of water rises more as the power increases, resulting in more 

evaporation. For instance, the volume reduction is 16.1 % within a total distance of 4.2 mm. Furthermore, 

microwave interaction time relies on the fluid speed determined by the pump flow rate and the gap distance 

where the E-field is present. The affected E-field region is identified in step (2) of the measurement procedure 

in Fig. 5.17 on page 88. For example, the reflection spectrum (S11) shows the altenation while the nozzle’s 

location moves in the microwave interaction zone with 0.1 mm steps along the z-axis. The influenced area 

by the microwave is approximately 1.7 mm, more than three times the gap distance (0.5 mm) since a fringing 

field appears inside the hole of both conductors, particularly on the bottom hole. The droplet's velocity 

adopted for calculating the microwave interaction time is 3.6 m∙s-1 derived from the nozzle size and flow rate.  

  
(a) 

  
(b) 

Fig. 5.20: Heating performance as a function of the input power: temperature log (a), and overal result (b). 
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Consequently, the achieved maximum temperature 

difference is 29.3 K in 0.5 ms with a power of 40 W, 

which shows an improved heating performance 

compared to the previous research using the rectan-

gular cavity. Especially, the developed resonator is 

smaller than a quarter of the one in reference [173]. 

However, Fig. 5.20 (a) indicates that the measured 

water temperature passing through the resonator is 

21.5 ℃ without microwave heating or any other 

power supply, after the experiment was terminated. 

It can be explained by the thermal inertia and con-

duction effect of the heated nozzle and the resona-

tor. Hence, the temperature increment of water at-

tributable to the microwave contribution is about 

26.9 K, as shown in Fig. 5.20 (b). An image processing 

can overestimate the volume of the droplet due to 

the blurring at the boundary. The error bar indicates the minimum volume based on a one-pixel deviation in 

the radial direction. Enlarging the input power gives rise to water evaporation and heating of the resonator, 

resulting in a resonance frequency change. Therefore, such an increase does not show the instantaneous 

temperature change anymore, requiring a frequency adjustment. The sudden drop in temperature is caused 

by a forced resonant frequency mismatch (out of 𝑓𝑟 in graph), not because of the input power termination. 

It demonstrates that the medium is being heated by the resonance of electromagnetic waves, not by electri-

cal breakdown. 

The temperature change of the water bath is negligible since the location is approximately 1 m apart from 

the main setup. The obtained temperature deviation cannot accurately represent the effect resulting from 

microwave heating since it includes not only the liquid volumes accumulated on the thermocouple but also 

the cooling effect already progressed before the measurement. Predicting the initial temperature of the 

droplet that has just escaped from the electric field is covered in Chapter 6 with numerical methods. 

Fig. 5.21 is the calculated diameter of the droplet with the assumption that the droplet is spherical when no 

power is applied. A red dotted line based on the equation (3-5) on page 28, indicates the analytical diameter 

(102 µm), and half of the created water droplets satisfy this value within a 6 % deviation. However, most of 

the remaining water droplets are 23 % smaller than (3-5) in diameter. It is complex to deduce the exact causes 

since numerous factors should be considered, such as the unexpected multi-vibration originating from the 

extended nozzle, the non-uniform nozzle cross-section, and the mechanical friction and aerodynamics due 

to the resonator geometry. Moreover, the distance for recombination and droplet break-up is not guaran-

teed, as described earlier. Therefore, the statistical analysis of droplets generated without vibration is per-

formed in the next section to find the evaporation amount at a constant flow rate. 

Unfortunately, the power handling capacity is limited due to the coaxial-based experimental configuration. 

All droplet trains to evaluate the evaporation rate in Fig. 5.20 (b) and the droplet size in Fig. 5.21 are illus-

trated in Fig. 5.22. These were obtained by following the image process described in Fig. 5.19 on page 90. 

Fig. 5.21: A spherical droplet diameter 
corresponding to the irregular volume of droplets 
(no power). 
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Fig. 5.22: Image processing of the droplet trains as a function of input power. 
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5.4.3 Statistical Analysis 

 

For a reliable determination of the droplet evaporation, a statistical analysis has been carried out with a 

maximum microwave power of 45 W. However, for the droplet generation, no vibration was applied because 

of the lack of uniform droplet formation time and the generation of unequal-sized droplets. 

8-images were taken under the same condition and utilized for the evaporated volume estimation analyzing 

each pixel row as a function of height. The motivation is to derive the evaporation rate and ultimately to 

estimate the temperature decrease from the evaporated water volumes. A simple approach is that all 

evaporation contributes to the droplet's temperature loss. 

Fig. 5.23 shows all the images used for the statistic analysis, where 0 on the x-axis stands for the location 

directly below the resonator. The entire distance adopted is 4.458 mm from the microwave device’s bottom. 

No distinct trend is observed. Nevertheless, there were only individual droplets below the resonator and no 

remaining jet stream. In addition, a gap broadening between the peaks demonstrates that satellite droplets 

or irregularly connected droplets participate in forming larger droplets. So it seems that the amount of water 

observed inflates as the distance from the nozzle is increasing. Accordingly, the gap of the droplet train is 

elongated, as shown in Fig. 5.23 (f) and (h). Droplet formation is also affected by the pump. For example, a 

consecutive smaller droplet is formed during a forward piston motion that pushes the medium. However, 

the instantaneous pressure drop due to the piston's returning motion results in a larger droplet with 

sufficient spacing between the droplets like Fig. 5.23 (d). Hence, the statistical analysis is adopted to reflect 

all these influences. 

The average water volume of Fig. 5.23 is presented in Fig. 5.24. The regression line directly illustrates the 

volume reduction of the droplet train as a function of the height. Statistical analysis can exclude a single 

dominant value in samples and shows a tendency of decreasing volume as flight duration increases. 

Fig. 5.24 allows a direct estimation for the evaporative amount of water droplets. An exponential curve fitting 

is performed to anticipate the evaporative trend since the evaporation rate is proportional to the medium's 

temperature. Furthermore, the cooling rate of an object is relative to the temperature difference between 

the body and the surrounding condition, according to Newton's law. It backs up the validity of using 

exponential fitting. Furthermore, the red line indicates a simple linear regression to compare the exponential 

fitting. Both curves are almost identical, meaning no significant change in water volume after passing through 

the resonator. There are two predictable assumptions. First, a saturation status has almost been reached 

within the resonator. This phenomenon can be explained by the dynamic equilibrium between the rates of 

evaporation and condensation. However, the measured droplet's temperature and humidity are definitely 

higher than the environmental condition, representing the vapor film generated around the droplet train 

that hampers the evaporation and cooling of the medium. Second, the section where rapid evaporation 

occurs is not revealed due to statistical errors or a shortage of the analysed distance. According to the 

extracted equations based on the fitted curves in Fig. 5.24, volume reductions corresponding to a flight 

distance of 4.458 mm from the resonator are approximately 8.23 % and 8.25 % for exponential and linear 

fittings, respectively. If all the heat energy of vaporization comes from the inside of the remaining water 

volume, the temperature change of this remaining droplet is in the range of 48 to 52 ℃. However, the meas-

ured temperature at 14.3 mm below the resonator is over 52 ℃, meaning that the attainable maximum tem-

perature by microwave heating is higher than the boiling point of water. Even considering the high surface 

tension of microdroplets, this is not realistic. Therefore, numerical models that can approximate the temper-

ature profile of the falling droplet are introduced in Chapter 6 based on the heat and mass transfer model. 
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 (a)   (b)  

 (c)  

 
 (d)  

 (e)  (f) 

(g)  (h)  

Fig. 5.23: Images for the statistical analysis. 
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Fig. 5.24: Averaged volume of Fig. 5.23 as a function of height. 
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 Heat and Mass Transfer Model 
 

 

This chapter deals with droplet evaporation and the associated temperature drop based on heat and mass 

transfer. In particular, it introduces a simple derivation of the droplet evaporation rate in quiescent air and 

convective air, the latter corresponding to droplets falling with a specific velocity consistent with the research 

objective. In addition, fundamental heat transfer and mass transfer-related parameters applicable to the 

previously performed experimental work in the thesis are described with justified assumptions. Doing so 

makes it possible to trace back the maximum temperature of a droplet when it just left the focused electric 

field before cooling. Furthermore, it allows anticipating the microwave power absorption for water droplets 

with the field strength of the microwave device. 
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6.1 Heat Transfer 

 

According to the second law of thermodynamics, contacting bodies or fluids with different temperatures 

undergo an energy exchange until thermal equilibrium is reached. This is a basic definition well known as 

heat transfer. This chapter introduces governing heat transfer mechanisms, heat equations derivated from 

the energy balance, and the typical boundary conditions for numerical calculations. The heat transfer is 

regarded as the main factor in inversely tracking the maximum temperature of the water before initiation of 

the droplet's cooling. 

 

 

6.1.1 Mechanism  

 

a. Convection 

Convection is the internal energy transfer flowing into or out of an object by the dynamic motion of the 

surrounding fluid. It is, therefore, a common phenomenon whenever the substance is hotter or colder than 

the surrounding fluid, including air. This convective heat transfer is not simple to analyze, since it depends 

on the fluid motion, which enhances the heat exchange rate depending on its intesity. The convective heat 

transfer is expressed as Newton’s law of cooling 

𝑄𝑐 =  𝐴 ℎ𝑐(𝑇𝑠 − 𝑇∞), 

(6-1) 

where ℎ𝑐 is the convective heat transfer coefficient in units of (W/m2∙K), A is the surface area of an object 

exposed in the fluid, 𝑇𝑠 is the surface temperature and 𝑇∞ is the environmental fluid temperature. The con-

vective heat transfer coefficient depends on several factors such as the shape of the surface, fluid motion, 

velocity, viscosity, and other properties, which can change as a function of temperature. The convective heat 

transfer coefficient ℎ𝑐 is usually positive and experimentally determined. 

Table 6.1 shows typical convective heat transfer coefficient for some common cases. 

Table 6.1: Typical convective heat transfer coefficient. 

Medium Type Convective heat transfer coefficient (W/m2▪K) 

Water 

Free Convection 20 -100 

Forced Convection 50 -10,000 

Boiling 3,000 – 100,000 

Condensing 5,000 – 100,000 

Air 
Free Convection 5 - 25 

Forced Convection 10 - 200 
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A direct approach for expressing the droplet’s convective coefficient, derived from experimental data, was 

established by Ranz and Marshall (1952) using the dimensionless number of Nusselt [174]:  

𝑁𝑢 =
ℎ𝑐𝑑

𝑘
= 2 + 0.6 𝑃𝑟1/3𝑅𝑒1/2 

(6-2) 

Nusselt number is given as the ratio of convective to conductive heat transfer at the fluid boundary equiva-

lent to the temperature gradient at the surface. 𝑑 and 𝑘 are the fluid's characteristic length and thermal con-

ductivity, respectively. 𝑃𝑟 is the Prandtl number defined as the diffusivity ratio attributable to the momen-

tum and thermal characteristics 

𝑃𝑟 =
𝛾

𝛼
=

𝜇/𝜌

𝑘/𝑐𝑝𝜌
=

𝜇𝑐𝑝

𝑘
. 

(6-3) 

The variables 𝛼, 𝛾, 𝜇, 𝑐𝑝, and 𝜌, are the thermal diffusivity, kinematic viscosity implying the momentum diffu-

sivity, dynamic viscosity, specific heat, and density of the fluid. 𝑅𝑒 is the Reynold number in which the droplet 

diameter replaces the characteristic length, see Chapter 3.1.1 “Droplet Formation Mechanism”. 

In general, there are two types of convection: natural convection and forced convection. The natural convec-

tion results from the density difference induced by the temperature difference, for example, the buoyancy 

effect. 

On the other hand, the accelerated fluid motion by external sources, e.g., pumps, fans, and others, is at-

tributed to the forced convection regime. This concept is an efficient way to transport large amounts of ther-

mal energy, especially suitable for the field of electronics, air-conditioning, heat exchangers, and other ap-

plications. 

 

b. Radiation 

Thermal radiation is a type of internal energy transfer by electromagnetic waves. The main characteristic 

different from other kinds of heat transfer, such as conduction and convection, is the needlessness of medi-

ums. Because of the missing absorption and scattering, vacuum is the most efficient condition for radiative 

energy transfer. 

The radiated power from a body follows the Stefan-Boltzmann law that demonstrates the total radiation 

energy per unit surface of the blackbody across all wavelengths per unit time, expressed as 

𝑗∗ =  𝜎 𝑇4, 

(6-4) 

where 𝑗∗, 𝜎, and 𝑇 are radiant emittance of the blackbody, Stefan-Boltzmann constant (5.67 x 10-8 W٠m-2 ٠K-4), 

and thermodynamic temperature. 
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Nevertheless, most substances cannot accomplish a perfect exchange efficiency, meaning that the incident 

radiation cannot be entirely absorbed and emitted like a blackbody. So, (6-4) turns into (6-5) considering the 

relative emissivity (𝜀) of the object 

𝑗 =  𝜀 𝜎 𝑇4. 

(6-5) 

Emissivity stands for the matter's intrinsic efficiency in terms of emitting radiation through the surface, and 

the water shows an emissivity of about 0.95. The unit of the radiant emittance 𝑗 is the same as the energy 

flux taking into account both time and area. 

In the case where two bodies interact by the thermal radiation transfer, the net radiative heat exchange rate 

from body 1 to body 2 is given by 

𝑄𝑟 1→2 = 𝑗1𝐴1 − 𝑗2𝐴2 = 𝜀𝜎𝐴 (𝑇1
4 − 𝑇2

4), 

(6-6) 

where A represents the surface of the interacted bodies, and 𝐴1 = 𝐴2 when the 𝐴1 is surrounded by 𝐴2. 

However, this effect is negligible owing to both the large density and small mean beam length of the liquid 

media compared to convective and conductive heat transfer. Therefore, the mean beam length is used to 

evaluate the radiative heat transfer between an isothermal gas volume and its boundary, as defined by Hottel 

[175]. 

 

c. Conduction 

Conduction is the energy transfer within a body or between bodies that stands for the energy heading to-

wards a low internal energy from an energetically higher potential by colliding or displacing the particles at 

the molecular level. The majority of heat conduction takes place because of the temperature difference in 

all phases, without bulk motion. The energy exchanges until the objects are in thermal equilibrium. Typical 

heat transfer occurs in physically contacted solids that have a temperature gap. The mobile electrons also 

play a crucial role in heat transfer. Therefore, metallic bodies possess a superior conductive heat transfer 

capability than dielectric materials, where conduction functions by the lattice waves. On the other hand, the 

liquid and gas phases have larger intermolecular gaps with a random movement of the molecules. Hence 

energy transfer is less efficient than in a solid phase. The diffusion at an atomistic or molecular level is the 

principal contributor to heat conduction for both gas and liquid phases. 

Thermal conduction is stated as Fourier’s law that the heat flux, 𝑞𝑓𝑙𝑢𝑥, is proportional to the negative tem-

perature gradient, ∇𝑇, and the thermal conductivity 𝑘  

𝑞𝑓𝑙𝑢𝑥 = −𝑘 ∇𝑇, 

(6-7) 

where ∇ is the 3D Nabla mathematical operator. 

Considering a homogeneous material of 1D geometry between both points that have constant temperatures, 

the heat flow rate per unit area normal to the heat flow direction is expressed as 
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𝑄̇ =
𝑘𝐴

∆𝑥
 (𝑇2 − 𝑇1), 

(6-8) 

where 𝑄̇, 𝐴, 𝑘, 𝑇1, 𝑇2, and ∆𝑥 are the heat flow rate in the unit time interval, cross-sectional surface, temper-

atures of the two points, and path length where the heat is flowing. 

The thermal diffusivity, α, expressed as the ratio of the thermal conductivity, 𝑘, and the volumetric heat 

capacity of the medium, 𝜌𝑐𝑝, is the foremost variable that determines the heat transfer velocity for all the 

phases. 

α =
𝑘

𝜌𝑐𝑝
 

(6-9) 

It is the basis of the heat equation to quantify the heat diffusion through a given region, described as the 

partial differential equation 

𝜕𝑢

𝜕𝑡
= 𝛼∇2𝑢, 

(6-10) 

𝜕𝑢

𝜕𝑡
 is the rate of change in temperature at a point over time, and 𝑢 dictates the temperature as a function of 

space and time. 

 

 

6.1.2 Heat Equation 

 

The heat equation is a way to determine the heat distribution over time, considering all the heat transfer 

schemes explained above. It is an energy exchange that occurs in more than two objects (e.g., fluids) derived 

from the law of conservation of energy. This equation accounts for the balance between the heat production 

rate and the heat loss rate in the interacting bodies. 

According to thermodynamics, the absorbed or released total energy, resulting from the temperature differ-

ence (𝑇𝑖  →  𝑇𝑓) in the object, is obtained from 

𝐻 = ∫ 𝜌 𝑐𝑝𝑑𝑇
𝑇𝑓

𝑇𝑖

. 

(6-11) 

The heat change rate is simply notated as 

𝐻̇ =
𝜕𝐻

𝜕𝑡
=  𝜌 𝑐𝑝

𝜕𝑇

𝜕𝑡
, 

(6-12) 
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where the enthalpy H implies the total energy change per unit volume, and both the initial and final temper-

ature are given as 𝑇𝑖 and 𝑇𝑓. The specific heat capacity, 𝑐𝑝, specifies the amount of heat energy needed to 

raise the temperature of the material in unit mass by one-degree kelvin. 

The energy conservation allows to assume the temperature diffusion inside of an isotropic material: 

𝜌 𝑐𝑝

𝜕𝑇

𝜕𝑡
+ 𝜌 𝑐𝑝𝑉 ∙ ∇𝑇 + ∇ ∙ (−𝑘 ∇𝑇) = Q. 

(6-13) 

The first term on the left-hand stands for the stored heat energy. The diffusive term ∇ ∙ (−𝑘 ∇𝑇) attributable 

to the thermal conduction results in a non-linear heat equation because of the temperature-dependent ther-

mal conductivity, k. 

The expression 𝜌 𝑐𝑝𝑉 ∙ ∇𝑇 stands for the convective term related to a flow velocity 𝑉 to determine the inter-

nal heat convection. It is sometimes neglected once solids or internal flow does not play a significant role in 

heat transfer. The term Q denotes the heat source where the heat generation (Q > 0) or absorption (Q < 0) 

takes place within the domain. The volumetric heat energy originating from the microwave corresponds to Q. 

Typical forms of heat equations are shown below without considering the internal flow. 

 

Cartesian coordinate (x, y, z): 

 

ρ𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑢

𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
+ 𝑤

𝜕𝑇

𝜕𝑧
) = 𝑘 ( 

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
 +

𝜕2𝑇

𝜕𝑧2). 

(6-14) 

Cylindrical coordinate (r, ϴ, z): 

 

ρ𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑣𝑟

𝜕𝑇

𝜕𝑟
+

𝑣𝜃

𝑟

𝜕𝑇

𝜕𝜃
+ 𝑣𝑧

𝜕𝑇

𝜕𝑧
) = 𝑘 ( 

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑇

𝜕𝑟
) +

1

𝑟2

𝜕2𝑇

𝜕𝜃2
+

𝜕2𝑇

𝜕𝑧2). 

(6-15) 

Spherical coordinate (r, ϴ, Ø ): 

 

ρ𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+ 𝑣𝑟

𝜕𝑇

𝜕𝑟
+

𝑣𝜃

𝑟

𝜕𝑇

𝜕𝜃
+

𝑣∅

𝑟 𝑠𝑖𝑛 𝜃

𝜕𝑇

𝜕∅
) = 𝑘 ( 

1

𝑟2

𝜕

𝜕𝑟
(𝑟2

𝜕𝑇

𝜕𝑟
) +

1

𝑟2 𝑠𝑖𝑛 𝜃

𝜕

𝜕𝜃
(sin 𝜃

𝜕𝑇

𝜕𝜃
) +

1

𝑟2 𝑠𝑖𝑛2 𝜃

𝜕2𝑇

𝜕∅2). 

(6-16) 
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These simplified heat energy forms are suitable when the conditions described below are satisfied, 

1. Constant fluid conductivity 
 

2. Zero internal heat generation 
 

3. Negligible viscous dissipation and compressibility effect  

Most heat transfer occurs at the surface, and boundary conditions are needed to impose the overall heat 

transfer mechanisms to the thermal equation. This topic is elaborated in the next session. 

 

 

6.1.3 Boundary Conditions 

 

Boundary conditions are essential to simulate the phenomenon as close as possible to reality by solving a 

system of equations, not only for heat transfer but also for mass and pressure transfer. For the case of the 

falling droplet, which is a major aspect of this research, most of the energy transport is taking place at the 

surface, so the choice of the proper external boundary condition determines the reproduction of the cooling 

effect of the microwave-heated water droplet. 

The common boundary conditions used for the heat and mass transfer modeling are the Dirichlet boundary 

condition, Neumann boundary condition, and Periodic boundary condition. 

 

a. Dirichlet boundary condition 

The Dirichlet condition assigns a specific temperature or concentration to the border or surface of the part 

for both heat and mass transfer application. It can be called an isothermal or fixed boundary condition ap-

plied in heat transfer problems, since it gives a constant value on the boundary. This is different from the 

Neuman boundary condition, dealing with a temperature gradient.  

 

b. Neuman boundary condition 

This type of boundary condition defines the heat or mass flux, 𝑞̂, on the border or surface of the object where 

the energy transfer happens. The utmost purpose of this condition is to quantify the energy flow that appears 

at the interacting element boundary, for example, a liquid droplet surrounded by air. This boundary condition 

is used for the representation of the convection and the radiation mechanism, expressed as 

𝑘 [
𝜕𝑇

𝜕𝑛
]
𝑠
= ℎ𝑐(𝑇𝑠 − 𝑇∞) + 𝜀𝜎𝐴(𝑇𝑠

4 − 𝑇∞
4), 

(6-17) 

where 𝑛⃗  is the normal vector, perpendicular to the boundary, 𝑘, ℎ𝑐, ε, σ, 𝐴, 𝑇𝑠, 𝑇∞ are the conductivity, con-

vection heat transfer coefficient, emissivity, Stephan-Boltzmann constant, the area as a surface boundary, 
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temperature of a surface, and an environmental condition (e.g., Air). The heat transfer phenomenon occur-

ring on the surface of a falling droplet must satisfy (6-17). 

The following equation (6-18) is employed when two objects are in contact with each other, so that conduc-

tive heat transfer acts as the primary energy exchange mechanism 

−𝑘1  [
𝜕𝑇1

𝜕𝑛
] = −𝑘2  [

𝜕𝑇2

𝜕𝑛
]. 

(6-18) 

The subscript 1 and 2 denote two different layers of substances in which heat transfer occurs. 𝑇1 and 𝑇2 are 

the surface temperatures at each layer. This boundary condition is applied to compute a numerical model 

that traces back the initial temperature of the falling droplet. 

 

c. Periodic boundary condition 

This boundary condition stipulates variables, such as the temperature and the concentration, at a fraction of 

the boundary, to be the same at another location. It is mainly used for the modeling of the domain’s perio-

dicity. For example, an object passes through a certain cell's entrance plane, and then it turns up again on 

another side with the same plane properties as previously. This condition is suitable to approximate a large 

system composed of an infinite number of unit cells, commonly called mesh in a computer simulation.  

 

 

6.2 Droplet Evaporation 

 

6.2.1 Droplet evaporation in the quiescent air 

 

A simple approach to the natural evaporation process of atomized droplets, without additional input energy, 

is described based on empirical calculations. This case does not need to consider the velocity of the droplet, 

since it can be assumed that the environmental condition is stationary without flow, and the droplet is levi-

tated without momentum. Therefore, this approach is valid for approximating the lifetime of a droplet and 

helps to understand how the droplet diffuses into the surrounding. The calculation is performed without 

numerical iteration, resulting in minor errors arising from non-updated variables. It involves not only the 

cooling object but also the environmental conditions corresponding to the thin interlayer between the drop-

let and the surrounding air. The saturation vapor pressure of the water droplet, 𝑃𝑠, is empirically determined 

by the equation (6-19)[176]  

𝑃𝑠 = 𝑒𝑥𝑝 (16.7 −
4060

𝑇𝑑 − 37
). 

(6-19) 

For droplets larger than 0.1 μm, the partial vapor pressure at the droplet surface, 𝑃𝑑, is identical to the 𝑃𝑠 at 

the given droplet surface temperature, 𝑇𝑑 , without the Kelvin evaluation. 
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The steady-state temperature elevation between the surface of the droplet and the ambient air (𝑇𝑑 − 𝑇∞), 

being at the equilibrium state in the energy exchange, is independent of the droplet size. This difference is 

given as an empirical formula, since an explicit solution is impossible due to the dependency of the partial 

vapor pressure (𝑝𝑑) on the temperature of the droplet surface (𝑇𝑑), as seen in [176] 

𝑇𝑑 − 𝑇∞ = 
(6.65 + 0.345 𝑇∞ + 0.0031 𝑇∞

2)(𝑆𝑅 − 1)

1 + (0.082 + 0.0782  𝑇∞) 𝑆𝑅 
, 

(6-20) 

𝑆𝑅 is the ratio of the partial vapor pressure in air to the saturation vapor pressure at the given system tem-

perature.  

The temperature-dependent air-water diffusion coefficient, 𝐷𝑤, can be estimated by using the regression 

curve fitting based on Bolz and Tuve (1976) [177, 178] 

𝐷𝑤 = −2.775 × 10−6 [
𝑚2

𝑠
] + 4.479 × 10−8 [

𝑚2

𝑠 ∙ 𝐾
] 𝑇 + 1.656 × 10−10 [

𝑚2

𝑠 ∙ 𝐾2
] 𝑇2. 

(6-21) 

The extinction rate of the droplet by the evaporation is eventually obtained from 

𝑑(𝑑𝑤)

𝑑𝑡
=

4 𝐷𝑤𝑀

𝑅𝜌𝑤𝑑𝑤
( 
𝑝∞

𝑇∞
−

𝑝𝑑

𝑇𝑑
 ), 

(6-22) 

where 𝑀,𝑅, 𝜌𝑤, and 𝑑𝑤 are the molecular weight, gas constant, density, and diameter of the water droplet. 

The subscript d, and ∞ mean the surface of the droplet and the ambient condition. 

By integrating equation (6-22), the droplet’s lifetime can be expressed as 

𝑡 =  
𝑅𝜌𝑤𝑑𝑤

2

8 𝐷𝑤𝑀 (
𝑃𝑑
𝑇𝑑

−
𝑃∞
𝑇∞

)
. 

(6-23) 

The equation (6-23) is applicable for droplets larger than 1.0 µm. Otherwise, a correction factor, called the 

Fuchs factor, should be applied for calibration. This comes from the kinetic processes associated with the 

mean free path being the decisive mechanism for mass transport in this case, compared to molecular diffu-

sion at the droplet surface. 

The calculated lifetimes of water droplets, exposed to given conditions, are shown in Fig. 6.1, the values are 

derived by solving (6-23). This shows the proportional relationship to the square of the initial droplet size as 

expected from the d2-law and (6-23).  
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(a)  (b) 

Fig. 6.1: Lifetime of the water droplets under different surrounding conditions: fixed relative humid-
ity (40 %) with various temperatures (a) & fixed ambient temperature (20 ℃) with various relative hu-
midities (b) in the quiescent air. 

 

Another obvious phenomenon is also observed, that higher ambient temperatures and lower humidities pro-

mote the evaporation rate. However, this model did not recognize a wind factor affecting mass diffusion and 

heat transfer at the material surface. This factor works for relatively large droplets, typically larger than 50 

μm. For example, the evaporation rate is 31 % higher than the value predicted in (6-23) in the case of a 100 

µm droplet [176]. 

 

 

6.2.2 Droplet evaporation in the convective air 

 

The convective air implies an interchangeable relative velocity between the object and the surrounding area. 

In the here relevant case, the relative speed between the quiescent air and a falling droplet, driven by initial 

exit speed from the nozzle and the gravitational force, is such a convective situation. Also, devices that use 

atomization or droplet generation, such as combustors and inkjets, eject droplets at a speed relative to the 

air. This relative speed enhances the occurring heat and mass transfer, increasing both cooling and evapora-

tion. This can be explained by the droplet's movement, replacing the surrounding saturated air with dry air, 

resulting in continuous evaporation. 

Williamson and Threadgill proposed a method that could estimate the evaporation of a spherical drop in the 

air, taking into account its relative velocity, in 1974 [179]. The size reduction rate of the droplet is similar to 

the one form (6-23), but additional variables, the Re and Sc numbers, are employed as shown in (6-24) 

𝑑(𝑑𝑤)

𝑑𝑡
=

4 𝐷𝑤𝑀

𝑅𝜌𝑤𝑑𝑤𝑇𝑠

(𝑝𝑠 − 𝑝∞) (1 + 0.276 𝑅𝑒

1
2 𝑆𝑐

1
3), 

(6-24) 
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where 𝑇𝑠 and 𝑝𝑠 represent the temperature and pressure near the droplet. Other parameters are the same 

as those used in 6.2.1. The temperature and pressure near a droplet are replaced by conditions at the drop-

let's surface, enabling the use of (6-19) and (6-20). 

The Schmidt number represents the ratio of momentum diffusivity to mass diffusivity and is used for the fluid 

flow characterization related to the simultaneous momentum and mass diffusion convection (e.g., mass 

transfer boundary layer)  

𝑆𝑐 =
𝛾𝑎
𝐷𝑤

=
𝜇𝑎

𝜌𝑎𝐷𝑤
. 

(6-25) 

By integrating (6-24), the droplet’s lifetime is described as (6-26) 

𝑡 =
𝑅𝜌𝑤𝑑𝑤

2 𝑇𝑠

8 𝐷𝑤𝑀 (𝑝𝑠 − 𝑝∞)(1 + 0.276 𝑅𝑒
1/2

+ 𝑆𝑐
1/3

)
. 

(6-26) 

The droplet velocity is assumed to be constant at 3.6 m٠s-1 as determined in Chapter 5, and the effect of the 

surrounding environment on the droplet’s lifetime as a function of size is shown in Fig. 6.2. 

The evaporation tendency according to the ambient conditions is similar in both cases: the quiescent and 

convective air. However, the difference in droplet lifetime in these two cases varies from less than 0.5 % to 

more than 54 %. The larger the size and the lower the temperature and humidity, the greater the variance in 

terms of the extinction time ratio. 

 
(a)  (b) 

Fig. 6.2: Lifetime of the water droplets under different surrounding conditions: fixed relative humid-
ity (40 %) with various temperatures (a) & fixed ambient temperature (20 ℃) with various relative hu-
midities (b) in the convective air. 
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6.3 Heat and Mass transfer-based Numerical models of the Falling droplet 

 

This section focuses on the energy transfer of falling droplets consistent with the proposed research scheme. 

Heat and mass transfer of free-falling droplets have been well elaborated based on an analytical engineering 

design in reference [180]. However, in the frame of the present research work, the direct temperature meas-

urement of the falling droplet during the microwave interaction is impossible. It is therefore estimated from 

the temperature acquired from a thermocouple located a few tens of millimeters below the microwave de-

vice after the droplet passed through the resonator. 

It is necessary to determine the falling speed to evaluate the temperature change of a droplet governed by 

heat and mass transfer. The jet splits into individual droplets by cause of a combination of inertia, aerody-

namics, and surface tension, and this break-up is promoted by vibrational forces. The droplet velocity grad-

ually decreases due to the drag force and then converges to the terminal velocity. Several cases of terminal 

velocity of falling droplets are detailed in the reference literature [180, 181]. 

The basic mathematical form that does not take into account any influences except gravity and drag is ex-

pressed from the net force 

𝑈𝑡 = √
2𝑚𝑔

𝜌𝑎𝐴𝐶𝐷
. 

(6-27) 

With super slow motion of the fluid flow, once the advective inertial forces are relatively small compared to 

the viscous force, the terminal velocity of a spherical object is given by Stokes' law, considering the fluid 

viscosity in which the droplet falls, 

𝑈𝑡 = 
𝑔(𝜌𝑤 − 𝜌𝑎)𝑑

2

18 𝜇
. 

(6-28) 

The formula considering buoyancy that acts opposite to the gravitation force, similar to the drag force, is 

𝑈𝑡 = √
4 𝑑𝑔 (𝜌𝑤 − 𝜌𝑎)

3 𝜌𝑎𝐶𝐷
, 

(6-29) 

where 𝑑, 𝑔, 𝐶𝐷 , 𝜌𝑤 , and 𝜌𝑎 are the droplet diameter, gravitational acceleration, drag coefficient, and density 

of water and air, respectively. 

Chen et al. [182] proposed a formula for determining the drag coefficient for a liquid droplet: 

𝐶𝐷 =
24

𝑅𝑒
+

6

1 + √𝑅𝑒
+ 0.27,             1 < 𝑅𝑒 < 1000. 

(6-30) 
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According to the formulas (6-27), (6-28), (6-29), and (6-30), the terminal velocity of a Ø  100 µm water droplet 

converges below 0.3 m∙s-1 with a drag coefficient of 17.5. However, the temperature measurement location 

is near the microwave resonator (within 23 mm), so it can be assumed that the initial velocity of the jet is 

maintained without a significant speed decrease until the droplet is in contact with the thermocouple. 

In order to analyze the cooling rate of the falling droplet, both, internal mixing and non-mixing model are 

proposed based on the Biot number, a simple index defined by the relationship between the heat conduction 

in the droplet and the heat convection at the surface, as expressed in 

𝐵𝑖 = ℎ𝑐  
𝑑

𝑘𝑤
, 

(6-31) 

where 𝑑 and 𝑘𝑤 are the characteristic diameter and thermal conductivity of the falling droplet, respectively. 

And ℎ𝑐 indicates the convective heat transfer coefficient. In general, the temperature profile is assumed to 

be uniform throughout the substance's volume at low Biot number conditions (typically, Bi < 1), especially 

when the droplet's Biot number is less than 0.1 [183]. The value of 0.1 states a body as "thermally thin", 

meaning that in this case the internal heat conduction is much faster than the heat convection working at 

the surface of the body. 

The optimized droplet size of 100 μm in Chapter 3, generated by a stainless steel nozzle, corresponds to a 

Biot number of 0.18. This value increases with the usage of a PEEK nozzle, due to the velocity rise (smaller 

diameter). However, it is debatable which model these droplets belong to, so all models are contemplated. 

As mentioned earlier, for the former approach (Bi < 0.1), a vigorous temperature exchange within the droplet 

is assumed, resulting in a uniform heat distribution without a temperature gradient. Energy transfer only 

occurs at the droplet boundary, and the surface temperature represents the overall temperature. This con-

cept is defined as a mixing model in this thesis. The governing equation for this energy transfer is also based 

on the energy conservation, consisting of three kinds of heat fluxes, corresponding to the convection term, 

𝑄𝑐, evaporation term, 𝑄𝑒, and radiation terms, 𝑄𝑟.  

𝜌𝑤𝑐𝑝𝑉
𝑑𝑇𝑤

𝑑𝑡
= −𝐴[𝑄𝑐 + 𝑄𝑒 + 𝑄𝑟] = −𝐴[ℎ𝑐  (𝑇𝑤 − 𝑇∞) + ℎ𝑑𝜌𝑎ℎ𝑓𝑔(𝑊𝑠 − 𝑊∞) +  𝜎𝜀(𝑇𝑤

4 − 𝑇∞
4)]. 

(6-32) 

Table 6.2: Variables for (6-32). 

𝜌𝑤 Water density 𝑇𝑤 Droplet temperature 𝑊𝑠 Saturation humidity ratio 

𝜌𝑎 Air density 𝑇∞ Air temperature 𝑊∞ Ambient humidity ratio 

𝑐𝑝,𝑤 Specific heat of  

water 

ℎ𝑐 Convective heat transfer 

coefficient 

𝜎 Stefan-Boltzmann constant 

𝑉 Droplet volume ℎ𝑑 Convective mass transfer 

coefficient 

𝜀 Emissivity 

A Droplet surface ℎ𝑓𝑔 Enthalpy of vaporization of 

water 

𝑐𝑝,𝑎 Specific heat of air 
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Table. 6.2 stands for the variables used in (6-32). 

The left-hand side of the equation (6-32) stands for the rate of energy variation in the falling droplet. The 

right-hand side implies the energy transfer because of convection, evaporation, and radiation on the droplet 

surface. In addition, this differential equation includes the evaporative cooling coming from the mass transfer. 

The variables, ℎ𝑐 and ℎ𝑑 , are time dependent. However, these changes are neglected since the temperature 

measurement location by a thermocouple is very close to the microwave resonator, and the flight time of 

the droplet is maximal 10 ms. 

In contrast, the alternative model (Bi > 0.1) does not consider an internal mixing flow, turning into the con-

ventional transient heat conduction equation with the evaporative cooling effect added heat transfer bound-

ary conditions. This approach is named a non-mixing model in this thesis. 

A 1D spherical coordinate is chosen to simulate the droplet temperature profile, because of the domain sim-

plicity, as expressed in (6-33)  

𝜌𝑤𝑐𝑝

𝜕𝑇𝑤

𝜕𝑡
= 𝑘𝑤

1

𝑟2

𝜕

𝜕𝑟
(𝑟2

𝜕𝑇𝑤

𝜕𝑟
) , 0 < 𝑟 ≤ 𝑅,  

(6-33) 

where 𝑟 and 𝑅 indicate the radial component and radius of the droplet. 

The initial condition is given as (6-34) 

𝑇𝑡=0,   𝑟 < 𝑅 = 𝑇0.  

(6-34) 

Also, the boundary condition at the middle of the droplet is written as (6-35) 

𝜕𝑇𝑟

𝜕𝑟
|
𝑟→0

= 0. 

(6-35) 

An additional boundary condition to define the outer surface, where both mass and heat transfer are mostly 

acting on, is (𝑟 = 𝑅) 

−𝑘𝑤

𝜕𝑇𝑤

𝜕𝑟
|
𝑅

= ℎ𝑐  (𝑇𝑤 − 𝑇∞) + ℎ𝑑𝜌𝑎ℎ𝑓𝑔(𝑊𝑠 − 𝑊∞) +  𝜎𝜀(𝑇𝑤
4 − 𝑇∞

4)]. 

(6-36) 

The convective heat transfer coefficient can be obtained from the Nusselt number described in (6-2). 

In addition, the convective mass transfer coefficient, ℎ𝑑, is introduced from the relation among the droplet’s 

Sherwood number, Schmidt number, and Reynold number, 

𝑆ℎ =
ℎ𝑑  𝑑

𝐷𝑤
= 2 + 0.6 𝑆𝑐1/3 𝑅𝑒1/2. 

(6-37) 
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The Sherwood number is a typically used parameter for the mass transfer expressed by the ratio of convec-

tive to the rate of diffusive mass transport. Another approach to estimating the convective mass transfer 

coefficient is by using the Lewis number, defined as the interaction between thermal diffusivity and mass 

diffusivity. This number is employed for the fluid characterization when mass and heat transfer take place at 

the same time, and is given by 

𝐿𝑒2/3 =
ℎ𝑐

𝜌𝑎  𝑐𝑝,𝑎ℎ𝑑
≅ (

𝛼

𝐷𝑤
)

2
3
. 

(6-38) 

The Lewis number is a constant value for water vapor in air at room temperature, and is approximately 0.85.  

The humidity ratio (𝑥, kg water/kg dry-air)) is derived from the relationship between the actual water vapor mass 

(𝑚𝑤) in moist air and dry air mass (𝑚𝑎), usually expressed as 

𝑥 =
𝑚𝑤

𝑚𝑎
. 

(6-39) 

It can also be manifested in terms of vapor partial pressure by the ideal gas law 

𝑥 = 0.62198
𝑝𝑤

(𝑝𝑎 − 𝑝𝑤)
. 

(6-40) 

The constant 0.62198 is from the ratio between the molar mass of water (18.015 g/mol) and the dry air 

(28.965 g/mol). 𝑝𝑤 and 𝑝𝑎 are partial pressures of water vapor in moist air (Pa) and an atmospheric pressure 

of moist air (Pa). The saturated pressure of water vapor (𝑝𝑤𝑠) is replaced instead of the 𝑝𝑤 for the case of 

the maximum water vapor in air, 𝑝𝑤𝑠 = 𝑝𝑤. 

The specific humidity ratio of a vapor mixture (Ambient humidity) is acquired by adding the relative humidity 

factor (φ) as 

𝑥 = 0.62198 φ 
𝑝𝑤

(𝑝𝑎 − 𝑝𝑤)
. 

(6-41) 

Fig. 6.3 and Table 6.3 show the saturation humidity ratio, 𝑊𝑠, with the polynomial curve fitting obtained using 

(6-40). This curve is utilized for each iteration of (6-32) and (6-33). 

Fig. 6.4 represents the temperature change of a 100 μm diameter falling water droplet as a function of time 

calculated by the mixing and non-mixing models. The initial temperatures of the droplets are 70 ℃ and 50 ℃, 

establishing a uniform temperature profile inside the droplet due to volumetric heating. 

Determining the temperature and relative humidity of the surrounding air near the droplet is complex, since 

consecutively followed droplets evaporated and condensed simultaneously. Therefore, the cases of sur-

rounding temperatures at 20 ℃ and 40 ℃ with 40 % and 80 % relative humidities were chosen as representa-

tive examples to understand the influence of environmental conditions on the droplet's cooling.  
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The adopted parameters for both models are described in Table 6.4. Tools of the software system Mathe-

matica® enables numerical calculations for the heat and mass transfer of the falling droplets. In the case of 

the non-mixing model, the average temperature compensated for the difference between the inside and the 

outside of the droplet is substituted. Numerical integration helps to gain the mean temperature value over 

the radial direction of the droplet. 

 
  

 

Fig. 6.3: Saturation humidity ratio with a poly-
nomial curve fitting. 

 

Table 6.3: Saturation humidity ratio (kgw/kga) [184]. 

Temperature 

(K) 

Vapour pressure  

of water (Pa) 

Saturation Humidity  

Ratio of Air (kgw/kga) 

273 611.3 0.003775220 

278 872.6 0.005402955 

283 1228.1 0.007631142 

288 1705.6 0.010649021 

293 2338.8 0.014695855 

298 3169 0.020080837 

303 4245.5 0.027200553 

308 5626.7 0.036570084 

313 7381.4 0.048870633 

318 9589.8 0.065020448 

323 12344 0.086284950 

328 15752 0.114492059 

333 19932 0.152314147 

338 25022 0.203965553 

343 31176 0.276423733 

 

Table 6.4: Values used for the calculation for (6-32) and (6-33). 

𝑐𝑝,𝑤 

(J/kg٠K) 
4190 

𝑐𝑝,𝑎 

(J/kg٠K) 
1006 

𝜌𝑎 

(kg/m3) 
1.204 

ℎ𝑐 

(W/m2٠k) 
(6-2) 

𝜌𝑤 

(kg/m3) 
998 

ℎ𝑑 

(m/s) 
(6-38) 

ℎ𝑓𝑔 

(J/kg) 

-1.2684442066 T2 - 
1617.1375351228 T + 
3036524.9863468000 

𝑇𝑒𝑥 

(K) 

293 

 

𝜀 0.95 
𝜎 

(W/m2٠K4) 
5.67 x 10-8 

𝜈𝑎 

(m2/s) 
1.516 x 10-5 α Air 

𝜇𝑎 

(kg/m٠s) 
1.825 x 10-5 

𝑘𝑤 

(W/m٠k) 
0.598 

𝑘𝑎 

(W/m٠k) 
0.02514 w Water 
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 (a)  (b) 

 
Fig. 6.4: Temperature profiles of a Ø  100 μm falling water droplet with respect to different conditions: 
ambient temperature (℃) - Humidity (%) - Model (Mixing / NonMixing), with the initial temperatures of 
343 K - 70 ℃ (a) and 323 K - 40 ℃ (b). 

 

Naturally, the cooling rate of the mixing model is faster than the non-mixing model, since the overall tem-

perature is governed by the boundary temperature only, with the interior’s temperature being equal. On the 

other hand, cooling in the non-mixing model first starts at the droplet boundary and is transferred to the 

center by a diffusion mechanism, resulting in a temperature gradient in the radial direction of the droplet. 

A rise in the evaporation rate of the falling water droplets corresponds to a proportionally improved cooling 

rate, which operates more vigorously at lower ambient humidity. In addition, a larger temperature difference 

between the ambient temperature and the droplet gives rise to a higher cooling rate attributable to a more 

pronounced heat exchange. Moreover, this cooling gradient becomes steeper once the initial temperature 

increases. The flight distance, corresponding to 0.01 seconds flight time in Fig. 6.4, is about 36 mm consider-

ing the initial speed, and the maximum cooling leads to a more than 30 K lower value compared to the initial 

temperature. This means that the cooling rate of hot falling water droplets is extremely fast. 

Experimental validation of the temperature drop of falling droplets is covered in the next session including 

the results of numerical models. 

 

 

6.4 Microwave validation 

 

6.4.1 Numerical temperature estimation by the droplet cooling 

 

Environmental conditions around the droplet path of both models, the mixing and the non-mixing one, are 

adjusted in a way that the temperature variations as a function of the flight distance approach the 

experimental findings. This way the temperature obtained in the experiment, and the above numerical model, 

can be correlated. It is intuitively obvious that the humidity and temperature around the droplet flow are 

higher than in the distant surroundings, as the heated droplet train flows and evaporates continuously. 
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Thermocouples were installed at different heights to calculate the cooling rate of the droplet according to 

the flight time reversely and to track the initial maximum temperature of the droplets. The experimental 

configuration and the measured results are shown in Fig. 6.5.  

The stream is ejected from the nozzle and remained up to an E-field gap. It is then transformed into water 

droplets inside the resonator's outer wall and begins cooling. Hence, only the droplet shape is visible below 

the resonator. However, the breakup location is not absolutely consistent, resulting in the probability of 

errors (e.g., Fig. 6.5 shows the breakup distance of 2.7 mm from the nozzle). Here, the temperature of 

interest is the one before cooling starts, as it represents the temperature rise by microwave heating. 

Therefore, the flight distance of the droplet is set to the measured length in Fig. 6.5 and increased by 1 mm, 

which is half of the resonator wall thickness. In other words, the space between the bottom of the resonator 

and the thermocouple plus 1 mm is assumed to be the affected path by cooling. 

Measurements started after warming up the system for at least 10 minutes with an applied power of 45 W, 

to assume a steady state of ambient conditions and flow. Moreover, the average value of the recorded 

temperature for a minute was used. 

The cooling speed is assumed to be slower than the one of an isolated droplet introduced in Chapter 6.2, due 

to the growing vapour film around the droplet train that plays a role in hindering further cooling and evapo-

ration. This film's condition is assumed to be constant after warming up, replacing the ambient state infinitely 

distant from the system configuration. The primary idea in this chapter is to adjust these layer parameters 

containing vaporized water, in order to match the numerical and experimental findings, and to be able to 

track the initial temperature. Changing the experimental conditions each time is complex, but numerical 

models allow adjustments effortlessly. 

 

 

Fig. 6.5: Experimental configuration with the measured results. 
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(a)  (b) 

 (c) (d) 

 

Fig. 6.6: Size distribution (a) and temperature profiles of the droplets based on numerical models: 
Ø  100 µm (b), Ø  90 µm (c), and Ø  80 µm (d) in diameter. 

 

152 droplets, generated without applying vibration to the nozzle, were analyzed to determine the effective 

diameter for the numerical method. The average diameter shows 88.4 μm once the droplets are assumed to 

be perfectly spherical, as shown in Fig. 6.6 (a). 

Therefore, droplets of Ø  100 µm, Ø  90 µm, and Ø  80 µm are selected as the final sample sizes for numerical 

models, and their temperature profiles as a function of the time are illustrated in Fig. 6.6 (b), (c), and (d). The 

zero on the x-axis denotes the initial temperature when cooling begins. Detailed values are given in Tables 

6.5, 6.6, and 6.7. 

The experimentally obtained temperature is less sensitive than the numerically calculated one of a single 

droplet, due to the accumulated droplet volume hanging on the thermocouple. This relatively large heat 

capacity cannot allow tracking the instantaneous temperature change of the droplet, but it helps to represent 

the average temperature of the droplet train. However, an inherent temperature measurement delay occurs 

with some amount of cooling. 

Therefore, the first step for the temperature prediction is to designate the lowest height (distance: 23.451 

mm) among the three temperature measurement positions as the reference value, since the measured value 

cannot be higher than the genuine droplet's temperature. Then, numerical results are approximated to this 

value by changing the environmental conditions. Eventually, any points of interest, including the initial tem-

perature, can be extracted using two models already fitted from the reference value.  
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As described above, the cooling rate is much faster in the non-mixing model, so the calculated initial temper-

ature is even higher than the boiling point of water in most cases. Therefore, any case in which the initial 

temperature exceeded 100 ℃ is excluded in Fig. 6.6.  

The environmental temperature is adjusted from 20 ℃ to 40 ℃ in 10 ℃ increments, and 40 %, 60 %, and 80 % 

of ambient humidity are selected as representative examples. The cooling proceeds faster in the case of 

droplet diameters of Ø  90 µm and Ø  80 µm than Ø  100 µm, so the surrounding temperature of 45 ℃ is sup-

plemented to derive results close to experimental data. The boundary condition is such that the surrounding 

status should be lower than the measured temperature of droplets and 100 % relative humidity, even though 

vapor film has been formulated around the droplet's trajectory. Finally, conditions of the numerical model 

that exist within a temperature error range of 5 %, based on the measured values, are selected, as shown in 

the blue square in Tables 6.5, 6.6, and 6.7. The initial temperatures of selected conditions are to be compared 

with the water temperature immediately after heating by microwave. 

 

Table 6.5: All temperature data in Celsius (℃) for Fig. 6.6 (b). 

 
 
 

Table 6.6: All temperature data in Celsius (℃) for Fig. 6.6 (c). 

 
 
 

Table 6.7: All temperature data in Celsius (℃) for Fig. 6.6 (d). 
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6.4.2 Numerical temperature estimation by the droplet heating 

 

The droplet temperature is highest just after being heated by the microwave interaction and before evapo-

ration and cooling begin. Of course, the water temperature rises by thermal conduction when it moves 

through the nozzle, as the central conductor of the resonator gets hot, but this is a minor contribution com-

pared to the one from the microwaves. 

Equation (5-5), representing the amount of microwave power absorption by a dielectric, is utilized to demon-

strate water droplet heating in the heat equation (6-13), resulting in (6-42)  

𝜌 𝑐𝑝

𝜕𝑇

𝜕𝑡
+ ∇ ∙ (−𝑘 ∇𝑇) = 2𝜋𝑓𝜖0𝜖𝑒𝑓𝑓

′′ |𝐸𝑟𝑚𝑠|
2𝑉. 

(6-42) 

The temperature rise, while the water droplet passes through the concentrated electric field, can be calcu-

lated using the initial temperature derived from the numerical model. In addition, the absorbed power, ac-

cording to the temperature deviation, can also be traced back from the thermal equation. Here, the time 

adopted for the power calculation comes from the interaction distance between the microwave and the 

falling droplet, obtained in the experiment. Furthermore, this power value should be consistent with the 

power absorption, acquired from the strength of the electric field inside the dielectric, being derived by CST 

Microwave Studio software simulations. 

A frequency domain solver is employed for the electric field and power absorption analysis. The applied 

adaptive mesh refinement and the S11 parameter are shown in Fig. 6.7. The resonance frequencies by simu-

lation and measurement are 10.46 GHz and 10.49125 GHz, respectively. A deviation of 0.3 % may come from 

material properties adopted in the simulation or from tolerances in manufacturing.  

 

 
  
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 

Fig. 6.7: Adaptive mesh refinement and S11 result of the model. 
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(a)   (b) 

Fig. 6.8: Simulation results of E-field intensity (RMS), power loss density (a), and average power loss 
density normalized by the temperature-dependent 𝜖′′ (b) along the z-axis. 

 

Fig. 6.8 (a) describes the root mean square E-field strength and power loss density along the z-axis corre-

sponding to the center of the droplet’s trajectory once 45 W power is applied. Power absorption depends on 

the E-field strength according to (5-5), but the simulation does not consider the change in the medium’s 

temperature dependant permittivity. Adopting a fixed loss factor overestimates the electric field, resulting 

in a higher water temperature rise than the actual one. 

In fact, the complex permittivity, 𝜖′ and 𝜖′′, simultaneously affects the strength of the electric field strength. 

Nonetheless, for convenience of calculation, it is assumed that the dielectric constant more decisively influ-

ences the electric field strength, while the imaginary permittivity plays a dominant role in the microwave 

absorption into the medium, respectively. 

Fig. 6.9 shows the complex permittivity of water as a function of temperature in the range of 20 ℃ to 90 ℃ 

[94]. Accordingly, this temperature-dependent complex permittivity can be expressed in a mathematical 

form using polynomial curve fitting as in (6-43) and (6-44). Established dielectric constant and loss factor in 

the simulation are 61.22 and 31.59 at 10.46 GHz based on the Debye model. The average dielectric constant 

is 61.56 in this range, similar to the simulation. On the other hand, the dielectric loss shows a huge discrep-

ancy within the specified temperature range. Hence, the curve fitting shown in Fig. 6.9 (b) substitutes the 

fixed 𝜖′′ value, using (6-44). 

 

𝜖′(T) =  −0.0000008895 𝑇4  +  0.0012461354 𝑇3  −  0.6555286630 𝑇2  +  153.2545999749 T 

−  13′357.6842090105, 

(6-43) 

𝜖′′(T) = 0.0035526042 𝑇2  −  2.6795210134 𝑇 +  513.5393326824.  

(6-44) 

Fig. 6.8 (b) shows the normalized power density by 𝜖′′ based on a 0.1 mm wide rectangle partitioning. 

The average value of Fig. 6.8 (b) multiplying (6-44) represents the modified power absorption and is used for 

the numerical calculation of (6-42). 
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(a) (b) 

Fig. 6.9: Complex dielectric permittivity 𝜖′(a) and 𝜖′′ (b): ▪ black dash dot - CST simulation, ▪ blue line - 
Fig. 4.2 (Debye model), and ▪ red dot - polynomial curve fitting. 

 

Two different coordinates are used to simulate the heating and cooling of water using a 1D numerical model, 

as shown in Fig. 6.5. A 2D model with Dirichlet condition cooling is performed to represent continuous flow 

at the top boundary, but there is no apparent difference (< 0.2 %) between the 1D and the 2D model within 

a given short time. Therefore, this is not further elaborated here. 

1) Cylindrical coordinate (MW Heating + Cooling): a jet stream starts at the nozzle and remains up to the 

outer wall. Therefore, this jet passes through the concentrated electric field. This model takes into account 

the entire volume heating of the stream by microwaves and simultaneous cooling at the surface. The mixing 

model cannot present the energy absorption inside the medium, since it only works at the boundary. Thus, 

only non-mixing models are performed to extract the temperature rise. 

2) Spherical coordinate (Cooling): there is no more stream after the bottom of the resonator, which means 

only droplets are left. This model corresponds to the numerical droplet cooling methods in Chapter 6.3. 

The initial temperature of the introduced water is 19.2 ℃, but the average temperature after an hour of 

testing is 24.35 ℃ without input power. This phenomenon can be understood as a heat transfer effect from 

other components, attributable to the temperature rise of both, the resonator and the stroboscope. Bound-

ary conditions are the same as the numerical model introduced in Chapter 6.3. 

According to the CST simulation, the electric field strength, spreading into the conductor's interior, is sub-

stantially high leakage into opening. Considering the extension of the electric field, twice the gap distance is 

set as an additional heating zone for the numerical model. However, it is assumed that heating mainly occurs 

in the gap between the conductors, as shown in Fig. 6.8 (b). A finer mesh generation may reduce the range 

and strength of the electric field appearing inside the conductor, obtaining a more accurate result. In addition, 

the stream-to-droplet transition attenuates the microwave power absorption immediately, due to the depo-

larization factor (Sphere: 1/3) and the discontinuity of water. 
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Fig. 6.10: Maximum temperature comparison by different numerical methods: ▪ lines - only considering 
the main heating region, and ▪ dashed lines - additionally considering the extended heating region. Both 
are calculated by the cylindrical coordinate model taking into account MW heating with cooling. ▪ sym-
bols - calculated by the spherical coordinate model considering only cooling. 

 

Fig. 6.10 shows the maximum temperature of water derived from different approaches. The line and dashed 

line indicate the temperature by microwave heating, including surface cooling, and the symbols are the re-

sults tracked by converting the cooling effect from the selected conditions in Tables 6.5, 6.6, and 6.7. In other 

words, lines represent the attainable maximum temperature as the final temperature of the water stream 

after microwave interaction finishes, and symbols dictate the initial temperature of the droplet before cool-

ing starts. Ideally, both temperatures should be the same. 

The calibrated lines using both 𝜖′ and 𝜖′′ are also provided, based on the inverse relationship between the 

electric field and dielectric constant. The procedure utilized polynomial curve fitting in the same way afore-

mentioned for 𝜖′′ but using (6-43) for 𝜖′. 

It can be seen that the microwave heating effect is not significantly affected by the surrounding environment, 

within a given short time. This is due to the numerical model that confines the microwave absorption only to 

the medium. Practically, it is sensitive to environmental conditions, e.g., humidity.  

Considering only the main heating area, the initial temperature of the Ø  90 µm droplet under the environ-

mental conditions of 40 ℃ / 60 % and 45 ℃ / 40 % (temperature/humidity) with the non-mixing model ap-

proaches the stream temperature obtained by microwave heating with up to 98.5 % accuracy. The Ø  90 µm 

is approximately identical to the average size obtained in Fig. 6.6 (a), 88.42 µm. In addition, only 80 µm drop-

lets in the environmental conditions of 45 ℃ / 60 % fall within the effective range (< 10 %, based on micro-

wave heating, dashed line in Fig. 6.10), unless the mixing model is employed once the extended heating zone 

is applied. The reason for this is the mixing model, and that small droplets have a fast cooling rate resulting 

in an increase of the initial, back calculated, temperature. 

The average temperature discrepancies by the microwave heating model using 𝜖′ and 𝜖′′ simultaneously and 

using only 𝜖′′ in the calibration step are 0.79 ℃ and 1.13 ℃, considering the main heating area and the addi-

tional heating zone, respectively. It does not show a large difference, as expected. 
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In conclusion, the selected conditions to track the initial droplet temperature, do not perfectly reflect the 

actual status around the droplet train. However, all errors in the experimental process are included, showing 

reasonable results. Therefore, all temperature values are positioned within the same order of magnitude, 

demonstrating the validity of this numerical approach. 
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 Experimental equipment 
 

 

This chapter describes the experimental setup with the composition that allows the microwave sensing and 

heating tests conducted in this thesis. Then, the detailed specification of the individual parts follows.  

In addition, the measurement techniques, that included the calibration method, are also presented. 

 

 

7.1 Equipments 

 

The experimental configuration is shown in Fig. 7.1. 

The VNA can be utilized as a power source instead of a signal generator and shows the real-time variations 

in resonant frequency since the attenuated reflection signal is delivered to the VNA through the directional 

coupler. Descriptions of some significant equipment are presented with detailed specifications. 

 

 

 

 

Fig. 7.1: Experimental configuration. 
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1. Motorized XYZ stage. 

 

The XYZ stage was exploited and revised from the FDM/FFF (Fused Deposition Modeling / Fused Fila-

ment Fabrication) based 3D printing machine of K8200 manufactured by Velleman inc. 

• Movement: NEMA 17 stepper motor 
• X / Y movement: 0.1 mm with 120 mm٠s-1 
• Z movement: 0.1 mm, 2.5 mm٠s-1  
• Dimensions of the movement area: 20 x 20 x 20 cm 
• Power supply: 12 V / 3 A max. 
• Communication: FTDI USB 2.0 to Serial 

 

2. Droplet generator (Permanent Magnetic shaker) 

 

The permanent magnetic shaker model LSD v201 (Fig. 7.2) manufactured by the company Brüel & 

Kjæ r was utilized for the droplet formation. This shaker is cost-effective, reliable, and easy to control. 

In addition, no need to adopt the cooling system with a field power supply because the source of this 

shaker is a permanent magnet. 

Technical specifications of this shaker are, 

• Frequency range: up to 13 kHz 
• Shaker velocity sine peak: 1.83 m٠s-1 
• Shaker displacement: 5 mm 
• Max acceleration sine peak: 136 g 
• Effective mass of moving element: 200 g 
• System velocity sine peak: 1.49 m٠s-1 

 

             

Fig. 7.2: LSD v201 with dimensions - Brüel & Kjæ r. 
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3. Microwave system 

 

- Signal generator 

 

The model APSIN20G (Fig. 7.3) made by the Anapico AG has been selected as a signal generator for 

the microwave drying experiment enabling the frequency generation range of 10 MHz to 20 GHz. 

Moreover, it supports many advantages, not only being a signal generator or modulator with high 

accuracy but also general conveniences such as remote controllability for automation, portability, 

and so on. 

The technical features are summarized here,  

• Frequency response: 10 MHz to 20 GHz 
• Frequency resolution: 0.001 Hz 
• Power level: -90 to +13 dBm 
• Power resolution: 0.05 dB 
• Power accuracy: ± 1.3 dB 
• Harmonics: < -30 dBc 
• Switching speed: < 200 µs 
• Modulation: AM, DC/AC, FM, PM, Pulse, Freq-Chirp 

 

 

 

     (a)                                                                                          (b) 

Fig. 7.3: APSIN20G signal generator - Anapico AG (a) with maximal output power in frequency ranges (b). 
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- Amplifier 

The model of 250TR7z5g18 amplifier (Fig. 7.4) manufactured by AR has been chosen to apply proper 

power to the resonator for the microwave heating experiment. This amplifier uses a 300 W traveling 

wave tube (TWT) to provide a maximum of at least 250 W output over the entire bandwidth. The 

instrument consists of two principal sub-systems: a power assembly and a TWT power supply. 

• Power assembly 

The TWTA (Traveling Wave Tube Amplifier) is composed of the main two-stage of amplification: a solid-

state preamp assembly with adjustable gain (E01175-000) and a traveling wave tube amplifier 

(E08114-000). The signal propagation procedure through the amplifier is explained here, 

 

 

 

In addition to the amplification, there are some other features noteworthy. 

The reverse port on the directional coupler is connected to a detector diode for measuring the VSWR 

(Voltage Standing Wave Ratio). The data obtained from this coupler is directly conjugated for the re-

flected power evaluation related to the amplifier protection from excessive power reflection. The cou-

pled port of the -10 dB coupler is attached to the power sample port on the rear panel resulting in -40 

dB attenuation. 

 

 

 

  

 

  

         (a)                                                                               (b) 

Fig. 7.4: 250TR7z5g18 microwave amplifier - AR (a) with typical output power in frequency ranges (b). 

The RF input from the microwave signal generator is 
connected to the input connector on the solid-state 
preamplifier.

A preamplified signal can drive the RF input of the 
TWT.

The output is directed through a straight length of 
waveguide and a 180°E-plane bend into a dual -30 dB 
directional coupler.

The final output port from the amplifier is the shape 
of a double ridge waveguide flange (WRD-750).
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•  TWT Power supply 

The TWT power supply is of modular construction.  

  

1. Low voltage power supply module  

 1.1 Low voltage power supply module (A23687-001):   

        low voltage power supply assembly, preamplifier, and HPA interface 

 1.2 Control assembly with HPA logic (A16485-000): control logic and TWT protection 

 1.3 Modulator Assembly: bias and pulse top voltage for the TWT grid 

  

 2.    High voltage power supply 

 2.1 Power factor correction module (A23683-230): conversion of the line voltage to DC 

 2.2 Pulse width modulation board (A10017-500): control for the high voltage switching supply. 

 2.3 High voltage Diode/cap Assembly (A22818-002): the high voltage transformer and rectifiers. 

 2.4 HV filter Assembly (A212461-000): high voltage DC filtering 

  

 3. Heater power supply module(A10010-000): drives the TWT DC heater 

  

The remarkable specifications of the amplifier are, 

• Power: nominal 280 watts, Minimum 250 watts 
• Flatness: ± 12 dB maximum 
• Frequency response: 7.5 - 18 GHz instantaneously 
• Input for rated output: 1.0 mW maximum 
• Gain (at maximum setting): 54 dB minimum 
• Gain adjustment (continuous range): 35 dB minimum 
• Input impedance: 50 Ω, VSWR - 2.0:1 maximum 
• Output impedance: 50 Ω, VSWR - 2.5:1 typical 
• Mismatch tolerance: 50 W 

• Harmonic distortion: 

Below 10 GHz, -5 dBc maximum, -7 dBc typical; 

10-12 GHz, -8 dBc maximum, -12 dBc typical; 

Above 12 GHz, -20 dBc maximum, -30 dBc typical 

• Cooling: forced air (self-contained fans), air entry, and exit in the rear. 
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- Isolator 

 

The Model WRD750D24 isolator (Fig. 7.5) consists of two-part, a circulator and a matched termina-

tion. The circulator is a three-port ferromagnetic device to control the microwave propagation to a 

designed direction within a circuit.  

For example, a signal entering port 1 can transmit to port 2. Similarly, the incident signal at port 2 can 

be delivered to port 3. However, the wave that arrives at port 3 is directly dissipated since the termi-

nation device exists at the end of port 3. It prevents the excessive redirected signal that may induce 

amplifier damage.  

In short, the purpose of this combined device is not only to manage the directivity of the incident 

flow but also to guarantee amplifier safety under the endurance limit. 

• Frequency response: 8-18 GHz 
• Isolation: 15 dB 
• Insertion loss: Max. 0.5 dB 
• VSWR: 1.40 : 1 
• Maximum average power: 250 W 
• Maximum peak power: 2 kW 

 

 

Fig. 7.5: WRD750D24 isolator: termination combined circulator. 

 

 

- Waveguide Directional coupler 

 

The WR90 directional coupler (Fig. 7.6) has been imposed for microwave experiments to analyze the 

forward or backward power from the cavity. It can decrease the power delivered at the rate of the 

coupling indicated on the specification to measure by the instrument without damage. 

• Frequency response: 8.2-12.4 GHz 
• Directivity: Min. 35 dB 
• Coupling: 20 ± 0.5dB 
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Fig. 7.6: WR90 waveguide directional coupler. 

 

 

  

- Coaxial Directional coupler 

 

The 779D directional coupler (Fig. 7.7) produced by Agilent Technologies was used for the microwave 

experiment to figure out the forward or backward power from the microwave resonator. It can de-

crease the power delivered at a coupling ratio, indicated in the specification, to prevent the instru-

ment’s damage. 

• Frequency range: 1.7 to 12.4 GHz 
• Nominal coupling: 20 dB ± 0.75 dB 
• Directivity: > 30 dB for 1.7 to 4 GHz, >26 dB for 4 to 12.4 GHz 
• Maximum SWR: 1.2 
• Insertion loss: < 0.60 dB 
• Power rating average, Peak: 50 W, 250 W 
• Connectors: primary line 1-N(m), 1-N(f); auxiliary arm N(f) 
• Weight: 2 lb; Size: 114.3 mm (4.5 in) H x 25.4 mm (1.0 in) W x 196.9 mm (7.75 in) L 

 

 

 

 

 

 

  (a)                                                                      (b) 

Fig. 7.7: 779D coaxial directional coupler - HP (a) with the connected direction (Forward & Reverse) (b). 
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- Adaptor 

 

A quarter wavelength adaptor (Fig. 7.8) is applied to the system to convert the waveguide to coax. A 

remarkable specification of the part used for the experiment is described below. 

• Size: WR-90 
• Coax connector impedance: 50 Ω 
• Coax connector: N type, Female 
• Frequency range: 8.2~12.4 GHz  
• Max. VSWR: 1.20 : 1 
• Max. power capacity: 50W 

 

                                                 
 

Fig. 7.8: WR 90 waveguide to coax adapter. 

 

 

- Vector Network Analyzer 

 

The vector network analyzer is an essential instrument to measure the S-parameter relating to the 

reflection and transmission of the electrical network. The Agilent 8720D VNA (Fig. 7.9) manufactured 

by HP works in the range of frequencies from 50 MHz to 20 GHz with a resolution of 100 kHz. This 

analyzer has been used to evaluate the customized microwave resonator in terms of the coupling, Q-

factor, and even the signal generator source. It can not only extract the amplitude and the phase data 

every time by change of the impedance difference resulting from the loaded materials but also cover 

the frequency range from 50 MHz up to 20 GHz. With this analyzer, it is possible to control the signal 

entering the cavity by a Lab-view program via the GPIB interface while monitoring is running. Moreover, 

it facilitates tracking the resonance frequency down automatically in real-time. 

 

 

Fig. 7.9: Agilent 8720D Vector network analyzer. 
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- Attenuator 

 

Measurement instruments such as oscilloscopes and VNA are required to evaluate the reflection or 

transmission signal. Both measurement systems have a maximal voltage capacity, which results in a 

power limitation, to avoid damage. For example, the crystal detector that rectifies the alternating cur-

rent signal is very vulnerable to power capacity. Therefore, an attenuator has been placed before the 

receive port of the measurement instrument to protect against a system's breakdown. For safety rea-

sons, a general rule of thumb is to match the sum of the entire attenuations to the maximal amplifica-

tion generated from the amplifier. 

 

 

4. HPLC Pump  

 

The LS class HPCL pump (Fig. 7.10) consisted of single-headed positive displacement piston pumps 

incorporating advanced cam designs. The micro-stepping motor was used for the droplet generation 

to secure exceptionally low pulsation. It can control the liquid feeding rate from a container into the 

nozzle with 0.2% RSD in full ranges of enabling flow rate. An in-line filter of 0.5 µm rating is included 

at the output port of the pump for dispensing liquid in general laboratory use. 

A detailed specification follows below, 

• Flow rate: 0.001 ~ 5.000 ml∙min-1 
• Pressure accuracy: ±2 % of full scale pressure 
• Pressure zero offset: ±2 psi 
• Flow accuracy: within 2 % of set flow rate 
• Pulsation: ≤ 2 % @ 1 ml∙min-1 and 1000 psi 
• Operation environment: ambient temperature of 10 to 30 ℃                                                       

                                           relative humidity of 20 to 90 % 
 

 

Fig. 7.10: LS class HPCL pump - Teledyne SSI. 
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5. Stroboscope 

An electronic stroboscope 1538-A (Fig. 7.11) supplied by the General Radio Company was used for 

capturing the dynamic micro droplet moving at a speed of 3 m٠s-1.  

This equipment is optimized not only for measuring the fast-moving device but also for observing stop-

ping or slowing high-speed motion by the optical effect using the very short flash duration compared 

to the conventional stroboscope. The conditions that typically took a picture were flash duration of 

0.8 µm, the energy of 0.014 Ws-1, and the beam intensity of 106 cd. 

• Flash rates: 110 to 150,000 fpm with ±1.0 % accuracy 
• Flash duration: 0.5 to 3.0 µm 
• Light output : beam width 10° at ½  intensity points 

 

 
 

 

 

  

 

 

 

 

(a)                                                                       (b) 

 

Fig. 7.11: Stroboscope 1531-A (a) and an extension lamp - IET Labs (b). 

 

Table 7.1: Specification of the stroposcope 1531-A. 

Flash / minute Duration (us) Energy (Ws-1) Beam intensity (cd) 

  At 690 3 0.5 15 x 106 

  At 4170 1.2 0.09 5 x 106 

  At 25,000 0.8 0.014 106 

  At 150,000 0.5 0.0023 0.16 x 106 
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7.2 Impedance matching by Vector Network Analyzer  

 

In this study, Agilent8720D (HP) is used to measure the S11 parameter representing the reflection coefficient 

at an input port, to determine the coupling status of the waveguide to the cavity. This instrument is capable 

of covering all X-band ranges (8 ~ 12 GHz) and is conjugated for acquiring both magnitude and phase data 

coming back from the system. The maximum designation numbers representing the highest resolution are 

up to 1601 points with 800 µm sweep time. It can also be utilized as a microwave signal generator with a 

power of up to 21 dBm. Before the operation of VNA, this machine should be calibrated each time in the 

range the user wants to test for characterization. The calibration kit working in the range from 0 to 18 GHz 

can calibrate the VNA with charges supplied from the kit (short, open, load). The Smith-chat is adequately 

used to certify the calibration quality of VNA in impedance mode. For an open circuit, the voltage generated 

from VNA is reflected with the same phase of an incident wave so that the open circuit is placed on the right 

side of the Smith-chart (reflection coefficient, Γ = +1, and normalized impedance, z = ∞). The short circuit 

appears at the far left of the Smith-chart’s circle because the reflected voltage should cancel the incident 

voltage (180 °); for this reason, only the zero potential has remained (reflection coefficient, Γ = -1, and nor-

malized impedance, z = 0). Lastly, the load is settled in the middle of the Smith-chart circle (reflection coeffi-

cient, Γ = 0, and normalized impedance, z = 1). It implies that the critical coupling is successfully taking place 

between the loaded kit (in this case, 50 Ω) and VNA. In other words, there is no reflection from the load.  

The reflection coefficient is expressed as 

𝛤 =
𝑉−

𝑉+
=

𝑅𝐿 − 𝑍𝑐

𝑅𝐿 + 𝑍𝑐
, 

(7-1) 

where RL is resistive load and Zc is the characteristic impedance of transmission line connected with VNA, 

respectively. Moreover, 𝑉+ and 𝑉− state the amplitudes of the forward and reflected waves. 

Short-Circuit : RL = 0  

𝛤 =
𝑅𝐿 − 𝑍𝑐

𝑅𝐿 + 𝑍𝑐
=

0 − 𝑍𝑐

0 + 𝑍𝑐
= −1. 

(7-2) 

Open-Circuit : RL = ∞ 

𝛤 =
𝑅𝐿 − 𝑍𝑐

𝑅𝐿 + 𝑍𝑐
=

1 −
𝑍𝑐
𝑅𝐿

1 +
𝑍𝑐
𝑅𝐿

= 1. 

(7-3) 

Matched-Circuit : RL = Zc 

  

𝛤 =
𝑅𝐿 − 𝑍𝑐

𝑅𝐿 + 𝑍𝑐
=

𝑍𝑐 − 𝑍𝑐

𝑍𝑐 + 𝑍𝑐
= 0. 

(7-4) 
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 Conclusion and Outlook 
 

A new feeding system for additive manufacturing has been explored, it is based on the generation of droplets 

containing particle suspensions and drying of these. Such systems should eventually improve the resolution 

of conventional direct energy deposition (DED) below 20 microns by developing a new powder production 

and transport system before the laser sintering process. Specifically, to increase the precision of the AM 

process, PSI suggested the liquid droplet-based powder production concept consisting of droplet generation 

and microwave drying. The fundamental idea is derived from the internal gelation technique using X-band 

microwaves developed to produce the Sphere-Pac fuel in the nuclear industry. In that process, the flying 

distance of the drops across the resonator is over 100 mm and the drop size ranges from 0.2 to 2 mm. Short-

ening the distance while simultaneously reducing the drop’s diameter below 0.2mm with keeping the heating 

efficiency at the same time is the main challenge of miniaturization of such an applicator being designed for 

an additive manufacturing process. The here presented work is therefore regarded as the most challenging 

venture among all SFA-AM projects.  

This chapter consists of two sections, 1) a summary of findings based on the meaningful results, and 2) rec-

ommended research topics not covered in this thesis. 
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8.1 Conclusion 

 

In the present work, a comprehensive collection of mechanisms toward high-resolution 3D printing is 

investigated, in particular, a technique based on focused powder transportation. 

A liquid-based raw material (precursor dissolved solution) as a material container is proposed to increase the 

metal 3D printing precision instead of the conventional powder-based approach, owing to the advantage of 

ejected material size controllability without clogging the nozzle. The whole thesis consists of two parts:  

1. development of a device allowing the generation of a stable and reproducible train of monodisperse 
droplets and 
 

2. development of a miniaturized microwave resonator for the heating/drying of inflight droplets. 
 

Droplet generation : 

The first part of this thesis is devoted to evaluating a customized, vibrating droplet generator based on a 

permanent-magnetic shaker. The system allows the setting and control of different droplet sizes depending 

on parameters, such as the frequency, flow rate, and nozzle size. With the final setup, a size-controlled 

droplet of about 100 µm could be obtained, the main factor to guarantee the process reliability for precise, 

high resolution additive manufacturing. Furthermore, an analytical principle to formulate the droplets has 

been proven by experimental results in terms of size, speed and gap distance. In addition, Navier-Stoke's 

based hydrodynamic simulations were performed using OpenFoam. These supported the findings, identified 

in the experimental data. As a final result the optimal conditions, for generating the smallest reliable droplets, 

have been identified at a flow rate of 0.5 ml∙min-1 and a frequency of 15 kHz. 

 

Microwave device: 

The second part focuses on the development of a miniaturized microwave resonator that demonstrates a 

strong coupling between the sample and electromagnetic energy. Generally, the need for miniaturization of 

such devices has emerged from the technological progress, with very specialized and space limited 

applications. In particular, this technology is employed by microfluidics or lab-on-chip-based industry in the 

chemical and biological fields (i.e., ten to hundreds of micrometers). 

 

New coaxial resonator:  

Design: a new coaxial resonator, operating in the X-band, has been designed and investigated to achieve the 

project requirements in terms of sensing and heating applications. The main differences from a traditional 

open coaxial probe are as follows:  

• Firstly an extended metal wall structure is introduced, covering the sensing area, to confine the 

electric field to a capacitive gap. 

• Secondly a movable central conductor enables the controllability of both, the resonance frequency 

and the E-field concentration at the sample location.  
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The working mechanism is the electric field perturbation, where a dielectric introduced in the gap will change 

both, the resonance frequency and the Q-factor. This coaxial resonator is designed to operate as a ¾  

wavelength resonator with TEM (Transverse Electro-Magnetic) mode, and the phase-matching method is 

utilized as a sensing principle. Furthermore, a full-wave electromagnetic simulation confirms the working 

principle, based on the finite integration time domain solver with the eigenmode solver using the software 

CST microwave studio. 

Testing: the dielectric properties of various water-ethanol mixtures in the volume range of nanoliters, loaded 

through a microcapillary, were investigated. 

These sample-dependent variations are analyzed to estimate the complex permittivity by various methods, 

such as perturbation (PM), least-squares model (LSM), and log-linear model (LLM). All processed 

permittivities are compared with reference data obtained from a commercially available open coaxial probe 

(HP 85070B) to select an appropriate method representing the sensing performance. The results acquired 

from both PM and LSM with a 100 µm capillary show a well corresponding trend to the reference data with 

a tolerance of 12.7% compared to the conventional mixing rule. It means that a small volume of sample can 

be detected by this resonator even if it only affects a part of the sensing area (in this research < 0.15 %). 

 

Microwave heating:  

A modified conventional cylindrical cavity and the newly developed coaxial resonator were configured and 

examined to understand their heating efficiency. However, the cylindrical cavity could not make the high-

speed (≈ 3 m٠s-1) droplets attain a sufficiently high temperature during the short E-field exposure time (time 

for passing through ≈ 6.7 ms). Therefore, the latter is more concretely studied. 

In the case of the coaxial resonator, after a certain distance, the water droplets showed a volume decrease, 

which was proportional to the applied microwave power. A temperature difference of 30 K was achieved 

when setting the power to 45 W, and for a microwave exposure time of 0.5 ms. In addition, the evaporation 

rate was quantified by Mathematica® image processing with the basic theory of evaporation focusing on heat 

and mass transfer. It is possible to further improve the increase in temperature, by changing the microwave 

resonator design to a waveguide-based structure, and therefore extend the power capacity. Another 

alternative would be the increase in interaction time. The temperature increase could be cross-checked from 

the cooling and heating side. 

 

Achievement of the project goal:  

The SFA project research goal is the clarification of potential for a modified metal AM technology into 

widespread industrial applications. The improvement of the modification lies in satisfying both, high 

productivity and resolution, by having an aqueous material feed.  

The research of the present thesis is concerned with the important step of transforming the aqueous stream 

into a powder for the laser processing, using microwave heating. Water is the most challenging medium, as 

other precursors potentially absorb more energy and are easier to be evaporated. Therefore the water based 

feed is studied here as the most conservative case. As partial drying could be achieved, this work represents 

a good basis for the project goal.    
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8.2 Future work 

 

Several directions of research, related to the microwave technology for efficiently heating up microscopic 

droplets, remain open. Some interesting topics are suggested below. 

 
1. One of the recommendations relevant to this thesis is to demonstrate the real-time evaporation 

rate of the inflight droplet that could not be fully covered. With decreasing size, evaporative 

cooling is an increasingly dominant factor, and importantly influences the droplet size as well as the 

temperature distribution compared to the other heat transfer. How the primarily volumetric 

heating of microwaves affects the droplet evaporation with the key factors like the surface tension 

and the evaporative cooling effect at high-speed, is an attractive topic. The energy interaction 

between the dynamic droplets within its train is an important subject worthy to be explored, as it 

also influences the chemical reaction, for example, gelation. 

 
2. The second topic is the real-time sensing and monitoring for the dynamic sample characterization. If 

the coupling between the sample and microwave resonator is strong enough, the sample's dielectric 

characteristics can affect the electromagnetic field, resulting in the reflected signal alteration. For 

example, the specified range of the condition for the homogeneous droplet generation can be 

established by microwave sensing based on the size and the gap distance. Even if the exact value can 

not be extracted directly, It would be beneficial if the quality management of the droplet production 

is possible without the visualization of each sequence. To validate the feasibility of this approach, 

preliminary tests were performed. The MW resonator was investigated with water at various flow 

rates in terms of real-time monitoring ability. 

Fig. 8.1 shows both, the resonant frequency and magnitude of the reflection coefficients, obtained 

from a vector network analyzer following the procedure described in Fig. 5.17 on page 88. 

 

 

 

Fig. 8.1: Reflected signal changes as a function of various water flow rates. 
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Measurements in all cases were repeated ten times for reliability. The research idea is motivated by 

the concept that a microwave resonator can statistically distinguish a droplet flow that contains 

sufficient air gaps between the droplets from a continuous flow, using the reflected microwave signal. 

A flow consisting of water droplets and air gives rise to an alteration of the resonance frequency 

since the volume interfered with the electric field is changed in the time sequence; on the other hand, 

the continuous flow does not induce a comparable variation. Jet transitions can be expected to occur 

between flow rates of 0.6 ml∙min-1 and 0.7 ml∙min-1. Coupling can be also evaluated in the S11 

magnitude. For example, a flow rate of 0.5 ml∙s-1 touches the critical coupling and switches to under-

coupling as the flow rate increases. The resonant frequency rising again at flow rates above 

0.7 ml∙min-1 may be attributable to the higher flow speed, producing the non-uniform jet in the axial 

direction, and also resulting in a thinner flow at the initial point. In addition, a hydrophobic nozzle 

could contribute to a slim jet formation with a high exit velocity. 

 

3. Another recommendation is using a water-based jet in medical industry (e.g. needle-free injection). 

Technological advancements in this field look promising nowadays, even more so during the COVID-

19 pandemic, which also call for further optimization. For the high-speed injection, a piezo-, 

mechanical vibrator-, and laser-based power source can be used to inject the medication, resulting 

in needle-less dermal penetration. The microwave has many advantages that meet this application's 

requirement since the X-band wave is efficient for water based medium in power absorption that 

can transform microwave energy into heat. In addition, by controlling the frequency, the injection 

volume relevant to the driving force is changed, and it is also possible to realize the repetitive jet, by 

fulfilling the resonance at certain filling factors. Fig. 8.2 shows an example tested in the condition of 

0.4 ml∙min-1 with 11 W power with a 250 µm tube in diameter. 

 

 
 

 
 
 
 
 
 
 

 
       Fig. 8.2: Possibility for the needle-free injection (∆𝑡 = 0.4 ms, total 𝑡 = 1.2 ms). 
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 Appendix 
 

 

9.1 Cavity Perturbation 

 

The cavity perturbation theory is used for several purposes, for example, the heating cavity whose volume 

can be modified. In detail, either the movable wall or screws inserted can change the internal volume of the 

microwave cavity and result in the alteration of the resonance frequency depending on the experimental 

condition. Another application is typically applied to find out the dielectric properties of tiny materials loaded 

in the cavity by measuring the resonance behavior variations. Nevertheless, in most cases, the loaded mate-

rial should be relatively small. For example, in the case of a cylindrical cavity with the same shape as loading 

materials, the radius of loaded materials should be smaller than 1/10 of the cavity radius because the per-

turbation method is designed based on the electromagnetic-field approximation. It assumes that the actual 

strength of the electromagnetic field does not change much once the introduced sample size is relatively 

small compared to the cavity's internal volume [93]. 

 

 

9.1.1 Material Perturbation 

 

Material perturbation is caused by changes in permittivity or permeability due to the filling material in the 

cavity. 

 

 

Fig. 9.1: Material perturbation. 
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Specifically, Faraday's law and Maxwell-Ampere's law in the overall Maxwell's equations can be expressed as 

follows for both empty and material-loaded cavities: 

∇ × 𝐸̅0 = −𝑗𝜔0𝜇𝐻̅0, 

∇ × 𝐻̅0 = 𝑗𝜔0𝜖𝐸̅0, 

∇ × 𝐸̅ = −𝑗𝜔(𝜇 + ∆𝜇)𝐻̅, 

∇ × 𝐻̅ = 𝑗𝜔(𝜖 + ∆𝜖)𝐸̅, 

(9-1) 

where ∆𝜖 and ∆𝜇 represent the change of both permittivity and permeability due to the introduced samples 

resulting in cavity perturbation. And 𝐸̅0, 𝐻̅0, 𝐸̅, and 𝐻̅ are the electromagnetic field of the original cavity and 

the perturbed cavity, respectively. 𝜔0 and 𝜔 stand for the resonant frequency before and after the pertur-

bation. 

By multiplying 𝐻̅, 𝐸̅, 𝐻̅0
∗, 𝐸̅0

∗ on conjugates (*) of (9-1), it can be rewritten as 

𝐻̅ ∙ ∇  × 𝐸̅0
∗ = 𝑗𝜔0𝜇𝐻̅0

∗ ∙ 𝐻̅, 

𝐸̅ ∙ ∇  × 𝐻̅0
∗ = −𝑗𝜔0𝜖𝐸̅0

∗ ∙ 𝐸,̅ 

𝐻̅0
∗ ∙ ∇  × 𝐸̅ = −𝑗𝜔(𝜇 + ∆𝜇)𝐻̅0

∗ ∙ 𝐻,̅̅̅ 

𝐸̅0
∗ ∙ ∇  × 𝐻̅ = 𝑗𝜔(𝜖 + ∆𝜖)𝐸̅0

∗ ∙ 𝐸.̅ 

(9-2) 

After subtraction of obtained equations, a couple of equations are derived based on vector identity 

∇ ∙ (𝐸̅0
∗  × 𝐻̅) =  𝑗𝜔0𝜇𝐻̅0

∗ ∙ 𝐻̅ −  𝑗𝜔(𝜖 + ∆𝜖)𝐸̅0
∗ ∙ 𝐸̅, 

∇ ∙ ( 𝐸̅ × 𝐻̅0
∗) =  𝑗𝜔0𝜖𝐸̅0

∗ ∙ 𝐸̅ −  𝑗𝜔(𝜇 + ∆𝜇)𝐻̅0
∗ ∙ 𝐻̅. 

(9-3) 

These equations are added to each other and then integrated over the volume of 𝑉0. 

According to the divergence theorem 

∫ ∇ ∙ (𝐸̅0
∗  × 𝐻̅ + 𝐸̅ × 𝐻̅0

∗) 𝑑𝑣
𝑉0

= ∮ (𝐸̅0
∗  × 𝐻̅ + 𝐸̅ × 𝐻̅0

∗) ∙ 𝑑𝑠̅
𝑆0

=  𝑗 ∫  (𝜔0𝜇𝐻̅0
∗ ∙ 𝐻̅ −  𝜔(𝜇 + ∆𝜇)𝐻̅0

∗ ∙ 𝐻̅
𝑉0

+ 𝜔0𝜖𝐸̅0
∗ ∙ 𝐸̅ −  𝜔(𝜖 + ∆𝜖)𝐸̅0

∗ ∙ 𝐸̅)𝑑𝑣 = 0. 

(9-4) 

By the relation of normal vector 𝑛̂  × 𝐸̅ = 0 on the closed surface 𝑆0, this surface integral should be zero.  
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As a result, it can be represented in the form of an equation 

𝜔 − 𝜔0

𝜔
=

−∫ (∆𝜖
𝑉0

𝐸̅0
∗ ∙ 𝐸̅ + ∆𝜇𝐻̅0

∗ ∙ 𝐻̅)𝑑𝑣

∫ (𝜖
𝑉0

𝐸̅0
∗ ∙ 𝐸̅ + 𝜇𝐻̅0

∗ ∙ 𝐻̅)𝑑𝑣
. 

(9-5) 

However, it is not possible to accurately determine the actual electromagnetic field, 𝐸̅, and 𝐻̅. It is thus ap-

proximated as an unperturbed electric and magnetic field as well as resonance frequency by substituting 𝐸̅0, 

𝐻̅0, and 𝜔0. 

Consequently, the equation well known for the perturbation method is obtained as 

𝜔 − 𝜔0

𝜔0
≈

−∫ (∆𝜖
𝑉0

|𝐸̅0|
2 + ∆𝜇|𝐻̅0|

2)𝑑𝑣

∫ (𝜖
𝑉0

|𝐸̅0|
2 + 𝜇|𝐻̅0|

2)𝑑𝑣
. 

(9-6) 

The equation (9-6) means that any increase of 𝜖 or 𝜇 results in a decrease in the cavity resonance frequency. 

 

 

9.1.2 Shape Perturbation 

 

The shape perturbation is usually utilized for understanding their relevance to the cavity volume modula-

tion by introducing screws or movable-wall. It is also derived from Maxwell’s curl equations: 

∇ × 𝐸̅0 = −𝑗𝜔0𝜇𝐻̅0, 

∇ × 𝐻̅0 = 𝑗𝜔0𝜖𝐸̅0, 

∇ × 𝐸̅ = −𝑗𝜔𝜇𝐻,̅̅̅ 

∇ × 𝐻̅ = 𝑗𝜔𝜖𝐸̅, 

(9-7) 

where 𝐸̅0, 𝐻̅0, 𝜔0, 𝐸̅, 𝐻̅, and 𝜔 represent the electromagnetic field and resonance frequency of the original 

cavity, as well as the electromagnetic field and resonance frequency of the perturbed cavity, respectively. 

Fig. 9.2: Shape perturbation. 
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Identical to the stated procedure in materials perturbation, it can be reformulated by multiplying 𝐻̅, 𝐸̅, 𝐻̅0
∗, 

and 𝐸̅0
∗ on conjugates (*) of (9-7) 

𝐻̅ ∙ ∇  × 𝐸̅0
∗ = 𝑗𝜔0𝜇𝐻̅0

∗ ∙ 𝐻̅, 

𝐸̅ ∙ ∇  × 𝐻̅0
∗ = −𝑗𝜔0𝜖𝐸̅0

∗ ∙ 𝐸̅, 

𝐻̅0
∗ ∙ ∇  × 𝐸̅ = −𝑗𝜔𝜇𝐻̅0

∗ ∙ 𝐻,̅̅̅ 

𝐸̅0
∗ ∙ ∇  × 𝐻̅ = 𝑗𝜔𝜖𝐸̅0

∗ ∙ 𝐸.̅ 

(9-8) 

After subtraction of obtained equations above, two formulas are derived using vector identity 

∇ ∙ (𝐸̅0
∗ × 𝐻̅) =  𝑗𝜔0𝜇𝐻̅0

∗ ∙ 𝐻̅ −  𝑗𝜔𝜖𝐸̅0
∗ ∙ 𝐸̅, 

∇ ∙ ( 𝐸̅ × 𝐻̅0
∗) =  −𝑗𝜔𝜇𝐻̅0

∗ ∙ 𝐻̅ +  𝑗𝜔0𝜖𝐸̅0
∗ ∙ 𝐸.̅ 

(9-9) 

Combine both equations and then integrate them over the volume of 𝑉. 

According to the divergence theorem 

∫ ∇ ∙ (𝐸̅ × 𝐻̅0
∗ + 𝐸̅0

∗  × 𝐻̅) 𝑑𝑣
𝑉

= ∮ (𝐸̅ × 𝐻̅0
∗ + 𝐸̅0

∗  × 𝐻̅) ∙ 𝑑𝑠̅
𝑆

= ∮ 𝐸̅0
∗  × 𝐻̅ ∙ 𝑑𝑠̅

𝑆

= −𝑗(𝜔 − 𝜔0)∫  (𝜖𝐸̅0
∗ ∙ 𝐸̅ + 𝜇𝐻̅0

∗ ∙ 𝐻̅
𝑉

)𝑑𝑣. 

(9-10) 

By the relation of 𝑛̂  × 𝐸̅ = 0 on the perturbed surface 𝑆,  

𝑆 = 𝑆0 − ∆𝑆, 

∮ 𝐸̅0
∗ × 𝐻̅ ∙ 𝑑𝑠̅

𝑆

= ∮ 𝐸̅0
∗ × 𝐻̅ ∙ 𝑑𝑠̅

𝑆0

− ∮ 𝐸̅0
∗ × 𝐻̅ ∙ 𝑑𝑠̅ = − ∮ 𝐸̅0

∗ × 𝐻̅ ∙ 𝑑𝑠̅
∆𝑆∆𝑆

. 

(9-11) 

By the relation of 𝑛̂  × 𝐸̅0 = 0 on 𝑆0 

(𝜔 − 𝜔0) =
−𝑗 ∮ 𝐸̅0

∗ × 𝐻̅ ∙ 𝑑𝑠̅
∆𝑆

∫  (𝜖𝐸̅0
∗ ∙ 𝐸̅ + 𝜇𝐻̅0

∗ ∙ 𝐻̅
𝑉

)𝑑𝑣
. 

(9-12) 
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However, the electric field 𝐸̅, magnetic field 𝐻̅, and resonance frequency 𝜔, are still unknown once the cavity 

is perturbed, hence both 𝐸̅ and 𝐻̅ are approximated as 𝐸̅0 and 𝐻̅0, respectively in the case of the very small 

∆𝑆 

∮ 𝐸̅0
∗ × 𝐻̅ ∙ 𝑑𝑠̅

∆𝑆

≈ ∮ 𝐸̅0
∗ × 𝐻̅0 ∙ 𝑑𝑠̅ = 

∆𝑆

 ∫  (𝑗𝜔0𝜇|𝐻̅0|
2 −  𝑗𝜔0𝜖|𝐸̅0|

2

∆𝑉

)𝑑𝑣. 

(9-13) 

The perturbation method is derived as 

𝜔 − 𝜔0

𝜔0
≈

∫  (𝜇|𝐻̅0|
2 −  𝜖|𝐸̅0|

2
∆𝑉

)𝑑𝑣

∫  (𝜇|𝐻̅0|
2 +  𝜖|𝐸̅0|

2
𝑉0

)𝑑𝑣
 =

∆𝑊𝑚 − ∆𝑊𝑒

𝑊𝑚 + 𝑊𝑒
. 

(9-14) 

The derived final equation form states that the total energy of the perturbed cavity is regarded as the stored 

energy in the unperturbed one. 

In (9-14), 𝑊𝑚 and 𝑊𝑒 indicate magnetic and electric energy stored in the cavity. Moreover, ∆𝑊𝑚, and ∆𝑊𝑒 

stand for the changes in the stored magnetic and electric energy due to the perturbation. The resonant fre-

quency can move with volume change according to (9-14). 

 

 

9.2 Quality Factor 

 

The resonance appears when the stored average magnetic energy (𝑊𝑚) in the inductor L is the same as the 

stored average electric energy (𝑊𝑒) in the capacitor C, 

The angular resonance frequency is defined as 

𝜔0 =
1

√𝐿𝐶
 . 

(9-15) 

Another meaningful parameter for the resonance circuit is Q, called the Quality factor, expressed as 

𝑄 = 2𝜋
𝑇𝑜𝑡𝑎𝑙 𝑠𝑡𝑜𝑟𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦

𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦/𝐶𝑦𝑐𝑙𝑒
= 𝜔

𝑊𝑚 + 𝑊𝑒

𝑃𝑙
, 

(9-16) 

where 𝑃𝑙  indicates the total dissipated energy in the resonator. 

A measurement of the response sharpness of a resonator to external excitation is the quality factor repre-

senting the loss of a resonant circuit [93]. The lower loss implies a higher Q-factor, and higher losses degrade 

the Q-factor [130]. 
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If the energy dissipates because of the wall and a dielectric located in the cavity, the unloaded Q-factor, 𝑄0, 

is introduced. It is worth noting that this factor is an intrinsic value without considering the external power 

source and is given by 

𝑄0 = 2𝜋
𝑇𝑜𝑡𝑎𝑙 𝑠𝑡𝑜𝑟𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦

𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑡ℎ𝑒 𝑤𝑎𝑙𝑙 𝑎𝑛𝑑 𝑑𝑖𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐/𝐶𝑦𝑐𝑙𝑒
= 𝜔

𝑊𝑚 + 𝑊𝑒

𝑃𝑠 + 𝑃𝑤
, 

(9-17) 

𝑃𝑠, and 𝑃𝑤 are the powers that dissipated because of the wall and dielectric in the cavity, respectively. 

For the empty cavity without any dielectric, the factor of 𝑃𝑤 is neglected. 

The characteristics of the cavity should take into account the influence of the external circuit expressed as 

𝑄𝑒𝑥 = 2𝜋
𝑇𝑜𝑡𝑎𝑙 𝑠𝑡𝑜𝑟𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦

𝐷𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 𝑡ℎ𝑒 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑐𝑖𝑟𝑐𝑢𝑖𝑡/𝐶𝑦𝑐𝑙𝑒
= 𝜔

𝑊𝑚 + 𝑊𝑒

𝑃𝑒𝑥
, 

(9-18) 

𝑃𝑒𝑥 is the energy dissipation in the external circuit. The loaded Q-factor is consequently defined as 

𝑄𝐿 = 𝜔
𝑊𝑚 + 𝑊𝑒

𝑃𝑠 + 𝑃𝑤 + 𝑃𝑒𝑥
. 

(9-19) 

The relationship between the loaded Q-factor and unloaded Q-factor is summarized as 

1

𝑄𝐿
=

1

𝑄0
+

1

𝑄𝑒𝑥
. 

(9-20) 

The Q-factor is alternatively determined as the ratio of a resonator's center frequency of 𝑓𝑟  or 𝜔𝑟  to its 

half-power bandwidth ∆𝑓 or ∆𝜔 using the general expression as 

𝑄 =
𝑓𝑟
∆𝑓

=
𝜔𝑟

∆𝜔
.  

(9-21) 

 

 

9.3 EM-Field Distribution of Microwave Cavity  

 

9.3.1 Rectangular cavity [130] 

 

 

 



 

145 
 

a. TE Mode 

The abbreviation of the TE mode means the transversal electric mode to the wave propagation direction, 

e.g., z-axis in Fig. 5.2 (a), so that the electric field in the z-axis is zero, 𝐸𝑧 = 0. 

The general solution for the longitudinal magnetic field component ℎ𝑧(𝑥, 𝑦) in two dimensions is 

ℎ𝑧(𝑥, 𝑦) = (𝐴 𝑐𝑜𝑠 𝑘𝑥𝑥 + 𝐵 𝑠𝑖𝑛 𝑘𝑥𝑥)(𝐶 𝑐𝑜𝑠 𝑘𝑦𝑦 + 𝐷 𝑠𝑖𝑛 𝑘𝑦𝑦). 

(9-22) 

Applying boundary conditions of the electric field component on the rectangular plate’s side wall in the di-

rection of both the x-and y-axis, the tangential component on the waveguide wall will be zero 

𝑒𝑥(𝑥, 𝑦) = 0, 𝑎𝑡 𝑦 = 0, 𝑏, 

𝑒𝑦(𝑥, 𝑦) = 0, 𝑎𝑡 𝑥 = 0, 𝑎. 

(9-23) 

From Maxwell’s curl equations, 

𝑒𝑥 =
−𝑗𝜔𝜇𝑘𝑦

𝑘𝑐
2

(𝐴 𝑐𝑜𝑠 𝑘𝑥𝑥 + 𝐵 𝑠𝑖𝑛 𝑘𝑥𝑥)(− 𝐶 𝑠𝑖𝑛 𝑘𝑦𝑦 + 𝐷 𝑐𝑜𝑠 𝑘𝑦𝑦), 

𝑒𝑦 =
−𝑗𝜔𝜇𝑘𝑥

𝑘𝑐
2

(−𝐴 𝑠𝑖𝑛 𝑘𝑥𝑥 + 𝐵 𝑐𝑜𝑠 𝑘𝑥𝑥)(𝐶 𝑐𝑜𝑠 𝑘𝑦𝑦 + 𝐷 𝑠𝑖𝑛 𝑘𝑦𝑦). 

(9-24) 

The final solution 𝐻𝑧 is obtained by employing the above boundary conditions (9-23) to (9-24) 

𝐻𝑧(𝑥, 𝑦, 𝑧) = 𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧. 

(9-25) 

The meaning of 𝑚 and 𝑛 corresponds to the number of antinodes in the standing wave pattern present inside 

the rectangular cavity along the x and y directions, respectively. 

The transverse and longitudinal field of TE mode can be summarized as 

𝐸𝑥 = 
𝑗𝜔𝜇𝑛𝜋

𝑘𝑐
2𝑏

 𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐸𝑦 = −
𝑗𝜔𝜇𝑚𝜋

𝑘𝑐
2𝑎

 𝐴𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐸𝑧 =  0, 

𝐻𝑥 = 
𝑗𝛽𝑚𝜋

𝑘𝑐
2𝑎

 𝐴𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐻𝑦 = 
𝑗𝛽𝑛𝜋

𝑘𝑐
2𝑏

 𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐻𝑧 = 𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝑚 = 0, 1, 2, …// 𝑛 = 0, 1, 2, …, 

(9-26) 
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where 𝐴𝑚𝑛 is an arbitrary amplitude constant dominated by the magnitude of incident power and wave-

number in the x- and y-axis directions, respectively. 𝑎 and 𝑏 indicate the width and height of the waveguide. 

The propagation constant 𝛽𝑧 in the z-direction and cutoff wavenumber 𝑘𝑐 are dealt with later. 

The expression above is for the waveguide mode that both ends are opened-structure for the traveling 

wave. In other to realize the cavity mode, in which both ends are closed, the additional boundary condition 

relevant to the z-direction should be taken into consideration as 𝐸𝑥 = 𝐸𝑦 = 0, at 𝑧 = 0, 𝑑. 

The parameter 𝑑 dictates the length of the cavity along the z-axis. 

The electromagnetic fields inside the cavity are expressed as  

𝐸𝑥 = 
𝜔𝜇𝑛𝜋

𝑘𝑐
2𝑏

 𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑠𝑖𝑛

𝑙𝜋𝑧

𝑑
, 

𝐸𝑦 = −
𝜔𝜇𝑚𝜋

𝑘𝑐
2𝑎

 𝐴𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧 𝑠𝑖𝑛

𝑙𝜋𝑧

𝑑
, 

𝐸𝑧 =  0, 

𝐻𝑥 = 
𝑗𝑚𝑙𝜋2

𝑘𝑐
2𝑎𝑑

 𝐴𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑐𝑜𝑠

𝑙𝜋𝑧

𝑑
, 

𝐻𝑦 = 
𝑗𝑛𝑙𝜋2

𝑘𝑐
2𝑏𝑑

 𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑐𝑜𝑠

𝑙𝜋𝑧

𝑑
, 

𝐻𝑧 = −𝑗𝐴𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑠𝑖𝑛

𝑙𝜋𝑧

𝑑
, 

𝑚 = 0, 1, 2, …// 𝑛 = 0, 1, 2, …// 𝑙 = 1, 2, 3, … . 

(9-27) 

 

b. TM mode 

The abbreviation of the TM mode means the transversal magnetic mode based upon the wave propagation 

direction, e.g., z-axis in Fig. 5.2 (a), so that the magnetic field in the direction of the z-axis is zero, 𝐻𝑧 = 0. 

The general solution for the longitudinal electric field component 𝑒𝑧(𝑥, 𝑦) in two dimensions is 

𝑒𝑧(𝑥, 𝑦) = (𝐴 𝑐𝑜𝑠 𝑘𝑥𝑥 + 𝐵 𝑠𝑖𝑛 𝑘𝑥𝑥)(𝐶 𝑐𝑜𝑠𝑘𝑦𝑦 + 𝐷 𝑠𝑖𝑛 𝑘𝑦𝑦). 

(9-28) 

The electric field component, 𝑒𝑧(𝑥, 𝑦), will be zero at the rectangular plate’s side wall in both the x-and y-

axis direction 

𝑒𝑧(𝑥, 𝑦) = 0, 𝑎𝑡 𝑥 = 0, 𝑎, 

𝑒𝑧(𝑥, 𝑦) = 0, 𝑎𝑡 𝑦 = 0, 𝑏. 

(9-29) 
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The transverse and longitudinal field of TM mode can be summarized as 

𝐸𝑥 = −
𝑗𝛽𝑚𝜋

𝑘𝑐
2𝑎

 𝐵𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐸𝑦 = −
𝑗𝛽𝑛𝜋

𝑘𝑐
2𝑏

 𝐵𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐸𝑧 = 𝐵𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐻𝑥 = 
𝑗𝜔𝜖𝑛𝜋

𝑘𝑐
2𝑏

 𝐵𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐻𝑦 = −
𝑗𝜔𝜖𝑚𝜋

𝑘𝑐
2𝑎

 𝐵𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 𝑒−𝑗𝛽𝑧, 

𝐻𝑧 = 0, 

𝑚 = 1,2, 3, …// 𝑛 = 1, 2, 3, …,  

(9-30) 

where 𝐵𝑚𝑛 is an incident power related constant. The parameters, 𝑎, 𝑏, and 𝑑 indicate the width, height, and 

length of the cavity or the waveguide.  

The additional boundary condition, 𝐸𝑥 = 𝐸𝑦 = 0, at 𝑧 = 0, 𝑑, represents the perfectly conducting end-plates 

in the z-direction. 

𝐸𝑥 = −
𝑙𝑚𝜋2

𝑘𝑐
2𝑎𝑑

 𝐵𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 sin

𝑙𝜋𝑧

𝑑
, 

𝐸𝑦 = −
𝑙𝑛𝜋2

𝑘𝑐
2𝑏𝑑

 𝐵𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 sin

𝑙𝜋𝑧

𝑑
, 

𝐸𝑧 = 𝐵𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 cos

𝑙𝜋𝑧

𝑑
, 

𝐻𝑥 = 
𝑗𝜔𝜖𝑛𝜋

𝑘𝑐
2𝑏

 𝐵𝑚𝑛 𝑠𝑖𝑛
𝑚𝜋𝑥

𝑎
𝑐𝑜𝑠

𝑛𝜋𝑦

𝑏
 cos

𝑙𝜋𝑧

𝑑
, 

𝐻𝑦 = −
𝑗𝜔𝜖𝑚𝜋

𝑘𝑐
2𝑎

 𝐵𝑚𝑛 𝑐𝑜𝑠
𝑚𝜋𝑥

𝑎
𝑠𝑖𝑛

𝑛𝜋𝑦

𝑏
 cos

𝑙𝜋𝑧

𝑑
, 

𝐻𝑧 = 0, 

𝑚 = 1,2, 3,…// 𝑛 = 1, 2, 3, …// 𝑙 = 0, 1, 2,… . 

(9-31) 

For understanding both TE and TM mode expressions, several equations are given as described below. The 

cutoff wavenumber is expressed as 

𝑘𝑐 = √(𝑚𝜋/𝑎)2 + (𝑛𝜋/𝑏)2. 

(9-32) 
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The propagation constant 𝛽 is  

𝛽 = √𝑘2 − 𝑘𝑐
2 = √𝜔2𝜖𝜇 − ((

𝑚𝜋

𝑎
)2 + (

𝑛𝜋

𝑏
)2). 

(9-33) 

Therefore, the cut-off frequency 𝑓𝑐 is derived as follows 

𝑓𝑐 =
𝑐

2𝜋√𝜖𝜇
√(

𝑚𝜋

𝑎
)2 + (

𝑛𝜋

𝑏
)2. 

(9-34) 

The dominant mode as the lowest cut-off frequency of TE mode is TE10 and the cut-off frequency is given by 

𝑓𝑐 𝑇𝐸10 =
𝑐

2𝑎√𝜖𝜇
. 

(9-35) 

The dominant mode of TM mode is TM11 and the cutoff frequency applicable is 

𝑓𝑐 𝑇𝑀11 =
𝑐

2𝜋√𝜖𝜇
√(

𝜋

𝑎
)2 + (

𝜋

𝑏
)2. 

(9-36) 

Extending the concept from the waveguide to both TE and TM resonant modes of the cavity, equations are 

changed as described below. 

The resonant wavenumber is expressed as 

𝑘0 = √(𝑚𝜋/𝑎)2 + (𝑛𝜋/𝑏)2 + (𝑙𝜋/𝑑)2. 

(9-37) 

The propagation constant 𝛽 turns into resonant constant 𝛽0 as  

𝛽0 = √𝑘2 − 𝑘0
2 = √𝜔2𝜖𝜇 − ((

𝑚𝜋

𝑎
)
2

+ (
𝑛𝜋

𝑏
)
2

+ (
𝑙𝜋

𝑑
)
2

). 

(9-38) 

Therefore, the resonant frequency 𝑓0 is 

𝑓0 =
𝑐

2𝜋√𝜖𝜇
√(

𝑚𝜋

𝑎
)2 + (

𝑛𝜋

𝑏
)2+(

𝑙𝜋

𝑑
)2. 

(9-39) 

The dominant mode of the rectangular cavity corresponding to the lowest cut-off frequency for both TE and 

TM modes are TE101 and TM110 when the dimensions meet the requirement of b < a < d along each axis. 
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9.3.2 Cylindrical cavity [130] 

 

The circular resonator employs a cylindrical coordinate system to simplify the cavity's structure, as the 

rectangular resonator introduced the cartesian coordinate system. The derivation starts from the circular 

waveguide with the closed metal wall at both ends, similar to the rectangular cavity. Here, only cavity mode 

is presented without the waveguide-related equations. 

 

c. TE & TM Mode 

The transverse and longitudinal field of TE mode (𝐸𝑧 = 0) can be summarized as 

𝐸𝜌 = 
𝜔𝜇𝑚

𝑘𝑐
′2𝜌

 𝐴𝑚𝑛 sin(𝑚𝜙)𝐽𝑚 (𝑘𝑐
′  𝜌) sin (

𝑙𝜋𝑧

𝑑
), 

𝐸𝜙 = 
𝜔𝜇

𝑘𝑐
′2  𝐴𝑚𝑛 cos(𝑚𝜙) 𝐽𝑚

′  (𝑘𝑐
′  𝜌) sin (

𝑙𝜋𝑧

𝑑
), 

𝐸𝑧 =  0, 

𝐻𝜌 = − 
𝑗𝑙𝜋

𝑘𝑐
′2𝑑

 𝐴𝑚𝑛 𝑐𝑜𝑠(𝑚𝜙) 𝐽𝑚
′ (𝑘𝑐

′  𝜌) cos (
𝑙𝜋𝑧

𝑑
), 

𝐻𝜙 = 
𝑗𝑚𝑙𝜋

𝑘𝑐
′2𝜌𝑑

 𝐴𝑚𝑛  sin(𝑚𝜙)𝐽𝑚 (𝑘𝑐
′  𝜌) cos (

𝑙𝜋𝑧

𝑑
), 

𝐻𝑧 = −𝑗𝐴𝑚𝑛 cos(𝑚𝜙) 𝐽𝑚(𝑘𝑐
′  𝜌) sin (

𝑙𝜋𝑧

𝑑
), 

𝑚 = 0, 1, 2, …// 𝑛 = 1, 2, 3,… // 𝑙 = 1, 2, 3, … . 

(9-40) 

The transverse and longitudinal field of TM mode (𝐻𝑧 = 0) can be described as 

𝐸𝜌 = −
𝑙𝜋

𝑘𝑐𝑑
𝐵𝑚𝑛 cos(𝑚𝜙)𝐽𝑚

′ (𝑘𝑐𝜌) sin (
𝑙𝜋𝑧

𝑑
), 

𝐸𝜙 = 
𝑚𝑙𝜋

𝑘𝑐
2𝜌𝑑

 𝐵𝑚𝑛 sin(𝑚𝜙) 𝐽𝑚 (𝑘𝑐𝜌) sin (
𝑙𝜋𝑧

𝑑
), 

𝐸𝑧 = 𝐵𝑚𝑛 cos(𝑚𝜙) 𝐽𝑚(𝑘𝑐𝜌) cos (
𝑙𝜋𝑧

𝑑
), 

𝐻𝜌 = − 
𝑗𝜔𝜖𝑚

𝑘𝑐
2𝜌

 𝐵𝑚𝑛 sin(𝑚𝜙) 𝐽𝑚 (𝑘𝑐  𝜌) cos (
𝑙𝜋𝑧

𝑑
), 

𝐻𝜙 = − 
𝑗𝜔𝜖

𝑘𝑐
 𝐵𝑚𝑛  cos(𝑚𝜙)𝐽𝑚

′ (𝑘𝑐  𝜌) cos (
𝑙𝜋𝑧

𝑑
), 

𝐻𝑧 = 0, 

𝑚 = 0, 1, 2, …// 𝑛 = 1, 2, 3, … .// 𝑙 = 0, 1, 2, … .  

(9-41) 
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The cutoff wavenumber for both TE and TM modes are expressed as 

𝑘𝑐𝑇𝐸 =
𝑃𝑚𝑛

′

𝑎
, 

𝑘𝑐𝑇𝑀 =
𝑃𝑚𝑛

𝑎
, 

(9-42) 

where 𝑃𝑚𝑛
′ , 𝑃𝑚𝑛 and a dictate the n-th zero of the derivative (𝐽𝑚

′ (𝑥)) of the Bessel function of the first kind 

𝐽𝑚(𝑥), n-th zero of the Bessel function of the first kind (𝐽𝑚(𝑥)), and the radius of the cavity. 𝜖, 𝜇 and d re-

spectively represent the permittivity, permeability, and the height of the cavity. 

𝐴𝑚𝑛, and 𝐵𝑚𝑛 are constants related to the incident power. 

The propagation constant 𝛽 is,  

𝛽 = √𝑘2 −
𝑃𝑚𝑛

′

𝑎
  for TE mode,  

 𝛽 = √𝑘2 −
𝑃𝑚𝑛

𝑎
  for TM mode, (𝑘 = 𝜔√𝜇𝜖). 

(9-43) 

Therefore, the cut-off frequency 𝑓𝑐 is derived from 

𝑓𝑐 =
𝑐

2𝜋√𝜖𝜇
(
𝑃𝑚𝑛

′

𝑎
) for TE mode, 

𝑓𝑐 =
𝑐

2𝜋√𝜖𝜇
(
𝑃𝑚𝑛

𝑎
) for TM mode. 

(9-44) 

Extending the concept from the waveguide to both TE and TM resonant modes of the cavity, equations are 

changed as described below. 

The resonant wavenumber is expressed as, 

𝑘0 = √(𝑃𝑚𝑛
′ /𝑎)2 + (𝑙𝜋/𝑑)2 for TE mode 

𝑘0 = √(𝑃𝑚𝑛/𝑎)2 + (𝑙𝜋/𝑑)2 for TM mode 

(9-45) 

Therefore, the resonant frequency 𝑓0 is derived as follows, 

𝑓0 =
𝑐

2𝜋√𝜖𝑟𝜇𝑟

√(
𝑃𝑚𝑛

′

𝑎
)2 + (

𝑙𝜋

𝑑
)2 for TE mode, 

𝑓0 =
𝑐

2𝜋√𝜖𝑟𝜇𝑟
√(

𝑃𝑚𝑛

𝑎
)2 + (

𝑙𝜋

𝑑
)2 for TM mode. 

(9-46) 
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The dominant mode of the cylindrical cavity corresponding to the lowest cut-off frequency for both TE and 

TM modes are TE111 and TM110. Fig. 5.6 on page 80 is useful to design the cylindrical cavity since it informs 

the lower order resonant modes, as well as excitation modes at a given frequency, for a given dimension 

[130]. 

 

 

9.3.3 Bessel Function 

 

The Bessel function is a generalized sine function that can be used in cylindrical or spherical coordinates to 

find separable solutions to the Laplace equation and the Helmholtz equation. These functions are particularly 

important for solving the problems involving wave propagation, for example, electromagnetic waves in a 

cylindrical waveguide or cavity. 

Bessel functions of the first kind, 𝐽𝑚(𝑥), are obtained from the Bessel differential equation: 

𝑥2
𝑑2𝑦

𝑑𝑥2
+ 𝑥

𝑑𝑦

𝑑𝑥
+ (𝑥2 − 𝑚2). 

(9-47) 

These solutions, 𝐽𝑚(𝑥), are finite at the origin ((𝑥 = 0), nonsingular), and some examples are described in 

Fig. 9.3 for m= 0, 1, 2, 3. Every zero points of the function gives the values for the EM field calculation of the 

TEmn or TMmn mode.  

 

Fig. 9.3: Bessel function of the first order 𝐽𝑚(𝑥), 𝑚 = 0, 1, 2, 3. 
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Table 9.1: Bessel function of the first kind 𝐽𝑚 (𝑥) and its derivative 𝐽𝑚
′ (𝑥). 

 
Table 9.1 describes the zeros of the Bessel function of the first kind, 𝐽𝑚(𝑥), and its derivative, 𝐽𝑚

′ (𝑥), respec-

tively. These values can be utilized for resolving the EM field equations of the cylindrical cavity in Chapter 5.3. 

Here, 𝑃𝑚𝑛 is the n-th zero of the Bessel function of order m in case of TM modes, or the n-th zero of the 

derivative of the Bessel function of order m, 𝑃𝑚𝑛
′  in case of TE modes, 

 

 

9.4 Microwave Numerical Solution 

 

9.4.1 FDTD (Finite Differential Time Domain)[31] 

 

The concept of FDTD has been introduced firstly by K. S. Yee [185] to solve the electromagnetic scattering 

based on the Maxwell curl equation in space as well as time. In particular, the FDTD is specialized for time 

domain calculation with 3D central differential approximation. The energy propagates through the mesh, 

and the leapfrog method by time is prime differentiates among the FDTD and other methodologies. 

The central numerical derivatives are used for the finite difference approximation based on (9-48) 

𝜕𝑓

𝜕𝑥
|
𝑥0

=
𝑓(𝑥0 + ∆𝑥) − 𝑓(𝑥0 − ∆𝑥)

2∆𝑥
+ 𝑂[(∆𝑥)2]. 

(9-48) 

The function of both space and time is discretized according to Yee’s definition 

𝑓𝑛[𝑖, 𝑗, 𝑘] = 𝑓(𝑖𝛿, 𝑗𝛿, 𝑘𝛿, 𝑛𝛿𝑡], 

(9-49) 
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where 𝛿 = 𝛿𝑥 =  𝛿𝑦 =  𝛿𝑧 is the space increment along the x, y, and z-axis, on the other hand, 𝛿𝑡 denotes 

the incremental time step. 𝑖, 𝑗, 𝑘, and 𝑛 are integers. Using (9-48) of space and time derivatives that are sec-

ond-order accurate in 𝛿 and 𝛿𝑡, respectively, 

   

𝜕𝑓𝑛(𝑖, 𝑗, 𝑘)

𝜕𝑥
=  

𝑓𝑛 (𝑖 +
1
2 , 𝑗, 𝑘) − 𝑓𝑛 (𝑖 −

1
2 , 𝑗, 𝑘)

𝛿
+ 𝑂(𝛿2) 

, 

𝜕𝑓𝑛(𝑖, 𝑗, 𝑘)

𝜕𝑡
=  

𝑓𝑛+
1
2(𝑖, 𝑗, 𝑘) − 𝑓𝑛−

1
2(𝑖, 𝑗, 𝑘)

𝛿𝑡
+ 𝑂(𝛿𝑡2). 

(9-50) 

As (9-50) described, the electric-magnetic field components are calculated at an alternate half-time step. 

The new value of field distribution at any meshes is estimated from the previous value and another field 

vector at adjacent positions of the previous value. 

For the convergence of the numerical analysis with reasonable accuracy, 𝛿 should follow the rule of (9-51) 

corresponding to the Courant condition 

𝛿𝑡 ≤
1

𝑣𝑚𝑎𝑥
 (

1

𝜕𝑥2
+

1

𝜕𝑦2
+

1

𝜕𝑧2
)−1/2, 

(9-51) 

where 𝑣𝑚𝑎𝑥 dictates the maximum wave phase velocity in the model. 

It represents that the energy in free space was not violating the light speed. In other words, the wave anal-

ysis is not going over to the neighboring mesh before the completion of spatial calculation at the previous 

mesh. 

 

 

9.4.2 FEM (Finite Element Method)[31]  

 

The FEM method is a representative numerical simulation method applied not only for electromagnetics 

but also for heat transfer, fluid dynamics, and strength/stiffness analysis. In particular, the use of subdi-

vided mesh formation to express complex geometries and inhomogeneous materials has been very advan-

tageous. An adaptively refined mesh regime can help to define specialized domains with reasonable com-

puter resources. This method discretized the subdomain from the entire problem for ease of calculation 

and combined all the results for solving the system-based problems. 

The first method of the FEM numerical solution adopts the nodal elements of the understructure meshes to 

find the electromagnetic solution out. However, it is not suitable for getting the field solution for the inter-

faces where the different materials are in contact with each other due to the continuity of the spatial varia-

ble. 
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The edge-based method that can only consider tangential field components across the interface between 

different substances emerged to improve feasibility. The element, which consists of different orders and 

rules for obtaining acceptable results (e.g., convergence), depends on the relationship between the number 

of orders and wavelength.  

(First-order: at least 10 elements per wavelength // Second-order: at least 5 elements per wavelength) 

Analytical solvers can also be classified into three methodologies: time domain, frequency domain, and ei-

genvalue analysis, and details are covered in Chapter 9.4.3, “CST Simulation.” 

 

 

9.4.3 CST Simulation 

 

The CST (Computer Simulation Technology) Studio Suite® is a powerful and user-friendly 3D electromagnetic 

analysis software package for designing, analyzing, and optimizing electromagnetic components and systems. 

The solver and excitation port used to validate both the resonance frequency and electric field distribution 

of the new resonator are introduced here. 

 

a. Transient solver 

This solver is generally called a Time-domain solver based on the FIT (Finite Integration Technique) method 

proposed by Weiland in 1976 [186]. The time-domain FIT is equivalent to FDTD on Cartesian grids. 

It discretized a set of Maxwell equations on a time-grid space to solve the various electromagnetic problems 

ranging from the static field to high-frequency applications in the time-domain or frequency-domain. The 

calculation is conducted step by step in time through Maxwell’s Grid equation and Leap-Frog scheme. In short, 

the former substitutes the time derivatives by the central differences to output an explicit update formula-

tion of the loss-free case. The calculation variables are given by electric voltages and magnetic fluxes placed 

alternately in time as a well-known leap-frog scheme. For instance, the magnetic flux at 𝑡 = (𝑛 + 1) ∆𝑡 is 

computed from the magnetic flux at the previous time step 𝑡 = 𝑛∆𝑡, and from the electric voltage at half a 

time step before, at 𝑡 =  (𝑛 + 1/2)∆𝑡 as shown in Fig. 9.4.  

 

 

 

 

 

Fig. 9.4: Leap-frog scheme of transient solver. 
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To avoid any stability problem, the time step should satisfy the Courant-Friedrichs-Levy (CFL)-criterion as 

∆𝑡 ≤
√𝜖𝜇

√(
1

∆ 𝑥
)
2

+ (
1
∆𝑦

)
2

+ (
1

∆ 𝑧
)
2

 . 

(9-52) 

It prohibits energy in free space violating the speed of light, already described in (9-51). 

This solver is beneficial for obtaining the simulation results in the broad frequency range because it only 

needs a single computation run. The Fast Fourier Transform (FFT) allows it to show the frequency response. 

Specifically, this solver is efficient in acquiring a solution for the large dimension or open boundaries and the 

high-frequency application such as connectors, transmission lines, and antennas. 

 

b. Frequency-domain solver 

This solver is suitable for electromagnetic simulations of small sizes or narrow bands, especially when the 

size of the structure is much smaller than the shortest wavelength. Another application is for the calculation 

of arbitrary periodic boundaries. A unique feature of this solver is the ability to support hexahedral and tet-

rahedral grids together, allowing for a more realistic definition of surfaces or boundaries of structures. As a 

result, it can increase accuracy and speed. The frequency-domain solver also contains the calculation of the 

S-parameter and Z-matrix similar to the transient solver and is more proper for the highly resonant structure 

like filters. 

 

c. Eigenmode solver 

The primary purpose is to compute the structure’s eigenmodes and the corresponding eigenvalues. 

This solver calculates a finite number of modal field distributions in closed devices. Since the modes contain 

all available information related to the system intrinsically, it does not consider the excitation port and the 

definition of the monitors. 

There are two methods available for users: advanced Krylov Subspace (AKS) and Jacoby Davidson Method 

(JDM), built on different mathematical foundations. The former is suitable for many calculation modes due 

to the processing speed (usually more than 5), and the latter shows a robust and accurate solution but is 

more time-consuming. 

 

d. Waveguide port 

A typical waveguide port that can stimulate and absorb the energy is employed for representing the coaxial 

cable. This mode is advantageous in the reflection aspect since it moves out of the defined structure towards 

the boundary and does not interact again with the trapped wave in the resonator. The excitation mode is 

automatically defined as a TEM mode, a fundamental mode of the coax, meaning the electric field flows from 
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the central conductor to the outer conductor. Therefore, this port is helpful, especially for the near-field 

simulation to obtain an accurate S-parameter. 

Port size setting is one of the most important factors to consider in simulation. However, a size covering the 

entire coaxial cable cross-section is sufficient to acquire an adequate result. 
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