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Abstract

The understanding and manipulation of nanoscale analytes is a central theme in nanotech-

nology and has been one of the main driving forces behind the development of this field as

we know it today. Furthermore, such a technology has the potential to also revolutionize a

variety of other disciplines such as quantum science and technology, manufacturing, point-of-

care devices and personalized medicine, and is therefore of the utmost importance for the

technological development of our society.

In this framework, this thesis focuses on a specific kind of interactions – those between electric

fields and particles of matter – as one of the main phenomena that enable the generation of

suitable forces on nanoscale analytes. Surprisingly, while these electromagnetic forces rely

on oscillating electric fields, no treatment of both low and high frequency forces has been

developed yet. In this context, the beginning of this thesis provides a unified framework to

understand the generation of forces created by both low and high frequency electric fields,

with a particular emphasis on those forces described within the dipolar approximation. This

is the first treatment of such kind and arguably represents the most important theoretical

contribution of this thesis. The analysis is subsequently extended to the inclusion of higher

multipolar orders into optical forces calculations: in particular, I review three different ap-

proaches for the calculation of the electromagnetic multipoles and use them to compute the

scattering cross section and optical force acting on different spherical particles. Notably, I also

provide a guide to determine how many multipolar orders need to be considered when per-

forming these calculations, setting clear limits on the validity of the dipolar and quadrupolar

approximations.

After this theoretical beginning, the central part of the thesis is first dedicated to the numerical

characterization of a device, comprised of electrically connected plasmonic structures, able to

simultaneously control both low and high frequency electric fields. In particular, I numeri-

cally demonstrate the improved manipulation and sensing capabilities of this system, before

explaining its rich scattering spectra as arising from the electric current coupling between

its different plasmonic components, therefore providing the first demonstration of electrical

coupling in planar Fano resonant systems. Next, I explore the practical difficulties related to

the cleanroom fabrication of such a complex device, and the unexpected challenge I faced

when developing a dedicated fabrication process that would counteract the detrimental effects

of surface forces. This was eventually realized by employing an organic silane self-assembled
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monolayer as an adhesion layer. Finally, I experimentally demonstrate the use of this device 
to trap and sense nanoparticles, bovine serum albumin and rhodamine, thus extending the 
applications of tweezing devices to molecules having masses of only a few hundreds of Da 
and providing a powerful platform to probe matter at the nanoscale.

The thesis ends by providing an outlook over future lines of research that can carry on the 
work presented here. Specifically, the assembly of colloidal particles is discussed as one of the 
next logical steps to perform after trapping, and first preliminary results are provided on the 
use of DNA nanotubes on patterned substrates to perform template-assisted assembly of gold 
nanoparticles.

Key words: dielectrophoresis, plasmonics, electromagnetic multipoles, Fano resonances, 
surface forces, adhesion layer, bovine serum albumin, rhodamine, DNA technology
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Sommario

Lo studio e la manipolazione di oggetti nanometrici è un tema centrale nelle nanotecnologie

ed è stato una delle forze maggiori dietro lo sviluppo di questo campo come lo conosciamo

oggi. Perdipiù, questa tecnologia ha il potenziale di rivoluzionare anche molte altre discipline

come le tecnologie quantistiche e manifatturiere, la diagnostica e la medicina personalizzata,

ed ha quindi un’importanza fondamentale per lo sviluppo tecnologico della nostra società.

In questo contesto, questa tesi si concentra su uno specifico tipo di interazioni – quelle tra

campi elettrici e particelle di materia – le quali sono tra le principali a permettere la creazione

di forze atte alla manipolazione di oggetti nanometrici. È sorprendente che, dal momento

che queste forze sono generate da campi elettrici oscillanti, non è ancora stata sviluppata una

teoria che prende in considerazione sia le forze a bassa frequenza che quelle ad alta frequenza.

Per questo motivo, all’inizio di questa tesi espongo una teoria unificata che spiega la gene-

razione di forze da parte di campi sia a bassa che ad alta fequenza, con un’enfasi particolare

sulle forze descritte dall’approssimazione di dipolo. Questo è il primo trattamento teorico di

questo tipo e rappresenta forse il maggior contributo teorico di questa tesi. La trattazione è

poi estesa a includere ordini multipolari superiori nei calcoli di forze ottiche: nello specifico,

illustro tre diversi approcci per il calcolo dei multipoli elettromagnetici, che uso in seguito

per determinare la sezione d’urto di diffusione e la forza agente su diverse particelle sferiche.

In particolare, fornisco un criterio per determinare quanti ordini multipolari considerare

quando si eseguono questo tipo di calcoli, ponendo così dei chiari limiti alla validità delle

approssimazioni di dipolo e di quadrupolo.

Dopo questa sezione teorica, la parte centrale della tesi è dedicata in principio alla simulazio-

ne numerica di un dispositivo, composto da strutture plasmoniche interconnesse, capace di

controllare simultaneamente campi elettrici a bassa ed alta frequenza. In particolare, studio

numericamente le superiori capacità di manipolazione e sensibilità di questo sistema, prima

di spiegare la complessa forma dei sui spettri di diffusione sulla base di interazioni elettriche

tra i suoi vari componenti plasmonici, dimostrando in questo modo un primo caso di accop-

piamento elettrico in sistemi planari con risonanze di Fano. Nel seguito, espongo le difficoltà

pratiche riguardanti la fabbricazione in camera pulita di questo dispositivo, per il quale ho

inaspettatamente dovuto sviluppare uno specifico processo di fabbricazione che contrastasse

gli effetti dannosi di forze superficiali. Queste sono state opportunatamente arginate grazie

a uno strato di adesione organico formato da gruppi silano. Questa parte termina poi con
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l’uso di questo dispositivo per l’intrappolamento e studio di nanoparticelle, albumina da 
siero bovino e rodamina, dimostrando perciò la possibilità di manipolare molecole aventi una 
massa di solamente qualche centinaio di Da.

La tesi si conclude infine con uno sguardo verso future linee di ricerca che potranno continuare 
il lavoro presentato qui. In particolare, presento l’assemblaggio di particelle come una naturale 
prosecuzione del lavoro sull’intrappolamento e mostro alcuni risultati preliminari sull’utilizzo 
di nanotubi di DNA e stampi nanometrici per assemblare nanoparticelle d’oro.

Parole chiave: dielettroforesi, plasmonica, multipoli elettromagnetici, risonanze di Fano, 
forze di superficie, strati di adesione, albumina da siero bovino, rodamina, DNA
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1 Introduction

When an electric or magnetic field interacts with matter, be it a cell, biomolecule or inorganic

particle, it modifies the electric charges distribution within, for example by moving the elec-

trons around or reorienting the molecule/particle. The collective motion of these microscopic

charges or molecules has the net effect of generating a macroscopic force on the object, which

can therefore effectively be manipulated using electromagnetic fields. For instance, proteins

can interact with electrostatic fields to generate forces which are used to separate and distin-

guish biomolecules of different sizes within the same biological sample [1, 2]. Similarly, the

nebulous envelope of a comet is pushed away as it interacts with solar radiation, in a process

leading to the formation of comet tails [3]. These two simple examples already show what

is arguably the greatest asset of electromagnetic forces: their ability to manipulate bodies

of different kinds across a very broad length scale, ranging from a few Ångström to a few

hundreds of microns. Some of the objects that can be controlled with these forces and torques

are shown in Fig. 1.1 and include single atoms [4, 5] and molecules [6, 7, 8], nucleic acids

[9, 10], nano- and microparticles [11, 12, 13, 14], organelles [15] and cells [16, 17, 18]. As a

consequence, applications of interest span the whole micro- and nanotechnology universe

and include single-molecules studies [19, 8], biosensing [20, 21], molecular motors realization

[22, 23] and analyte manipulation for lab-on-a-chip and point-of-care applications [24, 18, 25].

From a practical perspective, electromagnetic forces on an object are usually produced by

employing electric fields oscillating at a frequency ν that can take any value between 0 and a

few hundreds of THz. This frequency is an important parameter that determines the way the

field couples with matter, and notably dictates the main loss mechanism in the interaction.

Generally, conductive losses dominate at frequencies below a few MHz, while dielectric

losses, stemming from absorption and relaxation processes, become more important at higher

frequencies [28]. Depending on the value of ν, we can broadly divide the fields in two different

categories: low frequency and high frequency fields, as shown in Fig. 1.2, and we will generally

indicate the former with a blue color and the latter with a pink one. The first are generated

by batteries or function generators and are always confined between two electrodes, i.e. they

do not indefinitely propagate in space. They are usually employed at radio frequencies (RF)

1
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1 Å 10 nm 1 µm

Figure 1.1: Examples of some of the objects that can be manipulated using electromagnetic
forces and torques. From the smallest to the largest: atoms, biomolecules (Reprinted with
permission from ref. [26]. Copyright 2001 American Association for the Advancement of
Science), nanomaterials and cells (Reprinted with permission from ref. [27]. Copyright 2009
The Company of Biologists).

ranging from 0 (DC) to a few tens of MHz, sometimes GHz (AC). In the high frequency regime,

the fields considered are part of self-sustained electromagnetic excitations, also comprising

magnetic fields oscillating in phase with their electric counterpart, and have a more complex

spatio-temporal distribution, as shown in Fig. 1.2. I will mainly discuss monochromatic

radiations in the visible/near-infrared part of the spectrum, i.e. oscillating at ∼ 102 THz, and I

will therefore call this the optical regime.

Surprisingly, while the physical interactions underlying the generation of both low and high

frequency electromagnetic forces are the same, the fields of RF and optical forces have so

far developed in a starkly disconnected and independent fashions, preventing stimulating

cross-fertilization between them and hampering technical advances in all research fields

at the crossroad between chemistry, physics and biology. In this context, the aim of this

thesis is therefore twofold. First, I wish to provide a general framework to understand the

generation and calculation of electromagnetic forces created by both low and high frequency

electric fields. Second, after delving in greater detail into the computation of optical forces,

I experimentally show the benefits of combining the effects of both low and high frequency

fields to improve the manipulation and sensing capabilities of a typical plasmonic tweezer

device.

The thesis is broadly divided into three parts, each comprising two chapters. Part I provides a

mostly theoretical introduction to the thesis – even though some applications of interest in

the field of nanoscale analyte manipulation are also discussed – and aims at providing the

necessary knowledge to understand the results from the following chapters. In particular:

• Chapter 2 presents an overview of the generation and calculation of electromagnetic

forces both in the low and high frequency regime, focusing particularly on the com-

putation of forces in the dipolar approximation. While no new result is derived in this

section, the treatment I provide is an original and general approach to the subject which

2



Introduction Chapter 1

0 Hz KHz MHz GHz THz

E

x

E

t

E

x

DC AC Optical

E

t

E

x

E

t

Low frequency fields High frequency fields

Figure 1.2: Comparison between low and high frequency fields.

has not been reported in the literature yet. As a consequence, the content of this chapter

is the object of an invited review paper currently under review [29].

• Chapter 3 provides an extension of the formalism presented in the previous chapter to

the case where the dipolar approximation cannot anymore be considered valid. I first

review different approaches to the calculation of the electromagnetic multipoles and

then employ the spherical multipoles to compute the scattering cross section and optical

force acting on a spherical object beyond the dipolar approximation. The content of

this chapter is based on a published paper [30].

Part II is the central section of the thesis. Here, I first numerically study, and then experi-

mentally demonstrate, the benefits of combining both low and high frequency fields into a

single device to achieve a superior efficiency and sensitivity in the manipulation of nanoscale

analytes. Specifically:

3



Chapter 1 Introduction

• Chapter 4 introduces the plasmonic electrodes as a novel platform to combine the

effects of both low and high frequency fields. In particular, I first numerically compare

the ability of both RF and optical forces to trap analytes in solution, before describing in

greater detail the scattering properties of this system. The material presented in this

chapter is the subject of a publication currently under preparation [31] and a published

report [32].

• Chapter 5 presents experimental results on the fabrication and applications of plas-

monic electrodes. First, I highlight the role of surface forces in determining the long

term stability of the electrodes, before discussing their application to the trapping and

sensing of metallic nanoparticles and biomolecules. The results presented in this chap-

ter are the subject of a published work [33] and a paper currently under preparation

[31].

Part III concludes the thesis by presenting an outlook of future lines of research that could

naturally carry on the work presented here. Notably:

• Chapter 6 presents preliminary experimental results concerning the combined exploita-

tion of low and high frequency forces to assemble gold nanoparticles. In particular,

a strategy combining nanohole templates milled in a metallic film and DNA origami

is proposed to realize arbitrary two-dimensional DNA-gold nanoparticles structures,

while the related enabling technologies and challenges are also discussed.

• Chapter 7 provides some concluding remarks on the results presented in the thesis and

highlights what I see as one of the major challenges faced by the nanotechnology field

nowadays, which indeed also affected the outcome of the work presented here.

As this thesis deals with electromagnetic fields and their interactions with matter, let us first

recall that these phenomena are described by Maxwell’s equations which, if ε is the dielectric

permittivity of a material and µ its magnetic permeability, take the following form in MKSA

units:

∇·D = ρ (1.1)

∇·B = 0 (1.2)

∇×E = −∂B

∂t
(1.3)

4
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∇×H = j+ ∂D

∂t
, (1.4)

where E denotes the electric field, D = εE the electric displacement, H the magnetic field

and B = µH the magnetic induction; ρ and j are respectively the volume charge and surface

current densities. We will consider non-magnetic isotropic materials, for which µ = µ0 (vacuum

permeability) and therefore B = µ0H. Here and throughout the thesis, bold quantities represent

vectors.
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This first part of the thesis provides the theoretical background needed to fully understand

the results presented in the later chapters. As the thesis deals with the electromagnetic forces

generated by both low and high frequency electric fields, Chapter 2 provides an original

and unified treatment of the forces in these two frequency regimes and can be thought of

as a general introduction to the topic of the thesis. As such, the interactions studied there

are mainly described within the dipolar approximation that is the unspoken assumption

employed throughout all this thesis, with the exception of Chapter 3. In the latter, I develop

the formalism of Chapter 2 beyond this approximation by studying the derivation and physical

meaning of three different classes of multipoles. This provides a complete overview of the

generation of electromagnetic forces and helps put the results of Part II and Part III into a

comprehensive context.
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2 Electromagnetic forces and torques
calculation: the dipolar approxima-
tion

The generation of electromagnetic forces and torques on a particle is a complex physical

process resulting from field-matter interactions between the particle and the fields. Several

methods have been developed to accurately describe these forces and torques, the two most

important being the equivalent multipole approach and the Maxwell’s stress tensor formalism.

Each of these two methods provides a simplified description of either the field or the particle

and thus significantly reduces the complexity of the problem, allowing one to gain some

valuable physical insights into the system and to quantitatively study it. In the the equivalent

multipole method, developed by Jones and Washizu [34, 35], the particle is treated as a

collection of multipoles (i.e. charges) of increasing orders (i.e. with an increasing number of

charges), and the force acting on each multipole is computed separately. An approximate value

of the total force acting on the particle is then simply found by adding together the individual

force contributions from each multipole; with the underlying idea being that if the number of

multipoles considered is large enough, the calculation converges to the real value of the force.

Unfortunately, as more multipoles are taken into account, the complexity of the computation

increases, so that only the first few multipoles shown in Fig. 2.1 are usually consideredI.

Nonetheless, these first multipoles are usually enough to provide a good description of the

system, as they collectively induce the same response as that produced by the particle. This

way, studying this collection of multipoles becomes equivalent to studying the full particle. Let

us now consider an isotropic spherical particle of radius r described by a frequency-dependent

complex permittivity εp (ω) = ε′p (ω) + iε′′p (ω) immersed in a medium with permittivity εm(ω) =

ε
′
m(ω)+ iε′′m(ω) under a harmonic excitation E(r,ω) = ℜ(E(r)e−iωt ) = ℜ(E0(r)e iφ(r)e−iωt ), where

the angular frequency ω is defined as ω = 2πνII. The vector E0 represents the complex field

amplitude and φ its phaseIII. Here and throughout the rest of this work, we focus our attention

IDespite not being strictly a multipole, the monopole can be considered as the zero-th order multipole. Equiva-
lently, the zero-th order field derivative is just Et.

IIWe warn that the majority of the literature concerned with low frequency fields assumes instead a harmonic
excitation of the kind E(r,ω) = ℜ(E(r)eiωt ). This is just a different convention that leads to the same description of
the system.

IIIAs a consequence, E0 retains a complex value even for φ = 0 and ω = 0. This is needed in order to model
polarization inhomogeneities giving rise to electromagnetic torques.
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Figure 2.1: Comparison between the equivalent multipole method and the Maxwell’s stress
tensor approach. The different multipoles are indexed by their order n, in such a way that
the first order multipole is the dipole, the second order multipole is the quadrupole, followed
by the octupole and so on. Similarly, the first three field derivatives (calculated in r0 = 0) are
∇Et, ∇2Et = ∇∇Et and ∇3Et = ∇∇∇Et. Only the first three electrical multipoles and electric field
derivatives are shown, but the comparison is easily extended to higher orders and to magnetic
fields.

mainly on the electric field, as it is more intense than its magnetic counterpart and interacts

more strongly with matter, but similar results can also be derived by considering magnetic

fields [36, 37]. The n-th order electric multipole p
··n

induced in the spherical particle by the

electric field is a n-th order dyadic tensor which can be expressed as [35]

p
··n

(r,ω) = α(n)(ω)∇n−1E(r,ω) , (2.1)

9



Chapter 2 Electromagnetic forces and torques calculation: the dipolar approximation

withIV

α
(n)(ω) =

4πε′mr 2n+1n

(2n −1)!!
K (n)(ω) (2.2)

being the hyperpolarizability of the particle and

K (n)(ω) =
εp −εm

nεp + (n +1)εm
. (2.3)

p
··n

can be thought of as a quantity expressing the material substance of the system. By

combining it with suitable expressions for the field, the total field-matter interaction is then

considered and the resulting force and torque acting on the particle can be calculated. We

point out here that Eq. (2.2) is exact only for static fields. It still yields correct results for

low-frequency fields, but radiative corrections need to be included in the expression of α(n)

when considering high-frequency fields such as optical fields. For n = 1, these corrections are

included as [39]

α
(1) =

α0

1− i k3α0
6πε′m

, (2.4)

with α0 being the DC polarizability defined in Eq. (2.2) for n = 1.

A different approach is taken when using the Maxwell’s stress tensor method which, rather

than providing a simplified description of the particle, is instead concerned with the fields

surrounding it. With this approach, the total electric and magnetic fields Et and Ht, resulting

from the sum of the incoming and scattered fields (the latter takes into account the perturba-

tion induced by the particle), are first numerically computed on a surface ∂V surrounding the

particle and then combined to generate Maxwell’s stress tensor T [40, 41]

T = ε′mEtEt +µ0HtHt − 1

2
(ε′m |Et|2 +µ0|Ht|2)I , (2.5)

which is then integrated over ∂V , as shown in Fig. 2.1, to yield the desired force or torque (see

Eqs. (2.7) and (2.29)). Here and throughout the text, double-underlined quantities represent

second rank tensors (matrices) and therefore I designates the unit tensor. Similarly to what is

done in the multipole method, it is possible to calculate an approximate value of the force by

expanding the fields as a Taylor series about the center of the particleV

Et(r) =
∞∑

n=0

1

n!
(r ·∇)nEt(r) = Et(0)+ (r ·∇)Et(0)+ ... (2.6)

and, in the expression for T, consider only the first n terms. Again, the more terms (i.e.

the more field derivatives) are considered, the more accurate but complex the calculation

IV(2n −1)!! = (2n −1)(2n −3)...5 ·3 ·1. Analogous expressions can also be written for non-spherical particles [38].
VThe center of the particle is placed in r0 = 0, while r is the position vector of a point belonging to ∂V . We show

here only the series for the electric field, an analogous one can be written for Ht.
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becomes, and the number of terms required to provide an adequate description of the force is

generally determined by the extent of the field non-uniformity. The advantage of Maxwell’s

stress tensor method over the equivalent multipoles technique is that, when employing the full

expression of the fields, this method allows the calculation of the exact force and torque acting

on the particle (and indeed, this is how Maxwell’s stress tensor is usually employed), even

though the computation can become quite numerically expensive. However, this approach

provides no real physical insights on the mechanisms of force generation, which is on the

other hand fully captured by the multipole picture. In any case, both methods are equivalent

and lead to the same expressions for the force and torque [40]. A connection between the

two approaches can be found by noting how the n-th multipole is generated by the (n −1)-th

derivative of the field (see Eq. (2.1)) but interacts only with its n-th derivative to yield the

resulting force, Eq. (2.8). As a consequence, if one considers for example only the first two

terms E and ∇E in the field’s expansion (n = 1), the field E will interact with the charges present

in the particle (monopoles) to generate an electrical dipole, which in turn will interact with ∇E

to produce a force or torque. Further, ∇E will also induce an electrical quadrupole (n = 2) in

the particle, which will not contribute to the total force since the ∇∇E term was not retained.

Let us now separately study the cases of an electric field generating forces or torques on a

particle. Let us first remark that, while the two methods outlined above generally allow the

calculation of the instantaneous force and torque, these vary on a timescale equal to the

frequency of oscillation of the field. This corresponds to a few µs for RF fields and a few tens

of fs for optical fields, timescales which are not usually accessible with standard laboratory

equipment. One therefore usually calculates and measures a time-averaged force and torque,

whose value is the average of these quantities over a full field cycle and is indicated with the

<> symbol.

2.1 Forces

The time-averaged force exerted on a particle can be expressed as [37]

< F >=<
∫
∂V

T ·n d A >=
∫
∂V

< Ti +Tmix +Ts > ·n d A =< Fi >+< Fmix >+< Fs > , (2.7)

where T has been decomposed into a part depending on the incoming field, < Ti >, a part

depending on the scattered field, < Ts >, and a part containing mixed field terms, < Tmix >. It

can be shown that < Fi >, i.e. the part of the force dependent on the incoming field, is equal to

0 [37]. Moreover, after neglecting the influence of the magnetic fieldVI, we obtain [35]

< F >=< Fmix >+< Fs >=
∞∑

n=0

1

2
ℜ

 p
··n

[·]n∇nE∗

n!

+< Fs > . (2.8)

VIThis simplification leads to exact results when considering the time-averaged force for n = 1, but breaks down
for higher orders when magnetic effects also start to play a role [42].
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In general, < Fs >, which depends on the scattered field, may also be written as a series, with

each term being proportional to the product of two multipole moments, and represents the

force arising from the interference between two different multipoles [37]. This contribution

begins to play a role only from the second order (n = 2), when several different moments are

induced in the particle – see Eq. (3.2) in Chapter 3. As for < Fmix >, this force is expressed as

the dyadic product of a term containing the perturbation induced by the particle ( p
··n

) and

another one containing the incoming field (∇nE∗). One can readily see that, for n = 0, this

force corresponds to the Coulomb force qE, with p = q being the 0-th order multipole (the

monopole) equal to the particle’s electrical charge. Due to inertial constraints, this force can

be neglected for frequencies higher than 200 Hz and is therefore not relevant for optical fields

[43]. On the other hand, low frequency and DC electric fields can be used to manipulate

analytes and fluids, for example using electrophoresis [44, 45]. Unfortunately, the application

range of this force is restricted to charged objects, thus limiting its practical interest. Luckily,

this restriction can be overcome when considering the next contribution to the force, arising

at n = 1, on which we will mainly focus in the remaining of this chapter.

2.1.1 First order

For n = 1, the only multipole induced in the particle is the dipole, and hence when considering

the forces arising at this order one works in the dipolar approximation. As mentioned, the

induced dipole is generated by the field E, which is assumed to be constant across the particle

in order for the ∇E term to suffice for an accurate description of the system. Conversely,

this means that one can safely use the dipolar approximation, and neglect all higher order

contributions to the force, only when the particle radius is roughly 6 times smaller than the

field wavelength – see Table 3.5 in the following chapter. Provided this condition is met, the

force acting on a dipolar particle is then found by truncating the series in Eq. (2.8) at n = 1,

yielding [46]

< F >=
1

2
ℜ(p ·∇E∗) =

α
′

4
∇|E0|2 + α

′′

2
|E0|2∇φ− α

′′

2
ℑ(E0 ·∇E∗

0 ) , (2.9)

where

α(ω) = α′+ iα′′ = α(1) (2.10)

is the frequency-dependent particle’s polarizability as defined in Eq. (2.4) with

α0 = 4πε′mr 3K (ω) (2.11)

and

K (ω) = K (1)(ω) =
εp (ω)−εm(ω)

εp (ω)+2εm(ω)
. (2.12)
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This last equation defines the so-called Clausius-Mossotti factor, while

p = α(ω)E(r,ω) (2.13)

is the dipole moment of the particle induced by the field E. This induced polarization can

be accounted for by considering two contributions: one from free conduction charges and

another one from bound electrons (dielectric polarization)VII. To see how these two different

types of charges contribute to the overall particle polarization, we can rewrite the dielectric

function as εp,m(ω) = ε′p,m + i (εdp,m +σp,m/ω) = ε∗p,m + iσp,m/ω and substitute it into Eq. (2.12),

yieldingVIII [34]

K (ω) =
σp −σm

σp +2σm

1− iωτ0

1− iωτ
, (2.14)

where

τ0 =
ε
∗
p −ε∗m
σp −σm

(2.15)

is a time constant and

τ =
ε
∗
p +2ε∗m
σp +2σm

(2.16)

is the characteristic charge relaxation time at the particle/medium interface that quantifies

the buildup or decay of interfacial charges. In the low-frequency (below ≃ 100 KHz) or DC

cases,

lim
ωτ→0

K =
σp −σm

σp +2σm
= K0 , (2.17)

and the particle response is purely dominated by conductive charges. On the other hand, in

the high-frequency limit,

lim
ωτ→∞K =

ε
∗
p −ε∗m
ε
∗
p +2ε∗m

= K∞ (2.18)

the response of conduction charges becomes negligible and the bound electrons (viz. dis-

placement currents) dominate the particles response. The frequency where this displacement

current takes over from the conduction current can be estimated as 1/τ and can be anything

from 500 KHz to 1 GHz depending on the experimental conditions [48]. Therefore, in the case

of optical excitations dielectric polarization clearly dominates the system response, while low

VIIDielectric particles have few bulk conduction charges but, when dispersed into a liquid, build up an electrical
double layer (EDL) of surface ions and, as a consequence, the particle acquires some surface conduction charges
[47].
VIII
σp,m (ω) = σ′p,m + iσ′′p,m is the complex valued conductivity, while εdp,m and σp,m /ω are, respectively, the

frequency-dependent dielectric and conductive loss terms.

13



Chapter 2 Electromagnetic forces and torques calculation: the dipolar approximation

frequency fields represent a somewhat middle case between these high-frequency and DC

limits. It is interesting to also illustrate the transient response of the particle after the field is

turned on at t = 0. Under these conditions, the Clausius-Mossotti factor takes the form [49, 34]

K = K0(1−e−
t
τ )+K∞e−

t
τ . (2.19)

This expression clearly shows how polarization charges dominate the transient response to

the field, while conduction charges dictate the steady-state properties of the system. We finally

point out that, as long as polarization effects at the particle surface can be neglected, the value

of K is limited between 1 (for εp >> εm) and -0.5 (for εm >> εp ) and the polarization is fully

described within the framework of the Maxwell-Wagner relaxation theory outlined above, Eqs.

(2.14)–(2.18).

There are however cases where surface effects need to be considered to fully describe the

polarization response of a particle. For example, when the analyte is not dispersed in a

dielectric medium but rather in a highly conductive (> 1 mS/m) electrolyte solution, an

electric double layer (EDL) of ions forms at the interface between the particle and the liquid.

In return, the charging of the EDL can greatly affect the polarizability response of the particle

at frequencies smaller than 1/τEDL (taking usual values in KHz-MHz), with τEDL = 2ε′mr /λD

σ’m being the characteristic time of charge build-up at the interface and λD the Debye length

of the system [50, 51], and its effect needs to be taken into account. Great care is also advised

when calculating K for very small bioanalytes, whose dielectric responses are dominated by

interfacial phenomena [52]. In particular, proteins posses a strong permanent dipole moment

that results in the formation of a highly polarized hydration shell when these are dispersed into

a buffer solution, thus increasing their Clausius-Mossotti factor to values that can sometimes

exceed 37’000 [53]. Interestingly, all these effects are mostly negligible when working at optical

frequencies, whose oscillations occur at smaller timescales than most interfacial phenomena.

As a consequence, at these frequencies Eq. (2.4) can generally be assumed to properly describe

the particle polarization.

For the forces, we see that for fields with a real valued amplitude, such as linearly polarized

optical beams, Eq. (2.9) reduces to

< F >=
α
′

4
∇|E0|2 + α

′′

2
|E0|2∇φ . (2.20)

It is clear form this equation that, depending on the sign of α′ and α′′, the force can move the

particle along ∇|E0|2 and ∇φ and is therefore called a gradient force. In practice this means

that this force will push/repel the particle toward/from regions of higher electric field intensity

or phase. We can further note that the first term of Eq. (2.20), proportional to ∇|E0|2, is an

intensity gradient conservative force, while the term proportional to α′′ is the non-conservative

phase gradient forceIX (similarly, the last term in Eq. (2.9) is the non-conservative polarization

IXThe phase gradient force, even though it can be expressed as a gradient of the scalar field φ, is generally not
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force). As such, it is therefore possible and often instructive, for the intensity gradient force, to

plot its potential −α′|E0|2/4, which provides useful insights into how the particle will behave

under the action of the field, as illustrated in Fig. 2.2. Here in panel (a), the particle interacts

(a) (b)
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Figure 2.2: (a) Gaussian field intensity profile producing a potential well. In this case, the
particle will fall into the well and find a stable position where the force is equal to 0. (b) Linear
field intensity profile. Here, the particle will experience a constant force along the positive
direction. p has been set to 2 in both cases and arbitrary units are employed on the x and y
axis.

with a Gaussian-shaped intensity field profile (red line). Provided that α′ > 0, the resulting

force will push the particle towards the origin and trap it there, at the bottom of the potential

well (blue line). On the other hand, a linearly-increasing intensity profile generates a constant

force that pushes the particle towards lower values of the potential, as shown in Fig. 2.2(b).

The sign of α′ and α′′ depends on K , which is is therefore crucial to determine the direction

(and, to a certain extent, the intensity) of the force. This can be intuitively explained by

considering the relative phase between the induced polarization in the particle – which is

always collinear with K – and the incoming field, as explained in Fig. 2.3. Here the force

can, depending on the phase shift between these two phasors (i.e. the sign of α′ and α′′),

point towards regions of stronger field and phase (along ∇|E0|2 and ∇φ, Fig. 2.3(a)) or towards

regions of weaker field and phase (along −∇|E0|2 and −∇φ, Fig. 2.3(b)). Other combinations

are possible for p lying in the second or fourth quadrant of the complex plane. We can further

infer from this figure that, at the frequency where α′ ≃ 0 and the intensity gradient force goes

to zero, the phase gradient component of the force takes its maximum (or minimum) value.

We point out already that the sign of α′ and α′′ can be controlled by tuning the frequency of

the applied field, in such a way that it is fairly straightforward to switch from an attractive to a

repulsive force, as will be shown later.

Let us now treat in greater detail the two cases of low and high frequency excitations.

conservative because of the Doppler effect [41].
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Figure 2.3: (a) Positive intensity and phase gradient forces for ℜ(K ) > 0 and ℑ(K ) > 0. (b)
Negative intensity and phase gradient forces for ℜ(K ) < 0 and ℑ(K ) < 0.

Low frequency force: dielectrophoresis

We consider now fields oscillating at RF frequencies, from a few KHz to a few GHz. In this

regime, both the conductive and dielectric properties of the particle need to be taken into

account to fully determine its response to the applied field. They are described by the particle

conductivity

σp = σbulk +
2S

r
, (2.21)

which is the sum of a bulk term σbulk and a surface term expressed through the surface

conductance S. In metals we generally have σbulk >> 2S/r and the surface term can be safely

neglected [54]. For dielectric objects on the other hand, this term (of typical values 1 nS, arising

from charged chemical groups on the particle surface and/or counterions in the EDL) can

have a significant influence on the overall electrical properties [55]. Furthermore, due to its

1/r dependence, this term becomes dominant also for metallic nanoparticles [48, 56]. Surface

conductance studies are therefore critical for the determination of the dielectric properties of

the analyte of interest [57, 55, 58, 59, 60] and, more specifically, their general dependence on

the frequency of the applied field X. To this end let’s recall that, for a homogeneous dielectric

sphere under the action of an RF field, its polarizabilityXI can be rewritten as [62]

α(ω) = 4πε′mr 3
[

1

2
(K0 +K∞)+ 1

2
(K0 −K∞) e2i arctanωτ

]
, (2.22)

which shows how, as the frequency is increased, the α phasor moves anticlockwise in the com-

plex plane following a semicircle centred on the real axis in 4πε’mr 3|(K0 +K∞)/2| with radius

4πε’mr 3|(K0−K∞)/2|, as illustrated in Fig. 2.4. This figure shows how atω = 0, α= 4πε′mr 3K0 =α0

XRecently, a computational toolbox for the determination of the Clausius-Mossotti factor for shell particles and
cells has also been developed [61].

XIThe DC polarizability of Eq. (2.2) for n = 1 is used, as radiative corrections can still be neglected at the low
frequencies considered in this section.
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Figure 2.4: Real and imaginary part of the polarizability (top) and the corresponding Argand
plots (bottom) for a homogeneous sphere with a 100 nm diameter immersed in different media
for the cases (a) ε′p = 10ε0, ε′m = 2.5ε0 and σ′p = 10−8 S/m, σ′m = 4 ·10−8 S/m and (b) ε′p = ε0,

ε
′
m = 10ε0 and σ′p = 10−7 S/m, σ′m = 10−8 S/m. In the Argand plots, the red dot represents the

center of the locus of α and the black line its magnitude.

and lies on the real axis. As the frequency increases, α acquires an imaginary component

due to ohmic losses and the phasor moves anticlockwise in the complex plane. At higher

frequencies, ohmic losses are negligible and the polarizability becomes real again, meeting

the real axis at α∞ = 4πε′mr 3K∞XII. This behaviour is depicted in Fig. 2.4(a) for a particle with

higher permittivity and lower conductivity than the surrounding medium, for which K∞ > K0

and the magnitude of α grows as the frequency increases. This can be understood by recalling

that conduction charges dominate the system’s response to the field at low frequencies. As

a consequence, the condition σm > σp implies a more polarized medium and, therefore, a

relatively small |α|. At higher frequencies, the larger value of εp will polarize the particle more

than the surrounding medium, leading to a polarizability increase. The opposite happens in

Fig. 2.4(b), where the particle has a smaller permittivity than the surrounding, while other

XIIAs we are considering here RF frequencies, dielectric losses don’t play a role yet and the particle can be
considered lossless.
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cases are possible for different ratios of the permittivities and conductivities.

At these low frequencies, the force gives rise to dielectrophoresis (DEP) and is usually expressed

by inserting Eq. (2.11) into Eq. (2.20) yielding

< FDEP >= 2πε′mr 3
[
ℜ

(
εp −εm
εp +2εm

)
∇|Erms|2 +2ℑ

(
εp −εm
εp +2εm

)
|Erms|2∇φ

]
, (2.23)

where |Erms| = |E0|/
p

2. We point out that DC electrical fields can also be used for the genera-

tion of field gradients, in which case the dielectrophoretic force simply results from Eq. (2.23)

by substituting < FDEP >→ FDEP and |Erms|→ |EDC| (|EDC| ∈C). However, AC fields are gener-

ally employed as they provide no net electrophoretic effect when using conducting samples

and allow exploiting the frequency-dependent properties of the complex Clausius-Mossotti

factor. When ℜ(K ) > 0, we conventionally speak of positive dielectrophoresis (pDEP), while

negative dielectrophoresis (nDEP) occurs for ℜ(K ) < 0.

This DEP force represents the low frequency manifestation of the force expressed by Eq. (2.20),

and has found a plethora of applications especially in lab-on-a-chip devices [56, 48, 63, 64, 65,

66]. However, before treating more in detail the practical implementation of devices exploiting

the DEP force, I will now address the generation of electromagnetic forces in the optical

regime.

High frequency force: optical tweezers

When considering optical fields one usually introduces the total extinction cross-section γ =

kα′′/ε′m and use Faraday’s law Eq. (1.3) to rewrite Eq. (2.9) as [41, 67]:

< F >=
α
′

4
∇|E0|2 +

γn

2c
ℜ(E0 ×H∗

0 )+ γcε′m
4ωi n

∇×E0 ×E∗
0 . (2.24)

The last two terms can now be identified with the non-conservative scattering and spin curl

forcesXIII, with n representing here the refractive index of the background medium.

At optical frequencies, the bound electrons dominate the response of the particle to the applied

electric field and its dielectric function can then be inferred from transmission electron

microscope or spectroscopy measurements [68, 69]. Since dielectric particles are usually

optically denser than the surrounding medium (i.e. ε′p > ε′m), they will always be attracted

to regions of stronger field. On the other hand, the condition ε′p < ε′m is verified for some

metals in a narrow frequency window (see Fig. 2.5(a)), in such a way that it is possible to repel

silver colloids from regions of high field intensity. Unfortunately, to the best of our knowledge,

this effect has not been shown experimentally. However, trapping in ε′m > 2 media has been

shown to yield a negative force on gold particles [70, 46, 71]. For what concerns ε′′p , absorption

XIIIWe need to recognize that φ = k · r, in such a way that k = ∇φwith |k| = 2π/λ, where λ is the wavelength.
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experiences a strong enhancement for metallic particles excited at their plasmon resonance,

while it is generally negligible for dielectric spheres. Interestingly, under suitable illumination

conditions, forward or lateral scattering of photons can be enhanced in systems exhibiting

Fano resonances, generating unusual negative or transversal scattering forces arising from

out-of-phase polarizability oscillations [72, 73, 74]. This behaviour has not been reported

for the intensity gradient force, but it could provide a straightforward way to sort different

analytes, similar to what was proposed in ref. [73]. Polarization effects, together with substrate

interactions, can also further affect the sign of the optical force [75, 70, 76].
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Figure 2.5: Real and imaginary parts of the polarizability (top) and the relative Argand plots
(bottom) for a sphere with a 100 nm diameter made of (a) silver and (b) gold immersed in air.
The phasor moves anticlockwise for increasing frequencies and, as clearly seen in (a), crosses
the imaginary axis at the plasmon resonance condition. ε′p and ε′′p have been derived from
[77] and the radiative corrections of Eq. (2.4) have been taken into account.

It is instructive to also note an interesting relationship between the plasmon resonance condi-

tion of metallic nanoparticles and the sign and magnitude of the gradient force. At resonance,

the complex polarizability phasor is dephased by 90◦ with respect to the incoming (real)

electric field, and is therefore purely imaginary. As a consequence, ℜ(α) = 0 and the plasmon
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resonance frequency acts as crossover frequency for the gradient force, which changes sign as

the frequency of the incoming field is swept through the resonance (this holds for near field

gradients as well [78]). Figure 2.5(a) shows exactly how the polarizability phasor crosses the

imaginary axis for excitation wavelengths close to the plasmon resonance frequency. More-

over, one can easily note how ℜ(α) > 0 before the resonance and ℜ(α) < 0 after, showing this

crossover behaviour of the gradient force near the plasmon frequency. Since gold has larger

losses than silver, this crossover behavior at the plasmon frequency is less pronounced. We

further point out that, for the plasmon resonance condition ε′p = −2ε′m XIV, we have τ = 0 and

K → K0. The particle response at this frequency is therefore dominated by surface conduction

charges, as expected for a surface polariton [81].

Contrary to metallic particles, whose polarizability shows a singularity at the plasmonic

resonance frequency (i.e. α→∞), resonant two-level systems such as atoms, molecules or

quantum dots, exhibit a saturation behaviour which limits the magnitude of their induced

dipole moment. For near-resonance excitation, the polarizability of these systems can be

written as [82, 41]

α(ω) =
ω

2
Rħ

|E0|2
4(ω0 −ω)+2iγ

4(ω0 −ω)2 +γ2 +2ω2
R

, (2.25)

resulting in a force (see Eq. (2.20))

< F > =
ħp

1+p

[
(ω0 −ω)

∇|E0|
|E0|

+ γ
2
∇φ

]
, (2.26)

with

p =
2ω2

R

4(ω0 −ω)2 +γ2 (2.27)

being the saturation parameter, γ the spontaneous decay rate of the trapped object and ωR

and ω0 its Rabi and transition frequency, respectively. Here again, for resonant excitation, the

gradient force vanishes while the scattering component takes its maximum value.

After considering the optical forces acting on resonant analytes, we close this section by

examining the forces generated in a resonant nanophotonic cavity [83]. In such a system,

an interesting behaviour has been observed when a particle interacts with the field inside

the cavity. This effect, called self-induced back-action (SIBA), stems from the local refractive

index change in the cavity environment brought about by the particle, which causes a spectral

shift of the cavity modes. By Newton’s third law, this shift is counterbalanced by an additional

force acting on the particle, which can greatly affect its dynamics [84]. This force is position-

dependent, in such a way that depending on the particle’s position inside the cavity, different

unconventional regimes can be achieved [85]. For example it is possible, even for analytes

having α′ > 0, to be attracted towards regions of lower field intensity [85].

XIVThis holds in the case of small or slowly-varying εdp,m around the particle’s resonant frequency [79, 80].
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It is now clear from the treatment above, and from Eqs. (2.8) and (2.20), that electromagnetic

forces are proportional to the gradient of the field intensity and phase. The realization of such

gradients is therefore of paramount importance for the generation of electromagnetic forces

and, therefore, I briefly review in the following section some of the experimental platforms

that have been developed to produce low and high frequency intensity and phase gradients.

2.1.2 Experimental platforms for forces generation

For simplicity, I will treat separately the case of intensity and phase gradient generation. It

is however important to keep in mind that, when using optical beams to create electric field

intensity hotspots, it is impossible to disentangle the effects of the intensity and phase gradient

components of the force, contrary to what is usually done in DEP. That is because propagating

beams naturally transfer momentum to an object when they interact with it, in such a way

that if a particle is attracted to an optical intensity hotspot it will also experience there the

combined action of the radiation pressure, which we treat in more detail later in this section.

These multiple interactions result in an overall non-conservative force field where, even if the

effects of the non-conservative part are often negligible [86, 87, 88, 89], it is important to keep

in mind that both these components are simultaneously affecting the particle dynamics.

Intensity gradients generation

The creation of intensity gradients is generally achieved by concentrating the electric field in a

region of space called hotspot where, as a consequence, the intensity takes its maximum value.

A simple and straightforward way to generate such a hotspot is to employ a metallic structure

that, thanks to its shape, is able to concentrate the field around its edges and therefore gener-

ate an intensity gradient in its proximity [90]. This concept is shown in Fig. 2.6(a), where an

electric potential is applied to a metallic electrode that becomes the source of a low frequency

electric field. Due to a higher concentration of charges around the edges and corners, the field

around these areas is stronger and results in the generation of an intensity gradient. Similarly,

as shown in Fig. 2.6(d), metallic nanostructures of suitable shape can absorb and re-emit

optical radiation, generating near field hotspots around their edges. In general, the use of a

metallic support to generate field intensity gradients presents multiple benefits: for example,

metallic electrode can be easily integrated with RF equipment to generate low frequency fields

hotspots for DEP manipulation while, at optical frequencies, exploiting the subwavelength

nature of the nanostructures employed allows the simultaneous creation of multiple hotspots

and enables long range manipulation of analytes [91, 92]. Moreover, by bringing two metallic

nanostructures close together, dramatic field enhancements are achieved that generate very

high optical intensity gradients [93]. Interestingly, similar architectures have now been pro-

posed also for DEP [94, 95]. On the other hand, DEP manipulation systems usually make use of

coplanar 2D electrode structures, often integrated into a microfluidic setup [96], whose design

can unfortunately become very complicated when multiple electrodes and different voltages

are required for complex multi-purpose devices [97, 98]. Moreover, the use of a coplanar
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geometry means that the gradients do not extend to the whole liquid chamber on top of the

electrodes, thus limiting the final device throughput. This limitation can be overcome by

using electrodeless or insulator-based DEP (iDEP) [99, 25, 100, 101]. In this configuration,

the field gradients are generated using insulating structures in the fluid, as depicted in Fig.

2.6(b). Moreover, the use of DC fields allows the simultaneous exploitation of electrokinetic

phenomena (electrophoresis and electro-osmosis) and DEP, resulting in a complex particle

dynamics [102, 103]. A combination of DC and AC voltages has also been shown to overcome

the need to use very strong (up to a few kV) DC fields [104, 105, 103]. Another hybrid approach

to generate low frequency electric field gradients is the creation of "floating" electrodes in a

photoconductive material such as a-Si:H under light illumination, as depicted in Fig. 2.6(c).

This approach, termed light-induced dielectrophoresis (LIDEP), is an elegant combination of

optical and electrical effects, which allows the dynamic reconfiguration of the DEP field with

the use of light-shaping techniques, enabling massive parallel trapping and manipulation of

analytes and liquid samples [106, 107, 108, 109, 110].

In the optical regime, the metallic nanostructures employed are usually excited close to

their plasmonic resonance, where their near field is enhanced [115], and are therefore called

plasmonic tweezers [116, 112, 93]. These tweezers are usually patterned on a dielectric sub-

strate using cleanroom fabrication techniques, but metal colloids provide the same field

enhancement and can in principle be used for the same applications [117, 118, 119]. Similarly,

nanoscale apertures in metallic films also provide near field enhancements and can be used

for the trapping and detection of nanoscale analytes [6, 120]. Moreover, the use of multiple

interacting structures, such as particle dimers, allows to further confine the field to deep

sub-wavelength volumes and provides a platform to study enhanced optical forces and strong

light-matter interactions [112, 121, 122]. The scattering force in these systems is generally

normal to the substrate and pushes the particle away from (or towards) the field hotspots if the

exciting beam illuminates the structures from the substrate (or the environment). Alternatively,

the metallic structures can be excited with an evanescent wave generated at the interface

between the substrate and the environment [123], e.g. because of total internal reflection, as

shown in Fig. 2.7(c). This configuration provides an additional intensity gradient force normal

to the substrate and a scattering force parallel to it.

Unfortunately, the use of plasmonic tweezers requires access to cleanroom fabrication tech-

niques that makes their realization very costly and time consuming [124, 33]. For this reason,

in applications that do not require nanoscale analyte confinement, optical tweezers are usually

used. These are optical intensity gradients created at the focal point of a lens or an objective,

as shown in Fig. 2.6(e). In these hotspots, the particle experiences not only the intensity force

but also its phase gradient counterpart in the form of radiation pressure and, if one wants

to achieve stable trapping of the analyte, the former force needs to overcome the latter. As

first recognized by Ashkin et al., this can be achieved by employing high numerical apertures

objectives (NA > 1.2) to create a diffraction-limited hotspot [125, 16]. Lower NA objectives can

in principle also be used, but they do not provide enough field confinement for the intensity

gradient force to overcome the radiation pressure. Similarly, the scattering force also limits
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(b)(a) (c)

(e)(d) (f)

Figure 2.6: Intensity gradient generation with low (blue panels) and high (pink panels) fre-
quency fields. (a) Traditional DEP setup employing metallic electrodes (Reprinted with permis-
sion from ref. [25]. Copyright 2011 Wiley). (b) iDEP employing insulating posts (Reprinted with
permission from ref. [25]. Copyright 2011 Wiley). (c) LIDEP exploiting the photoconductive
properties of a-Si:H (Reprinted with permission from ref. [107]. Copyright 2008 Springer
Nature). Note that planar LIDEP geometries have also been proposed [111]. (d) Near field
hotspot generated around a metallic nanostructure (Reprinted with permission from ref. [112].
Copyright 2010 American Chemical Society). (e) Optical tweezer generated at the focal point
of an objective (Reprinted with permission from ref. [113]. Copyright 2003 Springer Nature).
(f) Optical standing wave generated by the interference between an incident laser beam on a
mirror and the reflected beam (Adapted with permission from ref. [114]. Copyright 2011 The
Optical Society).

the laser power intensity that can be used in these setups to a few hundreds of mW/µm2

and therefore sets some constraints to the maximum value of the achievable field gradient.

Meanwhile, a minimum intensity of 1 mW/µm2 is generally required for the field gradient

force to overcome the radiation pressure [126]. Alternatively, as shown in Fig. 2.6(f), intensity

hotspots can be generated at the anti-nodes of standing waves created by the interference

of two counter-propagating laser beams [127]. The advantage of this configuration is the

almost complete cancellation of the radiation pressure acting on the particle, since the two

components of the scattering force act in opposite directions and cancel each other outXV.

This allows a more stable trapping than in conventional optical tweezers, although the latter

are easier to realize and offer greater tunability to address a wider range of applications in

XVIn this configuration, the third component of the dipolar force in Eq. (2.24) is also necessary for a full description
of the system [67].
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the physical and biological sciences [128]. Unfortunately, due to the r 3 dependence of the

polarizability (see Eq. (2.11)), these far field interactions can typically generate sufficient forces

to efficiently manipulate microsized objects only. For smaller particles, different approaches

have to be devised [129].

Phase gradients generation

Differently from intensity gradients, where the field is usually focused into a hotspot, phase

gradients provide a constant force in the direction of propagation of an electromagnetic wave

and are therefore better suited for the transport of analytes. Due to the travelling nature

of optical waves, these naturally carry a phase gradient along their propagation direction

that is responsible for the generation of radiation pressure forces: since the phase of the

wave linearly increases from 0 to 2π as one moves one wavelength along the propagation

direction, consequently an object is pushed along the wave if ℑ(K ) > 0 or pulled against

it if ℑ(K ) < 0. Unfortunately, in the low frequency case, electric fields are usually confined

between two electrodes and do not propagate in space. As a consequence, no phase gradient is

generated in a standard DEP setup. Low frequency electrical travelling waves can nonetheless

be produced using a multi-electrode system where a phase-shifted signal is applied to each

terminal, thus generating a phase gradient. In such a configuration, a particle hovering above

the electrodes is then pushed along or against the traveling wave depending on its properties

and on its height above the substrate [130, 131], as shown in Figs. 2.7(a)-(b), in a phenomenon

termed travelling wave dielectrophoresis (TWDEP) [56]. Due to the presence of a phase non-

uniformity, the particle also rotates as it moves along the electrodes, a phenomenon termed

electrorotation (ER or ROT) [132]. Multiple signals, of different amplitudes and frequencies,

can also be applied to provide better manipulation capabilities [133] XVI. Particle actuation

is usually performed at frequencies where ℜ(K ) < 0 and the resulting negative intensity DEP

force is balanced by the gravitational attraction on the particle, providing stable trapping of the

analyte at a specific distance above the substrate. The particle is then free to move along the

electrodes under the influence of the phase gradient force without sticking to the electrodes.

In a similar configuration, phase gradients can also be generated by using optical evanescent

waves, as shown in Fig. 2.7(c). In this case, the wave created at the interface between two

media provides the intensity gradient force pulling the particle towards the substrate, while

scattering forces generate transverse motion [134, 135, 136, 137]. As already pointed out, when

working with metallic particles, the evanescent wave gradient force disappears at the plasmon

resonance frequency, exactly where the scattering force is strongest [75, 46]. Unfortunately,

heating effects due to photon-phonon conversion can become detrimental when employing

a beam tuned at the particle’s resonant frequency. A different wavelength should therefore

be used to provide the desired trade-off between the relative strength of the intensity and

phase gradient forces and the heating effects. Aside from the simple setup in Fig. 2.7(c), light

shaping techniques can also be used to design more complex beams which allow for complete

XVIInterestingly, intensity-based DEP can be seen as a special case of TWDEP where the two electrodes are excited
with voltages having the same frequency and phases of 0 and π respectively, thus generating a standing wave [130].
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three dimensional particle manipulation [113, 138]. For example, transverse phase gradients

have been used to create transport lines of arbitrary shape for the manipulation of metallic

nanoparticles [139, 140], while tractor beams have been employed to actuate Mie particles

[141, 142].

(b)(a)

(d)(c)

Figure 2.7: (a) A typical TWDEP setup, where multiple electrodes are excited with a polyphase
AC voltage generating both a vertical (repulsive) and a horizontal (translating) force (Reprinted
with permission from ref. [131]. Copyright 2003 IEEE). (b) TWDEP devices employed to
trap analytes (Reprinted with permission from ref. [56]. Copyright 2009 Springer Nature).
(c) Evanescent wave illumination for the near-field excitation of a particle at the interface
between two different media (Reprinted with permission from ref. [75]. Copyright 2002 The
Optical Society). For dielectric media, illumination at an angle greater than the total reflection
angle is needed [75] while, for metallic substrates, momentum-matching conditions need to
be satisfied to excite plasmonic evanescent modes at the interface [134]. (d) A magneto-optical
trap for atoms and molecule cooling and manipulation (Reprinted with permission from ref.
[143]. Copyright 2014 Springer Nature).

Asides from analyte transport, phase gradients can also be employed to trap particles in

systems of counter-propagating travelling waves. For instance, classical TWDEP setups can be

modified to have an arrangement of spiralling concentric electrodes, as shown in Fig. 2.7(b).

This way, one creates concentric and counter-propagating travelling fields, which propagate

towards (or from, depending on the chosen electrodes phase) the center of the configuration.
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Particles are therefore attracted to, or repelled from, this site depending on the sign of ℑ(K ). In

the optical domain, counter-propagating travelling waves can be easily realized by employing

a system of three counter-propagating laser beams such as the one shown in Fig. 2.7(d), where

the opposing radiation pressure forces from the different waves can confine an object at

the intersection point between the beams. Arguably the most important application of this

configuration has been the cooling of clouds of resonant atoms, recognised with the award

of the 1997 Nobel Prize in Physics to Chu, Cohen-Tannoudji and Phillips [5]. To this end, by

referring to Eqs. (2.26) and (2.27), the scattering force for near-resonant excitation far from

saturation can be written as

< Fscatt > =
ħω2

Rγ

4(ω0 −ω)2 +γ2 +2ω2
R

k . (2.28)

If the lasers are tuned to a frequency slightly belowω0, photon absorption is enhanced in atoms

moving against the beam due to the Doppler effect. According to momentum conservation,

the atoms are therefore slowed down, losing kinetic energy and decreasing their temperature

[144]. An additional gradient force needs to be applied to achieve stable trapping of the cooled

atoms, enabling full control over the trapped objects [145, 146]. This effect has not been

reported for low frequency electrical fields, since their frequency (KHz to GHz) is usually

far from the resonant frequencies of typical trapped analytes (∼ 102 THz), but it should be

possible in principle. Similar systems of counter-propagating evanescent waves have also

been used to trap particles at the intensity hotspot created by the constructive interference

of two propagating plasmonic modes [136, 137]. Finally, optical phase gradients can also be

generated along the anti-nodes of a standing wave [114] or in an optical lattice [147].

2.2 Torques

After considering the generation of electromagnetic forces on micro- and nanoscale analytes,

let us now briefly show how these forces can also set a particle into rotational motion through

a torque. From a theoretical point of view, the time-averaged mechanical torque <τ> exerted

on a particle can be found through the well known formula

<τ>=< r×F >=<
∫
∂V

r ·n× (T ·n) d A > , (2.29)

where r is the vector going from the rotation axis to the point where the force F is applied.

It is important to point out that a particle can be set into two different kinds of rotational

motions: one around an axis passing through the particle’s center of mass and another one

around an external axis, as shown in Fig. 2.8. We refer to the former as spinning and the latter

as orbiting [148]. The total torque acting on the particle is therefore the sum of the spin and

orbital torques

<τ>=<τS >+<τO > . (2.30)
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Figure 2.8: (a) A particle spinning around its center of mass. (b) The same particle can be set
into orbit around an external axis. The directions of the intensity and phase gradients for a
typical vortex beam are also shown. Here, the torque τ is a vector coming out of the page,
towards the reader.

An expression for the spin torque can be found by considering the force given by Eq. (2.8),

yielding [35, 40]

<τS >=
∞∑

n=1

1

2
ℜ

[
1

(n −1)!

(
p
··n

[·](n−1)∇(n−1)

)
×E∗

]
+<τI > , (2.31)

where <τI > is an interference torque arising from the mutual interference between multi-

poles. It can be expressed as [149]

<τI >= −
∞∑

n=1
ℑ

[
k2n+1

8πϵ′m
2n(n +1)

(2n +1)!

(
p
··n

(n−1)... p∗
··n

)
(2)...e

]
, (2.32)

where e is the Levi-Civita tensor and (n−1)... and (2)... are tensor contractions defined in ref. [149].

Likewise, the orbital torque is

<τO >=
∞∑

n=0

1

2
ℜ

r×

 p
··n

[·]n∇nE∗

n!


+< r×Fs > . (2.33)

Analogous expressions have also been derived, in the dipolar approximation, for arbitrarily

shaped incident electromagnetic fields [150]. We highlight the fact that the spin torque <τS >
is not defined for n = 0, expressing the fact that one cannot set an electrical charge immersed

in a uniform field into spinning motion around its center. As a consequence, the only torque
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acting on a charge is an orbital torque which sets it into circular motion around an axis under

the influence, for example, of an annular electric field. This can be created, for instance, by

employing magnetic coils [151].

2.2.1 First order

After setting n = 1 in Eqs. (2.31), (2.32) and (2.33), we get the expression for the total torque

acting on a point dipole:

<τ>=
1

2
ℜ(

p×E∗)+ k3

12πε′m
ℑ(p×p∗)+ 1

2
ℜ[

r× (p ·∇E∗)
]

. (2.34)

Here, the first term represents the spin torque, the second describes the interference spin

torque, while the last component expresses the orbital torque. The interference torque usually

produces negligible effects on the particle and it will therefore not be further discussed here.

As for the remaining two terms, we see that the spin torque depends on the field E∗, while the

orbital torque is generated by its gradient ∇E∗. It is important to recall now that, as mentioned

at the beginning of this chapter, the field E can only interact with the charges present in the

particle, while ∇E will interact with the induced dipole. As a consequence, when studying the

spin torque one cannot investigate the behaviour of the induced dipole in the particle, but

rather has to analyze the forces acting on the two induced charges that build up the dipole.

These forces are mainly the result of Coulomb interactions between these charges and those

generating the field, as shown on the left of Fig. 2.8. We see here that the field induces a couple

of opposing forces, with the same magnitude, that will not generate any linear motion of the

particle but will rather make it spin until p is aligned with E∗, in accordance with the first term

of Eq. (2.34). On the other hand, as the orbital torque generates a complete displacement of

the particle in space, it can be simply described as the result of intensity and phase gradient

forces, described in Section 2.1.1, acting on its induced dipole.

I will now describe in greater detail the generation of spin and orbital torques from Coulomb

and dipolar forces, respectively.

Spin torque in low and high frequency fields

We start our discussion on the spin torque by first noticing that, for this torque to be non-zero,

the dipole moment p needs to point into a different direction than the incoming electric field

E∗ (see Eq. (2.34)), as shown in Fig. 2.9. Under this configuration, a restoring torque is created

on the particle and will tend to align p to E∗. Once these two vectors are aligned, the spin

torque is zero and the particle only experiences the action of the dipolar force 1/2ℜ(p·∇E∗) and

the resulting orbital torque. If, however, the direction of the electric field vector continuously

changes, for example in circularly polarized fields, then the particle experiences a continuous

rotation around its center as it tries to align its dipole moment to E∗. In what follows, I describe

the two main physical mechanisms that lead to the creation of non-collinear electric fields
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Figure 2.9: On the left, the polarization vector in an isotropic and lossless material points in
the same direction as the incoming electric field, preventing the generation of a torque. On
the right, the polarization in an anisotropic and/or lossy material can be non-collinear with
the electric field, giving rise to a torque.

and polarizations, namely the presence of absorption and/or anisotropy in the particle.

Let us first consider the spin torque generated on an absorptive particle by a right circularly

polarized electric field propagating in the positive z direction. For such an excitation, the

complex amplitude of the field is

E0(r) = E′
0(x− i y) , (2.35)

and the resulting torque exerted on the particle will be (see Eqs. (2.34), (2.35) and (2.13))

<τS >=
1

2
ℜ(
αE×E∗)

= −α′′|E′
0|2z , (2.36)

where x, y and z are the Cartesian unit vectors. This expression shows that any absorbing

particle (α′′ ̸= 0) experiences a spin torque whose magnitude is proportional to the amount of

loss or gain present in the material, as also depicted in the left panel of Fig. 2.10(a). We see

here that the delay δ between the electric field and the polarization vector is proportional to α′′

and, moreover, 0 < δ< π and the polarization is ahead of the field in gain media (i.e. for α" < 0).

On the other hand, the direction of the torque is controlled by the sign of α′′, in such a way that

the torque acting on a lossy object points towards -z and sets the particle into rotation with

the field, as shown on the right of Fig. 2.10(a). Here, the charges generating the field repel the

induced polarization charges and push the particle to follow the field rotation. On the other

hand, we see that a particle made of a gain material will spin in the opposite direction, against

the field, as its torque is directed towards zXVII. Interestingly, lossy metallic particles and rods

XVIIThe opposite happens for a left circularly polarized field E0(r) = E′
0(x+ i y), which induces a torque < τS >=

α
′′|E′

0|2z [152].
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immersed into an electrolyte solution have also been observed to spin against the field at

frequencies smaller than 1/τEDL [50, 51]. At these frequencies, the charging of the EDL at the

metal-electrolyte interface results in a negative imaginary part of the polarizability, in such a

way that a metallic particle behaves as a gain material and spins against the field [153]. We

stress that, regardless of the sign of α′′, the polarization vector always rotates synchronously

with the electric field and therefore the induced charges always follow the field. Finally, the

final rotation frequency of the object depends on many experimental factors, most notably

on the viscous drag force exerted by the medium, proportional to its viscosity. For cells, a few

rotations per second are usually observed, while metallic nanoparticles can spin at frequencies

up to several kilohertz [154].

The other mechanism that generates non-collinear polarization and electric field vectors,

giving raise to a spin torque, is the presence of anisotropy in the particle. While this review

is mainly concerned with isotropic materials, anisotropy has been greatly exploited for the

generation of torques with both low and high frequency fields, and deserves therefore at least

an introductory treatment. Generally speaking, anisotropy is the feature of a material property

to behave differently in different directions. For instance, crystals with non-cubic structure

can interact differently with electromagnetic waves depending on the crystal axis along which

the waves are polarized [155]. As an example, a beam of light interacting with a block of

calcite experiences different refractive indices (and therefore polarizes the material differently)

according to its polarization direction, a property commonly known as birefrengence. Alterna-

tively, anisotropy is also created by asymmetric particle shapes, generating different dipole

moments along the different particle axes. The presence of this anisotropy in the particle

polarizability can set it into spinning motion, as shown in Fig. 2.10(b). We stress the fact that

anisotropy can also arise in spherical and lossless particles, as shown on the left of Fig. 2.10(b),

and therefore this mechanism of torque generation is fundamentally different from the one

treated above for the case of absorptive materials. A complete and rigorous mathematical

description of anisotropic materials is beyond the scope of this work, so let it suffice to say

that in these materials the polarizability is better described as a second-order tensor

ααα =

αxx 0 0

0 αy y 0

0 0 αzz

 , (2.37)

whose components represent the different polarizabilities along different directionsXVIII. For

simplicity, we are considering non-absorptive materials for which ααα is real. When a particle

made of such a material is excited by a linearly polarized electric field propagating along z, the

resulting torque is

<τS >=
1

4
|E0|2(αxx −αy y )sin(2β)z , (2.38)

XVIIIHere, the off-diagonal terms are set to zero, which indicates that the particle axes correspond to the principal
(crystalline) axes of the material. However, this is in general not true.
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Figure 2.10: (a) Phasor (left) and real space (right) diagrams for a right circularly polarized
field interacting with a lossy (top) or gain (bottom) particle. (b) Material (left) or shape (right)
anisotropies induce different polarizations along two different directions, generating a torque.
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where β is the angle between the polarization and electric field vectors [156] shown in Fig. 2.10.

We see that this torque will act on the particle in order to realign the polarization with the

electric field, in such a way that β = 0. One can therefore control the orientation of the particle

simply by changing the direction of the field, which is the reason why this torque is sometimes

called the reorientation torque. If the polarization of the field is continuously changed, such

as in circularly polarized fields, the particle will then generally tend to follow the field [157]. It

is instructive to compare Eq. (2.38) with Eq. (2.36) in order to fully understand the differences

between the two mechanisms of spin torque generation. We see that in both cases the torque is

proportional to the intensity of the incoming field. Moreover, the anisotropy-generated torque

is proportional to the anisotropy present in the material, αxx −αy y , and the angle β between

the polarization and electric field vectors. In Eq. (2.38), the polarizability components are real,

showing how this torque can also act on lossless materials. On the other hand, absorption

processes induce a torque proportional to α", demonstrating the fundamental difference

between these two processes of spin torque generation. Clearly, both torques come into play

when studying absorptive anisotropic particles such as metallic nanorods. We conclude this

discussion on spin torques by examining the final orientation of an anisotropic elongated

particle under the influence of a linearly polarized field. One might expect the particle to align

with its longest axis parallel to the field, as the polarizability is greater along that direction.

While this is always the case for DC fields, there have been several experimental reports of

metallic nanorods and ellipsoidal cells aligning perpendicularly to time-varying electric fields

[158, 159]. This behaviour can be explained by the presence of different charge relaxation

times (see Eq. (2.16)) along each of the particle’s axis, generating an uneven distribution of

charges along the particle [34]. For a given particle-medium system, these relaxation times

depend on the frequency of the excitation field and independently affect the values of the

polarizability components in Eq. (2.37). Therefore, depending on the frequency of the applied

field, the relative magnitudes of the polarizabilities change and can alter the sign of the torque

experienced by the particle along a specific direction (see Eq. (2.38)). This, in turn, results in a

realignment of the particle along a different axis [34].

Orbital torque in high frequency fields

We now turn our attention to the last term of Eq. (2.34). This describes the orbital torque of

a dipolar particle under the influence of a force of the kind expressed by Eq. (2.9) and, as a

consequence, takes into account the effects of both intensity and phase gradients forces. We

first notice that, to generate a continuous orbiting motion, these gradients need to steadily

provide a non-zero force to the particle. This is clearly not the case for intensity gradients,

which tend to trap and then immobilize a particle in the regions of highest field intensity,

where the field gradient force is zero. On the other hand, as shown in Fig. 2.7, phase gradients

can provide a continuous non-zero force that can create a stable orbital torque. This concept

is further explained in Fig. 2.8 on the right where we show how, in a typical orbiting system,

the phase and intensity gradients are respectively perpendicular and parallel to r (see also Fig.

2.12). Consequently, as predicted by Eq. (2.34), the orbital torque generated by the intensity
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gradient force is zero and only phase gradient forces are called into action when generating

orbital motion. Next we point out that, to the best of our knowledge, no orbiting of single

particles using low-frequency fields has been reported in the literature; even though it would

be in principle possible to observe it in a ROT setup (see Fig. 2.11(a)) for particles smaller

than the electrode size. On the other hand, these setups have successfully produced orbital

motion of binary particle systems [160, 161], while hydrodynamic and thermal effects have

also been exploited in combination with RF and optical fields for the creation of fluid vortices,

effectively setting micro and nanoparticles into orbital motion [162, 163, 164]. However, "true"

orbital torque acting on a single particle, caused by phase inhomogeneities in the field, has

been generated only at optical frequencies, where the analogy between paraxial optics and

quantum mechanics [165] allows the simultaneous treatment of both the spin and orbital

torque. In this framework, the total torque acting on a particle under the influence of a light

beam can be written as [166]

<τ>=<τS >+<τO >=
Pabs

ω
(σs + l ) , (2.39)

where Pabs is the power absorbed by the particle, σs = ±1 for left/right circularly polarized

light respectively and 0 for linearly polarized fields, while l is the so-called topological charge

of the beam. We see here that the total torque is divided into two components, one depending

on σs and representing the polarization-dependent spin torque and another one depending

on l , representing the orbital torque. To this end, we point out that while Eq. (2.39) is derived

within the paraxial approximation (i.e. in the case of weakly focused light beams) for Laguerre-

Gaussian laser modes [167], it still provides an exact description of the torque for a general

near-cylindrical and non-paraxial beam, as long as this is linearly polarized (i.e. σs = 0) [168].

However, for a more general polarization state, it is not anymore possible to fully separate the

spin and orbital torque in terms depending only on σs and l , while an additional corrective

term needs to also be included in Eq. (2.39) [168]. Luckily, the relative magnitude of this

term is small, contributing to max 20% of the total torque even in beams focused only one

wavelength across [166]. As a consequence, Eq. (2.39) has been successfully employed to also

describe the torque exerted by optical fields focused by objectives having a high NA, up to 1.3

[166, 169]. We conclude by noting that, since Pabs is proportional to α′′, the orbital torque is

also proportional to the amount of losses present in the particle’s material. The orbital motion

can then be basically interpreted as the result of radiation pressure interactions (i.e. phase

gradient forces) acting on the particle and, as a consequence, we can expect objects made of

gain materials, which experience negative scattering forces, to orbit in the opposite direction

than lossy particles, even though this phenomenon has not been observed experimentally.

2.2.2 Experimental platforms for torque generation

For the spin torque, circularly polarized low frequency fields can be created with a polyphase

quadrupole electrode configuration, as shown in Fig. 2.11(a). When these fields are used

to set a particle into spinning motion, we usually speak of electrorotation (ER or ROT), a
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technique which has found tremendous applications in biology for the determination of the

membrane capacitance and the cytoplasmic conductivity of cells [34]. On the other hand,

(a) (b)

Figure 2.11: (a) A typical ROT setup to produce left circularly polarized RF fields (Reprinted
with permission from ref. [65]. Copyright 2017 Wiley), where each electrode is dephased by 90◦

with respect to the adjacent ones. (b) A combination of a linear polarizer and a quarter-wave
plate converts an unpolarized beam of light into a left circularly polarized electromagnetic
wave [170].

circularly polarized high frequency fields can be readily produced by suitably polarizing

an electromagnetic wave, for example with the use of a quarter-wave plate, and have been

successfully used to set lossy particles into spinning motion [166, 154]. We point out that, as

was already the case for phase gradient forces, the torque exerted on a metallic particle is

enhanced close to its plasmonic resonance, when α′′ takes its extreme value.

For the generation of orbital torque, phase gradients can be readily created in an optical

beam with the use of spatial light modulators (SLMs), metasurfaces, or waveplates [171, 172].

Such beams have been investigated since the 90s for their ability to transfer orbital angular

momentum to trapped particles [173, 166, 169]. An example of a typical laser beam used to

generate orbital motion is the vortex beam shown in Fig. 2.12. This beam has an annular

intensity distribution that traps a particle away from the center of the beam, in the plane

transverse to its propagation direction [174]. A linear phase gradient is then created in this

plane by tailoring the topological charge l of the beam, as shown in Fig. 2.12. Under this

configuration, a particle will then move in orbital motion around the center of the beam,

towards higher or lower phases. However, note that if the particle under study is larger than

the beam waist, the particle will be trapped in the center of the beam and the effect of the

orbital torque will thus be to make it spin, rather than orbit, around the beam center [166].
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(a) (b)

Figure 2.12: Intensity and phase profiles of a vortex beam having (a) l = 1 (Reprinted with
permission from ref. [175]. Copyright 2020 Springer Nature) and (b) l = 3 (Adapted with
permission from ref. [174]. Copyright 2013 The Optical Society).

2.3 Applications

I will now briefly review the main applications of low and high frequencies forces and torques

for the manipulation of micro- and nano-objects. Let us start by warning that the sizes of the

particles considered here span a very wide range, from a few tens of microns for dielectric

spheres and cells down to a few nanometers for molecules. While the interactions of the

RF fields used for DEP (whose wavelengths range from a few meters to several thousands

kilometres) with objects of these dimensions can be perfectly described within the dipolar

approximation that is the focus of this work, greater care is needed when considering high

frequency fields. The typical laser wavelengths used in optical setups are between 500 nm

and 1100 nm and, as a consequence, the optical forces generated on micron-sized objects are

usually better described within the framework of ray-optics [176], or by considering higher

order multipoles as explained in Chapter 3. Nonetheless, the dipolar approximation still

provides a qualitatively accurate description of such systems [177] and I will therefore cite

here a number of works in which this approximation is not strictly satisfied. Aside from this,

we recall that the polarizability of an object is directly proportional to its volume (see Eq.

(2.11)) and, consequently, the force generated on larger (> 1 µm) particles is stronger than that

generated on nanosized objects, making their manipulation easier. Beside its size, it is clear

from Eq. (2.20) that the force acting on a particle can be controlled by tuning its dielectric

properties (εp ), the solution (εm , for example by changing its conductivity), the frequency

of the field (and therefore K ) and its intensity and phase distributions. The torques, being

derived from the forces, can be controlled in a similar fashion. For targeted applications, there

is little freedom over the choice of the analyte and background medium, so modifying the field

intensity and phase distribution usually provides the easiest and most straightforward way to

control the motion of a particle. We have already outlined in Section 2.1.2 the most common
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experimental platforms to create different and controllable intensity and phase distributions,

and we will review here their applications for the trapping, assembly and transport of micro-

and nanoscale analytes.

2.3.1 Trapping

By trapping, we mean immobilizing the object of interest in a predefined region of space, usu-

ally a field or phase extremum. This immobilization can allow for example further characteri-

zation of the trapped object or its transport and/or assembly into more complex structures, as

depicted in Figs. 2.13 and 2.14. It therefore represents a key enabling capability for many micro-

and nanosystem designed for analyte manipulation. Trapping with optical tweezers, presented

in Fig. 2.6(e), has enjoyed a greater attention from the research community compared to DEP

trapping, largely thanks to its easier realization which only requires a laser and a high NA objec-

tive, as opposed to the IC fabrication facilities needed for the realization of DEP electrodes (see

Figs. 2.6(a)-(b)). Moreover, the combination of optical beams with SLMs enables the dynamical

reconfiguration of both the field intensity and phase distributions, allowing this technique to

address an ever-growing number of applications [113, 178, 179, 180, 129, 10, 181, 182, 126, 183].

Despite this, DEP trapping has itself developed into a lively research field in the past decades,

when both positive and negative DEP have been used to demonstrate microparticles and cells

concentration and separation, which are now routinely implemented in lab-on-a-chip and

µTAS devices [184, 185, 54, 111, 186, 187, 188, 189]. For example, by exploiting the different di-

electrophoretic properties of viable and non-viable cells, healthy Saccharomyces cerevisiae and

human breast cells have been successfully separated from heterogeneous samples [184, 190],

while the antibiotic resistance of Staphylococcus bacteria has also been characterized us-

ing DEP [191]. DEP trapping of nanoscale analytes such as nanoparticles and nanotubes

[192, 193, 11] and biomolecules [194, 193, 195, 15] has also been demonstrated and is usually

combined with other sensing platforms such as nanopores [196] or Raman spectrometers

[193, 197]. Similarly, optical tweezers have been applied to the trapping and sorting of cells

[202, 203] and particles [24, 199, 204, 205, 206, 207], and to molecular studies [9, 208]. To this

end, after the initial reports on the possibility of trapping cells, viruses and bacteria using

optical tweezers [16, 209], applications in the biological sciences have spurred. For example,

optical tweezers have enabled the determination of the mechanical properties of cells mem-

branes [210, 211] and the manipulation of single chromosomes [212, 213]. Moreover, optical

tweezers have become one of the main tools of single molecule force spectroscopy thanks

to their ability to trap a wide range of different particles and molecules, allowing the study

of a broad diversity of interactions in a variety of environments [214, 201, 215, 216]. Notably,

these tools have allowed the experimental determination of the Gibbs free energy profile of

stretching processes in DNA molecules [217] and their relaxation times [218]. Interestingly, as

shown in Fig. 2.13(b), similar platforms for force spectroscopy exploiting the DEP force have

also been proposed [219, 200]. Likewise, both low and high frequency fields have been applied

to the study of molecular motors, as shown in Fig. 2.14(a). Trapping schemes with optical

tweezers have allowed, among others [220], the investigation of the kinesin stepping motion
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(a) (b)

Figure 2.13: Panel (a) shows, in clockwise order from the top left figure, the use of DEP forces
for mitochondrion removal (Reprinted with permission from ref. [15]. Copyright 2018 Springer
Nature), particle trapping (Reprinted with permission from ref. [11]. Copyright 2014 American
Chemical Society) and the use of optical forces for molecular trapping and sensing (Reprinted
with permission from ref. [198]. Copyright 2016 American Chemical Society) and particle
manipulation (Adapted with permission from ref. [199]. Copyright 2006 The Optical Society).
Panel (b) shows, on the top, the use of DEP force spectroscopy to detect Ag ions (Reprinted
with permission from ref. [200]. Copyright 2016 American Chemical Society) and, on the
bottom, the use of optical tweezer for molecular force spectroscopy (Adapted with permission
from ref. [201]. Copyright 2013 The Biophysical Society).

with nanometric precision [221, 222], while DEP forces have been used to sort, transport and

align kinesin and myosin motors [22, 223, 23].

As shown in Fig. 2.14(b), trapping applications in the field of micro- and nanofabrication also

abound. For example, low frequency fields have been used to trap metallic nanoparticles and

carbon nanotubes for the fabrication of transistors [226, 192], atomic force microscope probes

[224] and ammonia sensors [227]. Similarly, high frequency fields have been exploited to

pattern particles and polymers on a substrate [228, 229, 230], sometimes in combination with

other fabrication methods such as two-photon polymerization (2PP) [225]. As an example

of an elegant combination of these two techniques, a screw-wrench microsystem has been

realized with 2PP and effectively actuated using optical tweezers [231]. A related application

is the fabrication and control of microfluidic components using optical tweezers [232, 233].

Microfluidic pumps, in particular, have received exceptional attention and have been actuated

either by exploiting the asymmetric light scattering of the pump [234, 235] or the generation

of spin [236] or orbital [237] torque on it. Low frequency rotating fields have likewise been

employed to pump and mix different fluids in lab-on-a-chip devices [238]. However, the major

application of electrororation has been the characterization of the dielectric properties of cells

[20]. In these studies, one cell is usually placed at the center of a four electrode setup, such
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(a) (b)

Figure 2.14: Panel (a) shows the use of trapping forces to study myosin (Reprinted with
permission from ref. [23]. Copyright 2009 Royal Society of Chemistry) and kinesin molecular
motors (Adapted with permission from ref. [220]. Copyright 2014 Springer Nature). Panel (b)
shows, in blue, the fabrication of AFM probes using DEP forces (Reprinted with permission
from ref. [224]. Copyright 2005 American Chemical Society) and, in pink, the fabrication and
actuation of a Jack-in-the-box using optical tweezers (Reprinted with permission from ref.
[225]. Copyright 2019 Royal Society of Chemistry).

as the one shown in Fig. 2.11(a), either by exploiting the negative DEP force acting on it or

by using an optical tweezer. The rotational speed of the cell is then measured as a function

of the applied field frequency, allowing the extrapolation of important parameters such as

its membrane capacitance and its cytoplasm conductivity [239, 17]. Moreover, applications

in environmental monitoring [240, 241] and neurosciences [242, 243] have also started to

develop recently. It is impossible to completely review all the applications of trapping with

DEP and optical tweezers, but we hope that it is clear from our discussion how important

these technologies are to control matter at the micro- and nanoscale. To this end, the creator

of the optical tweezer Arthur Ashkin has been recently awarded the Nobel Prize in Physics

in recognition to the role that this technology has played in the development of biological

sciences [244].

Aside from this more mature optical technology, plasmonic tweezers (see Fig. 2.6(d)) have

also emerged into an active and vibrant field of research in the past decade [245]. Trapping

of nanoparticles and molecules has been demonstrated [116, 246, 112, 247, 198, 248] and a

basic form of particle transport has also been realised by mounting these tweezers on the tip

of an optical fiber [249, 250]. Systems exhibiting SIBA have also been successfully employed as

platforms for near field optical trapping with reduced laser power [84, 251, 252, 6, 83, 253] and

have been applied, among others, to the characterization of colloidal particles and molecules
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[254, 255]. For example, such systems have allowed the determination of the molecular weight

of globular proteins at the single-molecule level [254].

Levitation schemes have also been conceived with both DEP and optical fields. However,

despite their resemblance, they have been developed for different applications and exploit

different physical interactions. In the low frequency case, the main application has been the

trapping of cells in the middle of microfluidic channels in order to avoid substrate interactions

and facilitate transport [256]. As opposed to standard trapping, which usually occurs around

the electrodes or the sidewalls of a microfluidic architecture, here the negative intensity-

based DEP force is used to balance the gravitational pull acting on the particle, granting

full control on the cell’s distance above the substrate [34]. Similar schemes, which always

employ the field gradient force, have also been devised to levitate gas bubbles and liquid

droplets [257, 258]. To the best of our knowledge, no DEP levitation schemes exploiting phase

gradient forces have been proposed, and no DEP levitation experiments have been reported

that were not conducted in water or some other liquid phase. A combination of intensity and

scattering forces is instead used with optical fields to levitate and provide three-dimensional

confinement of colloidal particles in air [259, 179, 260]. The optical intensity gradient force

provides additional trapping and stability in the transverse direction, producing a full 3D trap,

as opposed to the DEP case. After its first realization 50 years ago, optical levitation is now a

common tool in the physical sciences, with a growing number of applications in metrology

and quantum technologies [261, 262, 263, 264, 265, 266, 267].

2.3.2 Assembly

The use of electromagnetic forces to assemble single particles into more complex structures

exploits second order particle-particle interactions whose detailed description is beyond the

scope of this work. However, in view of the fundamentally important capabilities enabled by

such assembly, I will outline here the basic forces at play and give a brief applications overview

in the low and high frequency regimes.

We consider here a system of two identical particles, A and B , under the action of an oscillating

electric field as defined previously. The polarizability αA,B of one particle is induced by the

total field at the particle’s location, which is now composed of the incident field at that location,

EA,B , plus the perturbation induced by the other particle ÊB ,A . By taking these additional

contributions into account, the total force acting on particle A in the dipolar approximation

can be written as [268]

< FA >=
1

2
ℜ(αAEA∇E∗

A +αAÊB∇E∗
A +αAEA∇Ê∗

B ) , (2.40)

where the first term is just the force defined in Eq. (2.9) for isolated particles, while the other

two stem from mutual particle-particle interactions. In particular, the second term represents

the force generated by the coupling of the incident field EA to the polarization of particle A

generated by the scattered field ÊB from particle B . Similarly, the last term accounts for the
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force generated by the interaction of the polarization of particle A generated by the incident

field EA with the scattered field ÊB generated by particle B . A similar equation can be written

for the force acting on particle B . Depending on the value of the interparticle distance R, two

different regimes can be identified: kR < 1 or kR > 1. These are called, respectively, the near

field and far field regimes [268] and are described in Fig. 2.15. For kR < 1 we note that, as

long as K has the same sign for both particles, the force is always attractive in Fig. 2.15(a) and

repulsive in Fig. 2.15(b) [34, 268]. In this near field regime, which is the only one accessible

when working with RF fields, the dipolar approximation used here can fail for small R (less

than the particle’s radius r ) and high K (metallic particles), where higher multipolar orders

come into play [34, 269]. Moreover, the strong field between the particles can induce a change

in their polarizations, which can increase or decrease depending on the applied frequency

and number of particles assembled [34, 48]. In the far field regime, accessible only with

(a) (b)

(c)

Figure 2.15: (a – b) Binding forces acting on a particle dimer excited with a plane wave
propagating along k = (k,0,0) and polarized along EI = (0,0,E I ) (Reprinted with permission
from ref. [268]. Copyright 2010 by the American Physical Society). The near field case is
shown on the left, while the far field interaction is shown on the right. Panel (a) depicts the
case where R = (0,R sin(φ),R cos(φ)) is perpendicular to k, and the green lines follow the
trajectories of particle B towards its equilibrium position, denoted by dotted edges. Panel
(b) shows the case where R = (R,0,0) is parallel to k. (c) On the left, 3D metallic electrodes
fabricated by assembling and welding multiple Galinstan droplets through dielectrophoresis
(Adapted with permission from ref. [270]. Copyright 2015 Wiley). On the right, a 2D crystal of
gold nanoparticles assembled through optical binding (Reprinted with permission from ref.
[271]. Copyright 2015 American Chemical Society).

optical fields, the binding force can be either positive or negative depending on R [272]. This

behaviour results from the different phases that the radiated field from particle A (B) takes up
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with respect to the incident field at the location of particle B (A). As a consequence, there exist

several values of R that give rise to stable configurations where the binding force vanishes,

which are separated by roughly λ in the case shown in Fig. 2.15(a) and λ/2 in Fig. 2.15(b) [268].

The theory presented here can be easily extended to consider the case of heterodimers or of

more than two particles [34, 268].

From a practical perspective, applications of the binding force abound in the literature. For

example, using low frequency fields, this binding interaction has been exploited to direct

the assembly of complex structures such as pearl chains [273, 274, 275, 276] and has also

allowed the manipulation of carbon nanotubes and welding of nanoparticles for electronics

applications [277, 192, 278, 279, 280]. For example, as shown in the blue panel of Fig. 2.15(c),

3D electrodes have been fabricated by exploiting low-frequency assembly forces to merge

multiple liquid metal droplets, enabling the creation of microfluidic chips with enhanced DEP

trapping and heat dissipation capabilities [270].

For what concerns the high frequency regime, optical binding was first demonstrated with

Mie particles and has since then developed into a very active research field, with nanoscale

applications with Rayleigh particles becoming increasingly more common [268, 119]. As a

few examples, we can cite the realization of particle chains and arrays [281, 282, 283] for

applications, among others, in optical printing [284]. Optical binding forces have also been

used to control the epitaxial growth of gold nanoparticles to realize two-dimensional particle

crystals [271], as shown in the pink panel of Fig. 2.15(c). Furthermore, the possibility to

tailor the particle interaction with structured light [285] or by exploiting plasmonic [286] and

substrate [76] effects has also been shown. Repulsive optical binding forces have also been

predicted theoretically, but have yet to be observed experimentally [287, 72, 288]. Interestingly,

phase gradients have also been shown to control the optical binding force [289, 290, 291] while,

to the best of our knowledge, particle assembly driven by the phase gradient of low frequency

fields has not been reported in the literature.

2.3.3 Transport

The last application of interest is the particle transport along predetermined patterns, allowing

the particle to move to different parts of the device where subsequent tasks (functionalization,

sensing, assembly) can be performed. This requires the generation of tailored intensity and/or

phase gradient forces that can move the particle in the desired direction. We first point out

that particle manipulation with optical fields has received more attention than that with

low frequency fields and, consequently, optical techniques are now more widely adopted

for particle actuation. This difference stems from technological difficulties in fabricating

moving DEP probes or multiple electrodes for TWDEP setups. On the other hand, the phase

gradient naturally embedded in a propagating laser beam can be straightforwardly used for

particle transport without needing any additional micro- nanofabrication processes. As a

consequence, the field of optical manipulation has grown significantly over the past years
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and we address the interested reader to the relevant literature [182, 292]. In the following, we

will outline some of the main strategies for optical analyte transport and compare them to

the state-of-the-art realized with low frequency fields, both employing intensity and phase

gradient forces.

To this end, the field intensity hotspots generated in common optical and DEP setups are

usually static, i.e. are fixed in space and the trapped analyte cannot therefore be easily moved to

a different location. As a consequence, particular strategies need to be devised to dynamically

move a field intensity hotspot in space. For instance it is possible to employ an electrokinetic

probe – such as the one shown in Fig. 2.16(a) – as a DEP electrode. This way, once the

particle of interest is trapped at the tip of the probe thanks to a positive DEP force, the

electrode can be moved and transport the particle with it [293, 294, 15, 295]. Similarly, the

position of the focal point of an optical tweezer can be manipulated by either introducing

additional optical components in the optical path of the beam (e.g. lenses) or by mechanically

moving the objective or the sample stage [16, 296]. Alternatively, by dynamically controlling

the positions of the anti-nodes of a standing wave, particles trapped at these positions can

also be easily transported along the wave [297]. Similarly, in near field traps, the trapping

hotspot resulting from the interference of counterpropagating plasmonic waves can also be

manipulated by tailoring the intensity [298] and spatial profile [137] of the incoming beam,

as shown in Fig. 2.16(a). Besides this, localized plasmonic resonances can also be exploited

when transporting a particle over a substrate patterned with several metallic nanostructures.

In such a configuration, these structures create multiple trapping hotspots when illuminated

by suitable optical radiation, and a particle can be transported from one intensity hotspot

to the adjacent one by tuning the polarization [299, 300, 92] or the wavelength [301] of the

incoming field, therefore allowing full 2D analyte manipulation.

Unfortunately, all the strategies presented so far always require the continuous operator

supervision and visual feedback to properly tailor the excitation field and/or direct the DEP

tweezer, and therefore do not allow a full automated transport of the trapped analyte. One

way to circumvent this limitation is to fabricate an array of structures, such as plasmonic

nanostructures or DEP electrodes, with an asymmetric trapping potential, in order to realize

Brownian motors [304]. The working principle is relatively simple and is explained in Fig.

2.16(b). After trapping the analytes of interest in a field maximum, the field is turned off and the

particles freely diffuse due to Brownian motion. As a result of the potential asymmetry, they will

be statistically more likely to diffuse in the trapping well of the adjacent (on the right side in Fig.

2.16(b)) hotspot when the field is turned on again, leading to a net movement in one direction.

This transport configuration has been successfully realised both with optical [305, 302] and

DEP fields [306, 303] for the manipulation of particles and biomolecules. Unfortunately, the

stochastic nature of the diffusion process makes this approach far from deterministic and, as a

consequence, this technique lacks the degree of control and precision required for nanoscale

manipulation.

While the manipulation of objects with intensity gradients requires the manual adjustment
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(b)(a)

Figure 2.16: Analyte transport with the use of intensity gradients. Panel (a) shows, in anti-
clockwise order, particle manipulation by utilizing a DEP probe (Reprinted with permission
from ref. [295]. Copyright 2013 Wiley), by moving a plasmonic hotspot in space (Reprinted
with permission from ref. [137]. Copyright 2017 American Chemical Society) or by exploiting
polarization effects on a metasurface (Reprinted with permission from ref. [299]. Copyright
2014 American Chemical Society). The bottom figure in Panel (b) shows the working principle
of a Brownian ratchet (Reprinted with permission from ref. [302]. Copyright 2016 American
Chemical Society) and the top one shows its application to the transport of DNA molecules
(Reprinted with permission from ref. [303]. Copyright 1999 National Academy of Sciences,
U.S.A.).

of the spatial position of the intensity hotspot, phase gradients usually exploit the natural

phase profile of a propagating electromagnetic field. For such a wave, be that of a laser or a low

frequency field in a TWDEP setup, the phase linearly increases from 0 to 2π over a wavelength,

in such a way that a particle with α′′ > 0 is pushed by the wave along its propagation direction,

while an object having α′′ < 0 is pulled against the wave, as predicted by Eq. (2.20). This

effect has been demonstrated with low frequency fields, where yeast cells of Saccharomyces

cerevisiae have been observed to travel against a propagating RF field [307]. On the other hand,

this "pulling" force on gain media particles has only been theoretically investigated at high

frequencies [308, 37] but, to the best of our knowledge, not realized experimentally. However,

the use of different illumination conditions than the standard plane wave has allowed the

full control of particles motion along and against the optical beam [37, 141, 142] – with the

use of so-called tractor beams – with similar studies now being conducted also for near field

plasmonic systems [309]. To this end, the exploitation of propagating plasmonic modes seems

a promising strategy to employ for the manipulation of analytes [310], for example in the

experimental configuration presented in Fig. 2.7(c). As depicted in Fig. 2.17, these setups have

for instance been used to sort gold nanoparticles of different sizes by exploiting the different
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coupling between their localized plasmonic resonances and a propagating plasmonic mode

in the underlying metallic substrate [311]. Similarly, TWDEP setups have for example been

used to separate rabbit heart cells from latex beads (black dot in the blue panel of Fig. 2.17)

through their different travel velocities [256].

Figure 2.17: Strategies for analyte transport and sorting exploiting phase gradients. The
blue panel shows the use of TWDEP electrodes for cells and particles actuation (Reprinted
with permission from ref. [256]. Copyright 2001 Wiley). Proceeding in clockwise order, the
figure shows the use of SLMs for particle sorting (Adapted with permission from ref. [312].
Copyright 2021 American Institute of Physics) and manipulation (Adapted with permission
from ref. [14]. Copyright 2020 American Chemical Society), while the bottom left image
shows the exploitation of propagating plasmonic modes for particle transport (Reprinted with
permission from ref. [311]. Copyright 2013 American Chemical Society).

Aside from separately using intensity and phase gradients for analyte transport, a number of

works has also proposed their combined use in optical setups to achieve full single particle

control [313, 314, 14, 312]. Here, as shown in Fig. 2.17, intensity gradients are used to confine

the analyte along a predefined pattern, while phase gradients are then employed to move the

object inside it. This way, a synergy of intensity and phase forces is used to trap and transport

particles, providing a higher degree of control over the trapped analyte. For example, as shown

in Fig. 2.17, this configuration has allowed the sorting of microparticles by automatically

directing particles of different sizes along different paths exploiting their different interactions

with phase gradient forces [312]. We note that his combination of phase transport lines with

intensity traps does not seem to have been proposed for DEP fields but it would in principle be

possible, for instance by exploiting the different electrokinetic behaviours of cells as a function

of the frequency of the applied DEP field [307].
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2.4 Outlook

We conclude by having a look at the historical development of the fields of low and high

frequency force generation. As for this, the term dielectrophoresis was coined as early as in

1951 by Pohl [315], while the first unified treatment of both intensity and phase gradient DEP

was developed in 1993 by Pethig and collaborators [307]. It is interesting to note how the first

DEP experiments of Pohl took place roughly a decade before the invention of the laser in

1960, a milestone of modern optical technology and a basic requirement for the experimental

observation of optical intensity and phase gradient forces, which indeed followed shortly after

[316, 125]. On the other hand, a unified theory of optical forces was developed only in the early

2000s, with little or no attention paid to the very similar results that had already been published

in the DEP literature. Maybe as a consequence of this, the terminology and notation used

to express the optical force are usually different from those used for DEP: one would rather

speak of scattering force or radiation pressure than of phase gradient force. Consequently,

the potential of optical phase gradient manipulation has yet to be fully unlocked, while it is

an acknowledged and well-recognised feature of DEP. Similarly, the generation of negative

DEP forces is a well-known feature of the theory, while the idea of negative optical forces still

surprises many of those working in the optical community.

From the experimental side, DEP has been mainly confined to lab-on-a-chip devices for

analyses and quantification of biological samples, while optical tweezers have found a much

wider range of applications. For example, when compared to RF fields, working at optical

frequencies permits the exploitation of resonant effects in plasmonic particles, optical cavities

and two-level atomic systems. Furthermore, the use of SLMs to produce structured beams

with unusual intensity and phase gradient distributions adds to the number of degrees of

freedom in an optical experiment, making this technique a much more versatile choice than

DEP. On the other hand, RF fields can be engineered to be more intense than their optical

counterpart. This results in stronger DEP forces that are better suited to work with very diluted

samples, for example for quick analyses in biomedical research laboratories. To this end,

DEP chips seem to provide a better platform to support the current trend of miniaturisation

for portable point-of-care devices thanks to the more advanced status of nanoelectronic

fabrication techniques compared to nanophotonic technologies.

In this framework, after further developing the multipolar formalism introduced in this chap-

ter, the remaining of this thesis mainly focuses on the numerical characterization, cleanroom

fabrication and experimental exploitation of a device able to combine the benefits of em-

ploying both low and high frequency electric fields for analyte manipulation and sensing. In

particular, I will exploit the strong and long-range force provided by DEP to efficiently trap

nanoparticles and biomolecules in the nanogap between a plasmonic dimer, before using

optical fields to characterize the trapped analytes. However, before doing so, let us first dig a bit

deeper into electromagnetic theory and explore the correct way to calculate electromagnetic

forces in those cases when the dipolar approximation is not valid. For the reasons outlined

at the beginning of Section 2.3, the treatment will now focus mostly on optical fields, but it
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remains of course correct at lower frequencies as well.
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3 Beyond the dipolar approximation:
electromagnetic multipoles

Let us now extend the calculation of electromagnetic forces to cases where the dipolar ap-

proximation is not anymore valid, i.e. when the field cannot be considered uniform across

the particle. This occurs when the wavelength becomes comparable to, or smaller than, the

particle size or in the presence of strong field inhomogeneities, as well as in stationary field

points where ∇E = 0. In these cases, the experimentally observed force at low field frequencies

has been found to deviate significantly from the one predicted by Eq. (2.9) in quadrupolar

electrodes, octupolar field traps and linear electrode arrays [317, 318, 319, 320, 321]. However,

while this deviation can be as significant as 10% for a particle with a diameter equal to half

of the electrode spacing, it becomes negligible for smaller particles [318, 320] and is usually

neglected in the majority of applications at low frequencies. Similarly, while investigated

theoretically [35, 40, 322, 177, 323], the generation of electromagnetic torques outside the

dipolar approximation has not been the subject of a great deal of experimental attention. At

low frequencies, different contributions from the dipolar torque have numerically been found

to be negligible as long as the particle is placed far from the electrodes generating the field,

but can account for up to 20% of the torque when the cell is brought closer to these electrodes

[324]. At optical frequencies, we highlight the fact that Eq. (2.39) already provides a general

description of the total torque acting on a particle, and takes therefore into account all its

contributions. As a consequence, less attention has been given to their calculation, but they

can in principle be computed by employing Eqs. (2.31) - (2.32) - (2.33) [30]. On the other hand,

the dipolar approximation fails at optical frequencies when the field wavelength becomes

comparable to the particle size and, as a result, additional contributions to the dipolar force

have been more extensively studied at these frequencies.

Generally, these higher order contributions can be found by inserting n > 1 in Eq. (2.8) and by

making sure to include also the effects of < Fs >. However, we recall that when considering

higher order contributions, magnetic modes need also to be taken into account to provide a

full expression of the force [34, 37, 42, 325, 326]. Under these conditions, the full expression of
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the force, up to n = 3, is therefore [37]

< Fmix >=
1

2
ℜ(

P ·∇E∗)+ 1

2
ℜ(

M ·∇B∗)+ 1

4
ℜ

(
EQ : ∇∇E∗

)
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)
,

where P, EQ and EO are the electric dipoleI, quadrupole and octupole moments, M, MQ and

MO their magnetic counterparts, with triple-underlined quantities representing third rank

tensors. EQx = (EQxx EQx y EQxz ), similarly for EQy , EQz and their magnetic counterparts.

As pointed out before, < Fmix > contains terms described by both the scattered fields (the

multipoles) and the incident fields themselves (E and B), while < Fs > depends solely on the

scattered fields. Moreover we see that, generally, < Fs >≃ 0 for low frequency fields since

the high powers of k become smaller and smaller, explaining the reason why this force is

completely neglected in the DEP literature.

Equations (3.1) and (3.2) give the proper magnitude and direction of the electromagnetic

force, in the octupolar approximation, provided that proper expressions for the multipoles are

employed. To this end, Eqs. (2.1) - (2.2) - (2.3), and analogue ones for the magnetic multipoles,

can in principle be used to calculate the higher order electric multipoles to substitute in the

equations for the force, but we recall that these expressions are only correct for electrostatic

fields. While they can still be safely adopted when the low frequency fields used in DEP are

employed, they do not anymore provide a correct description of the force at higher field

frequencies. A different approach has therefore been developed at optical frequencies for

the computation of electromagnetic multipoles, which are usually calculated with the help

of numerical techniques and therefore do not take the elegant analytical form of their low

frequency approximations. Interestingly, when I started performing multipolar optical force

calculations with the goal of studying the limitations of the dipolar approximation, I quickly

realized that different expressions had been derived for these multipoles [327, 328, 329, 330,

331] and a great deal of confusion persisted in the literature over what correct formulation to

use when [332].

IAnalogous to that defined in Eq. (2.13).
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In this chapter, I therefore revisit and clarify the derivation and limitations of three different

multipole families and apply them to the calculation of the scattering cross section and optical

force for spherical particles with a broad variety of materials and illumination wavelengths,

from the long wavelength down to the Mie regime. In particular, by the end of the chapter, I

will be able to provide some clear physical insights into the mechanisms of multipolar force

generation and set the wavelength range, with respect to the size of the scatterer, where the

response of each next order multipoles needs to be fully taken into account. This provides the

first clear quantitative study on the limitations of the dipolar and quadrupolar approximations,

and as such the content of this chapter is the subject of a published report [30].

Let us now start our treatment of the electromagnetic multipoles.

3.1 Electromagnetic multipoles

A full characterization of the light-matter interactions responsible for the generation of the

scattered fields and optical force generally leads to the formulation of complex field equations

whose analytical solutions are known only for a few simple cases, notably for the scattering by

a spherical particle [333, 334]. As an illustrative example, let us consider a material volume V

immersed in vacuum. Under the influence of incoming harmonic electromagnetic radiation, a

current density J(r, t ) is produced inside the material. This current density is responsible for the

generation of the scattered electric and magnetic fields, from which all other electromagnetic

quantities of interest can be computed. These fields can be expressed using the retarded

vector potential in the Lorenz gauge,

A(R, t ) =
µ0

4π

∫
V

J(r, t − |R−r|
c )

|R− r| dr , (3.3)

where R represents the vector to the point of observation and r the vector to a point in the

current distribution [335]. We recall that we use the MKSA unit system and assume harmonic

fields with an e−iωt time dependence throughout. Indeed, this integral representation of A

is unpractical for most applications and a multipolar expansion of the vector potential is

therefore performed to gain physical insights into the underlying light-matter interactions.

The strength of this approach lies in the fact that, by considering only the first few leading

terms of the expansion, a sufficient convergence of the multipolar solution can be achieved

without the need to undertake the full calculation, thus greatly simplifying the problem. For

this reason, multipolar expansions have been exploited for a broad variety of applications

including the study and design of radiation patterns for electromagnetic sources [336, 337],

the determination of molecular and atomic polarizabilities [338, 339, 340] and the design and

characterization of metasurfaces [341, 342, 343, 344, 345, 346]. Other examples include the

scattering of electromagnetic radiation by an object [347, 329, 331, 348, 349] and the generation

of optical forces on a scatterer [350, 42, 327, 347, 351, 352]. As already mentioned, different

strategies can be used to realize this decomposition and, in particular, different derivations

have been proposed either in Cartesian [331] or spherical [329] coordinates to obtain a set
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of tensors, called multipoles, which are used to provide an approximate description of the

scattering system. In this framework, each multipole represents a specific type of light-matter

interaction, whose contribution can be singled out from the total scattering response of the

system and analysed thanks to the multipolar decomposition. To be able to do so we recall

that, as will be shown in Section 3.1.2, only those tensors that are irreducible under the SO(3)

group transformations, meaning that they are both symmetric and traceless [335], can be used

to properly model a physical system. This constrain stems from the physical requirement

that any physical property be conserved under rotations and parity transformations. As a

consequence, we need to be able to express an electromagnetic multipole in terms of the vector

spherical harmonics functions (VSH), which form the basis for any irreducible representation

in SO(3). These functions are derived from the spherical harmonics in real space

Yl m(θ,φ) =

√
2l +1

4π

(l −m)!

(l +m)!
P m

l (cosθ)e i mφ (3.4)

with P m
l (cosθ) being the associated Legendre function, from which we can define the normal-

ized vector spherical harmonics as [353]

Xl m(θ,φ) =
1p

l (l +1)
LYlm(θ,φ) . (3.5)

The latter in turn define the electric and magnetic vector spherical harmonics, respectively, as

[354]

Nlm(R) =
1

k
∇×Mlm(R) (3.6)

Mlm(R) = hl (kR)Xlm(θ,φ) . (3.7)

In the above, L represents the angular momentum operator and hl (kR) the outgoing spherical

Hankel functions (Hankel functions of the first kind). Figure 3.1 shows the angular part of

the first few VSH. In particular, for the spherically-symmetric objects that we consider here, it

must be possible to express each multipole in terms of only one order l of either an electric or

magnetic VSH [355]. Any multipole which does not satisfy this requirement will not provide

a good description of a physical system and will not carry any real physical meaning. In the

following, we will first consider a naive derivation of the Cartesian multipoles, termed primitive

multipoles, and show a strategy to improve on it by deriving a more accurate formulation

using irreducible and toroidal multipoles. Second, we will show how to compute the spherical

multipoles, and highlight the differences between the various formulations. We will then apply

these three different multipole formulations to the calculation of the scattering cross section

(SCS) of an amorphous silicon sphere of radius r0 = 100 nm, for which an exact expression can

be found using Mie theory. To this end, Fig. 3.2 shows the Mie scattering cross section and

its decomposition into the first six VSH. This decomposition is performed by projecting the
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Figure 3.1: Angular part of the first three orders of the vector spherical harmonics. As shown for
the l = 1 case, the electric and magnetic VSH Nlm and Mlm have the same angular distribution
but different field orientations.

scattered electric far field into the electric and magnetic VSH, yielding [354]

Escat(R) =
∞∑

l=1

m=l∑
m=−l

a f
lmNlm(R)+b f

lmMlm(R) . (3.8)

In the above, the a f
lm and b f

lm terms are the so-called Mie coefficients and represent the

projection of the scattered field onto the corresponding VSH [353]. Alternatively, the scattered

far field can be decomposed into its multipolar components yielding, up to the octupolar

order, [331]

Escat(R) =
k2

4πε0

e i kR
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Figure 3.2: Mie scattering cross section for an amorphous silicon sphere of radius r0 = 100
nm decomposed into the first three orders of the vector spherical harmonics. E1, E2 and E3
represent the first three electric VSH; and similarly for their magnetic counterparts M1, M2
and M3. The blue dashed line represents the sum of the six VSH and agree well with the SCS.

In principle, Eq. (3.9) is valid for any type of multipoles and by inserting those of a specific

family (primitive, irreducible or spherical moments), I will be able to compute different

multipolar cross sections and compare them to the Mie predictions given by Eq. (3.8), and

shown in Fig. 3.2, in order to judge what multipole formulation describes the scattering process

best. The calculations are performed using a surface integral equation approach [356, 357] for

an x-polarized plane wave propagating along the z axis of the sphere. The optical properties

of a thin film of amorphous silicon are used to derive its dielectric function [358]. To this end,

we warn that the dielectric function of thin film might differ from that of a nanoparticle system

such as that considered here [359, 360]. However, this is a common approximation found

in the literature [361], which does not affect the validity of our analysis as long as the same

dielectric functions are used both in the analytical formula of Mie theory and in those for the

multipoles.

3.1.1 Primitive Cartesian multipoles

To derive the primitive multipoles, the current J(r, t − |R − r|/c) and the 1/|R − r| term in

the integrand of the expression for the vector potential A in Eq. (3.3) are expanded as a

Taylor series for |r| ≪ |R|, i.e. |r| → 0. The advantage of this method lies in the fact that, for

arbitrarily small sources, only the first few terms of the Taylor series need to be considered to

completely describe the system, greatly simplifying the calculations. However, as the scatterer

size increases, more and more terms are needed to correctly model the interaction and their
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computation becomes increasingly cumbersome. For the current, this expansion yields [335]

J(r, t − |R− r|
c

) =
∞∑

n=0

r n

n!
∇nJ(r, t − |R− r|

c
)

∣∣∣∣
r=0

(3.10)

and the potential, after further manipulation with the continuity equation [353], can be

rewritten as (see Sec. 4.1.2 in [335])

A(R, t ) =
µ0

4π

∞∑
l =1

(−1)l−1

l !
∇l−1

[
1

R
Ṗ
·· l

P (τ)+∇× 1

R
M
·· l

P (τ)

]
, (3.11)

where the dot means a time derivative with respect to τ = t −R/c. We see that two new

quantities appear in the expression of A: the primitive electric multipoles P
·· l

P and the primitive

magnetic multipoles M
·· l

P . This new notation for the multipoles indicates a tensor of rank l .

These multipoles are generally defined as [335](
P
·· l

P
)

i1...il

(τ) =
∫
ρ(r,τ)

l∏
k=1

rik dr , (3.12)

(
M
·· l

P
)

i1...il

(τ) =
l

l +1

∫
[r× J(r,τ)]

l−1∏
k=1

rik dr , (3.13)

while specific expressions for their first three orders are provided in Table 3.1.

l Primitive electric multipoles Primitive magnetic multipoles

1
(
PP

)
α = P P

α = i
ω

∫
V JαdV

(
MP

)
α = M P

α = 1
2

∫
V (r× J)αdV

2
(
PP

)
αβ

= EQP
αβ

= i
ω

∫
V

(
rα Jβ+ rβ Jα

)
dV

(
MP

)
αβ

= MQP
αβ

= 2
3

∫
V rα (r× J)βdV

3

(
PP

)
αβγ

= EOP
αβγ

= i
ω

∫
V

(
rαrβ Jγ+ rγrα Jβ+ (

MP
)
αβγ

= MOP
αβγ

= 3
4

∫
V rγrβ (r× J)αdV

+rβrγ Jα
)

dV

Table 3.1: First three orders of primitive multipoles [331].

Let us first point out that electric and magnetic moments of the same order l arise at different

orders n of the Taylor expansion, in such a way that, for example, for n = 0 one recovers the

first electric multipole, while for n = 1 one obtains the second electric multipole and the first

magnetic one [331]. As a consequence, PP is the first multipole arising from the Taylor series

and is the leading term describing the interacting light-matter system. By inserting P = PP in

Eq. (3.9), it is possible to calculate the contribution of the first electric moment to the scattered

field intensity, whose 3D radiation pattern is plotted in Fig. 3.3(a). We can clearly see here
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(a) (b)

(c) (d)

(e) (f)

Figure 3.3: 3D distribution of the normalized scattered intensity of the primitive electric
(left) and magnetic (right) multipoles for λ = 400 nm illumination. (a)-(b) Dipole moments,
where the black arrows indicate the direction of the electric field at the selected points. (c)-(d)
Quadrupole moments. (e)-(f) Octupole moments.

that this contribution is analogous to that of an oscillating electric dipole along the x axis and

described by N11 in Eq. (3.8). Therefore PP takes the name of electric dipole. Similarly, MP is

described by M1−1 and is called the magnetic dipole. Interestingly however, if we consider
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higher order multipoles, their radiation patterns do not present the typical distributions of

the corresponding l = 2 and l = 3 VSH. In particular, we see that the intensity patterns of the

magnetic quadrupole and octupole seem to present characteristic radiation features of lower

order multipoles such as the electric dipole and quadrupole, respectively. It is therefore clear

that, while the expansions outlined in Eqs. (3.10) and (3.11) are mathematically correct and

allow us to derive the primitive multipoles, these do not carry any physical meaning as it is

not possible to express them in terms of the corresponding VSH. The same conclusion can

be reached when considering Eq. (3.12) and Table 3.1, where it is shown that the primitive

electric multipoles are not irreducible, as they are fully symmetric but, in general, not traceless.

This is why the primitive electric quadrupole is not a physically appropriate tensor, even

though it radiates as a proper quadrupolar VSH. The primitive magnetic multipoles, on

the other hand, are neither symmetric nor traceless (see Eq. (3.13) and Table 3.1), with the

magnetic quadrupole being an exception as it is traceless but not symmetric. A proper physical

description of the scattering system can therefore be achieved by detracing the primitive

electric multipoles and symmetrizing and detracing the magnetic ones, in order to obtain a

set of irreducible tensors able to describe our system. Before tackling this task let us point out

that, since the properties of symmetry and tracelessness are not defined for first order tensors

(vectors), the primitive dipole moments can already carry some definite physical meaning:

they represent the response of the system when the scatterer can be modelled as a linearly

oscillating pair of charges (electric dipole) or as a closed-loop circular current (magnetic

dipole).

3.1.2 Irreducible and toroidal Cartesian multipoles

The symmetrization and detracing procedure to extract the irreducible Cartesian multipoles

from the primitive ones has already been described in detail elsewhere [335, 331] and I will

not dive too much into the mathematical details here. It is important to note, however, that

this procedure allows the decomposition of a primitive moment A
·· l

P into

A
·· l

P = A
·· l

I + A
··p

× , (3.14)

where A
·· l

I is the irreducible representation of A
·· l

P and A
··p

× is the residual left after the sym-

metrization / detracing procedure, which will generally have a lower rank than the primitive

and irreducible moments, i.e. p < l . Figure 3.4 shows the radiation patterns of the irreducible

moments and reveals how, thanks to their irreducibility, these multipoles radiate with the

expected dipolar, quadrupolar and octupolar behaviour proper of the l = 1, l = 2 and l = 3

VSH. As for the primitive multipoles, we also provide in Table 3.2 the definition of the first

few irreducible moments. We note that, as already mentioned, the irreducible electric and

magnetic dipoles are the same as the primitive ones. Moreover, in the definition of the ir-

reducible magnetic octupole, the symmetric part of the primitive magnetic octupole Os ym
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(a) (b)

(c) (d)

(e) (f)

Figure 3.4: 3D distribution of the normalized scattered intensity of the irreducible electric
(left) and magnetic (right) multipoles for λ = 400 nm illumination. (a)-(b) Dipole moments.
(c)-(d) Quadrupole moments. (e)-(f) Octupole moments.
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l Irreducible electric multipoles Irreducible magnetic multipoles

1 P I
α = P P

α = i
ω

∫
V JαdV M I

α = M P
α = 1

2

∫
V (r× J)αdV

2 EQ I
αβ

= i
ω

∫
V

[
rα Jβ+ rβ Jα− 2

3δαβ (r · J)
]

dV MQ I
αβ

= 1
3

∫
V

[
rα (r× J)β+ rβ (r× J)α

]
dV

3
EO I

αβγ
= EOP

αβγ
− 1

5

(
δαβEOP

δδγ
+ MO I

αβγ
= Os ym

αβγ
− 1

5

(
δαβOs ym

δδγ
+

+δαγEOP
δδβ

+δβγEOP
δδα

)
+δαγOs ym

δδβ
+δβγOs ym

δδα

)
Table 3.2: First three orders of irreducible multipoles, where the Einstein’s summation conven-
tion is implied [331]. We point out that the expression of the irreducible magnetic octupole
provided by Gurvitz et al. in the main text is not correct [331]. However, correct expressions
can be found in the Supporting Information of their work.

appears, which is defined as

Os ym
αβγ

=
1

3
(MOP

αβγ+MOP
βαγ+MOP

γαβ) . (3.15)

After deriving physically-valid irreducible multipoles, the question arises now as to how to

deal with the residuals produced by the symmetrization / detracing procedure. Surprisingly,

as shown in Fig. 3.5 for the n = 2 case, it is found that these tensors have well-defined far field

distributions analogous to those of the irreducible multipoles. In particular, when detracing

and symmetrizing a primitive multipole of rank l , its residual will radiate as a multipole of

lower rank p, meaning that the primitive multipoles are not really “pure” moments but contain

contributions from different orders of the VSH and are therefore not completely independent.

We explicitly show this counter-intuitive behaviour for a traceless, but not symmetric, matrix

representing a fictitious primitive magnetic quadrupole:

AP =

2 5 4

7 1 8

3 11 −3

 . (3.16)

This multipole, being non-symmetric, is non-invariant under rotation transformations and

is therefore still reducible. Its irreducible form can be derived by decomposing it into its
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symmetric and antisymmetric parts (I represents the identity matrix)

AP =
1

2
(AP

i j + AP
j i )+ 1

2
(AP

i j − AP
j i ) =

=
1

2

 4 12 7

12 2 19

7 19 −6

+ 1

2

 0 −2 1

2 0 −3

−1 3 0

 = (3.17)

=
1

2

 4 12 7

12 2 19

7 19 −6

+ 1

2
I ×

3

1

2

 = AI +A×

of which the latter, representing the residual after the symmetrization procedure, depends on

only three parameters and therefore behaves like a lower rank tensor, i.e. a dipole, and is the

first contribution to the electric toroidal dipole, as shown in Fig. 3.5. The former part, on the

other hand, is now a traceless and symmetric matrix representing the fictitious irreducible

magnetic quadrupole. This explicitly shows the limitation of Cartesian multipoles: it is impos-

sible to completely describe, for example, the far field electric dipolar response of a system

by only considering the electric dipole moment: a complete and exact description of such a

system needs to take into account the residuals of all the other high order multipoles, which is

impractical and defies the scope of employing the multipolar expansion. However, by only

considering the first few orders of the Taylor expansion, the first additional contributions to

the low order multipoles can be derived [331]. This is done by combining the residuals left after

the derivation of the irreducible moments of same order n, generating the toroidal multipoles,

as shown in Figure 3.5 for the first toroidal electric dipole TP
1 . This arises by a combination

of the residuals of the primitive electric octupole and primitive magnetic quadrupole (n = 2),

which radiate as pure electric dipoles and therefore provide a first correction to PI , which

is now written as P = PI + i kTP
1 /c [331]. Here, the factor i k/c takes into account the phase

difference between PI and TP
1 . The superscript P indicates a toroidal moment of the electric

kind, as opposed for example to TM
1 which is the first toroidal magnetic dipole. Similarly, it

can be shown that the residuals of the primitive electric 32-pole and magnetic hexadecapole

(n = 4) combine to generate the second toroidal electric dipole TP
2 , which contributes to the

total electric dipole as P = PI + i kTP
1 /c + i k3TP

2 /c [331]. Higher order multipoles also produce

in principle additional electric toroidal dipole terms, together with higher order electric and

magnetic toroidal moments, as shown in Table 3.3.

It is thus clear that these toroidal moments act as higher order corrections to the irreducible

multipoles and are therefore specifically relevant at high energy illuminations. Physically,

they represent different charge and current configurations that radiate as normal irreducible

moments, from which they are therefore virtually indistinguishable in the far field [362]. We

point out that a complete agreement in the literature as to whether the toroidal multipoles

really represent a new independent multipole family, together with the irreducible electric

and magnetic ones, has not yet been reached [335, 362, 328, 363], and we will come back to
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Irreducible
electric octupole

         Irreducible
magnetic quadrupole

Primitive magnetic quadrupole Primitive electric octupole

Residuals

First toroidal electric dipole

Figure 3.5: Normalized intensity radiation patterns showing the decomposition of the primitive
magnetic quadrupole and primitive electric octupole, arising at the second order of the Taylor
series, into their irreducible and residual parts, according to Eq. (3.14). Their residuals are
then combined to generate the first toroidal electric dipole.

this issue in the next section. Regardless of this fact, they represent real non trivial charge and

current configurations in the source which contribute to the total far field emission, and need

therefore to be considered for a full representation of the scattering response II.

I have now reviewed a physically appropriate definition of the electromagnetic multipoles,

where each moment is not just simply a term in the Taylor series of the potential but carries

some clear and definite physical meaning, and can therefore be used to properly model

field-matter interactions. For example, these moments can be employed to interpret non-

radiating charge and current distributions, termed anapole states [365], as simply arising

from the destructive interference between irreducible and toroidal moments of the same

IILet us point out that a complete description of a radiating source needs to also consider the mean square
radii of the multipoles, which describe charge and current configurations with non trivial radial distributions but
similar radiation pattern as their parent multipoles [364].

59



Chapter 3 Beyond the dipolar approximation: electromagnetic multipoles

l Toroidal electric multipoles Toroidal magnetic multipoles

1
T P

1α
= 1

10

∫
V

[
(r · J)rα−2r 2 Jα

]
dV T M

1α
= iω

20

∫
V

[
r 2(r× J)α

]
dV

T P
2α

= 1
280

∫
V

[
3r 4 Jα−2r 2(r · J)rα

]
dV

2
T EQ

1αβ
= 1

42

∫
V

[
4(r · J)rαrβ+2r 2(r · J)δαβ− T MQ

1αβ
= iω

42

∫
V r 2

[
rα(r× J)β+ rβ(r× J)α

]
dV

−5r 2(rα Jβ+ rβ Jα)
]

dV

3

T EO
1αβγ

= 1
300

∫
V

{
35(r · J)rαrβrγ−20r 2(rαrβ Jγ+

+rγrα Jβ+ rβrγ Jα)+ (δαβδγδ+δγαδβδ+
+δβγδαδ)

[
r 2(r · J)rδ+4r 4 Jδ

]}
dV

Table 3.3: First known three orders of toroidal multipoles, where the Einstein’s summation
convention is implied [331].

kind [366, 367]. On the other hand, as we have already discussed, it is impractical to use this

formulation to capture the full scattering response arising at a certain order, as in principle

infinite toroidal corrections would need to be added to the corresponding irreducible moment.

This represents a significant limitation, especially when several modes are excited in the

scatterer and the first known toroidal terms do not provide an adequate correction to the

irreducible response. Luckily, this shortcoming can be overcome by employing the spherical

multipoles discussed in the next section.

3.1.3 Spherical multipoles

The key difference between the derivation of the Cartesian and spherical multipoles is that, as

one might guess, the latter are first derived in spherical coordinates and only later converted

into the Cartesian system for ease of use. An advantage of this approach lies in the fact that

the as-derived spherical moments are already irreducible [353] and one does not need to go

through the whole symmetrization and detracing procedure, as for the Cartesian multipoles,

to obtain physically-relevant moments. Moreover, their accuracy does not depend on the

scatterer size and they can therefore be used to model light-matter interactions for arbitrarily

large spherically-symmetric sources.

To derive the spherical multipoles, a Fourier transform of the current is first performed to

derive its energy-momentum components Jω(k). Of these, only those components
◦
Jω(k)

defined on the spherical shell domain satisfying |k| =ω/c radiate transverse electromagnetic

fields outside the source [368, 369] and are therefore of interest for the following derivation.

These components, being defined on a spherical shell, can be readily projected onto the

orthonormal basis formed by the VSH Zlm(k), Xlm(k) and Wlm(k) in momentum space, defined
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as [354]

Zlm(k) = i k×Xlm(k)

Xlm(k) =
1p

l (l +1)
LYlm(k) (3.18)

Wlm(k) = kYlm(k) ,

where Ylm(k) is the Fourier transform of Yl m(θ,φ). This projection yields [369]

◦
Jω(k) =

∑
lm

aωl mZlm(k)+bωl mXlm(k)+ cωl mWlm(k) , (3.19)

where the aωlm , bωlm and cωlm coefficients in this last expression fully describe the radiating

source and are therefore called the spherical moments. Their general expression in spherical

coordinates is [354]

qωl m =
4π√
(2π)3

∑
s

u=s∑
u=−s

(−i )s
[∫

dkQ+
l mYsu(k)

∫
drJω(r)Y +

su(r) js(kr )

]
, (3.20)

where qωlm = {aωl m , bωlm}, Ql m = {Zlm , Xlm} and js(kr ) is the spherical Bessel function of order s.

It is instructive now to study the connection between these multipoles and the Mie coefficients

a f
l m and b f

lm in Eq. (3.8). We first note that the coefficients cωlm , which describe the longitudinal

degrees of freedom of
◦
Jω(k), do not radiate outside the source where only transverse fields are

present [328]. As such, one can say that c f
lm = 0 and, indeed, no c f

lm coefficients are present

in the expression of the scattered field in Eq. (3.8). As for the other terms, one can use the

properties of the Fourier transform to show that Zlm(k) and Xlm(k) are associated to Nlm(R)

and Mlm(R), in such a way that the current is now expressed into the same basis as the scattered

field. Indeed, the aωl m bωlm coefficients represent the projection of the current onto the electric

and magnetic VSH. As a consequence, one can say that the spherical multipole moments aωlm

and bωl m generate the corresponding Mie coefficients a f
l m and b f

lm , to which they are indeed

related through some simple relations [354]. Thanks to this one-to-one correspondence, which

we stress holds only in local mediaIII, aωlm and bωl m represent the total current in the source

that contributes to the corresponding VSH. As a consequence the field radiated by a spherical

multipole, calculated with the help of Eq. (3.9), will exactly match the one projected onto the

corresponding VSH calculated with Eq. (3.8). For this reason, the spherical multipoles have

been sometimes called the "exact" multipoles, but we stress the fact that this nomenclature

only stems from their property of exactly matching the predictions of Mie theory, rather than

from their ability to exactly describe a scattering system. For instance, in systems lacking

IIIWe define a local medium as being isotropic, achiral and reciprocal. Such a medium accounts for virtually all
of the environments where the multipolar decomposition has been theoretically and experimentally employed.
On the other hand, in particles smaller than 10 nm, non-locality of the particle medium has indeed been shown
to affect its optical properties [370] and might therefore limit the validity of the local multipolar decompositions
studied here.
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spherical symmetry, different multipoles are required to completely characterize the scattering

response at a particular order and therefore the irreducible multipoles may show a better

convergence since, for example, aω1m does not represent the full electric dipolar response of

the scatterer anymore [332, 355]. On the other hand, this holds true for spherical particles,

where aω1m represents the total electric dipolar response of the scatterer and where there is no

need anymore to consider additional toroidal correctionsIV. A downside of this is that it is not

possible, when employing this formalism, to distinguish different current configurations with

similar radiating properties. However, by expanding the spherical Bessel functions js(kr ) in

the definition of the spherical moments (cfr. Eq. (3.20)), it is possible to recover the irreducible

multipoles and all the relative toroidal corrections [369]. We show this for the case of the

spherical electric dipole [329]

P S
α =

i

ω

∫
V

{
Jα j0(kr )dV + k2

2

∫
V

[
3(r · J)rα− r 2 Jα

] j2(kr )

(kr )2 dV

}
, (3.21)

of which we write an approximate expression valid for scatterers smaller than the wavelength

of the incoming field. This implies kr << 1 and, consequently, j0(kr ) ≃ 1− (kr )2/6 and

j2(kr ) ≃ (kr )2/15, yielding [329]

P S
α ≃ i

ω

∫
V

JαdV + i k

c

∫
V

1

10

[
(r · J)rα−2r 2 Jα

]
dV = P I

α+
i k

c
T P

1α . (3.22)

Clearly, in the dipolar approximation, the spherical electric dipole can be decomposed into the

irreducible electric dipole together with its first toroidal correction. Moreover, by considering

more terms in the expansion of the spherical Bessel functions, higher order toroidal corrections

can also be derived [369], showing how the spherical multipoles provide a unified description

of the effects of both the irreducible and toroidal moments. As a consequence, it is clear now

that the toroidal multipoles, rather than being an independent multipole family, are simply a

subset of the spherical moments and act as high order corrections to their long-wavelength

approximate forms. As for the Cartesian multipoles, we provide in Table 3.4 the definition of

the first three orders of spherical multipoles.

3.2 Multipolar scattering cross section calculations

After reviewing the derivation of these three different multipoles formulations, we can now

insert their expressions (see Tables 3.1, 3.2, 3.3 and 3.4) into Eq. (3.9) to compute the different

multipolar scattering cross sections and compare them to the exact one given by Mie theory

in Eq. (3.8). The results are shown in Fig. 3.6 for the first three orders of electric and magnetic

multipoles as a function of the size parameter kr0 = 2πr0/λ. This parameter represents the

relative size of the scatterer with respect to the incoming wavelength and provides a general

way to study the multipolar response of the system, irrespective of its size. For example, if we

IVSince their radiation properties are similar to those of their parent multipoles, the contributions of the mean
square radii of the Cartesian multipoles to the total scattered radiation are also completely accounted for by the
spherical multipoles.
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l Spherical electric multipoles Spherical magnetic multipoles

1
P S
α = i

ω

∫
V

{
Jα j0(kr )dV + k2

2

∫
V [3(r · J)rα− M S

α = 3
2

∫
V (r× J)α

j1(kr )
kr dV

−r 2 Jα
] j2(kr )

(kr )2 dV
}

2

EQS
αβ

= 3i
ω

∫
V

{[
3(rα Jβ+ rβ Jα)−2δαβ(r · J)

]
MQS

αβ
= 5

∫
V

[
rα (r× J)β+

j1(kr )
kr dV +2k2

∫
V

[
5rαrβ(r · J)− (rα Jβ+ +rβ (r× J)α

] j2(kr )
(kr )2 dV

+rβ Jα)r 2 − r 2δαβ(r · J)
] j3(kr )

(kr )3 dV
}

3

EOS
αβγ

= 15i
ω

∫
V

{
rαrβ Jγ+ rαrγ Jβ+ rβrγ Jα−

−1
5

[
δβγ

(
2rα(r · J)+ r 2 Jα

)+δαγ (
2rβ(r · J)+ r 2 Jβ

)+ MOS
αβγ

= 105
4

∫
V

{
rαrβ (r× J)γ+

+δαβ
(
2rγ(r · J)+ r 2 Jγ

)] j2(kr )
(kr )2 dV

}
+ 45k2i

4ω

∫
V {7rα +rαrγ (r× J)β+ rβrγ (r× J)α−

rβrγ(r · J)− r 2(rαrβ Jγ+ rαrγ Jβ+ rβrγ Jα)+ − r 2

5

[
δβγ(r× J)α+δαγ(r× J)β+

1
5 r 2δβγ

(
r 2 Jα−5rα(r · J)

)+ 1
5 r 2δαγ

(
r 2 Jβ−5rβ(r · J)

)+ δαβ(r× J)γ
] j3(kr )

(kr )3 dV
}

+1
5 r 2δαβ

(
r 2 Jγ−5rγ(r · J)

) j4(kr )
(kr )4 dV

}
Table 3.4: First three orders of the spherical multipoles in Cartesian coordinates [329, 332, 371].
Formulas to convert a spherical multipole qωl m in Cartesian coordinates can be found in
[329, 371].

increased (or shrank) r0 by 10 times, the multipolar response of the particle would not change

provided that λ were also increased (or shrunk) by the same amount. Specifically, for the

r0 = 100 nm case analyzed here, kr0 = 1 corresponds for example to λ= 628 nm and kr0 = 3 to λ

= 209 nm. As for Fig. 3.6, the scattering cross section calculated with the primitive multipoles

cannot evidently approximate the exact one for kr0 > 1, or λ< 2πr0 ≃ 6r0. This confirms the

fact that the primitive moments do not provide a good representation of the scattering system.

The agreement at kr0 < 1, where the electric and magnetic dipolar responses are dominant

(see Fig. 3.2 and Fig. 3.7), is simply caused by the fact that the primitive dipole moments

are the same as the irreducible ones. On the other hand, the use of irreducible moments,

corrected with the first known toroidal multipolesV, is able to improve the agreement at

larger size parameters until roughly kr0 = 2, or λ = πr0 ≃ 3r0. In principle, the inclusion of

additional toroidal corrections can further improve the results at smaller wavelengths but, as

already discussed, the derivation of higher order toroidal multipoles becomes increasingly

difficult and is therefore impractical. The best results are clearly obtained when employing the

spherical multipoles, which give exact results across the entire wavelength range considered.

We stress the fact that the small deviation appearing for kr0 > 3 is not due to an imprecise

VAs shown in Table 3.3, the first toroidal moment is known for all multipoles up to the electric octupole and
magnetic quadrupole. For the electric dipole, the second toroidal electric moment has also been derived while, to
the best of our knowledge, no expressions exist for the toroidal magnetic octupole [331]. If needed, additional
toroidal moments can be derived from the Taylor expansion of the relative spherical multipoles, as already pointed
out before.
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(a) (b)

Figure 3.6: (a) Scattering cross section for an amorphous silicon sphere of radius r0 = 100
nm calculated with the exact Mie theory (full black line) and with the electric and magnetic
primitive, irreducible and spherical moments (dashed lines) up to the octupolar order. The
irreducible moments are corrected with the first known toroidal multipoles [331]. (b) Relative
error of the multipolar cross sections with respect to the exact Mie solution, calculated as
100 · |SC SMie −SC Smultipoles|/SC SMie.

moments definition, but rather to the decision of leaving out the contributions from higher

order multipoles, as confirmed by the vector spherical harmonics decomposition of the Mie

scattering cross section shown in Fig. 3.2. Note that this deviation reaches a maximum of 6%

even at these high large parameters, while it is virtually zero anywhere else. We further provide

in Fig. 3.7 the single multipolar cross sections for the different multipole formulations. Again

we see that, at least for low order multipoles, primitive Cartesian moments are able to properly

describe the system only up to kr0 = 1 where the dipolar responses are dominant, while the

corrected irreducible moments can be used up to kr0 = 2. On the other hand, the spherical

multipoles provide an exact description of the system as their scattered fields perfectly match

the VSH of the corresponding order. The deviation shown at small values of the SCS in Figure

3.7(e) - (f) can be attributed to numerical errors.

3.3 Multipolar optical force calculations

After identifying the spherical multipoles as those that best describe the electromagnetic

scattering for spherical particles, let us now apply these multipoles to study the optical force

exerted on such particles. We compare the exact time-averaged force calculated using the

Maxwell’s stress tensor (MST, see Eq. A.6) [372] to the multipolar one given by Eqs. (3.1) and

(3.2) calculated with the first three orders of electric and magnetic spherical moments. We

compute the force acting on spheres of radius r0 = 100 nm made of different materials under

the influence of a field with amplitude of 1 V/m. The results are shown in Fig. 3.8, where

the z component of the total force, together with its multipolar decomposition, is plotted
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(a) (b)

(c) (d)

(e) (f)

Figure 3.7: First three orders of electric (left) and magnetic (right) cross sections calculated
using the vector spherical harmonics decomposition (full black lines) and the three different
multipolar formulations (dashed lines) using Eq. (3.9). (a)-(b) Dipolar cross sections. (c)-(d)
Quadrupolar cross sections. (e)-(f) Octupolar cross sections.

for a semiconductor, a dielectric or a metallic sphere. This force represents the radiation

pressure acting on the particle and is the only force present in the system. We note that, due

to the different conventions used to derive Eqs. (3.1) - (3.2) and the spherical moments, the

spherical quadrupoles need to be divided by 3 in order to be used to calculate the multipolar
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force. For the force acting on the amorphous silicon sphere, shown in Fig. 3.8(a), we see that

(a) (b)

(c)

Figure 3.8: Optical force acting on a sphere of radius r0 = 100 nm made of (a) amorphous
silicon, (b) glass (n = 1.5) and (c) gold (optical data from [77]). The force is calculated both with
the Maxwell’s stress tensor (full black line) and with the spherical moments (thick dashed blue
line). Also shown is the decomposition of the multipolar optical force into its components
Fmix (full coloured lines) and Fs (thin dashed lines) using the spherical moments.

the magnetic and electric dipolar forces dominate the response of the system roughly until

kr0 ≃ 0.8, i.e. for λ> 8r0. At shorter wavelengths, until kr0 ≃ 2 or λ≃ 3r0, the magnetic and

electric quadrupolar responses need also to be considered to properly characterize the force.

For larger size parameters, the electric octupolar force prevails, while the magnetic octupolar

response remains negligible. Generally, the smaller the wavelength the more multipoles are

excited in the particle, making it harder to single out a dominant contribution from a single

multipole. For the dielectric sphere case shown in Fig. 3.8(b), the electric rather than the

magnetic dipolar force is first generated at small kr0. These dipolar forces dominate the

response of the particle until kr0 ≃ 1.5, or for λ> 4r0, when quadrupole moments are then also

excited. Moreover, for kr0 > 2.5, i.e. λ< 2.5r0, both the electric and magnetic octupolar forces

need to also be included in the calculations. For the metallic particle in Fig. 3.8(c) we see
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Material Quadrupolar Octupolar

kr0 λ kr0 λ

Amorphous silicon 0.8 8r0 2 3r0

Glass 1.5 4r0 2.5 2.5r0

Gold 1 6r0 2 3r0

Table 3.5: Approximate threshold values inferred from Fig. 3.8 for three different materials, for
the onset where quadrupolar and octupolar forces need to be included in the multipolar force
calculations.

that, as expected, the magnetic response is weaker than in the other materials and the electric

dipolar force dominates until kr0 ≃ 1, or for λ> 6r0, after which the electric quadrupole and

the magnetic dipole come into play. Octupolar forces start to be relevant for kr0 > 2, i.e. λ< 3r0.

Similarly to what was reported by Wiscombe for the Mie series [373], we provide in Table 3.5

a guide to judge the correct number of multipoles to consider when performing multipolar

optical force calculations. For example, when looking at the amorphous silicon case, one can

see that quadrupolar contributions to the optical force emerge at kr0 > 0.8 or λ< 8r0, while

octupolar forces start to play a role after kr0 > 2 or λ< 3r0.

This concludes the current chapter and the first part of this thesis. After delving, in Chapter 2,

into the generation and applications of low and high frequency forces in the dipolar regime, I

have extended here the treatment of the optical force to higher multipolar orders. In partic-

ular, I made some order into the different definitions of multipoles, and used the spherical

moments to perform multipolar optical force calculations, providing a guide to determine,

depending on the working wavelength, how many multipolar orders need to be considered

when performing these calculations. Equipped with this solid understanding of the generation

of electromagnetic forces, let us now move to a more practical discussion and see these forces

at work in a real experimental device.
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After discussing, in the previous part of the thesis, the physical mechanisms behind the

generation of electromagnetic forces, let us now make our analysis more quantitative and turn

our attention to the practical realization of a device that generates both low and high frequency

electric fields for the manipulation of nanoscale analytes. This second part is composed of

two chapters that are of the utmost importance to this thesis and, consequently, their content

is the subject of the majority of the publications covered by this work [32, 33, 31]. In particular,

the ideas developed in the first chapter – Chapter 4 – have been the main drive and motivation

of this thesis project, while the results provided in the second – Chapter 5 – constitute the

outcome of five years of experimental efforts in the cleanroom and in the laboratory and

form the core of this thesis. More specifically, Chapter 4 introduces the idea of employing

plasmonic electrodes to exploit both DEP and optical forces for combined nanoscale trapping

and sensing: in particular, I discuss the magnitude of these two forces and examine some

design constraints that appear when fabricating connected plasmonic structures such as those

employed here. The treatment here will shift to a numerical one, and this chapter can be seen

as a transition from the previous more theoretical and mathematical part to the following

experimental chapter. The latter first describes the manufacturing challenges I faced when I

tried to fabricate the plasmonic electrodes, which prompted us to investigate in greater detail

the role of surface forces in nanoscale devices, before finally providing experimental evidence

of DEP trapping and optical sensing of metallic nanoparticles and biomolecules.
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4 Combining low and high frequency
fields: plasmonic electrodes

We have analyzed, in Chapter 2, the generation of electromagnetic forces in the low and high

frequency regime without quantitatively comparing their performances and behaviours in

current nanoscale devices. Following the previous treatment, we are particularly interested in

the improvements that these forces can bring about in the trapping and sensing of nanoscale

analytes. In particular, we focus our comparison here between DEP and plasmonic tweezers,

and analyze the trapping performance of a typical DEP and a plasmonic device for the ma-

nipulation of metallic nanoparticles. For reasons that will become clear in a few paragraphs,

the system under study, at least in the first part of the chapter, will be that of a cylinder dimer

which acts either as a plasmonic tweezer, when optically excited at its resonance wavelength,

or as a pair of DEP electrodes, when the disks are biased with a RF potential, as depicted in Fig.

4.2.

As an initial remark before starting our discussion, let us point out that, generally, trapping

with plasmonic tweezers suffers from a great limitation, which is the very localized nature of

the field inhomogeneities around the structures. Indeed, as shown in Fig. 4.1, the optical field

gradient generated by a plasmonic tweezer does not reach as far into the surrounding medium

as the DEP one. As a consequence, such systems can only manipulate analytes that are in close

proximity to the trapping hotspot and their use is therefore restricted to highly concentrated

samples or to those applications where a highly efficient on-demand trapping is not required.

Different strategies have been proposed to overcome this issue [374], such as for example

the use of fluid flow in microfluidic devices [246, 375, 376] or the exploitation of thermal

[164, 377, 378, 375, 379] and optical [380, 381] effects in the sample. Despite the success of

these techniques, they all rely on complex protocols for the fabrication of optofluidic devices

or on the exploitation of thermal effects, which are notably very sensitive to the sample’s

properties and are therefore hard to control [207]. As a consequence, the facile realization of a

reliable plasmonic tweezer system for efficient analyte trapping has remained elusive. On the

other hand, the use of electrodes to generate the DEP field easily overcomes this problem and

allows the creation of a non-uniform electric field further away from the structures, as shown

in Fig. 4.1, which creates long-range trapping forces. Unfortunately, the use of microelectrodes
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Figure 4.1: Map of the electric field (a) and electric field intensity gradient (b) for DEP (left) and
optical (right) field around the cylinders. The DEP field, is computed by biasing the cylinders
with a sinusoidal voltage with amplitude of 7 V and frequency of 1 MHz. The optical field
is calculated for an exciting plane wave, polarized along the axis of the dimer, at resonance
with the disks and having a power density of 3 mW/µm2. The simulations are performed
with COMSOL Multiphysics 5.6 and the color legends represent the logarithm of the plotted
quantity.

generally restricts DEP to the manipulation of microscale analytes, even though advances

in fabrication techniques have also recently allowed the control of nanoscale objects with

the use of nanoelectrodes [295, 382, 94, 196, 15, 95]. Contrarily, the intrinsically small size of

plasmonic systems makes them the ideal platform to probe matter at the nanoscale, despite

their limited trapping range.

As for the sensing capabilities of these techniques, it is interesting to note that some of the most

sensitive biosensing platforms developed in the literature rely on light-matter interactions at

optical frequencies [383, 384, 385, 386, 387, 388], which can therefore be naturally exploited

by plasmonic tweezers [389, 198, 390]. On the other hand, conventional DEP microdevices

usually lack any sensing capability, even though some recent works have shown the possibility

to perform surface-enhanced Raman spectroscopy (SERS) in DEP nanosystems [11, 7, 12, 197].

It is therefor clear that the ideal device for matter manipulation is the one that combines

the long-range trapping capabilities of DEP with the ultra-sensitive analyte characterization
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allowed by plasmonic tweezers. Here, as already mentioned, I tackle this challenge by employ-

ing a gold cylinder dimer as a plasmonic tweezer biosensor. To boost its trapping efficiency, I

connect each cylinder to a long and thin nanorod that is electrically biased to produce a DEP

trapping field. As shown in Fig. 4.2, this allows the creation of a pair of plasmonic electrodes

that are able to manipulate both low and high frequency electric fields, to be used respectively

to trap and sense nanoparticles and biomolecules. Let us now analyze, in Section 4.1, the DEP

High sensitivity

Weak trapping force
Short range

Strong trapping force
Long range

No sensing capabilities

Figure 4.2: DEP, on the left, employs electrodes to generate strong and long-range trapping
forces, but completely lacks any sensing capabilities. On the other hand plasmonic tweezers,
on the right, provide weak trapping forces but high sensitivities. By combining the two, it is
possible to realize a set of plasmonic electrodes able to manipulate both the low and high
frequency fields needed, respectively, for DEP trapping and plasmonic sensing.

and optical force generated by these plasmonic electrodes and study their efficiency in the

trapping of gold nanoparticles.

Subsequently, in Section 4.2 I will study in greater detail what happens to the plasmonic

resonances of the isolated dimer once this is connected to the nanorods, providing numerical

evidence of electrical coupling between these two components of our system. The treatment

here is based on that provided in ref. [32].
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4.1 Numerical comparison of DEP and plasmonic forces

We start our treatment by characterizing the ability of these plasmonic electrodes to trap gold

nanoparticles having a diameter of 40 nm. Given their small size with respect to the exciting

fields, and therefore kr0 << 1 (see Table 3.5), I consider here only the first multipolar contri-

bution to the electromagnetic force, i.e. the dipolar force of Eq. (2.20). Let us now note that,

since we are not studying a TWDEP device, ∇φ = 0 for low frequency fields. We can also make

a similar simplification for optical fields, that is to say we neglect the presence of radiation

pressure. This is justified in the vicinity of the tweezer, where the optical intensity gradient

force overcomes the phase gradient one. Under these assumptions, Eq. (2.20) simplifies to

F =
α

4
∇|E|2 , (4.1)

where α is now the real part of the particle polarizability, that is

α = ℜ
 α0

1− i k3α0
6πεm

 , (4.2)

with

α0 = 4πr 3
εmℜ

(
εp +εm
εp −2εm

)
. (4.3)

Clearly, at the low field frequencies employed in DEP, k → 0 and, consequently, α→ α0. There-

fore, for the case considered here of a 40 nm gold nanoparticle immersed in water (εm ≃
80 ε0, with ε0 being the vacuum permittivity), εp >> εm holds and Eq. (4.3) yields α0 = 7.12

·10−32 F ·m2. On the other hand, at optical frequencies, α0 is calculated using refractive index

data from the literature [77], in such a way that Eq. (4.2) yields α = 1.80 ·10−33 F ·m2 at 308

THz, corresponding to λ= 974 nm. This readily shows one of the benefits of employing low

frequency fields to trap gold nanoparticles in a water solution, which is that their low frequency

polarizability is more than one order of magnitude greater than that at optical frequencies and

therefore generates a stronger force. On top of this, we have already mentioned that DEP is in

principle also able to generate an inhomogeneous field EDEP further away from the electrodes.

This difference stems from the different generation mechanism of the DEP and optical field:

while electrodes are used to produce a low frequency field, propagating electromagnetic waves

are employed to excite plasmonic modes in the tweezer. As a consequence the presence of

the inhomogeneous optical near field, responsible for the generation of the trapping force,

is quickly concealed by the background excitation field, which has a constant intensity, and

therefore prevents trapping far away from the electrodes. To this end, with reference for exam-

ple to z = 1 µm in Fig. 4.3(a), we can see here that ∂z |EDEP|2 ̸= 0 while ∂z |EOPT|2 = 0; with EOPT

being the optical field interacting with the plasmonic tweezer and ∂z the partial derivative

along the z direction. Clearly, under such conditions, the optical force exerted on the analyte

at z = 1 µm will be zero, while DEP fields will still be able to manipulate the particle.
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Figure 4.3: Comparison between low and high frequency trapping forces. The former is
calculated by biasing the electrodes with a sinusoidal voltage having an amplitude of 7 V and
a frequency of 1 MHz, while the latter is calculated for plane wave illumination coming from
the −z direction and polarized along x, having a wavelength of 974 nm and a power density of
3 mW/µm2. (a) Calculated DEP (blue) and optical (red) field decay away from the plasmonic
electrodes. (b) DEP (blue) and optical (red) trapping potential. Note the different scales on
the two y axes. (c) Blue and red surfaces enclosing, respectively, the DEP and optical trapping
volume.

The advantages of employing low frequency fields are further evidenced by the calculation

of the trapping potential 5 nm above the disks, along the axis of the dimer, as shown in Fig.

4.3(b). For the case analyzed here, the DEP trapping well is about four orders of magnitude

deeper than the optical one, which barely reaches twice the value of the Brownian energy kBT

at room temperature, with kB being the Boltzmann constant and T the temperature of the

system. This indicates that, while trapping of gold nanoparticles with plasmonic tweezers is
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possible, the trapped particle can still easily escape from the tweezer. On the other hand, once

the same particle is trapped with low frequency fields, it is stably anchored by the strong DEP

force that provides therefore a more reliable trapping mechanism. This is manifested also by

the higher stiffness of the DEP trap – 733 pN/nm – when compared to that of the optical one –

73.5 fN/nm – as calculated from the plot of the trapping force provided Fig. 4.4.
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Figure 4.4: DEP (blue) and optical (red) trapping force acting along the x direction 5 nm above
the disks. The two forces show a similar behaviour but have dramatically different magnitudes.

Altogether, it is clear that the further-reaching DEP field, combined with the higher particle

polarizability at low frequencies, results in a DEP trapping force that is stronger and has a

longer range than its high frequency counterpart. This is demonstrated in Fig. 4.3(c) where

the trapping volume, defined as the volume of space where the trapping force overcomes the

Brownian force FB = kBT /2r = 103.5 fN [391, 392], is provided for both the DEP and optical

force. It is evident here how a plasmonic tweezer can only exert a force strong enough to

manipulate a particle in the very close proximity of the structures, while DEP is able to affect

the dynamics of particles as far as about 550 nm from the dimer. This results in a trapping

volume of 0.348 µm3, as opposed to 0.003 µm3 for the optical force.

After analyzing the trapping capabilities of the plasmonic electrodes, thus establishing the

superiority of DEP over plasmonic trapping, let us now move to more practical considerations

regarding the actual feasibility of connecting a plasmonic dimer to a pair of nanorods.

4.2 Scattering cross sections of connected plasmonic structures

After numerically studying the low and high frequency properties of our plasmonic electrodes,

and confirming the benefits of employing such a device for nanoscale matter manipulation,

we now shift our focus to its realization. The strategy proposed in this chapter of inserting a
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pair of long and thin nanorods inside a plasmonic disk dimer, therefore allowing its electrical

biasing, is very elegant and promising but also comes with a series of unknowns. Arguably

the most interesting of these is understanding exactly what will happen, and why, to the

plasmonic resonances of the isolated dimer once this is electrically connected to the nanorods.

Specifically, with an eye on the literature, there are ample reasons to expect that in these

complex systems, comprised of multiple plasmonic structures, Fano resonances might arise

from the coupling between two spectrally-overlapping modes and might greatly affect the near

and far field properties of the device [393, 394, 395, 396, 397]. It is therefore interesting to study

the presence and emergence of similar phenomena in our plasmonic electrodes. Moreover,

achieving full control over the Fano response of such a structure could provide additional

degrees of freedom to this system, making it potentially more versatile and expanding its

range of applications. Traditionally, mechanical or electrical techniques have been used to

tune the strength of Fano resonances [398, 399, 400], while the role of the mode coupling has

been mainly overlooked. This coupling can occur through either field or current interactions.

In the former, capacitive near field coupling in a nanogap can promote mode coupling and

hybridization; this has been extensively studied in the literature [401, 402, 403]. In addition,

retardation effects can be introduced which allow the excitation of both electric and magnetic

modes, whose interference will result in a so-called magnetic Fano resonance [404, 405, 406].

The role of current coupling on the other hand, even though it has enjoyed some attention from

the plasmonic community [407, 408, 409], has been mainly overlooked in the Fano resonances

literature, with a few notable exceptions [410, 411, 412]. In these works, the authors exploited

arrays of metallic nanoapertures with 3D structures to generate Fano resonances arising

from the coupling between the bright extraordinary optical transmission mode of the lattice

and the dark localized surface plasmon resonance modes of the 3D structure. They further

identified the current as the dominant coupling mechanism in this system, providing the first

demonstration of current (resistive) coupling in Fano-resonant structures. We now investigate

the existence of a similar coupling mechanism in planar plasmonic structures, more similar to

the plasmonic electrodes employed in this thesis.

4.2.1 Electrically connected dipole nanoantenna

We start by studying the electrically connected antenna structure proposed in ref. [413] and

shown in Fig. 4.5, on the left. It is composed of a plasmonic dipole antenna connected to two

nanorods which act as nanoelectrodes, feeding the antenna and allowing it to function as

an emitter and receiver of optical radiation [414, 415]. Figure 4.6(a) shows the simulated far

field spectra of the isolated components of this structure (i.e. the antenna and the electrodes),

which clearly show both the antenna’s and electrodes’ dipolar resonances at 815 nm and 580

nm respectively. Here and throughout this section, 3D simulations were performed with a

commercial FEM software (COMSOL Multiphysics 5.3) by evaluating the far field norm on

a sphere surrounding the structures. These were made of gold [77] in a water environment

(n = 1.33) and were excited with an x-polarised plane wave travelling along the z axis. We

neglected the presence of a substrate below the structures, whose main effect would only
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δ δ
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100 nm

Figure 4.5: Schematic of the studied geometries. The antenna, on the left, is 220 nm long, 50
nm wide and 40 nm thick, with a 20 nm gap between the two arms. The cylinders, on the
right, have a diameter of 125 nm and are 40 nm thick, with a 20 nm gap between them. The
electrodes are, in both cases, 500 nm long, 50 nm wide and 40 nm thick and are placed at
different distances δ, indicated by the red line, from the center of the gap. The structures are
symmetric in the z = 0 plane.

be, for conventional dielectric substrates, to spectrally redshift the resonances of the system.

Metallic or high-dielectric constant substrates might on the other hand play a more active

role in the generation of Fano resonances [416, 417]. Similar results were obtained with a

custom-made software based on the surface integral equation approach [356]. Figure 4.6(b)

shows the spectra of the connected structure for electrodes placed 55 nm (blue plot) and 70

nm (red line) away from the center of the gap. One can clearly see that, while for δ= 55 nm the

overall spectrum is just the superposition of the two spectra in Fig. 4.6(a), for δ = 70 nm two

asymmetric dips appear in the far field profile. We can relate these dips to Fano resonances

which originate from the coupling between the antenna’s dipolar bright mode (i.e. the black

plot in Fig. 4.6(a)) and high-order dark modes in the electrodes, which are shown in green

in Fig. 4.6(b) and appear as a result of Fabry-Perot types of resonances, as shown in Fig. 4.7,

roughly at the same wavelengths as the dips. Moreover, one can note that, as the electrodes

are made longer and can therefore support more high-order modes, more dips appear in

the far field spectrum (not shown here), thus corroborating this interpretation. As the rods

length reaches the onset for the excitation of propagating modes [418], the excited dipolar

mode in the antenna can couple to the dark SPP leading to a significant broadening of the

resonance, as it has been already shown in [413]. We start by quantifying the amplitude of the
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Figure 4.6: (a) Far field norm for the isolated electrodes (δ = 55 nm, green) and antenna (black)
for x - polarised excitation. (b) Far field norm of the connected antenna for δ = 55 nm (blue)
and δ = 70 nm (red) under x-polarised excitation. In green, the far field norm of the isolated
electrodes (δ = 70 nm) for y-polarised excitation, showing the dark modes of the electrodes.
The black vertical line shows the empirical amplitude of the Fano resonance.

Fano resonance by the difference between the far field value at the bottom of the Fano dip (red

line in Fig. 4.6(b)) and its value, at the same wavelength, in the case where no Fano resonance

is present (blue line in Fig. 4.6(b)). This amplitude is indicated with a black line in Fig. 4.6(b).

This simple approach agrees well with the computation of the modulation damping, defined

as the fraction of the total light intensity that does not contribute to the interference in the far

field [419, 420]. For the case of δ = 55 nm the modulation damping yields a value of 1, while it

quickly decreases and approaches 0 for other values of δ.

Figure 4.8 provides additional spectra for other values of δ and shows how, by inserting the

electrodes at different positions in the antenna, the strength of the Fano resonance can be

arbitrarily tuned and even brought to zero for δ = 55 nm. Clearly, the position of the nanorods

with respect to the antenna affects the coupling strength between the modes of both structures.

In order to minimize this coupling and preserve the far field properties of the antenna, it was

proposed to connect the electrodes at the position where the near field of the isolated antenna

takes its minimum value [413]. In this way, one would reduce the near field coupling between

the two structures and retain a clean far field spectra free of Fano resonances. To this end, Fig.

4.9 shows, in red, a plot of the electric near field of the isolated dipole nanoantenna. It also

shows in blue, for different positions of the nanorods, the amplitude of the Fano resonance

appearing in the far field spectrum of the connected structure around λ = 920 nm. Figure 4.9

clearly shows how the Fano amplitude correlates well with the near field distribution, with the

resonance disappearing from the far field spectrum when the electrodes are connected to the

antenna at the point of weakest near field, thus corroborating this near field coupling model.

A similar analysis, with the same conclusions, can be carried out for the other Fano resonance

around λ = 750 nm, Fig. 4.6(b). It is interesting to extend this concept to different structures,

78



Combining low and high frequency fields: plasmonic electrodes Chapter 4

1

3

5

7

9

4

8

12

16

20

Figure 4.7: On the top, the near field distribution of the isolated electrodes excited with a
y-polarised plane wave at λ = 790 nm, showing one of the dark modes responsible for the
appearance of Fano resonances. On the bottom, the near field distribution of the isolated
antenna and cylinders under x-polarised excitation at λ = 815 nm and λ = 800 nm respectively.
The colour bars show the norm of the field expressed in V/m.
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Figure 4.8: Far field norm of the connected antenna for different values of δ.
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Figure 4.9: Antenna’s near field amplitude (red line) and Fano resonance magnitude (blue
squares) for different electrodes positions. The two vertical dashed lines show the minimum
of the field and of the Fano amplitude. The field is evaluated along a line at z = 0 lying 0.5
nm away from the structure and the origin of the x axis is placed in the center of the gap, as
indicated in Fig. 4.5.

which may provide an easier fabrication or offer different optical properties that could suit

better a specific application. We therefore move our analysis to a different system, depicted in

Fig. 4.5 on the right, composed of a cylinder dimer connected to a pair of nanorods, which

again can play the role of nanoelectrodes.

4.2.2 Electrically connected cylinder dimer

As for this system, we have already mentioned how this geometry will be the final one that

we pick to practically realize these electrodes. The reason for this is that we found the round

cylinder shapes easier to fabricate than the antenna, as will be clear from our treatment in

the next chapter. Figure 4.10 shows the far field profile of such an isolated and connected

structure, while Fig. 4.11(a) presents a similar plot for δ = 65 nm and 55 nm. Here again, we see

that δ can regulate the appearance and strength of Fano resonances in the far field. However,

as Fig. 4.11(b) clearly shows, the near field interactions do not seem to control the amplitude

of this resonance anymore, as we still retain a small Fano resonance even when the electrodes

are connected at the position of field minimum at 55 nm (see the red plot in Fig. 4.11(a)). The

near field coupling model therefore fails to describe the properties of this structure, which

needs further investigations to elucidate the coupling mechanisms at play. To this end, Fig.

4.12 shows the far field norm, the electric near field and the current flowing in the structure,

at the Fano resonance wavelength, for different δ. Here one can see that, as the electrodes

are moved from one end to the other of the cylinders, the far field abruptly changes, with

different Fano resonances appearing with varying strengths (Fig. 4.12(a)). For the very specific

case of δ = 65 nm, these resonances are completely cancelled and one obtains a clean far field
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Figure 4.10: (a) Far field norm of the isolated nanorods (δ = 55 nm, green) and cylinders (black)
for x-polarised excitation. (b) Far field of the connected cylinders for different positions of the
electrodes.
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Figure 4.11: (a) Far field norm of the connected cylinders for δ = 65 nm (blue) and 55 nm
(red) for x-polarized excitation. (b) Plot of the cylinders near field and of the amplitude of the
Fano resonance for different positions of the nanorods. The two vertical dashed lines show
the minimum of the field and of the Fano amplitude. As before, this amplitude refers to the
second resonance appearing at longer wavelengths in (a), while the field is evaluated along a
line at z = 0 laying 0.5 nm away from the structure and the origin of the x axis is always placed
in the center of the gap.

profile. If we now have a look at the field distribution (Fig. 4.12(b)), we can see that the only

field enhancement occurring in these structures is the one between the two electrodes or the

two disks, which doesn’t produce any Fano feature and is not analyzed here. One can further

note that the usual strong near field enhancement typical of Fano resonances, occurring in

the gap between the interacting structures and signature of strong near field coupling [394], is
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Figure 4.12: Far field norm (a) and relative electric field amplitude (b) and current density (c)
maps shown at the wavelength of the Fano resonance, ∼ 920 nm, for the connected cylinders
for different values of δ (shown on top). The far and near field units are 10−8 V/m and V/m,
while the current density is expressed in 105 A/m2.

not present between the electrodes and the disks. Indeed, as the electrodes and the cylinders

are in contact with one another, there is no gap between them and no capacitive near field

coupling can therefore occur. On the other hand, by looking at the current distribution inside

the structure (Fig. 4.12(c), on top) one can notice how, when Fano resonances are present in

the far field spectrum, there is a current flowing inside the electrodes which can excite the

high order dark modes responsible for the appearance of the Fano feature. Surprisingly, for δ =

65 nm, no current flows into the rods and, consequently, no Fano resonance appears in the far

field. If we zoom in to the electrodes/cylinders boundary and additionally plot the direction of

the current flow (Fig. 4.12(c), on the bottom), we can see that when a net current leaks from the

disks to the nanorods, dark modes can be electrically excited in the electrodes in just the same

way as a near field interaction would. Figure 4.13 gives further insights about the strength

of the bright mode for different positions of the electrodes. In particular, this figure shows

how, for δ = 65 nm, the near field inside the gap takes its maximum value, while it quickly

weakens for other configurations. Clearly, at δ = 65 nm the electrical coupling between the

cylinders and the electrodes is suppressed and the bright dipolar mode is therefore strongest,

generating the greatest field. When the electrodes are moved from this position, an additional
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Figure 4.13: Near field strength inside the gap between the two cylinders as a function of the
position of the electrodes.

loss channel is created for this mode through electrical coupling to the dark modes in the

electrodes, reducing its strength and the relative field intensity. Let us now characterize a bit

more in detail this novel coupling process.

4.2.3 Electrical Fano resonances

From the previous analysis, the coupling mechanism seems to be the following: as the bright

dipolar mode in the cylinders is excited by the impinging light, electrons oscillations are

induced in the structure which result in the generation of an electrical current. This current,

under proper conditions, can leak to the electrodes and excite dark modes. These will then

be able to interfere with the bright mode by imprinting their characteristic Fano signature

in the far field spectrum. In this context, the case of δ = 65 nm is very interesting because,

at this position, the current leakage is minimized leading to vanishing coupling between

the cylinders and the electrodes. This is even more surprising if one recalls that the total

current distribution J in a resonant structure takes its maximum value around the center of

the geometry, where the field is minimum, and quickly goes to zero towards the ends of the

structure [421]. Consequently, one would expect to have a stronger coupling (i.e. stronger

Fano resonances) when the rods are connected near the center of the cylinders where the

current is strong and weaker coupling for end-connected structures, in contrast to what is

reported here. However, as the interaction between the rods and the cylinders takes place

on their touching boundaries, we are more interested in studying the current distribution

on the surface of these structures. We can see in Fig. 4.14 that, contrary to what happens in

the bulk, the current density on the surface roughly follows the field profile and reaches a

minimum around the center of the structure. Let us further note that the current leakage from

the cylinders to the electrodes is proportional only to the vertical Jy component of the current,
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Figure 4.14: (a) Near field of the isolated antenna (red), together with the current density in
the structure (different shades of blue). (b) The same plot is presented for the cylinders. The
origin of the x axis is placed in the center of the gap. The red dotted line denotes the minimum
of the field, while the dark blue line marks the minimum of Jy .

which follows a similar behaviour and reaches its minimum at 59 nm, pinpointing the position

of perfect electrode connection and thus corroborating this current coupling model. As for

the antenna, the minimum of Jy corresponds to the minimum of the near field.

To further investigate resistive coupling in our system, we can use a series of two coupled RLC

circuits to simulate the frequency response of this geometry. Resonant circuits have already

been used to model the Fano properties of plasmonic structures using either capacitors

[422, 423] or inductors [424, 425] to study the near field coupling between different plasmonic

elements. However, the resistive coupling between the bright dipolar mode in the disks and

the dark modes in the electrodes in our system is better modeled with a resistance R whose

value can tune the coupling strength between the two branches of the circuit, as shown in

Fig. 4.15(a). Here, the left branch is driven by a sinusoidal AC voltage and represents therefore

the bright dipolar mode which is directly excited by the impinging light. The right branch on

the other hand, represents the dark mode in the nanorod and can only be excited through

current leakage from the left branch, which is controlled by the coupling resistance R. The

lager R, the more current will flow into the dark mode and the stronger the coupling will be.

However, for small values of R the current will preferably pass through the coupling resistance

than through the second RLC circuit, which will therefore be very weakly excited and will not

strongly affect the frequency response of the total system, as shown in Fig. 4.15(b). We can

see here that, for vanishing coupling (R = 0 Ω), the Fano resonance completely disappears

from the frequency spectrum, mimicking the case of perfectly-connected structures shown in

blue in Fig. 4.6(b) and Fig. 4.11(a). As the value of R increases, the coupling becomes stronger

and so does the Fano resonance, until we reach the point (R = 5 TΩ) where no current can

flow anymore through R and the resonance completely disappears (this case does not have an
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Figure 4.15: (a) The two coupled RLC circuits used to model the bright and dark plasmonic
modes of our system. The bright mode in the cylinders is represented by the left branch (with a
resistor of 10Ω, a capacitor of 1 µF and an inductor of 1 mH), which is excited with a sinusoidal
1 V peak voltage, while the right branch represents the dark mode in the nanorods (with a
resistor of 0.3Ω, a capacitor of 1 µF and an inductor of 1.1 mH). The frequency response of the
circuit is computed with NI Multisim 14.2. (b) Plot of the current flowing through the coupling
resistance R for different values of the latter.

optical analogue).

After identifying the electrical current, and in particular Jy , as the main promoter of mode

coupling in these connected plasmonic structures, it is now trivial to find the position of the

connecting nanorods in order not to affect the far field resonance of the isolated structure: this

position will be the one where Jy goes to zero, i.e. where the coupling is minimized. To this end,

Fig. 4.16(a) shows the Jy profile on the cylinders’ surface together with the Fano amplitude for

different positions of the electrodes and demonstrates indeed a better agreement between the

two curves than in Fig. 4.11(b). Moreover, Fig. 4.16(b) also shows how this current coupling

model can be used to explain the behaviour of the connected antenna, as its Fano resonance

also disappears approximately where Jy vanishes. We can therefore see how resistive coupling

can account for the response of both the antenna and the cylinders, while the near field

coupling model cannot properly describe the behaviour of the cylinders. We speculate here

that in these round structures the current distribution follows a more complex pattern, in such

a way that the zero of Jy doesn’t necessarily correspond to the zero of the near field, leading to

a clear failure of the capacitive near field coupling model.

4.3 Getting practical

I have quantitatively shown in this chapter the benefits of combining low and high frequency

electric fields to achieve an enhancement of the trapping efficiency of a typical plasmonic
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Figure 4.16: (a) Plot of |Jy | on the lateral surface of the cylinders and of the amplitude of the
second Fano resonance for different positions of the electrodes. The two vertical dashed lines
indicate the minimum of the field and of the Fano amplitude. (b) Same plot as in (a), but for
the connected antenna.

tweezer system – a gold cylinder dimer – and of the sensitivity of a DEP device – a pair of

electrodes. The calculated improvement is quite remarkable – the DEP trapping volume is

about 100 times larger than the optical one – and therefore prompted an investigation into

the proper way to connect a disk dimer to a pair of nanorods, thus bringing the worlds of

DEP and plasmonics together. In particular, we identified the electrical current as the main

contributor to their mutual coupling, demonstrating the possibility of connecting nanoscale

electrodes to plasmonic structures without affecting their far field optical response. The latter

can therefore be fully exploited for sensing purposes and can actually be tuned at will to fit

specific requirements, if needed.

We are now fully equipped to fabricate the designed structures and then test them in the lab,

as I will show in the next chapter.
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mental results

A complete research project usually comprises three steps – theoretical / numerical modelling,

nanofabrication and experiment – that ideally follow subsequently one after the other and

guide the experimental scientist in her/his investigation. After delving into the numerical

characterization of the plasmonic electrodes in the previous chapter, I now describe here –

and, to a lesser extent, in Appendix A.2 and A.3 – the challenges faced and the results obtained

during the cleanroom fabrication and experimental exploitation of this device.

Nanofabrication, usually seen as a mere tool to create nicely performing devices, is always

more challenging than what one would expect, or wish for, and often ends up consuming a

very significant amount of the initial resources allocated to a project. This thesis being no

different from others, the cleanroom was the place where I experimented the most during

my work and where I spent the majority of my time while developing a suitable fabrication

process for the plasmonic electrodes. These investigations, apart from finally allowing the

realization of the device, also shone light into the central role that surface phenomena play at

the nanoscale. This is described in Section 5.1, which is based on the work described in ref.

[33].

After describing the device fabrication, in Section 5.2 I finally provide experimental evidences

of DEP trapping of gold nanoparticles and biomolecules and discuss these results on the

ground of the numerical analysis provided in Section 4.1 in the previous chapter. This material

is still the subject of ongoing work which is being finalized prior to submission to a scientific

journal.

Let us now start our discussion on the fabrication of the plasmonic electrodes.

5.1 Device fabrication: the role of surface forces

I describe here the fabrication process for plasmonic circular gold dimers with long inter-

connections arranged into an interdigitated electrode array, as shown in Fig. 5.1. These long

interconnects represent the nanorods that were introduced in the previous chapter to elec-
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Figure 5.1: Sketch of the design under study. On the left, the full interdigitated geometry is
shown, where the fingers of the gold electrodes are seen extending from larger contact gold
stripes (1 µm × 1.2 cm) that allow for external electrical connection. The distance between
adjacent fingers is 5 µm. The central panel shows a magnified view of one electrode pair and
shows how each finger is composed of two connected successive sections (first 150 nm wide ×
20 µm long followed by 70 nm wide × 5 µm long). At their extremity, these are joined to a 140
nm diameter disk, as displayed in the rightmost panel. The gap between two adjacent disks is
30 nm to better accommodate for fabrication errors.

trically bias our dimer. Their different configuration here, connecting each cylinder from

opposite sides rather than from the same face as shown previously, does not affect the op-

tical properties of the structure thanks to the reduced coupling between the nanorods, as

evidenced by the near field maps provided in Fig. 4.12(b). As for their length, the longer

dimension used here stems from the need to set the cylinder dimers far from the adjacent

large gold stripes (vertical electrodes in Fig. 5.1 on the left) in order to avoid collecting their

scattered light during optical measurements. However, this results in very long and narrow

electrodes with an increased surface to volume ratio and makes properties such as interfacial

adhesion, surface energy and diffusion of key importance [426, 427]. To this end, each finger

has an average aspect ratio (length/width) exceeding 220, while the whole structure possesses

a surface to volume ratio greater than 40 µm−1, as can be readily calculated by considering

the dimensions of the contact gold stripes. Among other metals, the choice of gold (Au) as

a material for our electrodes was dictated by its high electrical conductivity and chemical

stability, together with the ability to generate a plasmonic response in the visible and near

infrared range [428, 429, 430, 431].

Unfortunately, the fabrication of elongated gold nanostructures having extremely high surface

to volume aspect ratios is a challenging task. On gold, surface self-diffusion occurs even

at room temperature and, as a consequence, a gold nanostructure tends to spontaneously

change its shape towards configurations with lower free energy and, hence, with a smaller

surface [432, 433, 434]. In particular, freshly deposited gold thin films are especially unstable

since they are in a partially amorphous phase [435, 436]. This state, combined with a large

surface and, hence, a high surface energy, is thermodynamically unfavorable, which further
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enhances surface diffusion. In addition, when working with gold films deposited on silica

substrates, one has to also consider the adhesion between these two materials [437], which

is neither mediated by strong chemical binding – since gold oxide is very unstable – nor

by diffusion – as bulk diffusion is relatively low at room temperature [438]. Formally, good

adhesion implies

γs/Au +γAu/v < γs/v , (5.1)

where γs/Au is the interfacial energy of the substrate / gold interface, while γs/v and γAu/v are,

respectively, the surface energies of the substrate and the metal towards vacuum [439, 440].

Clearly, an increase in γs/v through the deposition of an adhesion layer favours the wetting

of the substrate by the gold. Traditionally, good adhesion can be achieved by introducing

a layer of titanium (Ti) or chromium (Cr) between the gold and the silica, leading to a ther-

modynamically downhill reaction with negative enthalpy of formation [441]. Higher γs/v are

generally achieved with more compact adhesion layers, supporting the common belief that

thicker layers result in an enhanced adhesion between two materials due to a denser surface

coverage. Interestingly, this conclusion has been challenged recently, where the diffusion

of adhesion layer material into the gold layer has been shown to deteriorate its structural

properties and its adhesion to the substrate [442, 443]. Nonetheless, we provide in Fig. 5.2

the results of contact angle measurements between water and silica substrates with different

surface coatings, shining light into the way that different adhesion layers can modify the

surface energy of the substrate. This is related to the interfacial energy γs/l of the substrate /

liquid interface and the liquid surface tension γl /v through the Young equation [439]

γs/l +γl /v cosθ = γs/v , (5.2)

where θ is the contact angle between the liquid and the substrate surfaces, measured in the

liquid medium. When depositing a drop of water onto different substrates we can therefore

expect, from Eq. (5.2), to measure a lower contact angle on those substrates having a higher

surface energy. With an eye on Fig. 5.2 let us now start by analyzing the effect of introducing

a 3 nm thick Ti or Cr layer on the silica substrate. We first point out that we anticipate these

layers to almost completely oxidize on the silica surface due to the presence of adsorbed

water molecules on the substrate and in the deposition chamber [444]. As for their contact

angles we see that, as expected, these are much smaller than that on a bare silica surface,

manifesting the increase of γs/v . The smaller contact angle measured on the Ti layer, with

respect to that measured on Cr, might hint at the formation of a more stable titanium oxide

than chromium oxide. When the same measurements are performed on thicker layers – 10 nm

– the water drop completely wets the substrate (θ = 0◦), providing further evidence for an even

greater increase of γs/v with thicker adhesion layers. However, with an eye on applications

one also has to consider that, regardless of their thickness, metallic adhesion layers have

detrimental effects on the optoelectronics properties of metallic nanostructures, generally

leading to an increase of their electric resistance and, consequently, to a widening and redshift

of their plasmonic resonances as shown in Fig. 5.3 [445, 446, 447, 448, 449, 450, 442, 443].
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SiO2 - 48.5° SiO2 + 3 nm Ti - 10.1°

SiO2 + 3 nm Cr - 19.5°SiO2 + MPTMS - 61.2°

Figure 5.2: Measured water contact angles on bare silica substrates and with different surface
coatings (MPTMS: (3-Mercaptopropyl)trimethoxysilane).

The use of metallic adhesion layers is therefore not ideal for the fabrication of plasmonic

structures with superior optoelectronic properties. On the other hand, different authors have

reported the facile integration of molecular self-assembled monolayers (SAMs) into top-down

techniques for the creation of organic adhesion layers [451, 452, 453, 454] and, interestingly,

their inkjet printing [455, 456] and patterning [457, 458, 459, 460]. Thanks to its molecular

thickness, a SAM induces only a slight redshift of the plasmonic resonances, while the gold is

anchored to the substrate through a series of covalent bonds that provide a strong adhesion

and exceptional structural and optical properties to the metallic film [461, 462, 463, 464]. To

this end, the ability of a thiolated substrate to spontaneously form covalent bonds with gold

greatly decreases γs/Au and leads to a better wetting than when employing metallic adhesion

layers. This can already be inferred from Fig. 5.2, where the contact angle of water on a

silica substrate functionalized with a SAM of (3-Mercaptopropyl)trimethoxysilane) (MPTMS)

molecules is found to be larger than that on bare glass, leading to a decrease of γs/v . Clearly, the

presence of an organic adhesion layer cannot increase the substrate energy to the point where

enhanced gold - silica adhesion is ensured and therefore, in light of Eq. (5.1), the improved
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Figure 5.3: Scattering spectra of a gold cylinder dimer computed for different thicknesses of
the Ti (a) or Cr (b) adhesion layer. The calculations are performed with COMSOL Multiphysics
5.6.

adhesion of the metal to the substrate needs to be a consequence of a decrease in γs/Au .

We test here the performance of both inorganic and organic adhesion layers when fabricating

the plasmonic electrodes according to the process described in detail in Section A.2.1, where

I explain how I employ an electron-beam lithography system to pattern a double layer of

MMA/PMMA resist spin-coated on top of a silica wafer. After the resist development, the

adhesion layer material and, subsequently, the gold, can be evaporated on the sample to

realize the electrodes, which can then be used after lifting off the remaining resist on the

substrate. Let us now delve in more detail into this fabrication process, before describing a

semi quantitative model that fully explains our experimental observations.

5.1.1 Inorganic adhesion layers

At first we discuss a common adhesion layer for plasmonic gold structures, composed of

3 nm of Ti. Figure 5.4(a) displays the SEM images of the fabricated structures recorded

within 30 minutes after the lift-off step and demonstrates a successful fabrication of both

the plasmonic disks and the long connecting rods, albeit with a significant roughness for

the latter. Interestingly however, after the sample is stored for more than three hours under

cleanroom conditions, one can see from Fig. 5.4(b) that most of the fabricated structures

are destroyed. In particular, the gold diffuses over the silica surface and reorganizes into

spherical aggregates. To this regard, the diffusion of gold on a glass substrate is not surprising,

as the small enthalpy of formation of gold oxide hampers the creation of a stable metal-oxide

interface and prevents proper wetting of the silica by the metal [441]. As a consequence,

surface diffusion sets in and the gold accumulates in spherical particles, since such a shape

provides the lowest surface energy for a given volume [432, 465, 441]. However, the ability of

gold to diffuse despite the underlying Ti adhesion layer is surprising since Ti locally increases
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10 µm

Figure 5.4: SEM images of the interdigitated electrodes, with an underlying 3 nm Ti layer,
recorded (a) 30 minutes after the lift-off and (b) more than three hours later.

the substrate surface energy promoting wetting of gold and counteracting surface diffusion,

as explained before. In this configuration, the gold is further anchored to the substrate likely

thanks to the establishment of Ti-Au bonds [466, 444] and can even be exposed to a variety of

different gaseous and liquid environments without altering its shape [246, 467, 468]. Obviously,

this thermodynamic stability breaks down for configurations having adversely high surface

energies and high aspect ratios such as the ones reported here. Similar behaviours have been

observed for heated low aspect ratio gold nanorods, which change shape and transition to

a sphere in a surface-driven reorganization process [469, 470, 471, 472, 473, 436]. However,

we can safely exclude the presence of any thermal effect in our system, as all the samples

are stored at room temperature. On the other hand, comparing with two other commonly

used plasmonic metals such as silver and aluminum, we see that they both require specific

fabrication processes when deposited onto silica [440, 474]. The case of silver is particularly

interesting in this context, as it belongs to the same group as gold in the periodic table and,

therefore, shares with it some common chemical properties such as a low adhesion energy on

glass, which manifests itself in an enhanced surface diffusion already at room temperature

[441, 440, 474]. We hypothesize that standard thin inorganic adhesion layers provide enough

surface energy to properly stabilize gold nanostructures having low aspect ratios. On the

other hand, structures with larger aspect ratios possess extensive surface areas, resulting in
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higher surface energies. These configurations, such as the one reported here, can become

thermodynamically unstable up to the point where surface effects begin to dominate their

stability [475] and surface diffusion sets in. When this happens, the system evolves towards a

more favourable thermodynamic state with a smaller surface area, as can be noticed when

comparing Fig. 5.4(a) with Fig. 5.4(b). In this case, similarly to what happens with low aspect

ratio silver structures [440], improved adhesion layers can prevent the detrimental surface

diffusion of gold, revealing how the controlled modification of the metal-oxide interface is

a key criterion to stabilize high aspect ratio gold structures. As an additional evidence, we

show in Fig. 5.5 that such high aspect ratio plasmonic structures can be readily fabricated

using aluminum, which easily forms a stable metal-oxide interface with the glass substrate

that leads to a much higher adhesion energy [441].
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Figure 5.5: (a) SEM images of the aluminum structures, taken several days after the fabrication.
They are fabricated on a silver seed layer [440] and a stabilizing baking step at 80◦ C for 20
hours is performed before the lift-off. (b) Normalized dark-field scattering spectrum of a single
plasmonic disk dimer (red) compared to the theoretical prediction (blue).

We therefore tested different treatments to modify the metal-oxide interface, with the objective

of preserving the shape of the structures. In particular, we fabricated large area interdigitated

electrodes using Ti and Cr adhesion layers of various thicknesses – namely 3 and 10 nm –

as shown in Fig. 5.6. The structures fabricated using 3 nm adhesion layers were completely

destroyed within one day after their fabrication. The better results achieved with 3 nm Cr layers,

compared to 3 nm Ti layers, can be attributed to the more favourable enthalpy of formation of

chromium oxide compared to that of titanium oxide, which results into a better chromium

bonding to the substrate and into a higher diffusion of Cr into gold [444]. On the other hand,

as demonstrated in Fig. 5.2, the use of 10 nm adhesion layers greatly increases the substrate’s

surface energy thanks to a better coverage, resulting in a better bonding between the silica
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Figure 5.6: Optical images of the interdigitated electrodes recorded a few days after the
fabrication. Different combinations of adhesion layer materials and thicknesses are shown
(10 µm scalebars).

and the gold structures and in an improved long term stability. However, I found that further

processing of the wafers, notably dicing them into chips for optoelectronic measurements, can

easily damage the electrodes, making them not suitable for practical applications. Moreover,

as mentioned before and confirmed in Fig. 5.3 with the help of numerical simulations, 10 nm

thick metallic adhesion layers significantly alter the plasmonic properties of the electrodes

[452], notably by increasing their losses [476, 477], and are therefore not suitable for the

fabrication of plasmonic structures. To this end, different strategies have been proposed to

minimize these harmful effects, but they all require the use of special geometries [478] or

dedicated tools, such as for example cryogenic equipment [479], which are not commonly

found in standard micro/nanofabrication facilities. With the idea of developing a simple and

accessible fabrication process, we thus explored the use of molecular monolayers to covalently

attach the gold electrodes to the silica substrate while, at the same time, keeping their optical
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properties unaffected.

5.1.2 Organic adhesion layer

The self-terminating deposition of molecules on a substrate, resulting in the formation of a

SAM, has been a subject of study for decades now [480, 481] and different techniques have been

developed to produce ordered molecular layers for a variety of applications [482, 483, 484, 485].

In particular, MPTMS has been shown to be an appropriate molecular linker between gold and

silica [452, 453] thanks to its thiol head group that covalently binds to gold [486, 487], while

the opposite methoxy groups are known to hydrolyse in the presence of water and bind to

hydroxyl groups on an activated glass surface [488]. In particular, we stress the fact that the

oxygen plasma treatment used here allows the creation of hydroxyl groups on the exposed

areas of a silica surface covered with electron-beam resist, without severely damaging the

resist layer. This is a more gentle treatment when compared to standard surface activation

protocols employing a Piranha solution [453, 454], which can easily dissolve the PMMA layer.

Once a thin layer of gold is subsequently deposited on top of a MPTMS SAM grafted onto a

glass substrate, it stably binds to the available thiol groups and attaches to the underlying

silica surface through a series of covalent bonds, as described in Appendix A. In the latter,

I also highlight that a post-baking step, carried out after the metal evaporation, improves

the quality and stability of the nanostructures. This additional thermal treatment was found

to be a crucial step in the fabrication process since freshly deposited gold is in an unstable,

partially amorphous [435], state and this additional baking step stabilizes the gold structures

by promoting a transition from the as-deposited unstable gold phase to a thermodynamically

more stable polycrystalline morphology. To this end we note that similar structures, albeit of

lower aspect ratio, have been successfully fabricated in monocrystalline gold [413, 414, 415],

hinting at the importance of the structural properties of the metal for its stability. The chosen

temperature of 80 °C is sufficient to stimulate a reorganization of the deposited gold, while

preventing the destruction of the MMA/PMMA structures and the thermal desorption of the

S atoms on gold, which occurs above 100 ◦C [486]. With an eye on optical applications, this

sets a constraint on the maximum optical power that the conjugated thiol-gold system can

absorb, and power densities above 1.6 mW/µm2 in an air environment, or 11 mW/µm2 in

water, are therefore to be avoided [489]. On the other hand, the siloxane bond is stable up

until about 1000 ◦C [490, 457, 491], making the thermal desorption of the silane head group

from the silica substrate unlikely. However, at temperatures above 500 ◦C the hydrocarbon

chains begin to decompose into gaseous carbon oxides, leading to the destruction of the

SAM [490, 457, 492, 491]. In light of all this, optical characterization of the electrodes with

continuous wave light sources having power densities in the µW/µm2 regime carries no

damage to the SAM.

Figure 5.7(a) shows the nanoelectrodes fabricated with organic adhesion layers. One can notice

that the fabricated structures have an excellent shape, close to the reference geometry, with

remarkably smooth boundaries compared to those manufactured with inorganic adhesion
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layers shown in Fig. 5.4(a). We note that the SEM images provided here were recorded more

than a week after the lift-off process, which confirms how organic MPTMS adhesion layers

dramatically reduce surface diffusion and improve the long term stability of the plasmonic

electrodes. Further SEM and optical characterization has also shown that the structures

remain stable up to 6 months after fabrication and can survive the dicing process, allowing

their experimental characterization. To this end we provide, in Fig. 5.7(b), the measured
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Figure 5.7: (a) SEM images of the fabricated structures taken two weeks after the end of
the fabrication process. (b) On the left, the normalized experimental dark-field scattering
spectrum for a single plasmonic disk dimer (red) is compared to the theoretical prediction
(blue). On the right, the IV characteristics of the electrodes is shown (red), together with its
linear fit (black).

optical and electronic responses of the plasmonic electrodes. In particular, the left panel of

Fig. 5.7(b) shows the measured dark-field scattering spectrum of a single disk dimer in a water

environment (n = 1.33). This clearly reveals a plasmonic dipole resonance at a wavelength

around 1000 nm, which is in good agreement with the simulated response calculated with

COMSOL Multiphysics 5.6. In the right panel, the current-voltage (IV) characteristics of the

electrodes is provided, which shows a typical resistance-like behaviour. The linear fit of these
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data demonstrates an excellent electrical insulation between the disks, with an open-circuit

resistance of 567 GΩ that allows the creation of electric fields with strengths up to 1.66·108 V/m.

These results perspicuously demonstrate the possibility to fabricate plasmonic nanostructures,

connected to interdigitated electrodes, with very good optoelectronic properties. However, I

found it challenging to fabricate smaller plasmonic structures with resonances in the visible

range, even when employing very small (< 500 µC/cm2) electron beam doses. This limitation

presumably stems from the relatively long oxygen plasma treatment used to activate the silica

substrate before grafting the SAM, which is likely to slightly etch the MMA/PMMA bilayer and

enlarge the apertures in the resist mask. All in all, the procedure described here results in a

reliable fabrication process having a yield exceeding 90%, enabling routine production and

long term stability of the written structures. However, the additional baking induced some

difficulties in completely lifting off the large areas between the electrodes, decreasing the

electrical insulation between them. This is likely due to the removal of residual solvents during

the additional baking steps, altering the resist layers towards a more compact configuration. To

this end, the creation of additional sacrificial apertures in the mask was found to significantly

improve the detachment of the resist.

5.1.3 Empirical model

After showing the beneficial effects of thiolated organic layers to stabilize high aspect ratio

gold nanostructures, I describe now an empirical model that shines light onto the role that

surface energies play in these structures, and explains how different adhesion layers can affect

the thermodynamic equilibrium of the system. Let us refer to Fig. 5.8, where a schematic of the

mechanism leading to the destruction of the plasmonic electrodes is proposed. In particular,

we can see that this process can be ideally split into two different steps. The first is shown on

top and describes the reorganization of the gold film towards a more favourable configuration

with reduced surface area, all while keeping the surface between the substrate and the vacuum

As/v unchanged. The second mechanism, shown at the bottom of the figure, is a dewetting

of the substrate by the gold film that occurs while maintaining the contact area between the

gold and the vacuum AAu/v constant. We stress the fact that the system concurrently explores

both these pathways as it relaxes from the initial configuration, where the gold is arranged in

high surface area structures, to the final one, where the metal forms spherical aggregates on

the substrate. A spontaneous evolution from the former to the latter case, i.e. a spontaneous

destruction of the electrodes, occurs if the energy of the final configuration is lower than that

of the initial one, that is if

dE =
dE

dAAu/v

∣∣∣∣
As/v =const .

·dAAu/v + dE

dAs/v

∣∣∣∣
AAu/v =const .

·dAs/v =

(5.3)

= γAu/v ·dAAu/v +
(
γs/v +γAu/v −γs/Au

) ·dAs/v < 0 ,
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Figure 5.8: Schematic of the process leading to the spontaneous destruction of the electrodes.
The changes k → k’ and r → r’ of the parameters describing the geometry of the structure is
shown for each mechanism. The bottom SEM images of Fig. 5.4, representing the initial and
final state of the process, are also reproduced here for convenience.

where dE has been rewritten using the surface energies introduced in Eq. (5.1), shining light

into the way these quantities govern the stability of our system. Let us start by analyzing

the first term of this equation, which is evidently negative since dAAu/v < 0 when the system

moves from a configuration having high surface area to one possessing a lower surface. This

represents the main mechanism behind the reorganization of the gold film, which is clearly

driven by a preference for smaller surface areas and, hence, smaller surface energies. To

98



Plasmonic electrodes at work: experimental results Chapter 5

this end, we can write dAAu/v = 0.5 ·V2/3 dk, where k ≥ 1 is a shape factor that characterizes

the degree to which the area of a gold structure of volume V parts from its minimum value

0.5 ·V2/3 that is achieved when the gold takes the form of a semi sphere on the substrate.

Higher k implies higher surface and thus dk < 0 in our system, as shown in Fig. 5.8, with

its magnitude increasing for initial configurations of the structure having a higher surface

area. This explains the higher instability of high aspect ratio systems when compared to low

aspect ratio structures. If we now consider the second term of Eq. (5.3), we see that this is

composed of three contributions: the first takes into account the energy to build an area

dAs/v at the substrate / vacuum surface, the second is the energy required to create a similar

area at the metal / vacuum surface, while the third represents the energy required to split

the initial substrate / gold interface. In particular, dAs/v > 0 and therefore this term generally

counteracts the effect of the latter. This can be explained by rewriting dAs/v = −Lc dr, where Lc

is the length of the contact line between the gold and the substrate and r > 0 is its distance

from the center of the structure. Clearly, when the electrodes evolve towards a spherical shape

the contact line shrinks, as shown in Fig. 5.8, making dr < 0 and consequently dAs/v > 0. As for

the surface energy associated to this term, it can be easily appreciated now how the increase

in γs/v brought about by the deposition of a thick inorganic adhesion layer can make this

term big enough to yield dE > 0 and completely stabilize the structures. On the other hand,

we have shown in Fig. 5.2 that an MPTMS adhesion layer actually decreases γs/v and does

therefore not ensure proper wetting of the silica by the gold. However, when this metal is

deposited on an organic layer that exposes thiol groups at its surface, these spontaneously

bind to gold releasing an energy equal to the enthalpy of adsorptionΔH ≃ -80 kJ/mol of this

process [493, 494]. This chemical contribution to the thermodynamic stability of our system is

neglected in the above discussion, but needs to be fully accounted for to thoroughly describe

our structures. To this end, we can express the total interfacial energy at the thiolated substrate

/ gold interface as the sum of a pure surface term and a chemical term:

γs/Au = γS
s/Au +γC

s/Au , (5.4)

γ
C
s/Au =ΔHΦ , (5.5)

where γS
s/Au is the (positively defined) surface energy originating from the energy difference

between surface and bulk molecules, while γC
s/Au is the energy required to form S-Au bonds at

the surface, expressed through the molar surface density of thiol groups Φ. Clearly, γC
s/Au <

0 and it is therefore possible, when | γC
s/Au | > γS

s/Au , for the total interfacial energy γs/Au to

be negative. In such a case, the magnitude of the second term in Eq. (5.3) becomes larger

and contributes to the lowering of the overall surface energy of the system having elongated

gold structures, which is now more thermodinamically stable than that with low surface area

electrodes. In practice, this situation arises only if the silica surface presents a sufficient

number of thiol groups that can bind to the gold, i.e. ifΦ is high enough. Assuming a complete

monolayer formation, this parameter can be estimated by referencing to Fig. A.2(b), where it
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is shown that for every two silicon atoms on the substrate there is one corresponding thiol

group at the surface. From the density (ρ= 2.196 g/cm3 [495]) and molecular weight (w =

60.08 g/mol) of silica, one can estimate the number of molecules of silica inside a cubic

centimeter of material as NA ρ/ w and, therefore, their surface density as (NA ρ/ w)2/3 – with

NA being the Avogadro number. The final molar surface density of thiol groups is then simply

Φ = 0.5 · (NA ρ/ w)2/3 / NA = 6.52 ·10−10 mol/cm2. We can finally infer that, for the system

under study, γC
s/Au = -52.2 µJ/cm2 = -522 mJ/m2. This value is about one order of magnitude

greater than those of typical γs/Au [439], and therefore explains the enhanced stability of the

gold structures fabricated on thiolated adhesion layers. With an eye on Eq. (5.1), this higher

stability stems not from an increased γs/v , as is the case for metallic adhesion layers, but rather

from the formation of a stable chemical interface between the gold and the substrate, which

is equivalent to decreasing γs/Au . On the other hand, this is not the case for the inorganic

adhesion layers studied here, where the lower enthalpy of formation of Ti-Au and Cr-Au bonds

provide a less stable binding of the gold to the substrate [496, 497]. Moreover, the low surface

coverage and high oxidation state of these layers greatly reduce the number of Cr or Ti atoms

available to bind to the gold, i.e. Φ, and therefore make the contribution of γC
s/Au negligible in

these systems.

In the end, I was able to not only reliably fabricate our device, but also better understand

the role that surface forces play in high surface area systems like the plasmonic electrodes.

Equipped with this knowledge and technology, I was finally ready to bring these electrodes

into the lab to trap and sense different analytes and try to validate the numerical analysis

performed previously in Section 4.1.

5.2 Enhanced dielectrophoretic manipulation and bioanalysis

After fabricating the device, DEP trapping of 40 nm gold nanoparticles, diluted in water

to a concentration of 0.018 µm−3, is now readily achieved by biasing the electrodes with a

sinusoidal waveform with an amplitude of 7 V at a frequency of 1 MHz. To study the trapping of

the particle, the plasmonic resonance of the disks is simultaneously probed with unpolarized

white light generated by a halogen lamp. This ensures the excitation of optical resonances in

the electrodes without generating any high-frequency forces that might affect the trapping

dynamics. To this end, the left panel of Fig. 5.9 shows the temporal evolution of the spectral

position of the resonance upon trapping. We clearly see here that, as soon as the DEP trapping

field is turned on (vertical solid lines in the figure), the plasmonic resonance shifts to longer

wavelengths. Conversely, when the trapping field is turned off (vertical dashed lines), the

particle is released and the resonance returns to its initial spectral position. This demonstrates

the ability to perform the efficient DEP manipulation of nanoparticles even at these low

concentrations, which are about one order of magnitude lower than those usually reported in

the literature for a plasmonic tweezer system [112]. Accordingly, when DEP is not employed

and the disk dimer is simply excited with laser light at 974 nm, polarized along its axis and

having a power density of 3 mW/µm2, we clearly see on the right side of Fig. 5.9 that no redshift
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Figure 5.9: DEP (left) and plasmonic (right) trapping of gold nanoparticles. Pink shaded areas
indicate the periods when the trapping field is on. Conversely, green shaded areas represent
the times when the field is off.

is induced in the plasmonic resonance. It is evident that the weaker and more confined

optical field cannot attract the particles toward the tweezer and is therefore not able to stably

immobilize a nanoscale object. This clearly shows the limitation of plasmonic tweezers, which

are restricted to diffusion-limited systems and cannot be efficiently exploited for very diluted

samples. This constraint can of course be overcome by increasing the analyte concentration

or the laser power density, but this in turn limits their use in fields such as early molecular

diagnostics, where it is important to manipulate and detect minute quantities of analyte, and

in those applications where thermal effects are a concern either for the stability of the device
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or the properties of the analyte solution.

After experimentally confirming the shortcomings of plasmonic trapping and the clear superi-

ority of DEP to perform efficient on-demand nanoparticle control, we now turn our attention

to the manipulation of biomolecules, which are more relevant for applications in molecular

biology and point-of-care devices. To this end, BSA is a commonly used protein that naturally

lends itself to manipulation with electromagnetic fields, thanks to its large mass (≃ 66 kDa)

that ensures the generation of a strong dipole moment. As such, different authors have re-

ported the successful trapping of BSA and its detection exploiting fluorescent labels [382] or

refractive index based sensors [193, 95]. We first reproduce these results in order to confirm

the ability of the plasmonic electrodes to manipulate BSA, as shown in Fig. 5.10. As for the
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Figure 5.10: Evolution of the position of the plasmonic resonance as DEP tapping of BSA (10
µM) is performed. Upon the activation of DEP, the resonance gradually moves toward longer
wavelengths.

trapping of nanoparticles, we track the position of the plasmonic resonance of the disk dimer

upon the activation of the DEP trapping field. The resonance clearly moves towards lower

energies when DEP is activated, confirming the trapping of BSA molecules. These induce a

less abrupt shift than the nanoparticles due to their smaller size and we therefore witness a

more gradual and constant shift, as more and more particles are trapped in the vicinity of the

disks, rather than the step-like behaviour shown in Fig. 5.9 for nanoparticles.

We now move a step forward and also exploit the enhanced molecular interaction with optical

radiation in the dimer’s gap to record the surface enhanced Raman spectroscopy (SERS)

response of these proteins. To this end, Fig. 5.11(a) displays a typical SERS spectrum recorded

after concentrating BSA around the dimer with DEP. The spectrum shows a plethora of different

peaks, which are easily detectable also thanks to the fact that the laser excitation wavelength
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employed – 974 nm – is far from the optical absorption band of standard fluorophores. Under

this configuration, the SERS signal is therefore not masked by any fluorescence background

and we are able to record the full vibrational spectrum of the molecule. For instance, while

looking at this spectrum we can identify the stretching S-S bands at 498 cm−1 and 550 cm−1,

the C-H deformation at 682 cm−1, the C-S stretching and COO− deformation at 706 cm−1, the

N-Cα-C stretching at 958 cm−1 and the C-C stretching band at 1210 cm−1 [498]. To further

demonstrate the combined DEP manipulation and SERS detection of BSA, Fig. 5.11(b) shows

the evolution of the intensity of the 550 cm−1 band before and after the activation of DEP.

This figure clearly shows a correlation between DEP and the SERS intensity, which readily

increases upon turning on the trapping field as more and more molecules are delivered and

concentrated in the SERS detection hotspot, i.e. around the plasmonic disks. Moreover, the

spectrum intensity also depends on the concentration of BSA proteins in the sample solution,

with more diluted samples producing a weaker SERS response. For the lowest concentration

employed – 500 pM – we also demonstrate, in Fig. 5.11(c), the release of the trapped molecules

once the DEP is turned off. In this case, the intensity of the 550 cm−1 band readily decreases

as the molecules are now able to diffuse outside the SERS detection zone. We consider the

fact that the intensity does not fully return to its initial value, before DEP was turned on, as

an indication of BSA molecules having adsorbed on the surface of the gold electrodes either

through conjugation of their exposed amino groups or due to dispersion forces. These data

can be fitted with a solution to the diffusion equation that takes into account the presence of a

substrate at z = 0 [499]

φ(z = 0, t > 0) =
2p

4πDt
, (5.6)

where φ represents the molecular concentration at a certain instant of time at a specific

location, and is therefore proportional to the measured SERS intensity. D is the molecular

diffusion coefficient, which we calculate from the fit to be about 6 ·10−7 m2/s. This value, which

is roughly four orders of magnitude greater than what one would expect from the Einstein

relation, is in agreement with the calculated value for diffusing charged analytes, where their

mutual electrostatic repulsion results in an abrupt increase of the diffusion coefficient [500].

BSA molecules, which carry a negative surface charge of about 22.42e at a pH of 8.4 [501], are

therefore also expected to experience an enhanced diffusion, as readily detected in our system.

To this end we point out that, while other authors have reported the DEP manipulation of BSA

solutions at concentrations as low as 1 pM [193, 95], their experimental setup only allowed

the detection of a response from the molecules about 10 minutes after turning on the DEP.

Contrarily, as shown in Fig. 5.11(c), our system is able to quickly and efficiently concentrate

BSA proteins around the detection zone and readily provides a measurable SERS response

right after the activation of the the trapping field. This superior efficiency is the result of the

combination of the high sensitivity offered by SERS and the ability of our tweezer to generate

very strong electric field intensity gradients up to a value of 3.65 ·1025 V2/m3 (see Fig. 4.1),

which among the highest ever reported for a DEP device [15, 53].
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Figure 5.11: (a) Typical recorded BSA SERS spectrum. (b) Concentration-dependent DEP
trapping. (c) Trapping and subsequent release of BSA molecules. (d) Best fitting curve (in
green), according to Eq. (5.6), of the data in (c). The pink and green shaded areas represent, as
previously, the times when the trapping field is, respectively, on or off.

Prompted by these results, we also demonstrate the DEP manipulation of rhodamine, which

has so far eluded investigations due to its small mass – ≃ 479 Da – that results in the generation

of a dipole moment too small to noticeably interact with the electric fields generated in

conventional devices. However, by exploiting the superior sensitivity and trapping efficiency

of our tweezer, we are able to provide in Fig. 5.12 the measured SERS spectrum of this molecule

and confirm its manipulation with DEP. In particular, panel (a) of this figure shows the presence

of the C-H, C-C and C-O-C vibrational bands of the xanthene ring of rhodamine around,

respectively, 1100 cm−1, 1181/1363 cm−1 and 1268 cm−1 [502, 503, 504]. As for the case of

BSA we track the intensity of one band, specifically that at 1100 cm−1, before and after the

DEP trapping field is turned on, and are able to demonstrate in Fig. 5.12(b) the successful

DEP trapping of rhodamine thanks to the sudden increase of the SERS intensity after DEP is

activated. Moreover, the intensity is again dependent on the molecular concentration, albeit

at higher values than those employed for BSA. Finally, Fig. 5.12(c) shows the release of trapped

rhodamine molecules and, through fitting of these data, we calculate its diffusion coefficient
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to be in the order of 8 ·10−10 m2/s, in agreement with the value measured through fluorescence

correlation spectroscopy [505].
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Figure 5.12: (a) Typical recorded rhodamine SERS spectrum. (b) Concentration-dependent
DEP trapping. (c) Trapping and subsequent release of rhodamine molecules. (d) Best fitting
curve (in green), according to Eq. (5.6), of the data in (c). The pink and green shaded areas
represent, as previously, the times when the trapping field is, respectively, on or off.

How good are these results? Let us analyze Fig. 5.13, which plots the concentration and mass

of molecules that have been manipulated so far in the literature with the use of both low and

high frequency electric fields [6, 506, 507, 508, 7, 509, 510, 196, 12, 511, 512, 15, 513, 514, 515,

516, 95]. This figure is very telling as it shows that, while one would ideally perform detection

of very small molecules in highly diluted samples, detection of small masses can only be

achieved at the expenses of increasing the molecular concentration. Vice versa, very scarce

amounts of analyte can be detected as long as its mass is big enough to generate a strong

dipole moment that allows for electromagnetic manipulation. Interestingly, the red circle

encloses those works that employ optical fields for both the trapping and detection of the

analyte [519], which can clearly only occur at high molecular concentrations. Sensing smaller

amounts of analytes requires the integration, in the optical setup, of different delivery systems

that can increase the trapping yield, such as the use hydrodynamic forces or low frequency
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Figure 5.13: Mass vs. the concentration of manipulated molecules in the literature. The
two black lines represent the average size and concentration of proteins in the human body
[517, 518], while the red circle encloses works that employ optical fields for both the trapping
and detection of molecules. Finally, the green circles indicate the results presented in this
chapter.

electric fields. The two green circles indicate the experiments conducted in this thesis, i.e.

trapping of BSA (66 kDa) at 500 pM and Rhodamine B (479 Da) at 100 µM. We can appreciate

how our system is able to detect molecules about one order of magnitude smaller than what

has been reported so far in the literature – as exemplified by the case of Rhodamine – and

therefore pushes the capabilities of electromagnetic manipulation to a new length scale, where

analytes are composed of only about one hundred atoms. As for BSA, while other authors

have reported its manipulation at lower concentrations, I stress again the fact that our system

allows its instantaneous detection as soon as the trapping experiment is started. This can

seem like a surprising performance, as I better discuss in the following section.

5.2.1 Does it all make sense?

I have shown how plasmonic electrodes can indeed provide a superior efficiency and sensitivity

in the trapping and sensing of metallic nanoparticles and biomolecules. Interestingly, we

point out that this enhanced efficiency is somewhat surprising in light of the theoretical

modelling of the polarizability provided by Eqs. (4.2) and (4.3). As an example, I computed

a DEP trapping volume of 0.348 µm3 for a 40 nm gold nanoparticle which, for the particle

concentration of 0.018 µm−3 used in the experiments, results in 0.0063 particles present inside

the trapping volume – viz. particles that can be manipulated by our electrodes. Despite this

very low number, Fig. 5.9 experimentally demonstrates a very efficient trapping dynamics and
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hints at the fact that the real trapping volume of our electrodes is actually much larger than

the computed one. Indeed, we present in Fig. 5.14 a series of snapshots, from a video recorded

with our experimental setup, that shows the DEP trapping of a 40 nm gold nanoparticle when

the electrodes are biased with a 1 MHz voltage having an amplitude of 7 V. With reference to

5.5 µm 5.5 µm

5.5 µm5.5 µm

DEP is turned on

Brownian motion

Trapping

Figure 5.14: Dark field optical images of a particle trapping event. The DEP field readily traps
the particle in the yellow circle even when this is several microns away from the electrodes.
The electrode design is an older version of that presented in Fig. 5.1.

the scale bar and the electrode highlighted by the yellow circle, it can be clearly appreciated

how the DEP field is able to trap a gold nanoparticle even when this is about 3 µm away from

the disk dimer, i.e. the bright spot in the middle of the circle. This results in a trapping volume

of 56.5 µm3, more than 160 times greater than that depicted in Fig. 4.3(c) and calculated with

the theory described in Section 4.1. Let us also point out that this is an empirical value that

should be considered as the minimum size of the trapping volume, while the real one is likely

to be much larger. We attribute this mismatch between the predicted and observed volumes

to the presence of a stabilizing negative charge on the surface of the particle, which generates

a polarized electric double layer at the particle-water interface. This, in turn, contributes to an
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increase of the total polarization of the particle and therefore enlarges its trapping volume.

This echoes a recent observation made by other authors [53], that highlighted the fact that

DEP trapping of BSA can be performed with weaker electric field intensity gradients than

those predicted by Eqs. (4.1) and (4.3). This suggests that the polarizability of BSA is actually

larger than what can be calculated with Eq. (4.3), but no adequate theory exists so far to

account for these observations. To this end, it seems that the key to describe these results is

the inclusion of surface effects, and how they affect the induced dipole moment of the analyte,

into the theoretical treatmentI. Such effects include, for example, the presence of charged

chemical groups and of an electrical double layer at the analyte’s surface, together with the

presence of a permanent dipole moment in the analyte [52, 520], and all contribute to a strong

polarizability increase. Their impact is even more important in nanoscale analytes, where

surface phenomena are prominent, while they can be neglected in larger particles whose

behaviour is still correctly described by the standard theory. To this end, an empirical theory

has been proposed recently to describe the observed DEP trapping of proteins and predicts, for

example, an increase of three orders of magnitude of the polarizability of BSA when compared

to that calculated with Eq. (4.3) [53]. However, when taking this correction into account, we

compute a trapping volume for BSA of 0.441 µm3 which, at a molar concentration of 500

pM, encloses only 0.133 BSA molecules. Once more, it seems unlikely that this little number

of molecules is able to produce the strong and efficient SERS response shown in Fig. 5.11.

This clearly shows the unsatisfactory state of DEP nanoscale theory and I hope that these

experimental results will stimulate fruitful theoretical investigations on the subject to guide

future experimental efforts.

To conclude, I have finally demonstrated how the simultaneous exploitation of low and high

frequency electric fields brings about a tremendous improvement in the trapping efficiency

of plasmonic tweezers and in the sensing capabilities of DEP systems. This allowed us to

manipulate molecules as small as rhodamine, having a mass of only a few hundreds Da, thus

extending the applications of tweezing devices to systems composed of about one hundred

atoms. Despite the lack of a proper theoretical framework to describe the results reported

here, it is undeniable that these plasmonic electrodes provide a powerful platform to probe

matter at the nanoscale. I give now, in the next and final part of the thesis, another example of

a similar platform that combines low and high frequency fields to manipulate and assemble

nanoscale analytes.

ILet us also not forget that Eq. (4.3) is valid for spherical analytes only. While similar expressions can be
derived for non-spherical particles [38], the typical shape of a nanoscale analyte usually differs from these ideal
configurations and, for molecules, also shows a strong dependence on the experimental conditions. BSA, for
example, can be considered a globular, i.e spherical, protein with a hydrodynamic radius of 3.8 nm for a pH
between 4.5 and 7, but starts to unfold at a more basic pH greater than 8 [53].
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This is the third and final part of this thesis, which aims at providing an outlook for future

lines of research that can carry on the work presented in the previous two parts. One maybe

noticed how, of the three main application areas reviewed in Chapter 2 – trapping, assembly

and transport – this thesis has so far mainly dealt with trapping only. We shift this focus now

in Chapter 6 to the assembly of colloidal particles, which to me represents the next logical

step to perform after the trapping described in the previous chapter. While this project was

not as successful as the one described previously, it still represents a significant amount of

the experimental work performed for this thesis and, interestingly, it also highlights again the

central importance that surface interactions play in nanoscale systems, as already discussed

in Section 5.1.

All these observations are then finally taken up and discussed together in Chapter 7, which is

the last one of the thesis and provides some concluding remarks on the work presented here.
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6 Beyond trapping: template-assisted
assembly of colloidal particles

After previously showing the benefits of combining low and high frequency fields to trap

and sense analytes in solution, in this chapter I give a tentative answer to the question:

what can we do with the trapped particle or molecule once it is immobilized at the trapping

location? We argue here that dielectrophoretic trapping can become an enabling technology

for the large scale assembly of mesostructures with sizes of a few hundreds of nanometers,

thus bridging the gap between the more standard fabrication of micro and nanostructures.

In particular, as shown in Fig. 6.1, we propose a scheme to utilize DEP forces to trap gold

nanoparticles at specific locations over a patterned metallic substrate, before then employing

tubular nanostructures to connect together the trapped particles to build a macroscopic

aggregate. The end result is a hybrid gold nanoparticle-nanotube system whose shape is

completely determined by the pattern created on the substrate and whose functionality can

be adjusted by tuning the interparticle distance, their surface functionalization and that of the

linker. We believe that nanotubes realized with DNA origami can act as efficient connectors

between the particles thanks to the wide design and functionalization possibilities that this

technology offers [521, 522, 523]. Specifically, when binding DNA origami to gold, two different

approaches can be employed and great care must be taken to pick the correct strategy to

achieve a successful DNA-gold hybridization. The most straightforward way is to modify the

strands at the end of the DNA tube with single-stranded regions carrying a thiol group, which

directs the specific and efficient attachment of the nanotubes to the gold nanoparticle [524], as

shown in Fig. 6.2(a). Alternatively, the particles can be first decorated with single DNA strands

while their complementary strands are inserted at the ends of the DNA tube, in such a way

that during the assembly the exposed strands at the end of the origami spontaneously bind to

those on the particle through Watson-Crick base pairing [525, 526]. Regardless of the approach

chosen, it is clear that the origami can naturally form a connected network of particles and

DNA, which is then fabricated through an elegant combination of top-down patterning of the

substrate and bottom-up DNA assembly, providing an appealing approach for the realization

of hybrid mesostructures [527]. Furthermore, to maximize the yield of fabrication, we use

here a metallic substrate as a DEP electrode to generate the fields needed for trapping, rather

than the kind of nanoscale electrodes discussed previously. This way, multiple DEP traps
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(a)

(b)

Figure 6.1: Top (a) and side (b) views of the proposed scheme for the assembly of colloidal
particles. A metallic substrate is first patterned with a collection of nanoholes in a specific
geometry and DEP is subsequently employed to trap one single particle in each hole. DNA
nanotubes (in red) are then used to link adjacent particles to each other.

can be easily created on the substrate, for example by patterning it using a combination of

nanoimprinting and template stripping as described in [193] and shown in Fig. 6.3(a), allowing

the massive parallel trapping of multiple particles over millimeter sized areas. However, we

anticipate here that if a gold substrate is employed, it is important for this to be hydrophobic

in order to avoid any unwanted reaction between the exposed amino groups on the DNA

and the gold electrode, leading to unspecific DNA binding on the substrate and also to the

gold particles sticking to the holes, as for example shown in Fig. 6.3(b). A full control of the

interfacial properties of the gold surface is therefore paramount for the successful assembly of

the structures.

This chapter is divided into two main experimental sections. In the first, I reproduce the results

reported in [193] to show the ability to perform large area DEP trapping of gold nanoparticles

on a gold nanoholes array. In the following section, I discuss the technological challenges

to integrate this trapping scheme into a microfluidic setup that allows the realization of the

step-by-step assembly proposed in Fig. 6.1. In particular, I provide results of FEM simulations

that show the possibility to trap one single particle per hole and, subsequently, I show some

preliminary experimental results on the assembly of the final hybrid structures. To conclude, I

sum up the results obtained and provide an outlook of future research on this topic.
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(a)

(b)
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Figure 6.2: (a) Single DNA strands located at the ends of a DNA nanotube and functionalized
with a thiol group can bind to a gold nanoparticle. (b) A gold nanoparticle is functionalized
with single DNA strands and their complementary strands are inserted at the ends of the nan-
otube. The complementary strands then selectively bind to each other, linking the nanotube
to the nanoparticle.

6.1 Large area dielectrophoretic trapping in gold nanoholes arrays

We start the investigation of DEP trapping on a patterned electrode by first fabricating the

setup of Fig. 6.3(a), where the water solution containing the gold nanoparticles is sandwiched

between a patterned gold substrate and an ITO counter electrode. These are separated by

a 120 µm adhesive spacer to avoid short circuiting the device, as shown in Fig. 6.3(b). The

gold electrode is realized by sputtering 150 nm of gold (Alliance-Concept DP 650, deposition

rate: 12.3 Å/s) on a glass slide, together with a 2 nm chromium adhesion layer. To allow

for fast fabrication and prototyping, a dual beam SEM/FIB system (FEI Nova 600 NanoLab,

beam current: 10 pA) is then used to mill a square array of nanoholes (diameter: 200 nm,

period: 470 nm) in the gold film, as shown in Fig. 6.4(a). The measured dimensions of the

nanoholes reported in this figure are in excellent agreement with their target values, proving

the successful fabrication of the nanoholes in the metal film. Such a patterned substrate

can now generate a strong electric field gradient around the rim of the holes to perform DEP

trapping. To this end, Fig. 6.4(b) shows the calculated electric field distribution and the field

intensity gradient around a hole when the gold electrode is biased with a 20 V peak-to-peak
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(a) (b)

Figure 6.3: (a) DEP setup for nanoparticle trapping on a patterned substrate (Reproduced
with permission from ref. [193]. Copyright 2014 American Chemical Society). An ITO counter
electrode is placed on top of the substrate to help generate the trapping field. (b) Real life
realization of the configuration shown in (a), where the red circle indicates the location of
the nanoholes pattern on the substrate and a 120 µm adhesive spacer is placed on the DEP
electrode to separate it from the ITO counter electrode. The red spot at the center of the circle
is generated by the local concentration and aggregation of 200 nm gold nanoparticles after the
DEP trapping, which have now adhered to the substrate.

voltage at a frequency of 1 MHz. The calculations are performed with COMSOL Multiphysics

5.6 assuming the counter electrode is placed 120 µm – the height of the adhesive spacer –

above the substrate, with water between them, and confirm the ability to generate a strong

field intensity gradient able to trap gold nanoparticles.

It is now important to devise a successful strategy to probe the trapping of the nanoparticles

in the holes. To this end, similar works on the subject have got around this by measuring

the redshift of the transmission spectrum of the nanoholes array upon trapping [193, 528] or,

alternatively, by recording the increase of fluorescence signal when manipulating fluorescent

particles [193]. To this regards, our aim here is to realize a proof-of-concept experiment

with the simplest setup possible and we therefore want to work with unlabelled particles

that provide no fluorescent response. We therefore exploit the simple modification of the

transmission spectrum of the nanohole array upon trapping to demonstrate the successful

immobilization of the particles. Concerning this, it has been known since the seminal work

of Ebbesen [529] that the transmission properties of an array of subwavelength plasmonic

apertures is dominated by an interplay of grating and plasmonic effects, giving rise to unusually

high transmissions at specific wavelengths [530, 531]. For the simple case analyzed here, it

is sufficient to note that the transmission spectra of such a structure present sharp minima

at those wavelengths corresponding to the Wood anomalies, i.e. those wavelengths that are

diffracted parallel to the surface of the array, followed by an abrupt increase of the transmission

at higher wavelengths caused by the excitation of resonant plasmonic modes on the metallic

substrate [532, 533]. The spectral location of the Wood anomaly of the first diffraction order

is given by λ = p ·n, where p is the period of the array – here acting as a grating – and n the
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Figure 6.4: (a) SEM images of the fabricated gold nanoholes array. (b) Side view of a nanohole
with, on the left, the electric field distribution around it for an applied voltage of 20 V peak-
to-peak at a frequency of 1 MHz. The structures are in a water environment and the colorbar
units are V/m. On the right, the relative field intensity gradient expressed in V2/m3 is shown
on a logarithmic scale.

refractive index of the surrounding material. Upon trapping of a particle, the local refractive

index around the nanohole increases, inducing a redshift in the transmission spectrum that

can be used to demonstrate the successful trapping of the analyte, at least as long as this

is smaller than the size of the hole [193, 528]. However, we can imagine that if the trapped

particles have got the same diameter as the nanoholes, they will completely clog the apertures

and spawn a decrease of the transmitted intensity. We decide here to work with 200 nm

gold nanoparticles and, as a consequence, to record the decrease of the intensity of the

transmitted light upon trapping. We further point out that, as the holes are already completely

clogged upon the trapping of one single nanoparticle, this strategy has also got the added

benefit to prevent the trapping of multiple particles in the same hole, therefore making sure

that the DNA nanotubes will hybridize to only one particle at each location. Figure 6.5(a)

shows the experimental transmission spectra of a typical gold nanoholes array. The red plot

represents the transmission properties of the structures before the solution containing the gold

nanoparticles is placed on the substrate, i.e. when the electrode is in an air (n = 1) environment.

Two Wood anomalies can be spotted around λ = 500 nm and λ = 720 nm. They can be attributed

to light scattered by the grating formed by adjacent nanoholes, in the horizontal or vertical
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directions in Fig. 6.3(a), each placed 470 nm away from each other and are called either the (0,

1) or (1, 0) anomalies. The first is generated by light scattering at the metal-air interface and,

consequently, its expected spectral position is λ = p ·n = 470 ·1 = 470 nm, in good agreement

with the observed experimental value which is naturally redshifted due to the presence of

intrinsic losses in the metal. The second anomaly is generated by light diffracted at the

interface between the metal and the silica substrate (n = 1.5) and is again found in a slightly

redshifted position from its theoretical value of λ = p ·n = 470 ·1.5 = 705 nm. Other anomalies,

generated by light scattered by holes at 665 nm from each other, i.e. in the diagonal direction

in Fig. 6.3(a), are called the (1, 1) anomalies and either lay outside the wavelength range

shown here or are masked by the presence of the (1, 0) anomalies. When water, instead
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Figure 6.5: (a) Experimental transmission spectra for unpolarized light through a typical
nanohole array placed in air (red and purple), water (dark and light blue) and during the DEP
trapping of 200 nm gold nanoparticles (green). (b) Temporal evolution of the intensity of the
(1, 0) resonance at the water interface during the DEP trapping of 200 nm gold nanoparti-
cles at different dilutions (red: 0.002 particles/µm3, green: 0.004 particles/µm3, blue: 0.006
particles/µm3). The black vertical line indicates the moment when the DEP field is turned on,
after which the transmitted intensity starts to decrease.

of air, is placed on the substrate, the anomaly generated by diffraction at the metal-cover

material interface now moves close to its new theoretical position of λ= p ·n = 470 ·1.33 = 625

nm, while the spectral position of the one generated at the glass-metal interface remains

unaffected, as shown in the dark blue plot. Here, the strength of this resonance is increased

when compared to the red plot, thanks to a better refractive index matching between the

two plasmonic modes at the metal-substrate and metal-water interfaces. As for the other

anomalies, the (1, 1) anomaly generated at the glass interface is also visible around 500 nm. It

is generated by light scattered in the second diffraction order and has a theoretical position at

λ=p ·n/2 = 665 ·1.5/2 = 498 nm. The light blue plot shows the transmission spectrum of the

array, in water, once its surface has been functionalized with an hydrophobic SAM. To this

end we recall that a hydrophobic functionalization is needed on the gold substrate in order to

avoid the gold particles sticking to it and to prevent unspecific DNA binding. The patterned
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substrate is therefore left overnight in a 5 mM solution of 1H,1H,2H,2H-Perfluordecanthiol

(Sigma Aldrich) in ethanol, in order to realize a hydrophobic SAM of fluorine atoms on the

gold surface. The effect of the SAM on the optical properties of the array are minimal, with the

anomaly generated at the metal(SAM)-water interface moving to a slightly more redshifted

position than that in the dark blue plot, as expected.

After characterizing the optical properties of the nanoholes array, we perform DEP trapping of

200 nm gold nanoparticles (from BBI Solutions) by diluting them at different concentration

in a DI water solution, which is then sandwiched between the gold and ITO electrodes. The

latter is realized by sputtering 100 nm of ITO (Pfeiffer SPIDER 600, deposition rate: 30 Å/s) on

a small glass slide, and electrical contacting as described in Section A.3.2. Figure 6.5(b) shows

the evolution of the intensity of the (1, 0) resonance at the water interface during the trapping,

when the DEP field is turned on one minute after starting the data acquisition. As expected,

the transmitted intensity decreases during the trapping as more particles are brought onto

the substrate, clogging the holes and increasing their local concentration in the vicinity of the

array, as shown in Fig. 6.3(b). Interestingly, we observe a dependence of the intensity evolution

on the particles dilution, with more concentrated solutions inducing a faster decrease until

the intensity reaches its minimum value around 0.0015. A typical spectrum at this stage of

the experiment is shown in Fig. 6.5(a) in green, where one can fully appreciate the general

attenuation of the transmitted light brought about by the DEP trapping. Finally, the purple

plot in this figure shows the transmission through the array, recorded in an air environment,

after the trapping has been performed and the chip rinsed with DI water, ethanol, and dried

with a nitrogen gun. We can see that the structures have almost completely recovered the

behaviour displayed before the trapping, showing the benefits of employing a SAM to prevent

the particles sticking to the substrate.

We have thus shown the possibility to use a patterned substrate to perform DEP trapping

of gold nanoparticles sandwiched between a gold and an ITO electrodes. The ability to

quickly fabricate multiple holes on the substrate allows the creation of multiple DEP traps,

unlocking in principle the possibility to perform massive parallel trapping of nanoparticles

and, consequently, the ability to assemble multiple nanoparticles-DNA systems. We discuss

now the challenges associated with this final step and the technological hurdles to overcome

when one tries to combine the trapping configuration used here with a microfluidic setup to

achieve a fully automated step-by-step assembly process.

6.2 Template-assisted assembly with DNA origami

While in the previous section I showed the possibility of employing metallic nanoholes to

perform DEP trapping of gold nanoparticles, several important issues for the assembly of the

final gold-DNA structures were overlooked and will be given a more in-depth discussion now.

First, it is of the utmost importance to trap only one single particle in each hole. If this is not

the case, the DNA nanotubes can hybridize to different particles at the same location, breaking
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up the final geometry of the structure. As already mentioned, we tried to minimize this effect

by trapping particles having the same diameter as the holes, so that only one particle could be

immobilized inside them. Unfortunately, other particles can still be trapped around the holes,

as shown in Fig. 6.6(a), and they need therefore to be removed before the DNA assembly can

successfully take place. Alternatively, one could perform DEP trapping of ultra diluted gold

nanoparticles solutions in order to reduce the overall number of trapped particles. While this

is in principle possible, we want here to exploit the long range manipulation capabilities of

DEP to achieve a rapid and efficient trapping, and we therefore do not explore this different

approach. Instead, we propose to use of a microfluidic setup to set the solution into motion

after the DEP trapping, in such a way that the viscous drag acting on the trapped particles can

remove all those trapped around the holes and leave on the substrate only the particles stably

anchored by the DEP force, i.e. those trapped inside the nanoholes. Indeed, a particle trapped

at this location experiences not only a stronger DEP forceI, but is also partly shielded from the

viscous drag by the walls of the nanohole, in such a way that it is in principle possible, with a

careful choice of the liquid velocity, to remove all the other particles around it. To this end,

Fig. 6.6(b) shows the position of the trapped particles after the fluid has been set into motion

at different volume velocities, while the DEP trapping field is kept active. One can clearly

appreciate that, as the fluid speed increases, more particles are removed from the trapping

hotspot until none is left on the substrate. For a flow rate of 150 µl/min, corresponding to a

speed of about 20 mm/s above the substrateII, only the particle stably trapped inside the hole

is able to withstand the influence of the drag force and remains on the substrate, ready for the

DNA hybridization. We warn that the flow values reported here are only indicative, showing

variations up to five times their value depending on the initial position of the trapped particles.

Nonetheless, these numerical results do confirm the possibility to remove all the unwanted

particles from the substrate and motivate our subsequent experimental effort.

6.2.1 Device design and fabrication

To effectively set the particles solution into motion over the patterned substrate, it is integrated

into a microfluidic channel supporting an ITO counter electrode as shown in Fig. 6.7, allowing

the simultaneous DEP and microfluidic manipulation of the particles. The assembly of this

final device is inspired from a known protocol in the literature [535, 536] and is explained in

great detail in Section A.2.2. The final device is presented in Fig. 6.7, where the ITO electrode

is shown to lay 100 µm above the channel. This value represents a trade-off between the final

mechanical stability of the PDMS layer, requiring thicker materials, and the need to have the

IWe point out that the DEP force acting on a 60 nm gold nanoparticle, such as those used in the next experiment,
is about 300 fN for the field gradient shown in Fig. 6.6(a), roughly six times stronger than the relative Brownian
force.

IIThe fluid velocity where the drag force overcomes the DEP force can be in principle calculated by setting
FDEP = Fdrag, yielding a velocity of about 65 µm/s for a gold particle having a diameter of 60 nm under the influence

of an intensity gradient of 1.4 ·1014 V2/m3 – from Fig. 6.6(a) – in water (dynamic viscosity: 0.9 mPa · s). This simple
calculation does not take into account the confinement provided by the nanohole, which effectively restricts the
particle movement and justifies the higher "escape velocity" value found with numerical calculations.
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Figure 6.6: Results for 2D numerical simulations performed with COMSOL Multiphysics 5.6.
The simulation conditions are detailed in the text and correspond to the parameters employed
during the experiments. In particular, the electrical conductivity of PDMS is set to 5 mS/m
and corresponds to its AC value at a frequency of 1 MHz [534]. (a) Side view of a gold nanohole
(black) and four nanoparticles (green), with the same size as that of the hole, before and after
DEP trapping. After the trapping, while only one particle is able to position itself in the hole,
the others are still concentrated around it due to the presence of strong field inhomogeneities.
The colour map shows the field intensity gradient expressed in V2/m3 in a logarithmic scale.
(b) Starting from the configuration shown in (a) on the right, the evolution of the particles
position is shown when the fluid is set into motion at different volume velocities – indicated
on the top in µl/min – from left to right. The colour map shows the fluid velocity expressed in
mm/s in a logarithmic scale.

ITO electrode as close as possible to the fluid in order to reduce electrical losses in the PDMS

membraneIII. In the proposed geometry, the channel is covered with a 100 µm layer of PDMS

IIIFortunately, at the frequency of 1 MHz used in our experiments and numerical simulations, the electrical
absorption in the PDMS layer is considerably reduced. In polymers, the mechanism of conduction is generally
understood with the creation of an excited electronic state that travels through the polymer chain and then "hops"
onto the next one. The presence of this excited state leads to a chain deformation, creating phonons which in turn
interact with the excited electron forming a polaron – the energy loss which occurs in the process being one of
the causes of field absorption in polymeric materials. The generation of the electronic state happens on a much
shorter timescale (10−12 sec) than the creation of the polaronic one which, at higher field frequencies, is therefore
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and the ITO electrode, which will be placed on top of the PDMS, is therefore still close enough

to the underlying channel to generate an adequate DEP trapping field in the fluid – see Fig.

6.6(a). Unfortunately, the chosen PDMS thickness is still too small to allow the solid insertion

of the inlet and outlet fluid tubes in the chip, which usually requires PDMS thicknesses of

a few mm. To this end, a second layer of PDMS is cut into small rectangular pieces that are

placed on top of the channel ends, thus locally increasing the PDMS thickness where the fluid

connectors will be inserted in the chip, as shown in Fig. 6.7.
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Figure 6.7: (a) Schematics of the microfluidic chip with integrated DEP electrodes. The ITO
electrode is shown in green, while the two insets show a magnified view of the functionalized
gold and gold-PDMS interfaces. (b) Photography of one of the devices used in the experiments.

The final step of the device fabrication consists in bonding the PDMS chip to the gold substrate.

To this end, the substrate is functionalized with a monolayer of (3-Mercaptopropyl)triethoxysilane,

which binds to the gold substrate through its thiol group and leaves its terminal ethoxy group

sticking out from the surface, as shown in the blue inset of Fig. 6.7(a). The PDMS surface

not able to fully couple to the excited electron and follow its motion along the chain. We therefore approach the
regime of free electron transport typical of conducting materials, characterized by larger electrical conductivities
[537, 538].
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is then activated with an oxygen plasma treatment and is aligned and brought into contact

with the functionalized gold substrate. The whole chip is subsequently baked overnight at

80 ◦C to promote the bonding between the ethoxy and hydroxy groups on the two surfaces,

which occurs thanks to the hydrolysis of the ethoxy groups leading to the formation of siloxane

bridges [539, 540], as shown in the red inset of Fig. 6.7(a). This figure also presents what is

ideally the double purpose of the (3-Mercaptopropyl)triethoxysilane functionalization: on

one hand, the terminal ethoxy group ensures a strong bonding to the PDMS surface while,

on the other hand, it makes the gold surface more hydrophobic and reduces DNA unspe-

cific binding to the substrate. In particular, the reported water contact angle on a layer of

(3-Mercaptopropyl)triethoxysilane adsorbed on gold is just short of 90◦ [541] which, while

it still indicates a slightly hydrophilic surface, we hope is high enough to significantly lower

the rate of DNA absorption. Other molecules can in principle serve this double purpose of

binding to PDMS and making the gold surface hydrophobic, in particular those carrying alkoxy

groups. Among these, I chose to work with the ethyl group as it still allows water molecules to

penetrate through the terminal alkyl chains and initiate the hydrolysis reaction responsible

for the creation of siloxane bonds, while the extra alkyl partially screens the hydrogen bonding

(dipolar) interaction between water molecules and the ether group and makes the surface

more hydrophobic than, for example, other alkoxy-terminated molecules such as MPTMS

[541]. To this end, Fig. 6.8 shows the results of water contact angle measurements on (a) a

gold surface, (b) a gold surface cleaned with the procedure outlined above and (c) a clean gold

surface functionalized with (3-Mercaptopropyl)triethoxysilane. The effect of the different sur-

face treatments are clearly visible, with the contact angle decreasing from 74◦ (consistent with

other values reported in the literature [542]) to 58◦ upon the removal of hydrophobic organic

species from the substrate, and then increasing to 81◦ upon the ethyl surface functionalization.

This smaller measured value, compared to that reported in the literature [541], possibly stems

(a) (b) (c)

Figure 6.8: Water contact angle measurements on a gold chip (a), a clean gold chip (b) and an
ethyl-functionalized gold chip (c). The measured contact angles are (a) 74◦, (b) 58◦ and (c) 81◦,
measured with Krüss DSA-30E system.

from an uneven molecular surface coverage. Unfortunately, it was not possible to optimize

a protocol to realize a more uniform functionalization and the experiments were therefore

carried out in the aforementioned conditions.
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6.2.2 Experimental results

To enable the assembly of the hybrid nanoparticles-DNA structures, we initiated a collabora-

tion with the group of Prof. Acuna at the University of Fribourg, which provided us with the

appropriate DNA nanotubes to link the trapped particles together. The DNA linker is shown in

Fig. 6.9(a), where 20 nm long single DNA strands can be seen extending from the end of the

origami. These can hybridize to their complementary strands previously assembled on the

surface of the trapped gold nanoparticles, effectively connecting the particles together. These

particles, having a diameter of 60 nm, are also synthesized and functionalized by collaborators

of Prof. Acuna. Following their advice, we changed the geometry of the patterned nanoholes

on the gold substrate towards smaller and more stable structures such as triangles, crosses and

hexagons, as shown in Fig. 6.9(b). The hole diameter is also reduced accordingly and the dis-

tance between adjacent holes is set to match the length of the DNA origami, i.e. 178 nm. Once

(a)

(b)

1 µm 1 µm 1 µm

200 nm 200 nm 200 nm

178 nm

20 nm

Figure 6.9: (a) Schematic of the DNA nanotube used for the particle hybridization. Only one
end of the origami is shown, with similar strands protruding from the other end as well. (b)
SEM images at different magnifications for three different nanoholes geometries patterned on
the gold electrode. The holes diameter is 60 nm and the distance between them is between
175 and 180 nm, while the period between two adjacent structures is 2 µm.
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the electrode is functionalized and bonded to the PDMS chip with the procedure described in

the previous section, the inlet and outlet tubes are inserted in the access holes – see Fig. 6.7(b)

– and the former is plugged into a 1 ml syringe controlled by a programmable syringe pump

(Pump 11 Pico Plus Elite, Harvard Apparatus). This can be used to control the volumetric

flow rateΩ inside the channel, from which the fluid velocity in the middle of the channel can

be calculated as Ω/A, with A = 40000 µm2 being the area of the channel section. Before the

experiment, the channel is thoroughly rinsed with the buffer solution to be used later, namely

TEA 1x 12 mM Mg, at a volumetric flow rate of 1200 µl/min, in 50 µl stepsIV. After this initial

rinsing, a 105 pM solution of DNA-decorated gold nanoparticles diluted in the TEA buffer is

prepared and pumped into the channel at a rate of 600 µl/min. A DEP trapping field having an

amplitude of 20 V and frequency of 1 MHz is now applied between the substrate and the ITO

counter electrode for two hours, after which the channel is flushed with the buffer solution

– while keeping the DEP field on – to remove the particles trapped around the nanoholes,

as explained previously. This flushing step is performed at a volume velocity of 100 µl/min,

ensuring the removal of the majority of the trapped particles as shown in Fig. 6.6(b). A 200 pM

solution of DNA nanotubes diluted in the TEA buffer is then introduced into the channel at a

rate of 100 µl/min and the DEP field amplitude is lowered to 10 V to reduce the influence of any

DEP-induced effect on the DNA movement, while still providing enough holding force to keep

the trapped particles in place. The origami are then let to diffuse overnight, during which time

they are able to reach the hydrophobic substrate and slide over it until they meet a particle

and hybridize with it, connecting adjacent particles together. Finally, the DEP field is switched

off and the liquid – together with the assembled structures – inside the chip is collected on a

silicon wafer by flushing the channel with a clean buffer solution at 1200 µl/min. Once the

solution has dried, the wafer is rinsed with DI water for a maximum of 5 sec to remove the

salt residuals from the buffer and allow the subsequent microscopy characterization of the

structures, which are now electrostatically bound to the silicon substrate. Throughout the

experiment, the white light from a halogen lamp is continuously directed from the top of

the device, i.e. from the ITO counter electrode, through the PDMS and towards the substrate,

and transmission optical images of the patterned gold electrode are recorded at different

stages of the experiment in order to provide real time monitoring of the assembly process, as

shown in Fig. 6.10. Here, the image in panel (a) is taken before introducing the particles in

the channel and displays three rectangular arrays of 5x20 bright spots, each corresponding to

one of the three triangular, cross and hexagonal nanoholes structures presented in Fig. 6.9(b).

Figure 6.10(b) shows the same picture once the DEP trapping is performed. The presence of

the trapped particles inside the nanoholes induces a redshift of the transmitted light which

proves the successful immobilization of the particles. However, after the introduction of the

DNA origami and the last vigorous flushing performed at 1200 µl/min, corresponding to a

fluid velocity of 0.5 m/s inside the channel, the particles are still evidently stuck inside the

holes, as shown in panel (c). Clearly, our assumption that the hydrophobic functionalization

IVThe manipulation of larger volumes results in the buildup of too much pressure where the fluid is forced from
the big inlet tube into the small channel, pushing the pipe out of the access hole. All the following microfluidic
operations are therefore always performed using 50 µl steps.
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(a) (b) (c)

Figure 6.10: Optical images of the patterned gold electrode (a) before the DEP trapping is
performed, (b) before the introduction of the DNA nanotubes and (c) after the final flushing of
the channel. No virtual change is observed between panels (b) and (c).

provided by the (3-Mercaptopropyl)triethoxysilane layer is sufficient to avoid unspecific DNA

binding to the substrate is not valid. The same experiment was also carried out using the

optical trapping force provided by a laser focused on the nanoholes, rather than DEP, yielding

similar results. Moreover, we were not able to find any nanoparticle-DNA structures on the

silicon wafer after it was inspected with SEM. This supports our conclusion that sees the

DNA-decorated nanoparticles and the origami chemically binding to the substrate once they

are introduced inside the channel. To this end, we speculate that the DNA may directly access

and bind to the underlying gold surface due to the presence of inhomogeneities in the (3-

Mercaptopropyl)triethoxysilane functionalization, as already highlighted by the contact angle

measurement presented in Fig. 6.8(c). Alternatively, the ethoxy groups on the gold surface

might hydrolyse in the buffer solution and be replaced by highly reactive and hydrophilic

hydroxy groups, which then bind to the DNA. Furthermore, once the DNA-decorated particles

are trapped inside the holes, they might react with the underlying hydrophilic silica substrate

and get locked up in the hole. To overcome these issues, a second functionalization could be

carried out to assemble hydrophobic methyl groups on the (3-Mercaptopropyl)triethoxysilane

layer, for example by employing TMCS, methoxytrimethylsilane or trimethylsilanol. This

second functionalization would have to be done once the PDMS chip has been bonded to

the substrate, for example by introducing a 5 mM ethanol solution of molecules, with a 5%

volume of water content, inside the channel and let it assemble overnight. Unfortunately, we

did not further explore this idea.

However, to better study the influence of the substrate properties on the manipulation of the

DNA-decorated gold nanoparticles, we conduct one final proof-of-concept experiment by

functionalizing the patterned clean gold substrate with a layer of 2-(Trimethylsilyl)ethanethiol

(Merck). This molecule, carrying a thiol and a methyl group at its opposite ends, effectively

binds to the gold surface making it hydrophobic, with a reported water contact angle for

the methyl group of 113◦ [541]. We then get rid of all the microfluidic setup and of any

DEP or optical trapping force, and simply place a drop of buffer solution containing the

gold nanoparticles on the gold chip and let it evaporate. The nanoholes structures are then

imaged with SEM and, as shown in Fig. 6.11(a), we find that exactly one single nanoparticle
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has been delivered inside each and every one of the holes across the whole substrate, with

a yield close to 100%. We explain this result as the consequence of capillary forces acting

400 nm400 nm

100 nm100 nm

(a)

(b)

Figure 6.11: (a) SEM images of the nanoholes structures after the delivery of a single gold
nanoparticle inside each hole. (b) Proposed mechanism of particle delivery enabled by
capillary forces and nanohole geometric confinement.

on the nanoparticles as the buffer solution droplet is set into motion while it evaporates

over the patterned hydrophobic substrate [543]. As depicted by the black arrows in Fig.

6.11(b), during the evaporation process surface tension forces tend to rearrange the liquid

interface towards configurations with smaller surface energy, effectively pulling the liquid

surface inwards towards the center of the droplet. In turn, this generates a flux (blue arrows)

towards the liquid/air interface to replenish the evaporated liquid, which has the net effect
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of accumulating particles at the edges of the receding drop. Here, while the contact line

moves over the patterned substrate, the liquid meniscus is pinned and deforms around the

nanoholes, creating a combination of geometrical trapping and capillary forces that leads to

the confinement of one nanoparticle inside each hole [543]. On the other hand, no trapping

occurs in the surrounding areas thanks to the lack of substrate features, preventing geometrical

confinement of the particles, and the presence of a uniform hydrophobic functionalization,

preventing particle adsorption on the substrate. This simpler approach seems therefore to

provide a facile and high-yield strategy to deliver nanoparticles over a patterned surface

without the technological complications of the microfluidic setup discussed previously. Once

the particles are placed inside the nanoholes, one could envision illuminating the substrate

with a focused laser to generate an optical force able to keep the particles in place as a

second drop of buffer solution, this time containing the DNA nanotubes, is dispersed on the

substrate. The origami are then let to diffuse and hybridize to the nanoparticles, and the final

structures can then be imaged with the help, for example, of an atomic force microscope

setup. However we point out that, despite the high yield of particle delivery and the simpler

experimental setup required, in this approach the different steps of the assembly process

are not all performed in a liquid environment anymore. For example, after the particles

are delivered into the holes and the drop of solution completely evaporates, the particles

are then in an air atmosphere, and the same goes for the nanotubes after the hybridization

has taken place. This can be a limitation when working with more delicate biomolecules,

such as proteins, which require a more constant and controlled chemical environment to

maintain their functionalities. Moreover, relying on the evaporation of a liquid droplet to

transport the particles in the template intrinsically increases their delivery time, while DEP

can in principle achieve instantaneous trapping of the particles in the holes. Regardless of all

this, capillary forces seem to provide a promising route for the facile trapping and assembly of

colloidal matter and are worth exploring in greater detail. Unfortunately, it was not possible to

reproduce the homogeneous hydrophobic functionalization that is required for the correct

assembly of the structures, and we therefore did not investigate this strategy any further.

6.3 Outlook

The quick and large scale realization of mesostructures having dimensions of a few hundreds

of nanometers represents one of the natural paths of exploration to pursue after the efficient

manipulation of nanoscale analytes discussed in the previous chapters. The selective control

over multiple different nanoscale species, and their controlled hybridization and assembly, has

the potential to unleash a revolution in nanomanufacturing that can provide researchers with a

versatile technology to create a plethora of different devices and tools to support experimental

efforts in the field of nanotechnology. We have proposed here a combination of top-down

substrate patterning and bottom-up DNA assembly to address this challenging task and, while

we have not been able to fully realize our proposal, preliminary numerical and experimental

results strongly hint at the feasibility of the suggested process. In particular, the complete
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understanding and control of surface interactions at the substrate/analyte interface has been

shown once again to be of the utmost importance, and points at a future line of research where

surface science will play a more prominent role to guide scientific exploration.
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Field-matter interactions play a fundamental role in today’s push for the realization of always

more versatile and accurate tools to study and manipulate matter at the micro- and nano-

scales. Rather than just exploiting mere electrostatic interactions, multipolar forces stem from

spatial inhomogeneities of the field intensity or phase, which also allow the manipulation of

neutral particles and the exploitation of the frequency-dependent properties of the induced

polarization. I have demonstrated in Chapter 2 of this thesis that, regardless of the frequency

chosen for the field, the physical principles behind the generation of dipolar forces are always

the same i.e. the creation of an induced dipole inside the particle and its interaction with

an inhomogeneous field. The main difference between the two frequency regimes analyzed

here lays in the dominant loss mechanism for each case: conduction losses dominate for RF

excitations, while dielectric losses prevail for optical fields. This can lead to very different

values for the induced polarization in the particle, but it does not change the underlying

physics.

The same can be said when higher multipolar orders come into play: even though the treat-

ment of Chapter 3 has focused on forces at optical frequencies, the same distinction between

Cartesian primitive, irreducible and spherical multipoles applies at low frequencies as well,

even though it is less relevant due to difficulties in exciting these higher multipoles with RF

fields. Normally, while spherical multipoles might be of use when studying spherically sym-

metric systems or, more generally, the radiating properties of a set of multipoles, the Cartesian

irreducible multipoles are to be preferred as their use is not only restricted to these spherical

systems.

Since the physical interactions described here are the same regardless of the frequency em-

ployed, the main aim of this thesis was the development of a device able to manipulate electric

fields in a wide range of frequencies in order to exploit both the benefits of employing low and

high frequency fields for analyte manipulation. To this end, I realized that this was possible by

scaling down the size of typical DEP electrodes and connecting them to a plasmonic disk dimer.

Interestingly, I found that the interplay and electrical coupling between different multipoles

in the electrodes and the dimer affects the radiating properties of the plasmonic electrodes.

128



Conclusions Chapter 7

Yet, it is possible to control this interplay in such a way that the main plasmonic resonance of

the disk dimer is unaffected. This subsequently allowed the exploitation of this resonance for

the sensing of BSA and rhodamine, thus experimentally proving the benefits of combining

both low and high frequency fields inside the same device.

At the end of each chapter, I have proposed an outlook with possible future research directions

that might continue the work presented here. However, on a last warning note, these results

were possible only thanks to the development of a dedicated fabrication process for these plas-

monic electrodes, which was achieved only after understanding and modifying the properties

of the gold-silica interface to control the detrimental effects of surface forces. This reiterates

what I mentioned already toward the conclusions of the previous chapter, where chemical

interactions at the substrate interface were found to be of critical importance to determine the

assembly success. In general, it is safe to say that if technological scaling continues at the same

pace shown so far, effectively overcoming the 10 nm barrier, the complete understanding and

control of the interfacial properties of nanoscale devices will really become the key to further

advance our knowledge and control of the nano world, as this thesis already partially shows.
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A Methods

I describe here in greater detail the numerical and experimental techniques that I employed

to achieve the results shown in the main body of this thesis. I first briefly discuss the finite

element method I used, in combination with the COMSOL Multiphysics software, to obtain the

simulation results shown in Chapter 4 and Chapter 6 before describing a numerical method,

which relies on the surface integral equations, that is at the base of the results presented in

Chapter 3. In Section A.2, I present the process flows for the fabrication of the plasmonic

electrodes, already partially discussed in Chapter 5, and of the microfluidic chip used in

Chapter 6. Finally, I discuss in Section A.3 the experimental protocols used to perform the

dielectrophoretic, optical and electronic measurements presented in Chapter 5 and Chapter 6.

A.1 Numerical calculations

Numerical simulations are instrumental to guide the experimental effort and provide an esti-

mate of the relative magnitude of the different forces and processes at play in the system under

consideration. This is usually described by some fields obeying a set of partial differential

equations, such as Maxwell’s, which are generally very hard to solve. However, when the dif-

ferential form of these equations is employed, their numerical solution in frequency domain

can be found using the finite element method (FEM) [544, 545]. Within this approach, the

volume containing the system an its surrounding medium is discretized (meshed) into a set of

sub-domains and the Galerkin method is used to derive a set of simpler equations that locally

describe the behaviour of the system in each of these elements. These equations are then

solved for each domain, and a good accuracy and convergence to the global solution is ensured

by properly matching the variation of the fields in each sub-element [546, 547]. The advantage

of this approach is that the discretization procedure allows also the faithful description of

complex geometries, while the fact that this is a frequency domain method naturally support

the study of dispersive phenomena both at low and high frequencies. However, the need to

mesh a finite region of space requires the use of proper boundary conditions, and care must

be taken to ensure that these do not significantly alter the numerical solution of the problem.

Regardless of these limitations, FEM is a widely used technique across all applied science
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and engineering, and I indeed used the commercial FEM software COMSOL Multiphysics to

recover the values of the electric fields and fluid velocity in my samples. While this worked

very well I nonetheless found it better, when computing the multipolar scattering cross section

and optical force, to use a different numerical technique developed in our laboratory, as this

offered a higher degree of customization than that of a commercial software.

This different technique, based on surface integral equations (SIE), has been mainly developed

to describe fields oscillating at optical frequencies [548, 549]. As the name suggests, this

method solves Maxwell’s equations in their integral forms, therefore requiring meshing only

the surface of the system under investigation. In return, the response of the background

medium is simply incorporated in the calculations through the Green’s tensor [550, 551], in

such a way that one gets rid of all the cumbersome boundary conditions that characterize

FEM techniques. In the remaining of this section, I will delve a bit more in detail into the SIE

approach. A rigorous derivation of this method can be found in ref. [356].

A.1.1 The surface integral equation method

To use SIE to solve electromagnetic problems, the system under consideration is first divided

into homogeneous domains (i.e. the scatterer and the background medium), in which the

fields can be expressed as

Ei (r) = Einc
i (r)− iωµi

∫
∂Ωi

Gi (r, r’) · Ji (r’)dS’−
∫

∂Ωi

(
∇′×Gi (r, r’)

)
·Mi (r’)dS’ , (A.1)

where the index i refers to a specific domain, Einc
i (r) is the incoming electric field (with a time

dependence of e−iωt ) and ∂Ωi is the boundary of domainΩi , while

Gi (r, r’) =

(
I+ ∇∇

k2
i

)
e i ki |r - r’|

4π|r - r’| ; (A.2)

is the dyadic Green’s function with I the unit dyadic and |r - r’| the distance between the source

and observation points. A similar expression can also be written for the magnetic field. The

quantities Ji (r’) and Mi (r’) are, respectively, the electric and magnetic surface currents that

determine the value of the fields in each domain. These surface currents can be calculated

from the incident electric and magnetic fields through the electric and magnetic surface

integral equations

(
Einc

i (r)
)

tan =

iωµi

∫
∂Ωi

Gi (r, r’) · Ji (r’)dS’+
∫

∂Ωi

(
∇′×Gi (r, r’)

)
·Mi (r’)dS’


tan

, (A.3)
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(
Hinc

i (r)
)

tan =

iωεi

∫
∂Ωi

Gi (r, r’) ·Mi (r’)dS’−
∫

∂Ωi

(
∇′×Gi (r, r’)

)
· Ji (r’)dS’


tan

, (A.4)

where Hinc
i (r) is the incident magnetic field and the subscript tan corresponds to taking the

tangential boundary value of the integral. The solution of this system of equation is carried out

through an expansion of the surface currents onto the RWG basis functions, which are defined

on the triangle pairs that define the mesh approximating the boundary surface – hence the

need to discretize the surface of the scatterer. Once the currents are known, the fields can

be calculated at any point of any domain through Eq. (A.1) and, from these fields, any other

electromagnetic quantity of interest can then be computed. For example, as done in Chapter

3, when the scattered electric field is calculated on the surface S of a sphere of 10 µm radius

around the scatterer, its scattering cross section can be readily expressed as

Cscat =
1

2Z Iinc

∫
S

|Escat(r)|2dS (A.5)

where Escat(r) is the scattered electric field, Iinc is the incident field intensity and Z the

impedance of the surrounding medium. In the same chapter, the total multipolar optical force

is also compared to the one calculated with the Maxwell’s stress tensor, which is expressed

through the surface currents as [372]

F =
∑
T

∫
T

{
(∇·M) (∇·M∗)

2ω2µ∗
n̂+ (∇· J) (∇· J∗)

2ω2ε∗
n̂+

(A.6)

+ i

ω

[
µ

µ∗
(J× n̂)

(∇·M∗)+ ε
ε∗

(n̂×M)
(∇· J∗

)]− 1

2

(
εM ·M∗+µJ · J∗

)
n̂
}

dST ,

where T belongs to the triangles into which ∂Ω is discretized and n̂ is the outward normal to

this surface.

A.2 Nanofabrication

I here give a detailed description of the process parameters employed for the fabrication of

the devices used in this thesis, which was carried out in an ISO 7 cleanroom environment at

the Center of MicroNanotechnology present on campus.
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A.2.1 Plasmonic electrodes

The fabrication of the high aspect ratio plasmonic structures described in Chapter 4 and

Chapter 5 has proven very challenging and ended up forming a substantial amount of the

work performed during the thesis. As a consequence, the fundamental physical and chemical

insights discovered while developing this process are already described in Chapter 5 and I give

here a more detailed account to allow for future reproducibility of this method.

The electrodes are fabricated following the electron-beam lithography process outlined in

Fig. A.1. 4-inch fused silica wafers (Schott AG, 525 µm thick) are first dried under a constant

Cr etch

Exposure

Development

Adhesion
layer

realization
Gold

depositionLift-off

SiO2

MMA EL6
PMMA 495K A2
Cr

Figure A.1: Process flow for the fabrication of the plasmonic electrodes.

nitrogen flow for more than one week before being further dehydrated through a thermal

treatment on a hotplate at 180 ◦C for 5 minutes, in order to promote resist adhesion [474].

Subsequently, 120 nm of MMA EL6 (Micro-resist Technology GmbH) are spin-coated (ATMsse

OPTIspin SB20 manual coater, 6000 rpm) on the wafer, followed by 60 nm of PMMA 495K A2

(Micro-resist Technology GmbH, spin-coated at 1500 rpm). This way, the substrate is covered

with a double layer of electron beam resist, which helps promoting the lift-off thanks to the

formation of an undercut at the edges of the exposed areas after the development [124]. To

avoid charging issues during the electron-beam exposure and provide a reflecting layer for the

height test before the exposure, a 20 nm conducting sacrificial layer of Cr is further evaporated

on the resist (Alliance-Concept EVA760) and removed in a (NH4)2Ce(NO3)6 + HClO4 solution

(TechniEtch Cr01 from MicroCHemicals) after the exposure. This is carried out with a Raith

EBPG5000+ system at a 100 kV acceleration voltage, with varying beam doses between 500

and 1000 µC/cm2 and beam currents ranging from 200 pA to 100 nA. After the Cr removal, the

resist is developed in a MiBK:IPA 1:3 developer solution during 1 minute under continuous

circular agitation, rinsed for 1 minute with isopropyl alcohol (IPA) and dried with a nitrogen

gun. To fabricate the electrodes using inorganic adhesion layers, an 8 sec. oxygen plasma
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treatment is applied to remove the residuals of undeveloped resist (Oxford PRS900, 300 sccm,

2 Torr, 500 W RF power) and to activate the surface for an improved adhesion. The same

machine (Leybold Optics LAB600H) is then used to evaporate both the Ti or Cr adhesion layer

and the gold film (thickness: 40 nm, deposition rate: 0.5 Å/s), without breaking the vacuum

between the consecutive evaporations. For an organic adhesion layer, after developing the

resist the substrate is first exposed to an oxygen plasma (Oxford PRS900, 300 sccm, 2 Torr,

500 W RF power) for 40 sec. This longer plasma treatment, compared to the one used for

inorganic adhesion layers, ensures both the removal of undeveloped resist and the creation of

hydroxyl groupsI, needed for a proper silanization, on the silica areas of interest. The sample

is then readily placed for 10 hours into a vacuum desiccator together with a vial containing (3-

Mercaptopropyl)trimethoxysilane (MPTMS, 95%, from Merck, used as received). The released

MPTMS molecules, shown in Fig. A.2(a), adsorbe on the sample, where the silane groups of the

molecules establish weak hydrogen bonds with the hydroxyl groups present on the available

glass surface. To stabilize the silane-glass bond, the sample is subsequently baked for 20 hours

at 80 ◦C, allowing the MPTMS to form siloxane bridges with the substrate and cross-link with

adjacent molecules. The temperature is kept at 80 ◦C in order to prevent the destruction of

the nanostructures shaped in MMA/PMMA, which has a glass temperature of about 110 ◦C

[552, 553]. Afterwards, 40 nm of gold are evaporated on the sample (Leybold Optics LAB600H,

deposition rate: 0.5 Å/s), where the metal atoms covalently bind to the available thiol groups of

the SAM as shown in Fig. A.2(b). After the gold film deposition, an extra stabilizing baking step

is performed at 80 ◦C for 24 hours. The additional backing step for 24 h, performed prior to

the lift-off, allows the gold to reorganise towards a more stable configuration, which increases

substantially the stability of the structure. Finally, regardless of the type of adhesion layer used,

the resist is stripped by immersing the sample into an acetone bath for 24 hours. Prior to the

SEM characterization (ZEISS Merlin), 1.5 nm of Cr are sputtered (Alliance-Concept DP650)

onto the sample to avoid charging during imaging.

To ease the characterization of the electrodes, after the lift-off a 2.5 µm protective layer of

photoresist (AZ 1512 HS) is spincoated (1000 rpm, followed by a 2 minute baking at 100 ◦C) on

the wafers before these are diced into chips using a resin blade having thickness of 250 µm

operated by a Disco DAD321 automatic dicing saw machine (25000 rpm, cutting speed of 1

mm/s). The resist is then stripped with acetone and IPA right before the measurements are

performed. While dicing was often found to damage the structures fabricated with inorganic

adhesion layers, the coating and stripping of the resist did not affect their stability.

A.2.2 Microfluidic chip

The fabrication of the microfluidic chip presented in Chapter 6 involves a number of different

steps and processes which I discuss in detail here. In order to be able to quickly reproduce

INormally, the water vapour present in the air suffices to create enough hydroxyl groups for most silanizaton
applications. However, it was found that a better coverage of hydroxyl groups was required for the creation of a
more uniform and stable SAM, and hence a longer plasma treatment was employed.
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Figure A.2: (a) MPTMS molecule. (b) Surface functionalization to enhance gold adhesion with
a SAM.

this process, a Cr mask is first fabricated following the process outlined in Fig. A.3. In here,

a commercially available silica plate (5x5 inch, from Nanofilm) coated with 90 nm of Cr and

500 nm of positive resist AZ 1512 is exposed to UV light (λ= 355 nm, i-line) using a direct laser

writer machine (Heidelberg Instruments VPG200). This step creates exposed areas in the resist

with the same dimensions of the channel – 200 µm x 2.5 cm. The plate is then transferred to a

mask processing machine (Hamatech HMR900), where the exposed resist is developed using

a diluted AZ 351B solution and the exposed Cr parts are removed. Finally, the resist is stripped

using AZ 400K and rinsed in DI water.

The microfluidic mold is fabricated on a 4-inch silicon test wafer, 525 µm thick, by first

spincoating (Sawatec LSM-250, 1028 rpm) 200 µm of negative SU8 (GM 1075 from Gersteltec)

resist and letting it rest at room temperature for one hour to achieve a uniform thickness. The

resist is then baked (Sawatec HP-200) at 130 ◦C for 10 min, with 50 min ramps, before it is

exposed through the Cr mask using a mask aligner tool (Suss MicroTec MJB4, λ = 365 nm, 528

mJ/cm2) as shown in Fig. A.4(a). A post exposure bake is then performed (Sawatec HP-200)

at 90 ◦C for one hour, with 50 min ramps, to complete the cross linking process in the resist.

After a relaxation delay of minimum 12 hours to remove any residual stress in the SU8, the

resist is finally developed in propylene glycol methyl ether acetate (PGMEA) for six minutes in
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Figure A.3: Process flow for the fabrication of a Cr mask.

two different baths and then rinsed in IPA for one additional minute.

After the mold is functionalized with trimethylsilyl chloride (TMCS, from Merck) by leaving it

overnight in a vacuum desiccator together with a vial of TMCS, a 20:1 mixture of PDMS:curing

agent is then prepared and spin coated on it at 200 rpm to reach a final thickness of 300 µm,

as shown in Fig. A.4(b). During this step, we point out that since the target thickness is at

the high limit of the values reachable with our spin coater, care must be taken to spin coat

for a sufficiently long time (> 2 min) so that the dense PDMS mixture can uniformly spread

on the substrate. A different 5:1 mixture of PDMS:curing agent is also poured on top of an

unpatterned silicon wafer functionalized with TMCS, reaching a final thickness of about half a

centimeter, before this is baked at 80 ◦C for 30 min together with the mold. After the baking

time has elapsed, the two wafers are taken out of the oven and, thanks to its higher curing

agent content, the 5:1 mixture can now be cut into small rectangular pieces that are placed on

top of the channel ends in the mold as displayed in Fig. A.4(b). The mold is then placed back in

the oven overnight to properly bond the two PDMS layers together, thanks to the migration of

curing agent from the top to the bottom layer. Finally, the PDMS chips can be easily demolded

thanks to the hydrophobic TMCS functionalization that prevents the polymer from sticking to

the substrate.

The fabrication of the PDMS chip is now completed by realising two access ports at the ends

of the channel using a manual hole-punching machine (tip model number: TEP 018), which

enables the creation of an inlet and outlet hole having a diameter of 690 µm as shown in Fig.

A.4(c). To bond the PDMS on the gold substrate, this first undergoes a 30 sec UV ozone (UVO)

treatment before being sonicated for 5 minutes in ethanol, ensuring the removal of all organic

residues from the gold surface and the reduction of any gold oxide formed during the UVO

cleaning [554]. The sample is then left overnight in a vacuum desiccator together with a vial
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Figure A.4: Process flows for the fabrication of (a) the SU8 mold, (b) the PDMS layer (c) the
microfluidic chip.

containing (3-Mercaptopropyl)triethoxysilane (from Merck), and the PDMS surface is then

activated with an oxygen plasma treatment (Harrick Plasma, 45 sec, 500 mTorr, 30 W) before it

is aligned and brought into contact with the functionalized gold substrate. The whole chip

is subsequently baked overnight at 80 ◦C to promote the bonding between the gold and the
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PDMS, as shown in Fig. A.4(c).

A.3 Experimental protocols

I here give more details on the setups employed to perform the characterization of the elec-

trodes and the trapping and sensing of particles and molecules, before briefly describing the

protocols used to prepare the analyte solutions used in this thesis.

A.3.1 Electrodes characterization

The optical characterization of the plasmonic electrodes is carried out on an Olympus IX73

inverted microscope setup, as shown in Fig. A.5. Briefly, with the help of a custom-made

field stopper realised in the mechanical workshop at EPFL, an annular ring of polarized

light from a halogen lamp is focused onto the electrodes through an Olympus UPlanSApo

60x/1.2 water immersion objective. The forward-scattered light is collected with the help of

a 60x/0.7 Olympus LUCPlanFLN objective and analyzed with the help of an Andor Kymera

328i-A spectrograph equipped with a Newton 920 CCD detector purchased from Andor. The

lower NA of the collecting objective, which results in a collection angle of 44.43◦, ensures that

this does not receive the light that is directly transmitted through the sample, at a maximum

angle of 64.46◦, effectively removing any background illumination and enabling dark-field

imaging and spectroscopy of our sample. SEM characterization is performed on a ZEISS Leo

1550 and ZEISS Merlin secondary electron microscope after the sputtering of a 1.5 nm of Cr

conductive layer on the sample.

The electrical characterization is carried out on a commercial 2-probe station from Cascade

Microtech at a 10 mV/s rate, while the data is analyzed with a Keithley 4200A-SCS parameter

analyzer. These measurements were taken in air atmosphere at room temperature with the

help of Dr. Nicolò Oliva and Carlotta Gastaldi from the Nanoelectronic Devices Laboratory of

Prof. Mihai Adrian Ionescu at EPFL.

A.3.2 Trapping setups

To carry out DEP trapping experiments, the final part of the electrodes, extending from the

disks, is covered in silver paint and brought into contact with metallic microneedles controlled

with an x-y-z micromanipulator. These are then biased with a sinusoidal potential using a

AFG-2125 function generator from GW INSTEK, as shown in Fig. A.5.

For the optical trapping of gold nanoparticles, the setup is modified accordingly to Fig. A.6,

where a RLTMDL-980-5W-3 laser from Roithner Lasertechnik is focused on the sample through

the bottom objective to produce the optical trapping force, while the white light from the

halogen lamp is used to probe the spectrum of the structures. Due to the high power of the

laser – 5 W – a neutral density filter (not shown) is introduced before the polarizer to reduce the
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Figure A.5: Schematic of the setup used for the optical characterization of the electrodes and
the DEP trapping.
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overall laser power density impinging on the sample to a value of 3 mW/µm2, and a notch filter

is additionally placed before the spectrometer to remove the laser line in the final spectrum.

This line was experimentally measured at 974 nm instead of the expected 980 nm of factory

settings.

For the SERS measurements, the laser light from the same apparatus is focused through an

Olympus Apo N 60x/1.49 oil immersion objective to achieve a power density of 300 µW/µm2

and the function generator is used to produce the required trapping force, as shown in Fig. A.7.

A notch filter is always employed to prevent the laser line from reaching the spectrometer, but

this can be removed as long as the grating is tilted in such a way that the elastically scattered

light from the sample does not impinge on the detector.

A.3.3 Analyte solutions preparation

The 40 nm gold colloid is purchased from BBI Solutions (EM.GC40) and diluted 20% in filtered

water to a final concentration of 1.80 ·10−2 µm−3, or 29.89 pM.

The preparation of the 5 mM HEPES buffer for BSA proteins follows a protocol developed

by Siarhei Zavatski, who was a visiting PhD student in our group from the Belarusian State

University. Briefly, first dissolve 0.119 g of HEPES powder (from Sigma-Aldrich) in 95 mL of DI

water. On the side, prepare a 1 M solution of NaOH (from Sigma-Aldrich) by dissolving 0.24

g of the substance in 6 mL of DI. Now add, drop by drop, the NaOH solution to the HEPES

buffer until its pH reaches a value around 7.5, which is usually achieved after adding around

400 µL of NaOH solution. Now add DI water to the buffer to reach a final volume of 100 mL

and check its conductivity and pH. These normally take values between 100 and 500 µS/cm

and 7 and 8 and are stable for roughly one month if the buffer container is properly sealed

with Parafilm. 9.9 mg of BSA protein powder (from Sigma-Aldrich) is then diluted in 1.5 mL

of buffer to yield a final concentration of 100 µM. Lower concentrations can be achieved by

diluting this initial solution in additional buffer. To avoid any unwanted effect, no proteins

that had been dispersed in the buffer for more than one week were used in the experiments.

As for rhodamine, 35.93 mg of Rhodamine B powder (from Sigma-Aldrich) is diluted in 1.5

mL of DI water to yield a concentration of 50 mM, while lower concentrations are achieved by

diluting this initial solution in additional DI water.

Before any experiment, the prepared solutions are sonicated for five minutes at a duty cycle of

80% using a UP50H ultrasonic processor from Hielscher to avoid aggregation of the analyte.

All the solutions are stored in a fridge at 4 ◦C.
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Figure A.6: Schematic of the setup used for optical trapping experiments.
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Figure A.7: Schematic of the setup employed for SERS measurements. The molecular SERS
signal, i.e. the Stokes and anti-Stokes photons, is shown in red.
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B Additional experimental results

I here briefly report the results of other experiments that I performed during the thesis but that

did not develop into full research projects, and are therefore not mentioned in the main body

of the document. I first discuss the dielectrophoretic trapping of micro and nanospheres using

gold microelectrodes, before showing the results of the chemical synthesis of monocrystalline

gold flakes.

B.1 Dielectrophoretic trapping at the microscale

As DEP trapping had never been performed in the laboratory at the time when I joined, the first

task I focused on at the beginning of this thesis was the viability of bringing this technology

to life in our group. As the majority of the DEP studies in the literature utilize microscale

electrodes, I first fabricated a pair of gold electrodes having pointy ends facing each otherI, at a

distance of 1 µm, as shown in Fig. B.1. In particular, this image shows the results of a trapping

experiment performed on polystyrene beads and clearly shows how, when the DEP voltage is

turned on, the beads are readily concentrated around the tips of the electrodes, where the DEP

field gradient is more intense. This can be better appreciated in Fig. B.2(a), where more beads

are seen accumulating around the tip the longer the trapping field is turned on. Besides from

positive DEP, negative DEP was also observed when increasing the frequency of the applied

voltage, as shown in Fig. B.2(b). Moreover, the formation of pearl chains was at times also

recorded, as seen in Fig. B.2(c), resulting from second order DEP effects [555, 273]. Similar

results were also obtained for gold nanoparticles, as illustrated in Fig. B.3. The minimum

trapping voltage for 100 nm particles was found to be 8 V while no negative DEP was observed,

in accordance with the condition εp >> εm and, therefore, K ≃ 1.

This successful first implementation of DEP was instrumental to familiarizing with this tech-

nique and subsequently allowed us to move on to the fabrication of the DEP nanoelectrodes

IThe electrodes were fabricated by exposing a photosensitive resist through a Cr mask, similarly to what shown
in Fig. A.3 and Fig. A.4(a). Due to imperfections in the mask, the pointy ends of the electrodes were often smoothed
out.
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Figure B.1: Dielectrophoretic trapping of 1 µm polystyrene beads, at a 10 pM concentration in
DI water, for an applied sinusoidal voltage having an amplitude of 10 V and a frequency of 500
KHz.

described in Chapter 4 and 5.

B.2 Chemical synthesis of monocrystalline gold flakes

Prompted by initial difficulties in fabricating the high aspect ratio gold nanoelectrodes used in

this thesis I briefly explored, with the help of two Master’s students, the possibility to fabricate

similar structures in monocrystalline gold flakes. These are known to have superior structural

and optical properties when compared to normal polycrystalline structures [556] and, as

a consequence, some authors have been able to report the use of monocrystalline gold to

fabricate connected plasmonic systems [413, 414]. Inspired by their results, we first tried to

synthesize the gold flakes employing the process described in ref. [557], where it is shown how

the controlled reduction of hydrogen tetrachloroaurate, dispersed in ethylene glycol, naturally

results into the formation of gold seeds. These can then deposit and grow on top of a silica

slide previously placed inside the growth solution, where their anisotropic growth is ensured

by the addition of aniline to the ethylene glycol. This is known to oxidize and then absorb

preferably on the {1 1 1} facets of the seeds, hampering further growth along those surfaces

and leading to the formation of highly anisotropic flakes. In principle, if the process is run

for a sufficiently long time while the solution is kept at a constant temperature (around 95
◦C), one is able to fabricate thin monocrystalline flakes with lateral sizes reaching a few tens

of microns, which can then be imaged at the SEM once the substrate is removed from the

solution. Unfortunately, as shown in Fig. B.4, the final size of the gold flakes that we were able

to produce with this approach was very small, roughly 100 times smaller than what reported in

the literature, making it impossible to use them as a platform for further fabrication. Moreover,

this reaction yielded a lot of undesired byproducts, as can be appreciated in the left image of
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(a)

(b)

(c)

Figure B.2: Dielectrophoretic manipulation of 750 nm polystyrene beads, at a 10 pM con-
centration in DI water, for an applied sinusoidal voltage having an amplitude of 10 V and an
initial frequency of (a) 500 KHz and (b) as the frequency is increased to 5 MHz. The calculated
crossover frequency is 1.98 MHz. (c) The formation and destruction of a pearl chain as the
DEP frequency is swiped across the crossover value.
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1 µm 2 µm

Figure B.3: Dielectrophoretic trapping of 100 nm gold nanoparticle beads, at a 5% dilution in
DI water, for an applied sinusoidal voltage having an amplitude of 10 V and a frequency of 1
MHz.

Fig. B.4, which deposited on the substrate making it hard to isolate a clean gold flake.

200 nm2 µm

Figure B.4: Gold precipitates synthesised through the aniline-assisted route.

To overcome these problems, we decided to also test a different synthesis route described

in ref. [558], where the aniline is not added to the growth solution and the formation of the

flakes is then ensured by the presence of stacking faults in the {1 1 1} layers of the crystals,

originating from twinned crystal seeds. These lead to {1 1 1} top and bottom facets of the

flake and either {1 0 0} or {1 1 1} planes on the side facets. Due to the energetics of these

different surfaces, these latter planes can more easily incorporate new adatoms than the {1 1 1}

faces and therefore grow much faster. As a consequence, the twinned crystal seeds grow into

large but thin platelets. Indeed, Fig. B.5 shows the resulting gold flakes fabricated using this

approach, and demonstrates the synthesis of micrometer sized platelets. Moreover, as can be

appreciated in the left image of this figure, the removal of aniline from the growth solution

greatly reduces the number of unwanted residues on the substrate and enhances the yield of

fabrication. The as-synthesised flakes can now be used to fabricate plasmonic structures in

monocrystalline gold, for example by FIB milling the platelets. Despite this promising results,
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2 µm10 µm

Figure B.5: Gold flakes synthesised without the use of aniline.

we did not further explore this line of research and focused more on the e-beam fabrication of

the plasmonic electrodes.
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demonstration of optical transport, sorting and self-arrangement using a ‘tractor beam’.

Nature Photonics, 7:123–127, 2 2013.

[143] J. F. Barry, D. J. McCarron, E. B. Norrgard, M. H. Steinecker, and D. DeMille. Magneto-

optical trapping of a diatomic molecule. Nature, 512:286–289, 8 2014.

[144] T.W. Hänsch and A.L. Schawlow. Cooling of gases by laser radiation. Optics Communi-

cations, 13(1):68–69, 1 1975.

159



Bibliography

[145] A. Ashkin and J. P. Gordon. Stability of radiation-pressure particle traps: an optical

Earnshaw theorem. Optics Letters, 8(10):511–513, 10 1983.

[146] Carl E. Wieman, David E. Pritchard, and David J. Wineland. Atom cooling, trapping, and

quantum manipulation. Reviews of Modern Physics, 71(2):S253–S262, 3 1999.

[147] T. V. Raziman and Olivier J. F. Martin. Universal trapping in a three-beam optical lattice.

Physical Review A, 98(2):023420, 8 2018.

[148] Graham D. Bruce, Paloma Rodríguez-Sevilla, and Kishan Dholakia. Initiating revolutions

for optical manipulation: the origins and applications of rotational dynamics of trapped

particles. Advances in Physics: X, 6(1), 1 2021.

[149] Yikun Jiang, Huajin Chen, Jun Chen, Jack Ng, and Zhifang Lin. Universal relationships

between optical force/torque and orbital versus spin momentum/angular momentum

of light. arXiv, 11 2015.

[150] Manuel Nieto-Vesperinas. Optical torque: Electromagnetic spin and orbital-angular-

momentum conservation laws and their significance. Physical Review A, 92(4):043843,

10 2015.

[151] P.J. Maccabee, V.E. Amassian, L.P. Eberle, A.P. Rudell, R.Q. Cracco, K.S. Lai, and M. So-

masundarum. Measurement of the electric field induced into inhomogeneous volume

conductors by magnetic coils: application to human spinal neurogeometry. Electroen-

cephalography and Clinical Neurophysiology/Evoked Potentials Section, 81(3):224–237, 6

1991.

[152] Philip L. Marston and James H. Crichton. Radiation torque on a sphere caused by a

circularly-polarized electromagnetic wave. Physical Review A, 30(5):2508–2516, 11 1984.

[153] Juan J. Arcenegui, Pablo García-Sánchez, Hywel Morgan, and Antonio Ramos. Electric-

field-induced rotation of Brownian metal nanowires. Physical Review E, 88(3):033025, 9

2013.

[154] Anni Lehmuskero, Robin Ogier, Tina Gschneidtner, Peter Johansson, and Mikael Käll.

Ultrafast Spinning of Gold Nanoparticles in Water Using Circularly Polarized Light. Nano

Letters, 13(7):3129–3134, 7 2013.

[155] Amnon Yariv and Pochi Yeh. Optical Waves in Crystals: Propagation and Control of Laser

Radiation. Wiley, 2002.

[156] W. Andrew Shelton, Keith D. Bonin, and Thad G. Walker. Nonlinear motion of optically

torqued nanorods. Physical Review E, 71(3):036204, 3 2005.

[157] M. E. J. Friese, T. A. Nieminen, N. R. Heckenberg, and H. Rubinsztein-Dunlop. Optical

alignment and spinning of laser-trapped microscopic particles. Nature, 394:348–350, 7

1998.

160



Bibliography

[158] R.D. Miller and T.B. Jones. Electro-orientation of ellipsoidal erythrocytes. Theory and

experiment. Biophysical Journal, 64(5):1588–1595, 5 1993.
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