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“Don’t believe everything you read on the internet.”

— Sun Tzu

Dedicated to truth and trust... And to my family :)
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Abstract

In recent years we have seen a marked increase in disinformation including as

part of a strategy of so-called hybrid warfare. Adversaries not only directly

spread misleading content but manipulate social media by employing sophis-

ticated techniques that exploit platform vulnerabilities and avoid detection.

It is getting increasingly important to analyze social media manipulation to

better understand, detect and defend public dialogue against it.

In this thesis, we contribute to the research on social media manipulation by

describing and analyzing how adversaries employ compromised social media

accounts. We begin by providing a background of social media: we describe

the mechanisms and the influence of the platforms to better understand why

the adversaries target them. We then give a detailed overview of social media

manipulation, and the techniques to detect and counter it. Next, we discuss

our contributions in this thesis: 1) an extensive analysis of an attack on social

media algorithms using compromised accounts, 2) a study of the implications

of compromised bots for bot research through the characterization of retweet

bots, 3) a detection method to find compromised accounts that are later

repurposed.

Firstly, we uncover and analyze a previously unknown, ongoing astroturfing

attack on the popularity mechanisms of social media platforms: ephemeral

astroturfing attacks. In this attack, a chosen keyword or topic is artificially

promoted by coordinated and inauthentic activity to appear popular. Cru-

cially, this activity is removed as part of the attack which facilitates using

compromised accounts that are still managed by their original owners. We

observe such attacks on Twitter trends and find that these attacks are not

only successful but also pervasive. We detected over 19,000 unique fake

trends promoted by over 108,000 accounts. Trends astroturfed by these at-

tacks account for at least 20% of the top 10 global trends. We created a

Twitter bot to detect the attacks in real-time and inform the public.

Secondly, we study the implications of compromised accounts to bot research.

We do this by characterizing retweet bots that have been uncovered by pur-

chasing retweets from the black market. We determine that those accounts

were compromised as they observe anomalous behavior, share spam, and self-

state that they are hacked. We then analyze their di↵erences from human-

controlled accounts. From our findings on the nature and life-cycle of retweet

bots, we point out several inconsistencies between the retweet bots used in
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this work and bots studied in prior works. Our findings challenge some of

the fundamental assumptions related to bots and in particular how to detect

them.

Thirdly, we define, describe, and provide a detection method for mislead-

ing repurposing, in which an adversary changes the identity of a potentially

compromised social media accounts via, among other things, changes to the

profile attributes in order to use them for a new purpose while retaining

their followers. We propose a methodology to flag repurposed accounts that

uses supervised learning on data mined from the Internet Archive’s Twitter

Stream Grab. We found over 100,000 accounts that may have been repur-

posed. We also characterize repurposed accounts and found that they are

more likely to be repurposed after a period of inactivity and deleting old

tweets. We also provide evidence that adversaries target accounts with high

follower counts to repurpose and some make them have high follower counts

by participating in follow-back schemes. We present a tool to root out ac-

counts that became popular and repurposed later.

Our work is significant in presenting how breaches of user security jeopar-

dize platform security and public dialogue. Furthermore, it enhances the

knowledge of how the bots and troll accounts work and aid platforms and

researchers in building new solutions.

Keywords: social media manipulation, compromised accounts, bots, trolls,

social media security, disinformation, social media



Résumé

Ces dernières années, nous avons assisté à une nette augmentation de la

désinformation, notamment dans le cadre d’une stratégie de guerre dite

hybride. Les adversaires ne se contentent pas de di↵user directement des

contenus trompeurs, mais manipulent les médias sociaux en employant des

techniques sophistiquées qui exploitent les vulnérabilités des plateformes et

évitent d’être détectés. Il devient de plus en plus important d’analyser la ma-

nipulation des médias sociaux pour mieux comprendre, détecter et défendre

le dialogue public contre elle.

Dans cette thèse, nous contribuons à la recherche sur la manipulation des

médias sociaux en décrivant et en analysant comment les adversaires utilisent

des comptes de médias sociaux compromis. Nous commençons par présenter

le contexte des médias sociaux : nous décrivons les mécanismes et l’influence

des plateformes pour mieux comprendre pourquoi les adversaires les ciblent.

Nous donnons ensuite un aperçu détaillé de la manipulation des médias so-

ciaux, ainsi que des techniques permettant de la détecter et de la contrer.

Ensuite, nous discutons de nos contributions dans cette thèse : 1) une analyse

approfondie d’une attaque sur les algorithmes des médias sociaux utilisant

des comptes compromis, 2) une étude des implications des bots compromis

pour la recherche sur les bots par la caractérisation de bots de retweet, 3) une

méthode de détection pour trouver les comptes compromis qui sont ensuite

réutilisés.

Tout d’abord, nous découvrons et analysons une attaque d’astroturfing en

cours, jusque-là inconnue, sur les mécanismes de popularité des plateformes

de médias sociaux : les attaques d’astroturfing éphémères. Dans cette at-

taque, un mot-clé ou un sujet choisi est artificiellement promu par une activité

coordonnée et non authentique pour apparâıtre populaire. Surtout, cette ac-

tivité est supprimée dans le cadre de l’attaque, ce qui facilite l’utilisation de

comptes compromis qui sont toujours gérés par leurs propriétaires d’origine.

Nous observons de telles attaques sur les tendances Twitter et constatons que

ces attaques sont non seulement réussies mais aussi omniprésentes. Nous

avons détecté plus de 19 000 fausses tendances uniques promues par plus

de 108 000 comptes. Les tendances issues de ces attaques d’astrosurfing

éphémères représentent au moins 20% des 10 principales tendances mondi-

ales. Nous avons créé un bot Twitter pour détecter les attaques en temps

réel et informer le public.
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Deuxièmement, nous étudions les implications des comptes compromis sur la

recherche de robots. Pour ce faire, nous caractérisons les robots de retweet

qui ont été découverts en achetant des retweets sur le marché noir. Nous

déterminons que ces comptes ont été compromis car ils observent un com-

portement anormal, partagent du spam et déclarent qu’ils ont été piratés.

Nous analysons ensuite leurs di↵érences par rapport aux comptes contrôlés

par l’homme. À partir de nos conclusions sur la nature et le cycle de vie des

robots de retweet, nous soulignons plusieurs incohérences entre les robots

de retweet utilisés dans ce travail et les robots étudiés dans des travaux

antérieurs. Nos résultats remettent en question certaines des hypothèses

fondamentales liées aux bots et en particulier comment les détecter.

Troisièmement, nous définissons, décrivons et fournissons une méthode de

détection de la réa↵ectation trompeuse, dans laquelle un adversaire change

l’identité d’un compte de médias sociaux potentiellement compromis en mod-

ifiant, entre autres, les attributs du profil afin d’utiliser le compte à une nou-

velle fin tout en conservant ses followers. Nous proposons une méthodologie

pour signaler les comptes réa↵ectés qui utilise l’apprentissage supervisé sur

des données extraites du Twitter Stream Grab d’Internet Archive. Nous

avons trouvé plus de 100 000 comptes susceptibles d’avoir été réa↵ectés.

Nous caractérisons également les comptes réa↵ectés et constatons qu’ils sont

plus susceptibles d’être réa↵ectés après une période d’inactivité et de sup-

pression d’anciens tweets. Nous fournissons également des preuves que les

adversaires ciblent les comptes ayant un nombre élevé de followers pour les

réa↵ecter et que certains d’entre eux leur donnent un nombre élevé de fol-

lowers en participant à des systèmes de follow-back. Nous présentons un

outil permettant d’éliminer les comptes qui sont devenus populaires et ont

été réa↵ectés par la suite.

Notre travail est important pour montrer comment les atteintes à la sécurité

des utilisateurs compromettent la sécurité de la plateforme et le dialogue

public. En outre, il améliore la connaissance du fonctionnement des bots

et des comptes de trolls et aide les plateformes et les chercheurs à créer de

nouvelles solutions.

Mots-clés: manipulation des médias sociaux, comptes compromis, bots,

trolls, sécurité des médias sociaux, désinformation, médias sociaux
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Chapter 1
Introduction

1.1 Motivation

Social media is one of the primary means of communication today. People worldwide

use social media platforms to socialize, share photos, watch cat videos, keep up with

their favorite celebrities, follow the news, and even discuss politics. The widespread

usage of social media empowers platforms to influence the public, and such influence

has attracted adversaries who aim to exploit them for malicious purposes. Adversaries

can spread their harmful narratives and make them reach the masses in seconds through

social media. Lies travel faster than the truth, especially when they breed on social

media platforms. Indeed, we have seen a marked increase in disinformation, including

as part of a strategy of so-called hybrid warfare in recent years. The disinformation

campaigns often targeted topics such as elections, climate change, and vaccines, which

are critical to public health [258].

Adversaries manipulate social media to bring their malicious campaigns to public

attention. To do so, they often employ sophisticated techniques to exploit platforms’

vulnerabilities while avoiding detection by internal and external investigators. For in-

stance, they deploy automated accounts, colloquially named “bots”, at scale to promote

certain users, posts or narratives by inflating the popularity metrics (e.g., like counts)

of these entities [68]. The platforms may use these metrics as a proxy for reputation

and further amplify those with inflated metrics, e.g., suggest them to other users [271].

Additionally, they exploit policy-related vulnerabilities of the platforms. For instance,

an external researcher collected Facebook data of users using their friends’ permission

(instead of the users themselves.) The research acquired the data of 87 million users by

only getting collection permission from 270 thousand users. The data company named

Cambridge Analytica used this data to profile voters and sway elections through tar-

geted advertisements. The incident is named the “Cambridge Analytica scandal” and

encouraged many countries to take precautions against illegal data collection and usage,

such as GDPR [241].

A growing body of research on social media manipulation focuses on the detection

of, analysis of, and counter-measures against the manipulations. The studies initially

1
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concentrated on less sophisticated strategies such as employing spam bots that aggres-

sively extend their network and share advertisements [34, 313]. However, in recent years,

researchers reported that adversaries adopt sophisticated strategies such as social me-

dia bots that imitate humans [114] and mix automated behavior with human behavior

(named as a cyborg) [59]. Such strategies create a challenge for automated systems

and even for humans to di↵erentiate malicious users from legitimate users. Thus, ad-

versaries employing those strategies are more successful at staying under the radar and

manipulating social media [69].

Nevertheless, while the current research demonstrates that adversaries use malicious

social media accounts with human-like behavior, they fell short of explaining how they

do it. More work is needed to understand how adversaries create human-like social media

accounts, how they use them, and their impacts so that the platforms and researchers

can build counter-measures against such accounts. The thesis contributes to a critical

aspect of the problem: adversaries compromise legitimate social media accounts and

use them as bots, which is one of the strategies to have human-like bots. It is also

the first work that shows the adversaries take partial control of social media accounts

but let their human owners still use them so that they can confuse the bot detection

systems. Moreover, it proposes a detection method for compromised accounts that are

later repurposed, which are di�cult to detect due to data limitations.

1.2 Thesis Statement and Contributions

The overarching goal of this thesis is to present the role of compromised accounts in

social media manipulation. We summarize this with the following thesis statement:

Thesis Statement The current research assumes that adversaries employ accounts

created for malicious purposes to manipulate social media. This thesis proposes that

they also compromise legitimate accounts, which we must counter with appropriate

detection systems and defenses.

To accomplish our goal, we present 1) an extensive analysis of how adversaries use

compromised accounts to manipulate social media using the attacks on Twitter trends as

a case study, 2) the implications of compromised bots on the bot research by studying the

retweet bots’ characteristics, 3) a detection methodology to find compromised accounts

in the wild that are repurposed. For each step, we state our research problems and

contributions.

Analysis— Analysis of Attacks Employing Compromised Accounts: The Case

of Ephemeral Astroturfing Past studies analyzed bots that attack social media in a

coordinated manner. However, to the best of our knowledge, no one studied how the

adversaries employed the compromised accounts in such attacks. Using the ephemeral

astroturfing attacks on Twitter trends as a case study, we present an extensive analysis

of how compromised accounts were used in the attacks, the success of these attacks, and

their implications. We tackle the following research questions:
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1.2 Thesis Statement and Contributions

• How do the ephemeral astroturfing attacks on Twitter trends work?

• How do the adversaries use compromised accounts in these attacks?

• How to detect these attacks and the bots used in the attacks?

• What are the implications of these attacks on Twitter trends, platform security,

and society as a whole?

• What are the possible counter-measures against these attacks and the exploitation

of compromised accounts?

By tackling these questions, we 1) present the first case study of social media manip-

ulation using compromised accounts, 2) defined and described ephemeral astroturfing

attacks for the first time, 3) performed the first large-scale analysis of Twitter trend

manipulation, 4) found that over 19,000 fake trends were created by these attacks 5)

fake trends make up 47% of local Twitter trends in a specific country and 20% of global

Twitter trends 6) detected 108,000 bots which is the largest bot dataset reported in a

single paper to the best of our knowledge 7) present a counter-measure by detecting the

attacks in real-time and inform the public.

We present this study in detail in Chapter 3. It was published in:

Elmas, Tuğrulcan, Rebekah Overdorf, Ahmed Furkan Özkalay, and Karl

Aberer. “Ephemeral astroturfing attacks: The case of fake twitter trends.”

In 2021 IEEE European Symposium on Security and Privacy (EuroS&P),

pp. 403-422. IEEE, 2021.

The first author initiated the project, performed the analysis, created the visualiza-

tions, and wrote down the results. The second author contributed with analysis ideas

and helped with the writing and supervision. The third author helped with data anno-

tation, created two plots, and proposed an extra feature to analyze. The fourth author

supervised the project.

The §3.11 of this chapter is accepted as a poster to Truth and Trust 2022. The author

of this thesis initiated the project, performed the analysis, created the visualizations, and

wrote down the results. The thesis director supervised the project.

Implications— Implications of Compromised Accounts on Bot Research: The

Case of Retweet Bots: Research on social media bots often define their assumptions

before data collection, annotation, or detection methodology. However, the validity of

such assumptions is not well established in the literature. We particularly tackle the

assumption that the adversaries use sophisticated strategies to pass social media bots as

humans and show that they also use compromised accounts to pass as humans instead.

To do that, we use a dataset of bots used for paid retweets. We characterize those

accounts by comparing their behaviors with human accounts. Our research questions

are as follows:
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• Where do these retweet bots come from? Were they created for this purpose or

compromised?

• What is the lifetime of these retweet bots?

• How do the retweeters in our dataset act di↵erently from human users?

• Are there any di↵erences between the bots examined in this work and those found

in prior studies?

In answering these questions, we 1) present the first study focusing on retweet

bots exclusively; 2) characterize retweet bots, providing evidence that some are mass-

compromised and used aggressively; 3) challenge fundamental assumptions about the

nature of bot accounts, such as account age and over-activity; and 4) we discuss impli-

cations on and challenges in bot detection.

We present this study in detail in Chapter 4. It was published in:

Elmas, Tuğrulcan, Rebekah Overdorf, and Karl Aberer. “Characterizing

Retweet Bots: The Case of Black Market Accounts.” In Proceedings of

the International AAAI Conference on Web and Social Media, vol. 16, pp.

171-182. 2022.

The first author initiated the project, performed the analysis, created the visual-

izations, and wrote down the results. The second author helped with the writing and

supervision. The third author supervised the project.

Detection— Detecting Repurposed Compromised Accounts in the Wild: The

Case of Misleading Repurposing: As compromised accounts pose a problem to social

media and the web in general, several studies tackled the problem of their detection [96,

161, 162]. However, they are limited to detecting accounts whose data before getting

compromised still exists, or the account is used for a malicious purpose. On social media

platforms such as Twitter, adversaries can compromise accounts, delete their past data

and repurpose it for a legitimate purpose. On Twitter, such a change goes unnoticed

by the accounts’ followers; thus, popular accounts can get compromised and sold over

the market. We name this strategy “misleading repurposing”. We tackle detecting

misleading repurposing, which has not been studied before to the best of our knowledge.

We also propose a visualization tool so that researchers can investigate such repurposed

accounts. We answer the following research questions:

• How does the misleading repurposing work?

• What are the characteristics of the accounts that are repurposed?

• How to detect misleading repurposing using public data?

• What are the implications of and counter-measures against misleading repurpos-

ing?
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By answering these questions, we 1) introduce the concept of misleading repurposing

and suggest a definition, 2) present the first large-scale study of misleading repurposing,

3) establish a hand-labeled ground-truth dataset of repurposed accounts using datasets

published by Twitter, 4) study the characteristics repurposed accounts 5) propose a

visualization tool to study repurposed accounts.

We present this study in detail in Chapter 5. It was resubmitted to the ICWSM

2023 after minor revisions. Here is the preprint version:

Elmas, Tuğrulcan, Rebekah Overdorf, and Karl Aberer. “Misleading repur-

posing on twitter.” arXiv preprint arXiv:2010.10600 (2022).

The first author initiated the project, performed the analysis, created the visual-

izations, and wrote down the results. The second author helped with the writing and

supervision. The third author supervised the project.

The §5.11 of this chapter was accepted as a talk to Truth and Trust 2021. Two

master’s students in EPFL developed the tool presented in the section as a semester

project, Thomas Ibanez and Alexandre Hutter. The author of this thesis initiated the

project, provided the data and the methodology, and has written down the results. Dr.

Rebekah Overdorf and Dr. Karl Aberer supervised the project.

Our caveat is that in this thesis, we tackle the research problems using data from a

single social media platform, Twitter, and used a single case study in some cases. While

the results may generalize to other datasets and social media platforms in theory, our goal

is not to come up with observations and approaches that apply to every context. We are

rather interested in explaining the role of compromised accounts using a specific context

(i.e., a social media platform or a dataset) to better understand how such accounts can

be used to manipulate social media.

1.3 Thesis Outline

We now introduce the organization of this thesis. We first provide the background

where we provide an in-depth analysis of the current work that motivates this thesis.

We then extensively lay out the three main contributions towards presenting the role of

compromised accounts in social media manipulation in chapters 4, 5, and 6. We conclude

by summarizing contributions, discussing future work, and giving recommendations.

Fig. 1.1 summarizes the thesis outline. Here is the detailed outline of the thesis:

Chapter 2 puts the thesis in the context of current research and motivates it. We

specifically survey the inner workings of media and social media and discuss why they

are targets. We then provide an overview of social media manipulation, its detection,

and counter-measures. We also motivate using Twitter as the context for our study. In

each section, we highlight our contributions to the body of research we review.

Chapter 3 presents an extensive analysis of a new attack, ephemeral astroturfing attack

on Twitter trends, in which compromised accounts were used as bots to promote harmful
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Figure 1.1: The overview of the thesis outline. Each chapter has two to three contribu-
tions. The main contributions are bolded.

narratives on top of Twitter. It also presents a counter-measure that detects attacks in

real-time and informs the public.

Chapter 4 presents a study on the implications of the compromised bots on bot research.

To do that, it analyzes the characteristics of compromised retweet bots. It also describes

the current studies’ fall-backs.

Chapter 5 presents an unstudied attack which is repurposing compromised accounts,

and a methodology to detect such compromised accounts. It also proposes a visualization

tool for researchers to root out such accounts as a counter-measure.

Chapter 6 concludes the thesis with a summary of our contributions, a discussion of

future work, and recommendations.
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Chapter 2
Background

This chapter provides background information to put our study into context. This chap-

ter is not an exhaustive literature review on social media studies but a brief overview to

understand the motivations of our work. As a starting point, we describe the traditional

media and its similarities to social media. We then describe social media and its impact,

which makes it vulnerable to manipulation. Next, we define and describe social media

manipulation, which consists of messages being spread, the techniques used, and the

vulnerabilities exploited. We then discuss detection and counter-measures against the

manipulations. We lastly discuss our motivations to focus on Twitter in this thesis.

2.1 The Traditional Media

In this section, we first define media, describe its mechanics, and explain why it is a

target for manipulation. We then discuss the similarities and di↵erences with social

media.

Preliminaries Media is “the means of communication, as radio and television, news-

papers, magazines, and the internet, that reach or influence people widely.”1 The media

plays the role of a mediator in politics. They provide the people with news and opinions

in democratic societies and shape their political beliefs. In doing so, they apply their

own principles and assessments and thus, transform the politics [219].

Mechanics Media do gate-keeping through editorial decision-making. They decide

which events and issues are covered in the news and brought to the public attention [251].

They set the agenda: rank the importance of news over others and thus, influence the

people’s ideas of what comprises the most pressing issues of society [61]. When providing

the news, they may pay particular attention to an aspect of the issue over the others,

which is named “framing” [107]. Their decisions on selection, ranking, and framing of

news signal their underlying principles in the editorial process. Consistent patterns of fa-

voring one side against another in editorial decision-making may signify news bias [108].

1https://www.dictionary.com/browse/media
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2. Background

For instance, a newspaper may give more coverage to news related to immigrants, make

them appear in the headlines, and frame them as a security issue, which may show that

they are biased against the immigrants.

Manipulation In a democratic environment, the media may be the primary target to

influence the public and sway elections due to its ability and e�ciency in spreading

opinions. Thus, adversaries may employ stealthy techniques to gain a favorable image

of themselves, known as media manipulation [65]. They can have more and/or positive

media coverage, attack their opponents, or spread their frames and narratives over the

news [212]. For instance, adversaries plant fake news on a website or a less credible news

outlet and then alert legitimate news outlets to report this new information, which is

named information laundering [193].

Connection to Social Media Social media inherits all those properties of the tradi-

tional media: it can too do gatekeeping, set the agenda, frame particular narratives, and

be biased. However, social media works in di↵erent ways: the public itself contributes to

the news production, the editorial process is weak or non-existent, and the algorithms

play a significant part in what is brought to the public attention. Consequently, it also

has the potential to influence the public, which makes it vulnerable to manipulation.

We now describe the concept of social media in detail and how it influences the public.

2.2 The Social Media and Its Influence

In this section, we first define social media and describe its mechanics. We also provide

a brief overview of its impact on the public, which makes it a target for manipulation.

Preliminaries Social media is defined as “websites and other online means of communi-

cation that are used by large groups of people to share information and to develop social

and professional contacts”2. Such websites, which we refer to as social media platforms,

are widely used worldwide. As of 2022, Facebook has 2.9 billion, Instagram has 1.48

billion, and Twitter has 436 million active users3.

Mechanics A typical social media platform consists of users linked to each other by

unidirectional or bidirectional relationships, which makes it a social network. In the tra-

ditional media, the information is produced by the news agency and flows to consumers

in a top-down manner. However, on social media, the information can flow from anyone

in any direction. Additionally, the editorial process is often very weak or non-existent:

the information produced by social media users is not reviewed beforehand. Platforms

generally remove information retrospectively after it is already posted and flagged by

another user [271]. Thus, the information can spread quickly on social media as it can

be shared by anyone and does not get reviewed, making the platforms targets for those

2https://www.dictionary.com/browse/social-media
3https://datareportal.com/reports/digital-2022-global-overview-report
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2.3 Social Media Manipulation

who want to influence the public. The adversaries craft fake news that inspires fear, dis-

gust, and surprise in people, which makes them spread faster than true news on social

media [293].

Furthermore, the abundance of information of any quality encourages platforms to

apply additional mechanics such as algorithms, design decisions, and platform policies to

do gate-keeping and curate information. Those mechanics can further influence public

behavior. In 2010, Facebook showed that a single tweak on the user interface could

a↵ect the voting decision of hundreds of thousands. They conducted a field experiment

to study the e↵ect of social contagion on voter turnout. In the experiment, the platform

displayed a social message to people in the treatment group, showing a random set of

friends who declared that they voted in the elections. The researchers indicate that this

treatment itself increased voter turnout by 340,000 voters, which represented 0.14% of

the voting population at the time [39]. This is an excellent example of the extent of

platforms’ influence.

Impact The mechanics of social media have an impact on the public. Such an impact

can be positive. For instance, Moyer et al. [202] showed that popular posts on Reddit

have increased page-views on relevant Wikipedia articles. However, the previous work

points out their detrimental e↵ects as well. For instance, platforms expose the users to

belief-reinforcing information to maximize engagement and e↵ectively trap them in a

bubble that the opposite opinion cannot pass through, which is named “filter bubbles”.

[43, 125, 213] Filter bubbles make people vulnerable to social media manipulation. This

is because if a group of people cannot receive a particular opinion on an issue (e.g.,

vaccines are safe), they can easily be deceived by those who promote the counter and

the potentially malicious narrative (e.g., vaccines are bad). The research on filter bubbles

encouraged researchers to study mitigating their e↵ects [122, 123, 124, 178, 294]. For

instance, in our work, we propose recommending polarized topics to celebrities so that

they can moderate the discussion and burst filter bubbles [97]. Such research encouraged

social media platforms to acknowledge the presence of filter bubbles [139] and put e↵ort

into mitigating them [287].

Manipulation The fact that information can flow freely and quickly on social media,

platforms’ vulnerable mechanics and influence attract adversaries. They aim to exploit

the platforms for malicious purposes using social media manipulation techniques. We

now define and describe social media manipulation in detail.

2.3 Social Media Manipulation

In this section, we define and describe social media manipulation. Precisely, we present

the typical threat model for social media manipulation, which consists of a message, a

vulnerability, and a technique. We then describe and briefly survey these three elements.
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Preliminaries We broadly define social media manipulation as “employing a series of

techniques that exploit the vulnerabilities of social media platforms to disrupt the public

dialogue.”. The techniques may consist of sophisticated strategies and tools such as

automation and can be employed for campaigns such as political propaganda [304]. In

a typical social media manipulation threat model, an adversary attempts to bring a

(potentially harmful) message to the public attention to have a detrimental impact the

public dialogue. In doing so, they may use sophisticated techniques and exploit the

vulnerabilities of the platform, i.e., attack the platform. In response, the social media

platform can build counter-measures to prevent the attack (i.e., completely prevent

it from being possible) or to mitigate it (i.e., reduce the likelihood or impact of the

attack) [306]. The impact may be misleading the public on critical issues such as health.

It may a↵ect society as a whole, e.g., decreasing voter turnout. It may jeopardize the

integrity of the platform and the company and result in a financial loss. It may also

defame individuals or organizations if it is a targeted attack such as a smear campaign.

The adversary may be a techno-savvy person, a social media agency that manages the

reputation of its clients [102], or even the government actors [132], depending on the

scale and the goals of the operation. We now provide two example threat models that

follow this structure.

Example 1 Many social media platforms allow the usage of multiple accounts. They

also publicly measure the approval or disapproval of posts by allowing accounts to vote for

others (e.g., liking, retweeting, upvoting). As such, the same person can create multiple

accounts to gain extra votes, which is a vulnerability. An adversary seeking to propagate

o↵ensive content to bully somebody may exploit this vulnerability. The impact may be

the defamation of the target. Most social media platforms prevent this by disallowing

dislikes. Youtube recently mitigated the issue by hiding the number of dislikes from the

public [260]. Reddit allows and publicly displays downvotes but mitigates the attack by

suspending accounts if they are used by the same person and vote the same posts, which

it names “vote manipulation” [141].

Example 2 People may make mistakes while creating content on social media. They

may want to edit their posts after creating them. Some social media platforms let users

edit their content retrospectively. However, this feature can be abused. An adversary

seeking to influence the public can compromise a popular account and stealthily change

its old posts with malicious content, which is a vulnerability. The impact may be mis-

leading the public into thinking that the account posted the content as it is. Those

endorsing the original content may be victims of the edit if it comprises malicious con-

tent. Twitter prevents this attack by not allowing users to edit their posts. Facebook,

however, lets users edit their posts but mitigates the problem by keeping track of the

edits publicly. To the best of our knowledge, social media manipulation by retrospective

edits has never been studied in the literature. However, in 2020, FireEye reported a

similar attack in which Russian hackers compromised news websites in Poland, Lithua-

nia, and Latvia and replaced existing news articles with fake ones [117]. This poses a
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threat for the people citing or endorsing the original article if they did not retrospectively

remove their reference after the attack.

We will now describe three elements of the typical threat model, messages, tech-

niques, and vulnerabilities, in more detail.

2.3.1 Messages

The messages that the adversaries aim to spread may be any harmful content that

disrupts the public dialogue. They may consist of disinformation to mislead the public,

biased interpretation (frames) of the issues to influence the public or o↵ensive content

that inspires hate or incite violence. We now provide a brief overview of these types of

messages.

Disinformation and Fake News Adversaries stealthily craft false information to mis-

lead the public on purpose, which is named disinformation, or fake news if they mimic

mainstream news [144]. As social media facilitates information spreading, adversaries

use it as a breeding ground for fake news. They create “infodemic”s, which are the

states of the undisciplined spread of disinformation, unverified information, and conspir-

acy theories [324]. We observed this especially during elections [112], riots [109] and

the current pandemic [113] where coordinated groups [210] and/or automated accounts

(bots) [283] have participated in malicious propaganda campaigns to influence public

opinion through fake news. We also observe that adversaries disseminate fake news

using fake trends and discuss it in detail in chapter 3.

Bias and Frames Social media manipulation can manifest itself not only by spreading

disinformation and harmful narratives but also by consistently sharing biased informa-

tion and framed narratives. For instance, some social media users consistently support

only one political entity and indiscriminately criticize others on every subject, named

“seminar users” [78]. Partisans frame issues aligned with the frames their favorite po-

litical party holds [194]. Coordinated groups can promote a specific frame for political

gains and may even switch between them. For instance, the Istanbul Convention was an

international treatment to protect women from domestic abuse. In our work, we found

that coordinated groups of divorced men initially campaigned against the convention

focusing on one-sided custody of children. However, they tactically re-framed their cam-

paigns and cited religious motivations to gain broader support, and eventually succeeded

as Turkey withdrew from the convention citing the same reasons [99].

O↵ensive Content Targeted messages that intend to harm others, such as bullying,

spamming, hate speech, threats of violence, or sexual harassment, are considered of-

fensive content [263] The lack of an editorial process makes this type of content more

prevalent on social media when compared to traditional media even if the platforms take

precautions. Thus, there is a growing body of research to detect, analyze and mitigate

o↵ensive content on social media. Here, we focus on hate speech because, in addition to

individuals, it has the potential to a↵ect society as a whole.
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Hate speech is defined as “o↵ensive discourse targeting a group or an individual based

on inherent characteristics - such as race, religion or gender - and that may threaten

social peace.”4 Researchers study hate speech on social media from di↵erent angles to

better understand the phenomena. They found that hate speech target people’s behavior

(e.g., slow people), race (e.g., black people) and sexual orientation (e.g., gay people) [200]

and religion [106] in some situations such as after extremist violence [207].

Adversaries may manipulate social media to disseminate hate speech to disrupt the

public. For instance, Albadi et al. found that adversaries use bots to spread hate speech

on polarizing topics such as Israel/Palestine and Yemen on Arabic Twittersphere [13].

In our work in Chapter 3, we observed that adversaries employ bots to push the slogan

“Syrians Get Out” (#SuriyelilerDefolsun) to the top of Twitter trends in Turkey. The

campaign was successful, and the slogan received the attention of the public, the media,

and social science studies.

2.3.2 Vulnerabilities

Like every website and application, social media platforms may have security vulnerabil-

ities that adversaries exploit for malicious goals. Since our focus is on using compromised

accounts to manipulate social media, we provide a brief survey of both the vulnerabilities

risking user security and the vulnerabilities risking civic integrity in this section. We

also discuss their connection, which is how breaches to user security and compromised

accounts create vulnerabilities on the platforms that impact the public.

Vulnerabilities Risking User Security Platform vulnerabilities may lead to adverse

e↵ects that put users’ security and privacy at high risk, resulting in data breaches that

expose user data such as emails and passwords. For instance, in March 2019, Face-

book experienced a data breach due to storing passwords in plaintext in their internal

servers [217]. Software bugs also may lead to abusing the platform’s mechanisms for

profit. For instance, Twitter used to allow posting tweets using SMS without an extra

authentication. Adversaries took advantage of this and spoofed victims’ phone numbers

to send tweets on their behalf [2]. In 2010, a Turkish high-school student discovered

a bug on Twitter. He was able to force people to follow him by simply tweeting “Ac-

cept” followed by the profile handle of the victim. The bug went viral, and those who

exploited it forced their favorite celebrities to follow them. Twitter fixed the bug after

this incident [175].

Vulnerabilities Risking Civic Integrity Adversaries manipulate social media to dis-

rupt civic processes such as elections and harm society. As such, they may exploit

vulnerabilities that may not have immediate adverse e↵ects on the individual but may

be exploited to manipulate the public, which is the main focus of this thesis. The most

famous example of such vulnerability has led to Cambridge Analytica Scandal. In this

incident, the adversaries developed an app that allowed them to collect their users’ data

4https://www.un.org/en/hate-speech/understanding-hate-speech/what-is-hate-speech
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who gave informed consent. However, the vulnerability of Facebook also allowed them

to collect the data of the users’ friends, who did not consent. Thus, the adversaries

could collect the data of 87 million users by only getting consent from 270 thousand

users. They used this data to model the psychological profile of users so that they could

exploit their vulnerabilities through micro-targeting for political manipulation [231].

Platforms may not prevent some vulnerabilities if they are not aware of them or if

they estimate that the likelihood of the exploit or its impact is low. Consequently, such

vulnerabilities may occasionally be used for social media manipulation and influence

the public. For instance, Facebook does not allow multiple accounts and only allows

people to use their real names and pictures. However, a Facebook user can create and

manage multiple “Pages” (e.g., a fan page for an artist). Pages’ actions are limited,

but they can comment on other pages’ posts. State-sponsored actors from Azerbaijan

exploited this feature and created multiple pages disguised as personal profiles (i.e., the

pages’ names were in name surname form, and they had profile images of people). They

used these pages to comment on other pages in a coordinated manner to “astroturf”,

i.e., give the impression of public support for government narratives. Facebook removed

these accounts and reported its strategy [204]. However, as of 2022, it is still possible to

comment on other pages as a page, and the adversaries can still employ the same strategy.

Our work in chapters 3 and 5 are analyses of such vulnerabilities. In chapter 3, we

analyze a vulnerability that we discovered and disclosed to Twitter. They acknowledged

the vulnerability but did not take precautions to prevent it. In chapter 5, we perform a

large-scale vulnerability previously reported by researchers who work with Twitter but

have not been studied in academic work. Twitter still did not fix this vulnerability as

of 2022.

Vulnerabilities Posed By Compromised Accounts Compromising accounts, collo-

quially named “hacking”, is to control or take over accounts. The attackers can compro-

mise accounts by stealing their credentials or executing malicious scripts on the victims’

devices [93]. Compromised accounts are both the impacts of security vulnerabilities of

the platforms and also vulnerabilities themselves. This is because such accounts generally

build trust relationships with the platform and the public before being compromised [93].

Adversaries may abuse this trust to manipulate social media. One of the recent and fa-

mous examples of such abuse is the hijacking of Twitter accounts in July 2020. In this

event, attackers compromised 130 popular and verified accounts of people and organi-

zations such as Elon Musk, Bill Gates, Joe Biden, Barack Obama, Binance, Apple, and

Uber. The attackers posted tweets on their behalves, asking users to send bitcoin to a

cryptocurrency wallet they designated, promising they would send the double amount in

return. The attackers made 110,000$ before Twitter removed their tweets and blocked

tweets from verified accounts as a temporary counter-measure. The adversaries carried

out the attack by gaining access to administrative tools through social engineering (i.e.,

targeting Twitter employees to obtain their credentials) [155]. This thesis contributes to
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the literature on the vulnerabilities posed by and the impact of compromised accounts

by introducing their role in social media manipulation.

2.3.3 Techniques

The adversaries use certain techniques to exploit the platform vulnerabilities. In our

work, we introduce two new techniques: ephemeral astroturfing attack (Chapter 3)

and misleading repurposing (Chapter 5). These techniques use a combination of pre-

existing techniques: compromising accounts, coordination, content deletion, managing

automated accounts, and managing misleading accounts. Therefore, in this section, we

focus on and provide a brief overview of those specific techniques.

Compromising Accounts Compromising accounts let the adversaries create or engage

with social media content on legitimate users’ behalves. It is a better alternative to

creating new accounts from scratch due to the trust the compromised accounts built.

As such, compromised accounts would be less likely to be suspended, may be used

for longer, and may amplify the message more e�ciently due to their popularity and

reputation than a newly created account with no history. Adversaries can compromise

accounts by obtaining their credentials. They can do it by phishing (e.g., through fake

login pages disguised as legitimate websites), data breaches, or other hacking techniques

(e.g., dictionary attacks). Some adversaries create Ponzi schemes: they promise free

engagements to users in exchange for using their accounts to provide free engagements

to newer users [256]. In our work, we also observe a Ponzi scheme where the adversaries

provided free followers to legitimate Twitter accounts but exploited the users to create

fake trends in exchange [102]. Adversaries can claim partial control of the account: they

use the account parallel to the owner. They can also claim full control of the account

and deny the original owner from using the account while using it as it is. Moreover,

they can repurpose the account after the takeover: sell it to somebody else or keep it

but change its identity or purpose. We study a case of partial control in Chapter 3, full

control in Chapter 4, and repurposing in Chapter 5 in detail.

Coordination Adversaries employ coordination to scale the size of the manipulation.

This is because if many users coordinate towards conveying a message, both the public

and the algorithms may recognize the message as popular, credible, or a result of col-

lective action [201]. Adversaries can do this by directly posting the same message from

multiple accounts or indirectly amplifying the message by coordinated engagements.

The social media algorithms may amplify such messages thinking that they may insti-

gate even more engagements and increase the user screen time, resulting in more ad

clicks [271]. For instance, adversaries use multiple accounts to artificially increase votes

on Reddit threads of their choice to boost their visibility and suppress the visibility of

other legitimate posts [49]. This is because Reddit ranks the posts by the number of

votes, which may be because it assumes those posts keep the users continue scrolling

on Reddit. More visibility also encourages other users to create more engaging content
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for Reddit [230]. Employing multiple (potentially fake) personas (e.g., social media ac-

counts) in a coordinated manner to give the impression of public support while masking

the sponsor is named “astroturfing” [165]. We cover it in detail in Chapter 3.

Some users coordinate among themselves to boost each others’ posts and have a

win-win situation named “reciprocity abuse” [88, 298]. In our work, we focus more on

the accounts controlled by adversaries, which are fake or compromised. These accounts

may be automated and operate on a large scale (bots) or controlled by humans but are

misleading (trolls). We now provide an overview of such accounts.

Managing Automated Accounts (Bots) Adversaries often use automated fake ac-

counts controlled by software, which are named “bots”. Bots can automatically perform

simple interactions such as following, sharing, and posting in-genuine content (e.g., ad-

vertisement), also known as spam. Their advantage is that they can easily scale, which

makes them e�cient tools in social media manipulation. The bots can be used for di↵er-

ent primary functions and categorized according to those functions. For instance, fake

follower bots inflate follower counts and boost the perceived popularity of other Twitter

users [68]. Clients can purchase bots’ services from black markets to amplify their mes-

sages [129]. Some Twitters users, even though they are not bots themselves, use bots to

send automated follows so that they can get follows in exchange and look popular [308].

Chapter 4 presents the first study that exclusively focuses on retweet bots that inflate

retweet counts.

Managing Misleading Accounts (Trolls) Adversaries also employ accounts that

humans manage but act by extrinsic motivations (i.e., sponsored) in a coordinated

manner. Platforms define such accounts as exhibiting “coordinated inauthentic behav-

ior.” [203, 279] They are also colloquially named as “trolls”. The main characteristic of

such accounts is misleading the public about their true identity and goals. For instance,

Twitter detected, removed, and published the data of 2700 accounts that originated

from Russia and were doing propaganda during the 2016 U.S. elections. The accounts

adopted American names, reported their locations in the United States, and shared

news stories supporting Russian narratives in a coordinated manner [321]. The Na-

tional Security Council later investigated the issue and stated there is high confidence

that Russians interfered with the 2016 U.S. elections. According to them, Russia aimed

to erode public confidence in the U.S. democratic process and to help Donald Trump

win the elections [64]. Such accounts can be combined with other techniques such as

compromising accounts, which we cover in detail in chapter 5.

Malicious Deletions Users can retrospectively delete their social media content and

engagements for various reasons, such as feeling remorse. The adversaries can abuse

this feature and use it as a technique to hide their malicious activity. Collecting deleted

data is challenging because platforms do not provide such content. Thus, social media

manipulation employing deletions is currently understudied. Our work which we cover

in chapter 3 in detail, is one of the first case studies on how deletions could be employed
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to manipulate social media. We found that adversaries employ bots in a coordinated

manner to push slogans to the top of Twitter trends. Twitter recognizes that slogan

as a popular slogan and thus, displays it as a “trending topic”. However, the trending

algorithm does not take the deletions into account. Consequently, adversaries delete the

bots’ tweets and hide the inauthentic nature of the trending topic [102]. Torres et al.

found that accounts involving in “follow trains” (aggressively promote users to involve in

reciprocal followings) frequently delete their posts to hide their malicious activity [269].

Adversaries also use deletions to bypass Twitter’s 2400 tweets per day limit [268] and

to repurpose accounts [101, 321].

2.4 Detection

This section provides an overview of methods to detect social media manipulation. De-

tection is the first step to discovering the harmful content being propagated and its

authors. Both the platforms and the researchers implement systems to detect social

media manipulations or the accounts involved. The mechanisms depend on the data

accessibility, scalability, and the specific goals of the detection. Thus, researchers and

platforms may have di↵erent detection mechanisms. Platforms generally do not disclose

their detection mechanisms as the adversaries may circumvent them. Thus, we only

focus on detection mechanisms that the researchers disclose.

2.4.1 Detecting The Messages

Adversaries often disseminate potentially harmful messages when they manipulate social

media. The content of the message can consist of disinformation and fake news, hate

speech, and other types of o↵ensive content and can be in the form of text, short text

(e.g., tweets), images, and videos. Researchers employ di↵erent types of techniques

to detect di↵erent types of content. We now briefly survey the types of contents and

proposed detection techniques.

Detecting Fake News Fake news on social media has three components: the source,

the content of the article, and the social media context [247]. Fake news detection

techniques usually employ features extracted from a combination of these components.

The source of the news aids classification as some sources are less credible, i.e., they

have a reputation for producing low-quality content [248]. Linguistic features extracted

from the content facilitate the detection of fake news in the form of text. These features

may reflect the writing style of the article, such as the usage of assertive and factive

verbs (e.g., “claim”, “indicate”) that capture the degree of certainty, report verbs (e.g.,

“deny) that emphasize the attitude towards the source of information and n-grams that

signify subjectivity and bias [222]. Recent studies suggest that more advanced features

such as state-of-the-art text representation models such as BERT improve fake news

detection [82, 156, 228]. Visual features are also helpful in detecting fake news with

visual components [48].
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The third component, the social media context, can distinguish fake news by the

adversarial behavior behind them. Adversaries employ malicious accounts to propagate

the news by posting or sharing (e.g., retweeting) them. Those accounts may give away

the suspicious nature of the news they share. Individual-level features (i.e., metadata of

the user such as follower counts) [51], and group-level features [310] such as aggregated

statistics of individual-level features [172, 187] and network features extracted from the

community structure of the accounts facilitate the detection [330]. The stance of the

account and the users engaging with their posts are also reliable indicators [250]

Detecting Bias Detecting bias enhances the analysis of social media manipulation as

it helps to identify the ideology of the adversaries. Researchers study bias in terms

of a strong positive stance towards a particular side in a controversial topic [184] or

towards a political party or ideology [173]. Studies showed that both the textual features

and the network features are e↵ective in detecting biased. Darwish et al. propose an

unsupervised approach to detect user stances on controversial topics by clustering on the

user features such as retweets and hashtags [79]. Barbara et al. use Bayesian Ideal Point

Estimation to learn users’ political ideology from their followings [30]. Mendelsohn et al.

use the latter approach to determine the ideology of the users who frame the immigrants

as a threat to public order and found that they are generally conservative users in the

context of U.S. [194]. Luceri et al. propose their own political ideology detection based

on biased media outlets shared by the user. They then analyzed the di↵erences between

bots aligned with di↵erent parties [185]. In our work in chapter 3, we also analyze the

bias of astroturfing bots by the stance of trends they promote and found that they do

not have a strong bias towards a particular political party or ideology. This implies that

creating fake trends was a business model.

Detecting Hate Speech Platforms detect hate speech to remove them while the re-

searchers detect them to discover their targets, the authors, and their goals. They may

also monitor hate speech and intervene when necessary [138]. Past studies tackled the

problem using textual features. ElSherief et al. employ key phrases and hashtags to de-

tect hate speech on social media [106]. Ruwandika et al. propose a supervised learning

approach using Naive Bayes on text data modeled using Tf-idf [236]. Vidgen et al. use

a combination of textual features such as word embeddings, presence of part of speech

“conjunction”, and entities depicting locations and organizations after running named

entity recognition on the text to detect Islamophobic hate speech on social media [291].

Zannettou et al. state that detecting hate speech is still an open problem, and there is

no general classifier that detects all kinds of hate speech due to the subjectivity of the

definition of the term [323].

2.4.2 Detecting The Techniques

Detecting Coordination Platforms such as Facebook and Twitter consider coordi-

nation a necessary condition for platform manipulation and detect the accounts using
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their coordination patterns. Since these mechanisms are black-box, the researchers pro-

pose their own methods to detect and study coordination. They use similar temporal

activity [55] and common content [7] among the accounts as features. Di↵erent feature

combinations can be helpful to detect di↵erent types of coordination such as account

handle sharing, image coordination etc [211]. Detecting coordination helps researchers

analyze the propaganda activities by adversaries and how they employ coordination for

such activities during elections [147]. In our work, we detect coordination using anomaly

detection on the temporal activity of the bots, which we cover in detail in chapter 3. De-

tecting coordination is closely related to detecting bots and trolls, which we will review

now.

Detecting Bots Detecting bots is crucial to keeping the platform integrity. This is

first because bots inflate the number of active users on the platform, which may make

the business partners lose trust in the platform. More importantly, the malicious bots

disrupt the public dialogue. Consequently, researchers propose detection methods to

monitor the bots and understand their goals. They also detect them to clean the social

media data from their posts when they study the public dialogue. Researchers detect

bots exploiting their coordination and inauthentic behavior. While the former alone

is e↵ective in discovering a group of accounts, they may not predict the likelihood of

being a bot for a given user. Thus, researchers propose per-user supervised classification

methods that train on a known set of bots and humans. They use features based on

the profile or tweet statistics [176, 197], content [299], network properties [15] or a

combination of them [92, 170, 240] In chapter 3, we detect bots both by exploiting their

malicious content deletion pattern and coordination with the other bots. Furthermore,

in chapter 4, we analyze the characteristics of bots that were compromised accounts and

their implications for such bot detection systems.

Detecting Trolls Detecting trolls is more challenging than detecting bots as there is

no clear definition of trolls and the ground truth data is limited. Platforms do not ex-

plicitly state that they detect trolls. They rather frame them as accounts involved in

“coordinated inauthentic activity” [203] and “coordinated harmful activity” [280]. The

researchers colloquially name such accounts as trolls. They usually build detection sys-

tems to detect the type of accounts disclosed by the platforms. Addawood et al. propose

to detect Russian trolls on Twitter using linguistic cues [8]. Luceri et al. propose to use

the accounts’ engagements [186]. Saeed et al. propose TrollMagnifier, which predicts the

likelihood of an account being a Russian troll based on their profile statistics and their

interactions with the known Russian trolls on Reddit [237]. Some trolls repurpose old

accounts to do propagadanda [321] for which we propose a detection system in Chapter

5.

Detecting Compromised Accounts Platforms can detect compromised accounts to

return them to their original owners or suspend them if the former is not possible [132].
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Researchers may also benefit from detecting compromised accounts so that they can an-

alyze how the adversaries use them. Several studies tackled the problem of compromised

account detection using di↵erent approaches but with similar assumptions. Egele et al.

propose to detect large-scale compromises and isolated high-profile compromises using

statistical modeling and anomaly detection, assuming that the compromised accounts

will observe a sudden shift in behavior [94]. Kaur et al. propose an authorship verifi-

cation approach by measuring the textual similarity between two sets of social media

posts created at di↵erent times. They assume that the compromised accounts will have

a set of spam posts that will di↵er from the genuine posts [162]. Karimi et al. propose a

classification methodology that extracts users’ temporal behavior, textual content, and

the social network. They consider an account compromised if it contains posts published

by a hacker, in addition to posts by the legitimate owner and an announcement that

the account was hacked [161]. All those studies assume that the hackers will retain the

genuine tweets by the legitimate owner and use the accounts to post spam and observe

other types of anomalous behavior. Some also assume that the original owner will re-

gain access to the account. In our work in chapter 5, we tackle the problem where those

assumptions do not hold: that the hacker may remove the past data and repurpose

the account to use it like a legitimate user and never gives it back. We name behavior

“misleading repurposing” and cover it in chapter 5 in more detail.

2.5 Counter-Measures

The platforms or researchers build counter-measures to prevent or mitigate the vulner-

abilities and fight against social media manipulation. This can manifest itself in new

policies and their enforcement. Increased transparency also mitigates the issue by rais-

ing public awareness. In addition to detection, platforms and researchers build technical

solutions to counter or mitigate the impact of manipulations. We briefly survey these

counter-measures in this section.

2.5.1 Policies

Platforms often state what is disallowed under their terms of service and community

guidelines as a ground to moderate content on their platform. They define what consti-

tutes platform manipulation and other abusive behavior.

The rise of disinformation and other harmful activity on social media encouraged

platforms to implement new policies. For instance, Twitter used to allow people to

coordinate and take collective action on their platform to make their voices heard, es-

pecially during crises like Arab Spring [271]. However, in 2020, people used Twitter

to coordinate among themselves to spread conspiracy theories named “QAnon”. Since

those people might not be bots or state-sponsored trolls, their malicious behavior did not

violate Twitter’s terms of service. As a response, Twitter defined “coordinated harmful

activity” and forbid people to coordinate among themselves to spread disinformation or
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other kinds of harmful narratives. They then suspended those who spread the conspiracy

theories on their platform [281].

However, platforms may have disparities in their policies, which adversaries may

exploit to prefer one platform over another to manipulate. For instance, Facebook

disallows significant changes to Page names and their subject matters, and Twitter

has no such policy. Thus, adversaries can repurpose Twitter accounts and mislead the

public about the past of the page, which we name “misleading repurposing.” We cover

this technique in chapter 5 in detail.

Governments also imply new policies and enforce platforms to comply with them.

For instance, California put a new law into e↵ect which requires “bots” to disclose their

automated nature [63]. Correspondingly, Twitter launched “automation” labels and

enforced bot accounts to self-state that they are automated and identify their develop-

ers [275]. In 2016, European Union put “General Data Protection Regulation” (GDPR)

into e↵ect. It enhances the users’ control of their own social media data [284]. This

instigated Facebook to facilitate users’ download of their complete Facebook data using

the “Download Your Information” tool, accessible through settings [195].

Some platforms may not fully comply with governments’ laws and do not remove

the posts and users on demand. They instead withheld (i.e., censored) the content from

the users connecting from the state, which sends a legal request. We observed that the

majority of the withheld users on Twitter are censored in Turkey, Russia, Germany,

France, and India [98].

In some cases, platforms implement policies not to outright ban a type of content

but take precautions to limit it or its spread. For instance, in 2019, Whatsapp began

limiting the users to forward a message up to five times at once to counter the mass-

forwarding of disinformation. Melo et al. performed a quantitative study to evaluate

the solution’s e↵ectiveness and found that it is ine↵ective in blocking the propagation of

misinformation campaigns in public groups [119].

2.5.2 Enforcement

Platforms enforce their terms of service through content moderation. They first de-

tect violations using detection methods and/or human-based moderation such as free-

lancers [232], volunteers [179] in addition to reports by the users [67]. They then remove

violating posts or suspend users who do not comply with their terms of service, which

is named hard moderation [249].

Recently, the platforms have been criticized for acting as authorities who censor oth-

ers, e.g., the users whose messages are of public interest, such as the U.S. president [16].

Therefore, platforms start to turn on what is called soft moderation [249]. For instance,

Facebook, Twitter, Instagram, and TikTok puts labels on covid-related posts and redi-

rect the user to o�cial sources to get the most reliable information [180], instead of

fact-checking and removing the posts right away. Twitter labels state-a�liated actors

and news outlets [11]. They also put warnings on tweets that contain disinformation,

e.g., Trump’s tweets claiming election fraud [320]. Reddit quarantine subreddits that
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promote what the platform classifies as “hoax” and display a warning upon entering

them instead of banning the whole community [229].

In addition to warnings that increase user awareness, platforms also limit the activ-

ity and experience of some users. For instance, Twitter limits amplification to state-

a�liated actors and media, in addition to labels [272]. They also apply quality filters

to accounts with low-quality content (automated or spam) and decrease their visibility,

e.g., their replies are only visible if the user clicks on “Show additional replies” [273].

Facebook, Google, Amazon, Spotify, and TikTok banned political ads on their platform

during elections to prevent the spread of misinformation [86], while Twitter banned them

indefinitely [274].

Platforms also proactively filter or remove the content immediately. For instance,

Twitter keeps a dictionary of words they do not allow to be on the trending topics

list, such as words related to porn [14]. Platforms detected and removed the videos

of the Christchurch shooting immediately, although the adversaries attempted to avoid

detection by distorting the video [66]. Our knowledge of such proactive measures by the

platforms is currently limited due to having no access to data and ethical reasons.

2.5.3 Transparency

Social media manipulation became a weapon of state-sponsored actors who seek to in-

terfere with other countries. This sparked interest in the public, the academy, and

policymakers about the manipulative activity of foreign powers on social media plat-

forms. Consequently, the platforms became more transparent about the manipulations

from which they su↵ered. For instance, after the 2016 U.S. elections, Twitter initi-

ated the Civic Integrity project, which provides increased transparency on “Information

Operations”. They provide public data on state-sponsored actors who manipulate the

platform and report their strategies by collaborating with research institutions and uni-

versities [276]. Those reports enhance our understanding of social media manipulation

techniques. For instance, Grossman et al. [132] analyzed state-sponsored actors pub-

lished by Twitter and reported that they use a technique which we name “misleading

repurposing”. However, they did not extensively study it but instead motivated our

study. The data Twitter provided became the ground truth in our work on misleading

repurposing, which we cover in chapter 5 in detail.

2.5.4 Technical Solutions

Platforms build their own solutions to counter social media manipulation. They gener-

ally do not disclose them but briefly inform the public when they are under scrutiny.

For instance, in 2020, Facebook disclosed that they deployed a model named SimSearch-

Net++ to match near-duplications of images that contain misinformation. They also

state that they use LASER to compute the semantic similarity of the texts in images.

While they published their methodology and results on LASER and made the model

available to the public, they did not disclose SimSearchNet++ [145].
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Although platforms take precautions to fight social media manipulation, their e↵orts

are limited. This encourages researchers to build their own solutions to defend against

social media manipulation. Some propose tools to monitor disinformation. For instance,

Shao et al. propose Hoaxy, a platform that helps users track online misinformation

by simultaneously monitoring news data from social media, news, and fact-checking

websites [243]. Similarly, Shu et al. propose FakeNewsTracker [246] which detects fake

news and visualizes its content using word clouds. We also create a Twitter bot to track

fake trends on Twitter which we cover in chapter 3 in detail.

Some tools raise awareness for the authenticated users of the tool on their vulner-

abilities. For example, WDTKAM [130] shows its users the personal information they

disclose on the web through their posts on Twitter. Gao et al. [122] proposes a tool to

show its users their own biases in order to mitigate selective exposure and burst filter

bubbles. Others provide information about suspicious profiles. For instance, Botometer

predicts the automation probability of a given user [80]. Birdspotter predicts the “bot-

nets” of an account and its influence [225]. Evently [167] visualizes how users’ content

spreads online to show that information propagation works di↵erently for bots and au-

thentic users. We also introduce our own tool “WayPop” to help researchers root out

accounts that are repurposed on Twitter in chapter 5.

Researchers also propose solutions for users that do not rely on the usage of external

tools. For instance, Minaei et al. propose an approach based on obfuscation using noise

injection. They defend against the adversaries who hunt for deleted social media posts

that may be violating the users’ privacy by injecting decoy deletions on the victims’

behalf [198]. Zhang et al. [326] propose a data poisoning attack to defend users against

unsolicited Twitter post recommendations “You might like”, which may be amplified

due to social media manipulation. Our Twitter bot in chapter 3 also provides a non-

tool-dependent solution as it announces the fake trends on Twitter itself.

2.6 Twitter for Social Media Studies

Twitter is a social media platform where people socialize through microblogs limited to

280 characters called “tweets”. Twitter has unique characteristics that make it di↵erent

from other popular platforms such as Facebook and Linkedin. Firstly, Twitter social

networks can be unidirectional: users follow other users to subscribe to their updates,

while the latter may not do the same. Secondly, unlike Facebook, Twitter accounts

are open to the public by default, meaning anybody may see their posts. Users can

make their accounts private, but this heavily curbs their ability to socialize and thus,

limits their Twitter experience. Thirdly, Twitter allows (and even encourages by services

like TweetDeck) the usage of multiple accounts, anonymous accounts, and automated

accounts. These features make Twitter a platform where people easily connect to and

interact with each other and express their opinions freely since they do not have to reveal

their identity. They also enhance the spread of information.
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Studies showed evidence of social media manipulation in other social media platforms

such as Reddit [224], Tiktok [168] and Youtube [177], and even multiple platforms at

the same time [302]. However, most of the previous work focused on Twitter. This is

first because Twitter facilitates data collection and analysis through o�cial APIs and

tutorials. Secondly, most of the Twitter accounts are public. A recent study found that

only 4% of active accounts were private [163]. Twitter allows data collection from public

accounts. Thirdly, the fact that the platform allows users of automated, anonymous,

and multiple accounts may make it more vulnerable to manipulations. Consequently,

many studies, such as ours, use Twitter to study social media and its manipulation.

Tufekci criticizes the dominance of Twitter in social media studies, stating that Twitter’s

mechanisms may not translate to other platforms [270]. We acknowledge this limitation

and discuss how findings may generalize to other platforms in our work.
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Chapter 3
Analysis of Attacks Employing
Compromised Accounts: Ephemeral
Astroturfing

Ephemeral Astroturfing Attacks:
The Case of Fake Twitter Trends

Euro S&P 2021

This chapter presents an analysis of an attack that we uncovered, which employs

compromised social media accounts: ephemeral astroturfing attack. The attack manip-

ulates social media by targeting the popularity mechanisms of social media platforms. In

this attack, a chosen keyword or topic is artificially promoted by coordinated and inau-

thentic activity to appear popular, and, crucially, this activity is removed as part of the

attack. We observe such attacks on Twitter trends and find that these attacks are not

only successful but also pervasive. We detected over 19,000 unique fake trends promoted

by over 108,000 accounts, including not only fake but also compromised accounts, many

of which remained active and continued participating in the attacks. Trends astroturfed

by these attacks account for at least 20% of the top 10 global trends. Ephemeral astro-

turfing threatens the integrity of popularity mechanisms on social media platforms and

by extension the integrity of the platforms.

3.1 Introduction

Mechanisms deployed by social media platforms to display popular content are a pri-

mary vector by which platforms increase engagement. Facebook’s newsfeed algorithm;

Reddit’s “r/popular”; and Twitter’s trending topics, “trends,” are integral to both plat-

form functionality and the underlying business model. These mechanisms are valuable

because they determine which content is most visible to users. Twitter’s trends can

be equated to traditional advertising channels and can be useful for marketing [50], as
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Twitter acknowledges by charging companies to promote their brands on trends for a

day [115].

The integrity of such popularity mechanisms is integral to the social media ecosys-

tem. Users expect that the popular content they are shown is the result of authentic

activity on the platform, legitimate grassroots campaigns expect that their content will

be fairly considered, and the platform expects that showing popular content increases

engagement. Further downstream, advertisers expect that popularity mechanisms be-

have in a way to increase engagement and therefore revenue. Even further, those who

use trends to study society and social media, i.e. researchers and journalists, expect that

trends accurately reflect popular themes that are discussed by the public.

Since these popularity mechanisms carry so much influence and potential for revenue,

they are an attractive target for adversaries who want their illicit content to be seen by

many users. For instance, “like farms” are used to generate fake likes on Facebook to

boost posts to the top of users’ news feeds [75], and bots can be used on Reddit to

artificially “upvote” posts to increase their visibility [49]. In the case of Twitter trends,

adversaries, sometimes from abroad [220], boost disinformation and conspiracy theories

to make them trend so that they are further amplified [4], as in the case of QAnon

followers hijacking the trend #SaveTheChildren [233]. Due to this incident, many called

on Twitter to stop curating trends by using the hashtag #UntrendOctober [62].

Attacks on popularity mechanisms rely on making inauthentic content or actions

appear organic. Borrowing terminology used to refer to campaigns that fake grassroots

organizing on social media, we call them “astroturfing” attacks. Once exposed, astroturf-

ing attacks erode user trust in the platform. Gaining an understanding of these attacks

is a crucial part of keeping the platforms safe for users and valuable for advertisers, thus

preserving the business model of the platforms.

In this chapter, we provide an in-depth analysis of a new type of astroturfing attack

that remains unstudied in the academic literature which we call ephemeral astroturf-

ing. Ephemeral astroturfing di↵ers from traditional astroturfing in that the actors hide

the malicious activity while successfully executing an astroturfing attack, paradoxically

aiming to make something more visible while making the content responsible for the

visibility invisible. By removing any evidence of the attack, ephemeral astroturfing

outperforms other approaches in three key ways: (i) it enables the use of active, compro-

mised accounts as sources of fake interactions, accelerating the popularity; (ii) it evades

detection by users, the platform, and academic studies; and (iii) it prevents users from

reporting the malicious activity as spam, so traditional spam classifiers are unable to

prevent future attacks.

We focus on fake Twitter trends as a case study to investigate ephemeral astro-

turfing attacks. Twitter is a popular platform for many critical discussions, including

political debates, with appropriate data available to study: Twitter provides both dele-

tion notices and trends through its o�cial APIs. We observe that Twitter trends su↵er

from ephemeral astroturfing attacks both in Turkish local trends, a↵ecting Turkey’s 11.8
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million active users, and global trends. Precisely, we find that ephemeral astroturfed at-

tacks on Twitter trends started in 2015 and accounted for at least 47% of the top-5 daily

trends in Turkey and at least 20% of the top 10 global trends. We find that Twitter

does not consider whether a tweet has been deleted when determining which keywords

should trend and thus is vulnerable to ephemeral attacks.

Ephemeral astroturfing is enabled by the current design of the algorithm that de-

termines Twitter trends. Trends are refreshed every 5 minutes, taking as input tweets

that have been published in some time interval. However, despite the importance of the

integrity of the list of trends, the algorithm does not check whether those tweets are still

available or have been deleted. This vulnerability can be expressed as a sort of Time-of-

Check-Time-of-Use (TOCTOU) attack, by which at the moment that the data is “used”

to determine a trend, it is di↵erent than when it was “checked” because it is deleted. In

other words, this attack exploits a violation of the complete mediation principle when

using security-critical inputs (tweets) to update a key asset for the platform.

Due to the severity of the attack, we notified Twitter (once in July 2019 and again in

June 2020) and provided a detailed description of the attack and the accounts involved.

After the first notification they acknowledged that the attacks do exist (July 2019), and

after the second notification (June 2020) they replied that they would forward them to

the relevant team to address. We have followed up since, but have not received any

indication that they are progressing. The attacks on Twitter trends continue as of July

2022.

In summary, our contributions are the following:

1. We introduce and present an analysis of a social media manipulation technique

that employs compromised accounts, which is novel.

2. We define and describe a new type of attack on the popularity mechanisms:

ephemeral astroturfing (§3.3).

3. We uncover ephemeral astroturfing on Twitter trends as it occurs in-the-wild. We

find that it has been ongoing since 2015 and that it has a strong influence on

local trends i.e., we find more than 19,000 unique keywords that are the result of

ephemeral astroturfing attacks (§3.4) which employed at least 108,000 bots; and

on global trends, i.e., we find that at least 20% of the popular global trends during

our study were the result of ephemeral astroturfing (§3.5). Our study is the first

large-scale analysis of fake trends.

4. We study the ecosystem behind ephemeral astroturfing attacks on Twitter trends.

We find that they rely on a mix of bots and compromised accounts (§3.6). We also

find that there is a business model built around the attacks in (§3.7).

5. We discuss the implications on platform security and society, propose countermea-

sures, and identify barriers to deploying defenses in practice. (§3.8).
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3.2 Related Work

3.2.1 Social Media Manipulation

The wide adoption of social media platforms has attracted adversaries aiming to manip-

ulate users on a large scale for their own purposes. Such manipulation attacks span from

targeted advertising assisted by mass data collection [45] to state-sponsored trolling [206],

propaganda [264], spam [60, 131, 313, 325], popularity inflation [68], and hashtag hijack-

ing [285]. Many of these manipulation attacks employ bots and bot-nets to execute since

wide deployment is often a necessary component. We focus on this class of bot-assisted

manipulation attacks. In our study, we observed political propaganda (not necessarily

pro-government) and illicit advertisements that manifest themselves not through hashtag

hijacking, as is often the case as well, but through direct trend manipulation.

Bots are becoming increasingly di�cult to identify manually [118, 295] or automati-

cally [72, 74]. Social bots are designed to mimic human users on social media [303]; they

copy real identities (personal pictures, tweets), mimic the circadian rhythm of humans,

gain followers by following each other, and mix malicious and hand-crafted tweets [309].

CyboHuman bots [59], cyborgs, humans assisted by bots [253], and augmented humans

mix automation and human activity. In some cases, users register their accounts with

malicious apps that make them part of a botnet. Ephemeral astroturfing attacks al-

low attackers to employ compromised users who continue using the account in parallel

with the attackers, similar to [223]. Attackers hide from the legitimate user by deleting

the attack tweets. Since these are otherwise benign users, they are likely to confuse

supervised methods due to their dissimilarities to traditional bots. They would also

confuse graph-based detection systems such as [153, 314] since they connect with other

benign accounts. Although they are compromised, compromised account detection sys-

tems [31, 95, 96, 319] are not able to detect them if they do not account for deletions

since the tweets that disclose compromisation are deleted.

Existing bot detection methods fall short of detecting the bot behavior we describe

here as they rarely consider content deletion. Botometer [81] works on a snapshot of a

profile and not on real-time activity, so it cannot detect the bot-like activity of accounts

analyzed in this study since such activity is deleted quickly. Recently, Varol et al. [311]

used content deletion as a bot feature but used a proxy to capture deletions: a high recent

tweeting rate but a low number of tweets. This may capture the deletion of old tweets

but not tweets deleted quickly. Debot [55] is based on keyword filtering by Twitter’s

Streaming, which does not give deletion notices and would not collect the relevant data

if the attacked keyword is not be provided before the attacks, which is not possible for

the keywords which trend only once. Chavoshi et al. [56] discovered a set of Turkish bots

with correlated deletion activity to hide bot-like behavior. However, this study did not

uncover whether these deletions were part of the astroturfing attacks we describe here.

In our work, we classify the bot-created fake trends using their characteristic behavior:

deletions and the generated content.
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3.2.2 Astroturfing and Fake Trends

Although astroturfing by attacking trends using bots and manufacturing fake trends has

been briefly reported on by the news media in both Saudi Arabia [6] and Turkey [17],

it remains understudied in the academic literature. To the best of our knowledge, this

work is the first to systematically study the mechanics of manipulating the Twitter

trends feature on a large scale.

While not directly concerning the trending mechanism, previous works have analyzed

campaigns that are artificially promoted [112, 164, 226, 290] or found evidence of ma-

nipulation of popular topics that are also trending by studying suspended and/or fake

accounts and the overall temporal activity [154, 327]. They stopped short of studying

malicious activity before keywords’ reaching trends lists. In our work, we study the ad-

versarial behavior that aims to push certain keywords to trends list directly, the behavior

to evade the detection, and the accounts that are used for such operation.

3.2.3 Attack Detection

An ephemeral astroturfing attack is essentially a signal with an anomaly. Thus, detecting

ephemeral astroturfing attacks is similar to tasks such as anomaly detection, outlier de-

tection, event detection, and bursty keyword detection. We survey methods proposed for

these tasks and test some of them in this chapter. Anomaly detection can be performed

by modeling the regular activity. Breunig et al. [42] adopts this approach and proposes

Local Outlier Factor which computes the degree of isolation of data points with respect

to their neighborhood. On the other hand, Liu et al. [181] propose Isolation Forest which

isolates anomalies without modeling normal data points. More complex methods inte-

grate network activity into temporal activity for better performance. For instance, Miz

et al. [199] propose anomaly detection to detect localized increases in temporal activity

in a cluster of nodes.

Bursty keyword detection is a special case of anomaly detection that focuses on

keywords of interest with sudden attention shifts within a period. They could represent

new events such as disasters [262]. Their detection relies on techniques similar to anomaly

detection. For instance, Guzman et al. [136] propose a fast and scalable online method

that uses window variation on signals that represent word frequency. Data mining

methods such as Apriori [10], Eclat [315], FP growth [137] may also assist bursty keyword

detection.

Event detection generally consists of identifying bursty keywords to later group them

together to represent events. A common and simple method is to use the relative popular-

ity of a keyword during a time span when compared to its overall popularity [5, 196, 332].

Probabilistic methods include computing the magnitude of di↵erence between the ex-

pected and the actual distribution of the volume of tweets [134] and computing the

fitness of the distribution to exponential distribution [238]. Signal processing methods

are also proven to be useful for bursty keyword detection and/or event detection. Zhao

et al. [329] performs peak detection using an adaptive sliding window. Weng et al. [300]
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propose EDCoW, which represents the word occurrence per time as signals using Discrete

Wavelet Transformation.

3.3 Ephemeral Astroturfing

Figure 3.1: Summary of ephemeral astroturfing attack.

Attack Summary The goal of this attack is clear: make content popular through

platform amplification. To do so, an adversary employs coordinated accounts to create

fake engagements, which is an astroturfing attack. The social media platform checks for

the engagements and recognize the content as popular and amplify it, e.g., show it on

its main page as popular. However, the adversary removes the engagements to remain

stealthy. They do it right before or when the platform uses the content to amplify as

popular. The platform does not check for the engagements at that moment. Since the

content is already amplified, the public may pick it up and create more engagements,

which would keep the content popular. In this case, the platform continues to amplify the

content and the public continues to discuss it, creating a feedback loop. In a successful

attack, the news media may also pick up the content and may even bring it to the

attention of authorities. An external researcher studying the content may attribute it to

the public.Fig. 3.1 depicts the summary of the attack.

In theory, any social media platform with a popularity mechanism that has a period

between the time of check and time of use and/or a period between consecutive checks

may be vulnerable to ephemeral astroturfing. However, in this chapter, we focus on

Twitter because it facilitates collecting popular content it amplifies and the engagements
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promoting them. Additionally, we observe ongoing ephemeral astroturfing attacks on

Twitter trends.

On Twitter, the popular content translates to a target keyword reaching the trends

lists. An ephemeral astroturfing attack is executed by a number of accounts that are

controlled by a single entity, which we refer to as astrobots. Each astrobot creates a tweet

at roughly the same time. After a short period, these tweets are deleted. Alongside the

target keyword, each tweet contains some pre-made or generated content that is enough

to pass the spam filters of the platform (but not necessarily the Turing test). After an

attack that renders a keyword trending successfully, other users adopt the new trend

and post tweets that are not deleted. Fig. 3.2 shows the tweeting and deletion patterns

of di↵erent astroturfing attacks with distinct non-adversarial behavior patterns.

Basis for the Model To model ephemeral astroturfing on Twitter trends, we look to

the case of an attack that we observed in the wild that has been targeting Twitter trends

in Turkey. To understand the attack, we created a honeypot account and signed it up

for a free follower scheme that phishes users’ credentials. We suspected that this scheme

was being used to compromise accounts for ephemeral astroturfing attacks because the

scheme was being advertised via ephemeral astroturfing. Our suspicions were confirmed

when our account began tweeting and quickly deleting content containing keywords of

about-to-be trends. Precisely, our astrobot account tweeted 563 times in 6 months before

we exited the scheme. We now describe ephemeral astroturfing attacks on Twitter based

on our observations.

Fig. 3.2 shows the tweeting and deletion patterns of di↵erent astroturfing attacks

with distinct non-adversarial behavior patterns.

Figure 3.2: #İstanbulunUmuduİmamoğlu is a slogan associated with a candidate in the 2019
Istanbul election rerun. Note that although the hashtag is astroturfed by an attack initially (at
17:11), it was later adopted by popular users who got many retweets and drew the attention
of the wider public. #SamsununAdresiMacellanCafe is an advertisement for a cafe, astroturfed
to be seen in trends in Turkey. The hashtag did not receive attention from anyone other than
astrobots: there are only coordinated tweets and deletions. #SuriyelilerDefolsun is a derogative
slogan meaning “Syrians Get Out!”. The hashtag grabbed the attention of the wider public due
to its negative sentiment and sparked controversy in Turkey despite being astroturfed.

Attack Model

Let w be the target keyword. Let a set of posts that contain w be T = {t0, t1, ...tn},
with creation time pti 2 P = {p0, p1, ...pn}, deletion time dti 2 D = {d0, d1, ...dn}. An

attack A occurs when there is a T s.t.

1. Many posts: |T | > : at least  posts involved,
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2. Correlated Posting: max(P) � min(P) < ↵p: the posts are created within a

window of size ↵p,

3. Inauthentic Content: each post is comprised of w and a premade or generated

content c that will pass the platform’s spam filters,

4. Correlated Deletions: max(D) � min(D) < ↵d: the posts are deleted within a

window of size ↵d,

5. Quick Deletions: dti � pti < ✓ 8ti 2 T : all posts are deleted within ✓.

We leave the parameters (,↵p,↵d,✓, c) in the definition unspecified and later infer

concrete values based on the instances of the attack that we detect.

To simulate trending behavior and confuse the algorithm which computes how pop-

ular the target keyword is, the attackers create many correlated posts in a short time

window (rules 1 and 2). Any type of coordinated and/or bot activity has to pass the

spam filters to evade detection and also to be considered in the platforms’ metrics for

popularity. These attacks are too large and coordinated to be executed at scale with

handcrafted content, so the content must be pre-made or generated by an algorithm and

therefore exhibit patterns in their content (rule 3). While recent advances in generating

meaningful text make it more di�cult for humans to spot such patterns, these advances

have not reached the point of being able to create short texts related to a keyword for

which it has no training data. Additionally, such arrangements are costly. These three

points are common to all astroturfing attacks.

The ephemerality is captured by rules 4 and 5 in the attack model. Both appear to

be the result of the attackers’ tendency to quickly hide any trace of their attack from

the public and the compromised accounts they employ. Additionally, deletions create a

clean slate when users click on a trend, i.e., there will be no posts associated with the

keyword when someone clicks on it on Twitter’s trends list, so the attackers can post

new content and be the first in the search results of the target keyword.

3.4 The Case of Fake Twitter Trends in Turkey

While astroturfing attacks are a global problem, we observe ephemeral astroturfing

on a large scale in local trends in Turkey. Turkey has the 5th highest number of

monthly Twitter users and a highly polarized political situation [171, 192]. The Turk-

ish mainstream media has occasionally reported about the prevalence of fake trends

there [17, 29, 77, 242], primarily sourced through interviews with attackers who man-

ifest themselves as social media agencies. These agencies can be found via a simple

Google Search for trend topic services and even advertise themselves using fake trends.

We inspected the attack tweets used to create fake trends reported by Turkish me-

dia [20, 26, 159]. We found a pattern in the structure of the deleted tweets: the content

appears to be sourced from a lexicon of Turkish words and phrases, e.g., “to organize

milk frost deposit panel.” They do not have a sentence structure nor do they convey

meaning and the verbs are always in the infinitive form. We call these tweets lexicon
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tweets. Our honeypot account also tweeted and deleted such tweets while promoting

fake trends.

In this section, we uncover a massive ephemeral astroturfing operation in Turkey.

First, we inspect and annotate trends starting from 2013 and find the first instance of

an ephemeral astroturfing attack. Next, we show the features of the attack concerning

our attack model. Finally, we build a training set and train a classifier to find all trends

that are associated with at least one attack.

3.4.1 Datasets

To study trends, we first need a trend dataset. We collect all trends in Turkey from an

external provider1. This list contains every trending keyword since July 7, 2013. The

trends are collected every 10 minutes and indexed only by date, not time. As such, we

treat every date and keyword pair as a separate trend to account for keywords trending

in multiple days. Second, we need tweets. To this end, we employ Archive’s Twitter

Stream Grab [1], which contained 1% of all Twitter data from September 2011 until

September 2019 at the time of this analysis. This dataset contains deletions of tweets

as well as the exact time the tweet is deleted. We verified that these deletions are due

to authenticated users deleting tweets and not due to Twitter administrative actions by

contacting Twitter. Our trend dataset does not contain the exact time a trend reaches

trending but only the date. Therefore, for each trend, we associate tweets that contain

the trend that is either posted on the same day that the keyword was trending or the

day before to account for the keywords that were trending after midnight. (We later

confirm that our results are robust to this design decision as most of the astroturfed

trends do not have any previous discussions that stretch beyond a day earlier. See §3.5
for details.) We name this combined dataset the retrospective dataset.

3.4.2 Manual Annotation of Attacked Trends

The goal of the manual annotation task is to uncover which keywords were trending

as the result of an ephemeral astroturfing attack and which were not. The annotators

inspect trends, along with any tweets, deleted or otherwise, that contain the trending

keyword.

We first filter out trends with less than 10 associated tweets so that we are left with

those that have enough data to meaningfully assign a label. Of those that remain, we

randomly select one trend per day, resulting in 2,010 trend-date pairs in total.

The annotators examined the first 10 tweets of each trend and their deletion times,

if available. A trend was considered to be initiated solely by an ephemeral astroturfing

attack if 1) the tweets were deleted quickly and 2) the content of the first 10 associ-

ated tweets have a describable pattern that indicates automation (e.g., lexicon, random

characters, repeated text).

1http://tt-history.appspot.com
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Note that constraining the annotation to only the first 10 tweets may hurt recall,

i.e. we may miss the case where many tweets containing the target keyword are posted

earlier in the same day of the attack so the attacked trend appears to be organic when

only the first 10 tweets are considered. However, our observations and analyses in §3.5
show that this behavior is rare.

Two authors contributed to the annotation process evenly. One author additionally

annotated a random sample of 200 trends. The annotation agreement on whether a trend

was initiated by an ephemeral astroturfing attack or not was k = 0.88 (almost perfect

agreement). We further annotated the tweets associated with each of the 182 trends

(5,701 tweets, 5,538 with unique content) as if they are part of an attack (i.e. if they are

created and deleted shortly together while having the same pattern in their content) or

not. Additionally, both annotators created subsets of the “not ephemeral astroturfing”

label for other types of astroturfing attacks (i.e. those which did not employ deletions).

These attacks did not employ deletions so they are out of scope for this chapter.

We found that the first instance of a trend employing ephemeral astroturfing attacks

was in June 2015 and by 2017 it had become mainstream. Overall we found 182 trends

that were astroturfed by ephemeral astroturfing attacks using lexicon tweets. We did not

observe any trends that are not promoted by lexicon tweets and still have the deletion

patterns in our attack model.

3.4.3 Analysis of Annotated Trends

Time Window of Actions Per our definition, ephemeral astroturfing attacks post

many attack tweets in a very small time window (< ↵p) and delete them in a very small

time window (< ↵d). Fig. 3.3 shows how small this time window is for the attacks we

labeled: except for a few outliers, both ↵p and ↵d are only a few minutes.

Lifetime of Attacks Ephemeral astroturfing attacks post many tweets and then delete

them after a short period of time (< ✓). Fig. 3.4 shows the di↵erence between the

creation and deletion times of each attack tweet (i.e. lifetime, or how long a tweet

“lives” before it is deleted) and the median lifetime of tweets per trend. Most have a

very short median lifetime; however, some tweets are deleted after a few hours. This

might be due to an error on the attackers’ side (i.e. buggy code).

3.4.4 Classification to Uncover More Attacks

Next, we aim to automate the process of building a large-scale dataset of ephemeral

astroturfing attacks in order to perform a large-scale analysis. We build a simple classifier

based on the features of the annotated data and the tweets collected from our honeypot

account (§3.3).

Lexicon Content Both our analysis of the annotated trends and our honeypot’s tweets

tell us that the ephemeral astroturfing attacks that we see in this case employ lexicon

tweets, which are trivial to classify. We study the honeypot’s tweets to derive the rules
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Figure 3.3: The size of the time window in which the attack tweets are created (< ↵p)
is shown in blue. This shows the di↵erence between the first and last tweet created
containing the keyword for each trend. The size of the time window in which the attack
tweets are deleted (< ↵d) is shown in orange. This shows the di↵erence between the first
and last tweet deleted containing the keyword for each trend. Most attacks occur in a
very small time window.

for the lexicon classifier, since we are certain these tweets were sent by the attackers.

We came up with the following rules and evaluated them on the 5,538 unique annotated

lexicon tweets:

1. Only alphabetical characters except parenthesis and emojis. (99.4% of honeypot,

96.6% of annotated).

2. Beings with a lowercase letter. (99.4% of honeypot, 96.3% of annotated). False

negatives were proper nouns from the lexicon.

3. Has between 2-9 tokens, excluding emojis. This range corresponds to the maximum

and minimum number of tokens of the honeypot’s tweets. In the annotation set,

there were 5 lexicon tweets with only one token and 29 with more than 9. (100%

of honeypot, 99.4% of annotated).

The combination of these rules yields a recall of 92.9% (5,147 / 5,538). To compute

precision on deleted tweets, we ran the classifier on all of the deleted tweets in the sample

of 2,010 trends: 17,437 tweets in total after dropping any duplicates (e.g., retweets). The

classifier reported 370 lexicon tweets or a precision of 93.3%. Of the false positives, 336

were from before June 2015, indicating that they were used in astroturfing attacks that

predate the rise of ephemeral astroturfing using lexicon tweets There were only 34 false

positives after June 2015.

To corroborate the precision at scale, we show that lexicon tweets are common among

deleted tweets associated with trends but rare otherwise. We classify all Turkish tweets

in our retrospective dataset from June 2015. Fig. 3.5 shows that most lexicon tweets
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Figure 3.4: Lifetime, the di↵erence between time of creation and deletion of the anno-
tated lexicon tweets. Blue shows the lifetime of individual tweets, and orange shows the
median of the lifetime of tweets per trend. Attackers delete the tweets in 10 minutes
(in most cases) and the di↵erence between two histograms suggests that sometimes they
miss some tweets to delete.

associated with a trend are deleted, but very few lexicon tweets not associated with a

trend are deleted.

Although lexicon tweets appear to be generated randomly using a lexicon of tweets,

some occur more than once. Table 3.1 shows the most commonly repeated tweets (ex-

cluding the target keyword), their translations, and the number of times they occur in

the data. We also observe that some words are so uncommon that even a native Turkish

speaker may need to refer to a dictionary. This suggests that the attackers may be using

infrequent words to pass Twitter’s spam filters.

Table 3.1: The most frequent lexicon tweets found in the dataset.
Frequency Tweet Translation

77 tenkidi kaynaştırabilme siperisaika critical to be able to boil lightning rod
64 yarım gün güzelleştirilme oyalayabilme half day to be prettifiable to be able to distract
64 kargocu yan bakış azımsanma aforozlanma deliveryman side view to be underestimated to be excommunicated
64 yemenici kalsiyum klorür yarım bağlaşım koyulaştırmak hand-printed head scarve maker chloride half coupling to coagulate
62 örgütleme süt karlanmak panel to organize milk frost deposit panel

Supplementary Annotations Our annotated dataset contains only 182 astroturfed

trends, which is too few to train a classifier. As such, we perform a second phase of

annotations to extend the dataset. We selected a random sample of 5 trends per day

after Jan 1, 2017, (4,255 trends in total) and annotate whether or not they were part

of a lexicon attack. As this task is much larger than the previous one, and because we

now have more information about how these attacks operate, to speed up annotations

we only considered deleted tweets associated with a trend. We look for a burst of lexicon

tweets posted and then deleted. We found that the condition at least four lexicon tweets

successfully di↵erentiated attacked and organic trends, with only one instance of an
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Figure 3.5: Venn Diagram of the retrospective dataset concerning deleted and lexicon
tweets. Tweets that are classified as lexicon account for only 2.3% of all deleted tweets
that are not associated with any trend (right diagram), but 53.1% of all tweets associated
with a trend (left diagram). Further, 83.2% of all tweets that are classified as lexicon
and associated with a trend are deleted.

attacked trend with fewer (3) lexicon tweets. Two annotators confirmed and corrected

the labels. The resulting dataset contains 838 trends that were associated with at least

one attack and 3,417 which were not which indicates a base rate of 19.7% for the attacks.
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Figure 3.6: The number of deleted tweets classified as lexicon and number of all tweets
per trend labeled as attacked (right) and other (left). Four deleted tweets classified as
lexicon clearly separate the two classes.

Fig. 3.6 shows the results of our lexicon classifier on the deleted tweets. It can

separate the positive and negative cases in most cases. The classification task is then to

account for the few false positives and negatives.

Classification We sort the trends by date and use the first 80% as training data. The

test data starts from trends in February 2019. The training set contains 648 positives
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and 2,756 negatives while the test set contains 195 positives and 656 negatives. A simple

decision tree that checks if there are at least 4 deleted lexicon tweets associated with

a trend and if more than 45% of all lexicon tweets are deleted achieves a 99.7% 5-fold

cross-validation score, 100% precision, 98.9% recall, and 99.4% F-score. The classifier

can achieve such good results because it is classifying a very specific pattern that came

to be due to a vulnerability in Twitter’s trending algorithm. It is no surprise that the

attackers have not changed their attack method since their current method is already

very successful. Note that 4 lexicon tweets in the 1% sample maps to roughly 400 lexicon

tweets in reality, a clear anomaly considering that lexicon tweets are rare.

This classifier found 32,895 trends (19,485 unique keywords) associated with at least

one attack between June 2015 and September 2019. Most were created from scratch

(astroturfed) but very few were promoted after they reached trending (see §3.5). We

refer to these as attacked trends for the remainder of this chapter.

Classification of Astrobots Classifying any user who posted a tweet containing an

attacked trend with a lexicon tweet deleted within the same day as an astrobot yields

108,682 astrobots that were active between June 2015 and September 2019. 44.9% of

these users do not remain on the platform as of July 2020. Through the users/show

endpoint of Twitter API, we found that 27,731 of these users are suspended. For the

rest (21,106), we are given a user not found error (code 50). Those users may be deleted

by the account owners. We leave a fine-grained classification of astrobots to future work.

Other Countries We manually examined temporal activity (i.e. the number of tweets

and deletions per minute) associated with non-Turkish trends with more than 10 dele-

tions but did not find any positive example. We additionally built a lexicon-agnostic

classifier and ran it on all hashtags contained in non-Turkish hashtags but failed to

find positives that we could reliably Thus, the remainder of the chapter will focus on

ephemeral astroturfing attacks on Twitter trends in Turkey.

3.5 Attack Analysis

In this section, we analyze the trends associated with the attacks to first answer if

the attacks cause or just promote the trends. We then measure the success of the

attacks using various metrics. We also examine the other tactics the attackers may

have employed by studying the time of the trends and the tweets’ location information.

Lastly, we show an anomaly in the volume field provided by Twitter which shows how

many tweets talk about the associated trend and discuss what it may signify.

Part of this analysis requires a dataset of trends that contains their exact time and

ranking. We were unable to find such a historical dataset; however, we collected a

detailed dataset of the top 50 trends in real-time from Turkey and the world between

June 18, 2019, and September 1, 2019, by sending API requests to Twitter every 5

minutes. We name this dataset the real-time trends dataset.
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3.5.1 Causation or Promotion?

Our initial observation which we build our classification method upon is the enormous

number of lexicon tweets being created and subsequently deleted before the new keywords

reached the trend list. As our retrospective dataset does not contain the exact time a

trend reaches trending, we could not use this information in our classification and only

classify if a trend is attacked at some point. We now show that for the majority of the

trends, the attacks are the only activity before the target keyword becomes trending,

and thus, attacks cause the trend.

Using the real-time trends dataset, we first collect all tweets associated with each

trend from the retrospective dataset, before the first time the trend reaches the top 50

trends list until the first time they dropped from the top 50 trends list. Twitter states

that the trending algorithm shows what is popular now [277] which means that they

take recency of tweets containing a trend as input. We did not see any major di↵erence

in the results when we only consider recent tweets, i.e. tweets created within an hour,

and thus show results without accounting for the recency. We later found that this was

because attack tweets were generally very recent, created within five minutes before the

target keyword becomes trending (See §3.5.2.3).
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Figure 3.7: The histogram depicting the ratio of all tweets that are created and deleted
to all tweets created before the trend enters the list. This ratio is overwhelmingly high
for attacked trends while it is zero for the majority of non-attacked trends.

Fig. 3.7 shows the ratio of tweets deleted to all tweets for each trend. Strikingly, the

attackers delete all their tweets even before the target keyword reaches trending

in n = 1166 / 1650 (70.6%) cases. This demonstrates that Twitter’s trending algorithm

does not account for deletions. The attackers likely delete quickly because they aim to

provide their clients with a clean slate once the keyword reaches trending. Additionally,

the attackers may want to hide the fact that this is a fake trend from the public since

people can see the attack tweets once the target keyword reaches trending by clicking on

the keyword on the trends list. Very few non-attacked trends have a high percentage of
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deletions. These trends have less than four tweets found in the retrospective data and

as such, they are either false negatives or noise.

For 90.6% of the attacked trends, the tweets deleted within the same day make up

at least half of the discussions. Our further analysis yields that these deleted tweets are

indeed lexicon tweets. We examined the data of 155 attacked trends in which deletions

make up less than 50% before they reach the trends list. We found that 24 attacked

trends did not have any lexicon tweets, suggesting that they may be attacked at another

time they were trending. For 56 trends, the lexicon tweets are deleted after the trend

entered the list. Only for 37 trends, there were less than 4 lexicon tweets before the

trend enters the list and there were many more lexicon tweets posted after the trend

reached the list. These trends initially reached the list in a lower rank (median 32.5)

but their highest ranks are in the top 10 with only 2 exceptions, suggesting that attacks

promoted these trends rather than creating from scratch. The rest of the trends have

prior lexicon tweets but also had some sort of other discussions. Thus, for at least 90.6%

of the cases, the attacks create the trends from scratch while for only 3.7% of cases we

can argue that the attacks are employed to promote a trend.

3.5.2 Success Metrics

3.5.2.1 Binary Success

For measuring success, we begin with the simplest metric: does the target keyword reach

trends? We detect unsuccessful attacks by running our classifier on tweets associated

with keywords that were not trending on that day. If the classifier yields positive, that

would mean there was an ongoing unsuccessful attack. We only use hashtags as a proxy

for trend candidates as it’s computationally expensive to run our classifier on every

n-gram in the data. We collect all hashtags and their tweets between June 2015 and

September 2019 from the retrospective dataset. We found only 1085 attacked hashtags

that did not make it to the trends on the same day or the day after. 169 of those

hashtags trended another day. As the number of trends that are hashtags since 2015

June is 21030, we estimate that attacks are successful by 94.8% of the time. However,

our results may be biased towards the attacks that employed su�ciently many bots with,

which our classifiers can produce a positive estimate.

We consider two main reasons that an attack fails: 1) the attack is not strong enough

to be selected as a trend (at least not stronger than the signals associated with organic

trends) by the trending algorithm and 2) the attack is filtered by Twitter’s spam fil-

ters. In the former case, per our attack definition, the failed attack may have fewer

posts than the other candidate trends (|T | < ), or the time window of the correlated

tweets may be too wide (max(P) �min(P) > ↵p). In the case where the attack is fil-

tered by Twitter’s spam filters (as in [14]), we observe that some attacks include phone

numbers (e.g., #Whatsapp0***x***x**** *’s are digits), profanity (i.e. #M****G*t)

or words related to porn (e.g., #PornocuÖ******, which target an individual claim-

ing he likes porn). There are also cases where the attackers made obvious mistakes
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e.g., they intended to push “Ağaç Bayramı” (Tree Fest), but “Ağaç” (Tree) trended, or

they typed the target keyword twice and tried to push #53YıllıkEsaretYardımcıHizmet-

#53YıllıkEsaretYardımcıHizmet and failed because the keyword was too long or it has

two hashes. Since the number of unsuccessful attacks is too low and we are limited to

only 1% of tweets, it is nontrivial to find exactly why each attack was unsuccessful.

3.5.2.2 Rank

Another measure of success and an indicator that the attacks cause or help trends

tremendously is the attacked trends’ ability to climb higher and faster than other trends.

Fig. 3.8 shows that the rank of trends when they reach the trends list for the first time

follows a nearly uniform distribution. However, for the attacked trends, almost all rank

in the top 10 with the majority ranking in the top 5 initially. This also shows that

attackers’ goal is to make the target keyword visible on the main page of Twitter or

explore section on its app.
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Figure 3.8: Histogram of the trends’ initial rank for the attacked trends versus non-
attacked trends. Attacked trends’ usually rank in the top 5 with the majority ranking
1st.

3.5.2.3 Speed

In addition to reaching higher, attacks also make a keyword reach trends faster than

other trends. To measure this, we subtract the median time of tweets posted before

the associated keyword reaches the trends list for the first time from the time it reaches

trends which we name the speed of a trend. Fig. 3.9 shows that the speed of attacked

trends is much higher and concentrated around 5 minutes which amounts to the time

Twitter refreshes the trends list. This suggests that the attackers do not even start some

sort of discussion before the target keyword, but just attack with enough bots to make

it reach the trends suddenly.

3.5.2.4 Duration

Another measure of how well an attack succeeds is how long the attacked trends stay in

the trends list. The attacked trends stay in the trends list for longer even when com-

pared to non-attacked trends that also entered the trends in the top 10, as Fig. 3.10
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Figure 3.9: The speed of keywords reaching trending. Most of the attacked trends reach
trending around just 5 minutes, very fast when compared to other trends (median: 63
minutes).

shows. The initial attack’s strength may influence the length of the trend. However,

additional actions may play a role in influencing the length of the trend. The attacks

may be combined with an organic or an inorganic campaign or a mixture of two (as in

#İstanbulunUmuduİmamoğlu in Fig. 3.2) or may capture the attention of the public

which discusses the trend for an extended amount of time (as in #SuriyelilerDefolsun in

Fig. 3.2) or the trend is promoted by subsequent attacks (as in #SamsununAdresiMa-

cellanCafe in Fig. 3.2).
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Figure 3.10: Lifetime of top-10 non-attacked trends (top) versus attacked trends (bot-
tom). Attacked trends tend to stay longer (median: 105 minutes) in the trending list
when they initially enter the trends list even when compared to other top 10 trends
(median: 60 minutes).

3.5.2.5 Impact on Trends

Now that we have shown how successful the attacks are individually, we estimate the

prevalence of this attack in terms of the percentage of daily trends that are manipulated.

To measure the prevalence, we record how many unique target keywords we know to be

artificially promoted by ephemeral astroturfing attacks per day and reached the trends

list, and compare it to the total number of unique trends on the same day. From June

2015 to September 2019, we found 32,895 attacked trends, making up 6.6% of our top 50

trends data since June 2015. However, this is likely an underestimation. First, because

not all trends’ data are found in the 1% real-time sample. More importantly, as we

observe in §3.5.2.2, attacks only aim for the top trends because only the top trends are

visible and would make an impact. Therefore, using our real-time trend dataset, we

42



3.5 Attack Analysis

compute the percentage of the attacked trends to all trends positioning themselves in

the top 5 and the top 10 trends. Figure 3.11 shows the percentage of top trends that are

attacked for the trends in Turkey (upper) and the world trends (lower), positioning in

the top 10 (bars) and the top 5 (lines). The daily average of attacked trends reaching the

top 10 is 26.7%. This number goes as high as 47.5% for the top 5, reaching the highest

on July 19, 2019, to 68.4%, 4 days before the June 23, 2019, Istanbul election rerun.

Crucially, many of these keywords reached world trends. The daily average of attacked

trends reaching the top 5 is 13.7% reaching the highest 31.6% while this number is 19.7%

for the top 10 trends with a maximum value of 37.9%.

Figure 3.11: Percentage of the attacked trends reaching the top 10 (bars) and the top
5 (lines) trends in Turkey (top) and the world (bottom.) per day. The daily average
of attacked trends positioning themselves in the top 10 trends in Turkey is 26.7% while
this value goes high as 47.5% for the top 5. The highest value is 68.4% on 19 June 2020,
four days before the Istanbul election rerun and the minimum value is 22.6%. The daily
average of attacked trends positioning themselves in the top 10 global trends is 19.7%
and 13.7% in the top 5, maximum 37.9%, and 31.6% respectively.

3.5.3 Tactics

3.5.3.1 Time of Day

We now turn to one of the tactics the attackers may be employing, sni�ng the best time

to execute attacks. For those trends which make to the top 10, the trends that are not

associated with attacks generally enter the trend list in the morning while the attacked

trends mostly enter the list at night as Figure 3.12 shows. The attackers may be choosing

nighttime to maximize the binary success; they may be assessing the agenda of the day

to decide on how many astrobots to employ, or whether to attack or not. It may be

also because the organic trends tend to enter the trend list in the morning possibly due

to news setting the agenda and creating competition. Alternatively, it may be due to

maximizing the impact; the attackers may be considering the night hours as a better

time to attack since people may be surfing on Twitter more at night and thus be more

susceptible to attention hijacking.
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Figure 3.12: Percentage of keywords entering the trends list in a specific hour. The
attacked trends enter the trends list mostly at night (Turkey time) while others enter in
the morning.

3.5.3.2 Location Field

It is likely that attackers spoof locations to make the trend nationwide instead of in

a single city. Additionally, the trending algorithm may be favoring trends with geo-

tagged tweets or trends discussed in a wide range of locations. Similar behavior was

reported in [76] in which pro-government Twitter users organize a disinformation cam-

paign against Istanbul’s mayor about a water shortage in Istanbul but the tweets are

posted from 16 di↵erent cities. To show this, we collect the geotagged tweets in the

retrospective data, 285,319 tweets in total. Of the 285,319 geotagged tweets in the ret-

rospective dataset, 77.63% are associated with attacked trends even though their tweets

make up 25.3% of all tweets. 95% of the geotagged tweets associated with attacked

trends are deleted while this is only 14% for other trends. Fig. 3.13 shows the number of

geotagged tweets and the percentage of deleted geotagged tweets to all geotagged tweets

per trend.

Figure 3.13: The number of geotagged tweets (left) and the percentage of geotagged
tweets deleted to all geotagged tweets(right), per trend. Attacked trends have more
geotagged tweets and the majority are deleted.

To verify these geotags are indeed fake, we tracked 5,000 users which we manually

confirmed were astrobots, in real-time for one week. Out of the 3140 bots active at that
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time, 384 had at least two distinct geolocated tweets. We then compute the total distance

between all of the points (in chronological order) in a 5-day span for each account. The

average distance covered in one week by astrobot accounts was 24,582 km: a round trip

from Istanbul to the capital, Ankara, 70 times.

3.5.4 The Volume Of Trends

The Twitter API’s GET trends/place endpoints both provide the trends and their vol-

umes which signifies the number of tweets discussing the trend as computed by Twitter’s

internal tools. Though in reality the number of tweets posted to an attacked trend is

higher than other trends, the volume of attacked trends is lower compared to other

trends, as Fig. 3.14 shows. While the black-box nature of the volume field obscures the

true reason, it may be that attacked trends were promoted by other bot-like accounts

that Twitter discarded while computing the volume of tweets associated with trends.

Figure 3.14: The number of undeleted tweets related to attacked trends and other trends
vs the volume field provided by the Twitter API. While the former is higher for attacked
trends (median is 166 vs 64 for other trends), the latter is higher for other trends (median
is 27k versus 18k for attacked trend). This may mean that Twitter filters out the
inorganic behavior associated with trends while computing the volume. The minimum
volume is 10,000 likely because Twitter sets the volume to null when it is below 10k.

3.6 Account Analysis

In this section, we analyze the types of accounts the attackers employ. We sampled

1,031 astrobots that were employed in these attacks which were still active in March

2019. We inspected the profile and the recent tweets of the accounts and came up

with categories based on the content and time of their tweets in an open-world setting.

One author annotated all accounts and another annotated 100 to report inter-annotator

agreement, which was K = 0.707 (substantial agreement.) The annotators established

three categories that covered 947 accounts (92%): 1) inactive (zombie) accounts, which

are either dormant for years or have no persistent tweets but actively post lexicon tweets

and then delete them (n = 304), 2) retweeter accounts, whose timelines are made up

of only retweets (n = 157), and 3) accounts that appear to be human due to their

sophisticated, original, recent tweets (excluding retweets) and conversations with other

users on the platform. We defined sophisticated as containing genuine sentences that

convey meaning and have standard grammar (n = 486).
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We suspect that most if not all of the users from the latter group are compromised

accounts, which were also reported by Turkish media [17, 29, 242]. The most com-

pelling evidence to support this is that the accounts’ political orientations observed in

undeleted tweets and deleted tweets are inconsistent. Pro-opposition hashtags such as

#HerŞeyÇokGüzelOlacak (a candidate’s slogan, #EverythingWillBeGreat) are the most

prevalent and adopted by 104 users. However, the most prevalent hashtags among

deleted tweets of this otherwise pro-opposition group of accounts are obvious spam

advertising trend topic service and/or fake follower schemes. When we examine the

hashtags in the deleted tweets, we find that they contradict the political views found

in the other tweets: 43 tweeted the pro-government hashtag #ErdoğanıÇokSeviyoruz

(#WeLoveErdoğan), and 19 tweeted with the anti-opposition hashtag #CHPİPinPKK

-lıadayları (#PKKMembersAmongCHP&İyiParty) which claims that the opposition is

aligned with terrorists.

We also contacted and interviewed 13 users whose accounts appear to be compro-

mised, using a non-Twitter channel when we were able to locate the o↵-platform (Twitter

= 8, Instagram = 3, Facebook = 2). We informed the user that their account was being

used in a botnet and verified that their account was compromised, with the attacker tak-

ing partial control. The users either did not know they were in the botnet, or they were

helpless and did not think it was a big enough problem to address since the attackers

only use them to astroturf trends and quickly delete their tweets.

On June 12, 2020, Twitter announced that they suspended and published the data

of 7,340 fake and compromised accounts that made up a centralized network [278]. The

accompanying report by the Stanford Internet Observatory claimed that the accounts,

among other tactics, employed astroturfing, aimed at pressuring the government to im-

plement specific policy reforms.” [132]. The report did not mention fake trends created

by the attack we describe here and nor their prevalence. To show that part of these

accounts removed on that occasion were indeed astrobots, we cross-referenced these ac-

counts with those in our retrospective dataset. We found an overlap of 77 accounts which

we manually identified as astrobots as they tweeted lexicon tweets. Of these, 27 had

lexicon tweets that were published by Twitter and publicly accessible. We examined

the non-deleted tweets of all 77 accounts to identify their purposes. Only 5 of these

accounts appeared to be pro-government while 25 exhibited bot-like behavior since they

were only employed to promote hashtags on policy reforms. Eight users were openly

anti-government while the rest appeared to be apolitical. This further backs up our

claim that some of the astrobots are non-pro government accounts that are compro-

mised, as this is also how Twitter framed the accounts they suspended in this dataset.

There are likely many more compromised accounts astroturfing trends in this dataset,

but we cannot identify more without access to any deleted tweets, which Twitter did

not share.

We combined this data with the deleted tweets found in our retrospective data and

identified 77 astrobots tweeting lexicon tweets. Of these bots, 27 were identified through

the data Twitter provided since the attackers did not delete these users’ lexicon tweets.
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We examined the non-deleted tweets of these 77 accounts to identify their purpose. Only

5 appear to be pro-government while 25 have bot-like behavior, as they were only em-

ployed to promote hashtags on policy reforms. Eight users were openly anti-government

while the rest appear to be apolitical. Our findings are in line with Twitter’s, which

announced that they had suspended non-pro government users that were compromised.

There are likely many more compromised accounts astroturfing trends in the dataset,

but we were not able to identify more. Since Twitter did not share the deleted tweets,

we needed to rely on the 1% sample for deletions.

3.7 Attack Ecosystem

So far, we have claimed that the goal of the attack is to reach the trends list. However,

if we take a step back there’s a more important question to ask: “Why do the attackers

want to reach the trends list?” In this section, we analyze the trends themselves and

the ecosystem that supposed the attack to uncover the motivations of attacks.

3.7.1 Topical Analysis of Trends

To understand what topics the attackers promote, we first perform a qualitative analysis

on the topics of the attacked trends. We collected all 6,566 unique astroturfed keywords

that trended in 2019 and labeled them according to which specific group (e.g., political

party) that each trend promoted if any. We also annotated a supercategory for di↵erent

types of groups. Two annotators labeled 3,211 keywords, one using network information

if available (i.e. if two keywords are promoted by the same set of users) and the other

using only manual examination. The manual examination consisted of reading the key-

word itself or searching for it on Twitter and/or Google for the context. The annotator

agreement was K = 0.78 (substantial agreement). The remaining 3,355 were annotated

by only one annotator due to the absence of network information. The resulting super-

categories with the group annotations in their descriptions are the following:

Illicit Advertisement (n = 2,131): Trend Spam, i.e. trend topic (TT) services, or

the fake follower schemes (n = 259), betting websites (n = 1421), a local social media

platform (n = 27), a logo design service (n = 20), illegal football streaming websites (n

= 24) and others (n = 380). Advertisements often promote the same entity multiple

times using slightly changed keywords. This may be because the attackers believe that

the trending algorithm favors new keywords. We also observed that these trends are not

usually tweeted about by real users. The account of the advertised entity was the first,

and in some cases, the only, account to include the trending keyword in a tweet, i.e.,

attackers push a gambling website to trends, then the betting website’s Twitter account

uses the new trend and becomes visible in the “Popular Tweets” and “Latest Tweets”

panels on Twitter.

Politics (n = 802): Political slogans or manipulations in support of or against a

political party or candidate. Pro-AKP keywords in support of the Turkish government

47



3. Analysis of Attacks Employing Compromised Accounts: Ephemeral Astroturfing

(n = 348) and those that target the opposition (primarily CHP) negatively (n = 124)

are the majority. There are also slogans in support of the main opposition party and its

candidates (n = 118), other parties (n = 42), or targeting AKP (n = 20). The rest are

keywords related to politics but not political parties.

Appeal (n = 1,219): Appeals to government suggesting some policy reforms, as

in [132]. These state the demand of the client either in a camelcase form that makes up

whole sentences (e.g., MrErdoganPlsGiveUsJobs) or is a very long hashtag (e.g., #Job-

sTo5000FoodEngineers). The demands are for jobs (e.g., food engineers, contracted

personnel, teachers, etc.) (n = 730), for pardoning prisoners (n = 157), for military ser-

vice by payment (n = 54), and on other profession-related issues. Some of the demands

are heavily opposed by the government, which suggests that attackers do not always

work in favor of the government.

Cult Slogan (n = 592): Trends that are about various topics but are all sourced from

either the Adnan Oktar Cult (n = 474), Furkan’s Cult (n = 105), or the Tevhid cult (n

= 13), as the users campaigning using the corresponding trends explicitly state they are

associated with the cult. All of the cults’ leaders were arrested and some of the trends

demanded the release of their leaders. Other trends include promoting the cults’ views,

e.g., spreading disinformation about the theory of evolution and the LGBT community.

Turkish media has reported that Adnan Oktar and Furkan cults manipulate trends using

bots [22, 157].

Boycott (n = 92): Appeals to people to boycott Metro and MediaMarkt (n = 45) or

other companies (n = 47).

Miscellaneous (n = 1,730): Trends that are about any topic including social cam-

paigns, TV shows, names of individuals, or random slogans. As they do not have interest

groups, they may have been purchased by people who do not have the intention to cam-

paign and may not be involved in multiple attacks. This corroborates that attacks are a

business model with a wide range of clients, which is also reported by the Turkish news

media [17, 77, 242].

3.7.2 Astrobot Network

As our attack model indicates, each trend is promoted by a set of astrobots. The same

set of bots can promote any trend as long as the bots are still controlled by the attackers.

Thus, a set of bots consistently attacking the same trends are assumed to be controlled by

the same attacker. Then, the same set of bots promoting keywords related to conflicting

groups (e.g., opposing political parties) would indicate that the attacks are not executed

by the interested parties, but that the attacks are provided as a service to di↵erent clients.

To explore this, we extract and characterize communities of astrobots by analyzing their

topical and temporal activities. The latter provides insights into how Twitter may be

defending the platform.
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Figure 3.15: The astrobot network visualized in OpenOrd [190] layout using Gephi [32].
Colors indicate the communities obtained by the Louvain method [38]. The attackers
lost control of the green and cyan communities by February 2019 while the remain-
ing communities still participate in the attacks by September 2019. Spam trends that
promote the fake follower service to compromise more users or promote the top trend
service are mainly sourced from the blue community which has a central position in the
network.

We build the astrobot graph network in which the nodes are accounts and the edges

indicate that the accounts participated in the same attack (both posted a deleted lexicon

tweet containing the trend). This network had 33,593 users active in 2019, 71.6% of

which were still active as of July 2020. Surprisingly, the intersection of the set of users

promoting the trend and not deleting the tweets (147,000 users) and the set of astrobot

accounts was only 817, suggesting that the astrobots’ only function is to push keywords

to trends and stay idle otherwise. This is likely part of the stealthy nature of ephemeral

astroturfing attacks; the attackers do not want any of their bots associated with the

campaigns they promote, so they do not employ them for non-ephemeral astroturfing

attack tweets. Instead, the clients outsource pushing trends to attackers and then execute

any other activity themselves.

From the users active in 2019, we removed those who attacked only once to re-

move noise, leaving 21,187 users. We performed community detection using the Louvain
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method [38]. The Louvain method greedily optimizes modularity, which ensures nodes

that have strong connections are in the same community. Thus, astrobots consistently

attacking the same trends will be in the same community. We found 6 communities,

with modularity 0.711. We name these communities by the coloring scheme: green,

cyan, blue, orange, pink, and red. Fig. 3.15 shows the resulting network. Table III

shows the number of trends and users and the percentage of users that remain on the

platform by July 2020 within each community, as well as any pattern(s) we found. We

now describe the temporal and semantic patterns the communities follow in detail.

Table 3.2: Statistics of the communities. Persist denotes the percentage of users not
suspended or deleted within the community as of July 2020. Summary refers to the
pattern(s) that characterize(s) the communities.

Community Users Persist Trends Activity Topic
Green 2,079 81% 291 1/19 - 2/19 Misc.
Cyan 3,701 78% 839 6/18 - 2/19 Appeal (Pardon)
Blue 4,845 70% 1,043 1/19 - 9/19 Ads (Spam)
Pink 4,719 74% 2,422 3/19 - 9/19 Ads (Betting)
Red 2,627 73% 941 3/19 - 9/19 Various
Orange 3,216 71% 913 4/19 - 9/19 Cult (Furkan)

Temporal Activity Studying temporal activity is key to learning how many networks

of astrobots are active at a given point in time and how quickly Twitter addresses the

coordinated activity. Fig. 3.16 shows the first and last times the astrobots were found

to be participating in an attack which gives us a rough idea of the active times of their

respective communities.

We found that the cyan community is the only community in which the majority of

the accounts (79%) were actively participating in the attacks before 2019 while the rest

became active in mid-2019. Exceptionally, the green community’s users were active since

January 2019. The green and cyan communities stopped attacking in February 2019,

however, most of the accounts in these two communities remain on the platform despite

not participating in recent attacks. All users that remain on the platform in the green

community and half of such users in the cyan community last posted an undeleted tweet

in February, as Fig. 3.17 shows. Precisely, 1,887 users became dormant on February

1, 2019. 23% of the users in the green community and 6.7% in the cyan community

last tweeted a lexicon tweet in February, none of which were deleted, suggesting that the

attackers could not or did not delete the lexicon tweets from their final attack using these

communities. The other half of the users in the cyan community remained on Twitter

as of July 2020 but did not participate in an attack after February. This suggests that

the attackers may have lost control of the accounts either due to internal problems or

because Twitter imposed a session reset or a location or IP ban on the accounts.

The fact that two of the communities were inactive by early 2019 and three new

communities then became active indicates that the attackers replaced the cyan and

green communities with new ones. Interestingly, while the majority of the creation
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Figure 3.16: The time the accounts are first and last seen attacking. The users from the
cyan community were active even before 2019 while the rest of the community became
active in 2019. Accounts in the green and cyan communities appear to discontinue
attacking in early 2019.

dates of the accounts in the other communities are from 2016, 62% of accounts in the

green community were created between 2012 and 2014 even though they did not become

active in any attacks until January 2019. Attackers may have bulk purchased and/or

bulk compromised these accounts and were detected by Twitter quickly and taken down.

The rest of the four communities were still participating in attacks as of September 2019.

This indicates that there are four databases of astrobots owned by at most four di↵erent

attackers.

Topical Activity We now analyze the interplay between attackers and clients by an-

alyzing the topical categories of the trends and the astrobot communities promoting

them. Fig. 3.18 shows the distribution using the topics from the previous subsection.

Except for the green community, in which 60% of trends were labeled as miscellaneous,

no community was dominated by a topic and/or group. Some topics were mostly or

uniquely associated with one community, suggesting that groups promoting those topics

only collude with one attacker, although the same community promotes other topics as

well.

The majority of the bet related ads (80%) and Oktar’s cult slogans (68%) were in

the pink and red communities. Most (80%) spam ads promoting fake follower schemes

and trend topic services were in the blue community. The fact that this community

is central to the whole network suggests that the attackers controlling this group pro-

vided users and trends for other groups. Food engineers appealing for jobs were also

almost uniquely associated with the blue community, while cult slogans related to Furkan

were associated uniquely with the orange community. Political trends were dispersed
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Figure 3.17: The date of last not deleted tweet of each account per community. Accounts
shown in black are not assigned to a community. The huge spike in accounts that last
tweeted on February 1 and never since may show that attackers lost control of these
accounts, although the accounts are not suspended.

throughout the communities and political parties often shared the same community with

their rivals. For instance, the blue community contains the highest number (80) of pro-

CHP (the main opposition) trends but also has 80 trends in support of its fierce rival,

AKP. Similarly, 40% of the pro-AKP trends are associated with the pink community

but the pink community has also 15 pro-CHP trends. This further corroborates that the

attackers are independent of the parties and provide fake trends as a service.

3.8 Implications

Ephemeral astroturfing attacks principally have an impact on users and the platforms

that they attack in terms of (i) platform integrity, (ii) account security, and (iii) attack

attribution. It also has a tremendous impact on data integrity in data science studies.

We discuss further implications to security research and propose countermeasures.

Platform Integrity Systematic attacks on popularity mechanisms compromise the

integrity of the mechanism and the platform. On Twitter, users expect to see legitimate

popular content, so when they are shown content that is not popular, they no longer

trust that what is shown on the Twitter trends list is actually popular. As with many

systems, when the authenticity of a component is compromised, trust in the entire

system diminishes, e.g., the price of bitcoin falls after prominent exit schemes. If Twitter

trends fails to reliably display authentic trends, trust in trends and Twitter as a whole is

diminished. Twitter recently took steps to preserve platform integrity such as suspending

accounts involved in coordinated inauthentic behavior, however, they have not addressed
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Figure 3.18: The trends according to topics (those with at least 100 trends) and the
astrobot community the trends are promoted by. Some interest groups such as contract
employees are merged into one.

ephemeral astroturfing attacks which are contributing to a loss of trust among the users

a↵ected by the attacks.

Account Security Ephemeral astroturfing reinforces the practice of selling accounts.

Because astroturfing attacks attempt to mimic widespread popularity, they require a crit-

ical mass of accounts, they necessitate a black market for compromised and fake accounts.

Ephemeral astroturfing is unique in that it allows for the use of active, compromised ac-

counts and not only fake accounts. As long as ephemeral astroturfing remains e↵ective,

more compromised accounts will be needed to boost the target keywords. While it is

challenging to disrupt these markets directly, e.g., via takedowns, they can be disrupted

by removing the market demand, rendering fake and compromised accounts useless.

Attack Attribution Malicious online activities are often di�cult to attribute to an

actor, and astroturfing attacks are no exception. Organic campaigns that are launched

by users can generally be attributed to a certain group, ideology, or event. However, in

the case of ephemeral astroturfing, the actions of the adversaries are quickly hidden. This

makes it possible for adversaries to conduct illicit activities including the promotion of

scams and illicit businesses. Ephemerality makes it more di�cult to attribute an attack

to a specific group, while at the same time legitimizing the activity by making it seem

as though the activity is the result of grassroots organizing.
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Data Integrity Beyond astroturfing, data science studies often rely on the assumption

that data is a static entity. This is especially the case in social media studies, where

data is often collected ex post facto. Such an assumption should be taken very carefully,

as social media posts and accounts can be deleted or suspended. If accounts or posts are

deleted, then the dataset used for evaluation and analysis may be incomplete. In the case

of ephemeral astroturfing, we find that a critical segment of the data may be deleted: the

tweets that illegitimately created the popularity of a topic. Future analysis of a trend

that does not consider deleted data may misinterpret how a topic became popular.

For example, in September 2018 the trend #SuriyelilerDefolsun (#SyriansGetOut) was

pushed to the trends list using ephemeral astroturfing attacks, as shown in Fig. 3.2. The

hashtag attracted the primarily negative attention of the public after reaching trending.

However, academic studies that use the hashtag as a case study [54, 209] or refer to

it [53, 166] all attributed the hashtag to the public, completely unaware of the fact that

the hashtag was trending due to bot activity, even going as far as to say that social

media users launched the hashtag due to a fear of a new wave of mass migration [218].

Impacts on Society Ephemeral attacks expose users to illegal advertisements, hate

speech targeting vulnerable populations, and political propaganda. For example, Çiftlik-

Bank was a Ponzi scheme that claimed to be a farming company aimed at growing quickly

and aggressively maximizing profits. They employed ephemeral astroturfing attacks to

promote themselves 29 times using slogans such as ÇiftlikBank TesisAçılışı (ÇiftlikBank

Facility Opening) and ÇiftlikBank BirYaşında (ÇiftlikBank is one year old) which give

the impression that it is a growing business. They did not trend organically until Decem-

ber 2017, and only then because they started to raise suspicions [41]. They attempted to

counter this suspicion by using ephemeral astroturfing to push #ÇiftlikBankaGüveniy-

oruz (#WeTrustInÇiftlikBank) into trends. ÇiftlikBank’s boss scammed $129 million

before escaping in March 2018 [19, 140].

Taxi drivers in Istanbul used ephemeral astroturfing to protest Uber [110]. Some

of the slogans aligning with their campaign were used to sow hate against the drivers,

e.g., #KorsanUberKapanacak (#PirateUberMustShutdown), #RüşvetçiUber (#Uber-

TakesBribes), and UberAraçSahipleriAraştırılsın (#UberDriversShouldBeInvestigated).

Other hateful messages targeted specific individuals demanding their arrest, e.g., #Fetö-

cüKuytulTutuklansın (#ArrestKuytulHeIsATerrorist). Alparslan Kuytul is the leader of

Furkan Cult and has an anti-government stance. Others spread hate speech and disinfor-

mation targeting vulnerable populations; the LGBT community was targeted at least 24

times by these attacks in 2019 with trends such as LgbtiPedofilidir (LGBTisPedophilia)

and DinDevletDüşmanı SapıkLgbti, (PervyLGBT is enemy of religion and state). Oc-

casionally, counter campaigns were launched by the attack targets, also employing

ephemeral astroturfing attacks, e.g., #UberiSeviyoruz (#WeLoveUber) and #HalkU-

beriSeviyor (#PeopleWantUber) were used to counter the taxi slogans. Additionally,

people seemed to react to the prevalence of trends that appear to be sourced from Ad-

nan Oktar Cult by astroturfing trends like #AdnancılarMilletSizdenBıktı (Adnan Oktar
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Cult, people are sick of you,) and #SizinA*kAdnancılar (Expletives directed at the

Adnan Oktar Cult using abbreviated profanity).

Politically motivated groups employed attacks for smear campaigns spreading dis-

information and hate speech. During the 2019 local elections in Turkey, many pro-

government groups astroturfed trends to target the opposition (e.g.,#CHPPKKnınİzinde,

which indicates that the opposition’s party follow a terrorist organization) and particu-

larly opposition candidate Ekrem İmamoğlu who eventually won the election and became

mayor of Istanbul. Trends targeting the candidate involved slander asserting that he lied

(e.g., #EkrandakiYalancı, which means “Liar on TV”) and that he stole votes. The most

popular astroturfed trend on this issue, #ÇünküÇaldılar (“Because They Stole”), was ex-

plicitly organized and pushed to the trends by pro-government groups [23] and joined by

the rival candidate Binali Yıldırım [85]. Ekrem İmamoğlu condemned the campaign [25].

After, the Supreme Electoral Council decided to rerun the elections but did not state

there was any ballot ringing involved; Binali Yıldırım later stated he expressed himself in

a colloquial language and the campaign was “an operation to create a perception”. [28].

Although many users are exposed to these trends, the extent of the impact is

unclear as we cannot measure engagements with trends directly. Meanwhile, pub-

lic engagement metrics such as the count of retweets and likes per tweet are open

to manipulation. However, based on their appearance on other platforms, some as-

troturfed trends succeed in receiving the public’s attention. For example, the main-

stream media in Turkey framed many political slogans that trended due to ephemeral

astroturfing as grassroots organizing, e.g., #ÇünküÇaldılar (#BecauseTheyStole) [24],

#HırsızEkrem (#EkremIsAThief) [27], and #SüresizNafakaZulümdir (#IndefiniteAl-

imonyisTorture) [21]. Users also posted these slogans on Ekşi Sözlük, a local social

media platform where users post entries for terms, because “the public discusses them.”

#ÇünküÇaldılar received 352 entries and #AtatürkAtamOlamaz received 145 entries.

Perhaps one of the most impactful ephemeral astroturfing attacks was #SuriyelilerDefol-

sun (#SyriansGetOut), which was astroturfed on September 3, 2018, sparking widespread

controversy. It was discussed extensively by the media [47, 52], academic works [53, 54,

166, 209, 218] and other social media websites such as Reddit [148], Ekşi Sözlük [188],

and kizlarsoruyor.com [37].

For Security Research Although we focus on one case of ephemeral astroturfing, the

methodology that we present in this study can be extended to other attacks on popular-

ity mechanisms. All popularity mechanisms work through parsing content to determine

what is popular at the moment, though for di↵erent mediums and with di↵erent def-

initions of popularity. Considering deleted activity or content as valid leaves open an

attack vector, making ephemeral attacks possible. Our results shed light on the problem

of astroturfing, framed as an attack on popularity metrics, and how prevalent a problem

it can become when left unchecked and unaddressed.
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3.9 Generalizability

Ephemeral astroturfing attacks can generalize to any platform where an algorithm de-

termines trending or popular content and does not take deletions into account or have

wide periods between consecutive checks for popularity. However, this attack has yet

to be explored on platforms other than Twitter. Traditional forums rank threads based

on the time of the last reply, thus, spammers post comments to old threads to make

them more visible, a practice called bumping [57]. However, forums generally account

for deletions and rank the bumped threads lower when the bumper deletes their reply.

Reddit considers the current number of upvotes and downvotes at the time it computes

the ranking of threads and is therefore likely resistant to ephemerality, i.e. coordinated

upvotes proceeded by removing those upvotes [239]. Other possible vulnerable platforms

include sites with reviews, like Amazon or the Google Play store, but so far no relevant

public analysis of these platforms exists. This attack can also generalize to Twitter

trends in any region.

3.10 Counter-Measures

Due to the use of active, compromised accounts, defenses against ephemeral astroturfing

attacks are inherently challenging. These accounts, whose owners are victims of the

scheme, cannot simply be banned. If the attacks were being executed via a malicious

application, Twitter could suspend access to the app, as in [223], but in this case,

tweets are posted from o�cial Twitter apps (e.g., Twitter for Android). Otherwise,

ephemeral astroturfing attacks fit an easily detectable pattern. We outline two main

paths for defenses: detecting and inoculating. First, Twitter can implement a detection

mechanism to prevent malicious tweets from being considered for Twitter trends, or

even made visible at all. They can extend the detection method laid out in §3.4 to find

the tweets and accounts involved. Once a trend is found to be manipulated, it can be

removed from trends or even prevented from ever reaching them. The second option is

to render the attack useless. The fact that these attacks are successful implies that the

Twitter trending algorithm does not consider the deletion of tweets. A simple defense,

then, is to account for deleted tweets when computing trending topics. For example, the

trending algorithm can track the tweets that contain the keyword and heavily penalize

the trend’s rank for each deleted tweet.

In addition to direct countermeasures, platforms can also work to ensure that even

if a popularity mechanism is manipulated via deletions, that users can be aware of

potentially suspicious behavior. On Reddit, for example, when a comment is deleted

there is public evidence left behind that indicates that a comment was deleted. On

Twitter, this translates to an indicator that a tweet that contained the trending keyword

was deleted. In this way, when users click on a trend, they are not only shown tweets, but

also a series of deleted tweets, which indicate that something suspicious has occurred.
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Figure 3.19: Overview of the framework. First, we choose a set of seed users as astrobot
candidates. We then listen to their activity and detect fake trends they promote using
bursty keyword detection. We then collect the data containing the fake trend using
Search API. We finally detect the attack tweets from this data using anomaly detection.
We then announce the malicious activity to the public, highlighting the bot activity.

3.11 Real-Time Detection of Attacks for the Public Good

We implemented our own countermeasure against the attack. It has two goals. The first

is to collect fake trends and the bots from the full data instead of the 1% sample to

increase recall of attack tweets/bots’ activity data. The second goal is to announce the

fake trends and number of the bots involved to raise user awareness. We do this during

the attack, so the other users may have the opportunity to observe the tweets by bots

before they get deleted. We deployed a Twitter bot to announce the fake trends. We

now present our real-time detection framework.

3.11.1 Proposed Framework

We propose a fully automated framework. The system receives a set of seed users

as input (§3.11.1.1). It then listens to their activity using Twitter’s Streaming API,

which provides the full user activity in real-time, including the tweet deletions with

deletion times. The framework continuously searches for frequent n-grams promoted by

multiple accounts, which may be trend candidates (§3.11.1.2). When it finds a suitable

candidate, it collects all the tweets containing this candidate using Search API by setting

the candidate keyword as input. Finally, it detects the bots’ tweets used for the attack

(§3.11.1.3). The framework is depicted in Fig. 3.19. We now explain every component

in detail, formulate the problem, and provide the ground truth and result.
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3.11.1.1 Seed User Selection

To run the framework, we need a set of known astrobots to use as seeds. The seed

should contain an unbiased sample of astrobots to cover the full network of astrobots.

We adopt a simple approach. We exploit the information that astrobots delete their

tweets that promote a trend before that trend reaches trending, as shown earlier. We

collected the last 5000 users who observed this behavior in 2022. We add all the users

to the seed list without any classification to avoid classification bias. Thus, the sample

is likely to contain false positives, but we assume this will not a↵ect the framework’s

performance. Since this sample is from 1% of all tweets, we assume it is an unbiased

sample. We automatically update the seeds every day with the same procedure.

3.11.1.2 Real-Time Trend Detection

In this component, we collect the tweets astrobots post in real-time. We then detect

the fake trends based on the collected activity. The detection has two goals. The first

is to collect the data containing the data as early as possible before they are removed.

We prefer a detection with high recall in this case. The false positives cause extraneous

requests to Twitter’s search API, but they do not make the system inoperable due to

rate limits as they are not too frequent. The second is to announce the fake trend to

the public in real-time while bot tweets are still present. Both precision and recall are

important in this case as we want to inform the public about fake trends and not mislead

them. Thus, we prioritize models with high F1 scores. Since our goal is to detect the

fake trends before the bots remove their activity, we cannot exploit the deletion activity

of the bots and only rely on the correlated activity of the bots.

We now formulate the problem and our objective and provide our process in creating

ground truth and the results.

Problem Statement Let T = t0, t1...tn be the stream of the astrobots tweets. Let FT

be the target keyword the astrobots promote in the tweets Tft = ts, ts+1...ts+k ⇢ T and

k < n. Detect FT at the minimum m such that s < m < k.

Since the attacks observe bursty behavior, we constrain the problem by introducing

the timeslot Ts so that all or the part of the tweets in Tft should be posted in Ts. We

adopt a data mining approach and treat each tweet as a transaction. The objective is

then to find w transactions that contain FT with support s such that s <= w.

Ground Truth We listened to the tweets seed users in real-time between 17 May and

31 May. We collected the accounts’ tweets and deletion notices thrown by Twitter API,

which indicated the id and the deletion time of the deleted tweets. We removed the

undeleted tweets and the tweets that do not contain trends. We then examined the

remaining tweets containing the trends in that period and marked the attacks. That is,

we look for a series of uninterrupted lexicon tweets that promote a trend. To simplify

the annotation, we upper-bounded the number of tweets to inspect to 10. We found

96 fake trends mentioned at least once by the bots in that period, which we used to
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compute the recall. We compute the precision by considering the non-trend frequent

patterns extracted by our method as negatives. We found that our methods also extract

frequent patterns that are targets of unsuccessful attacks. We discard those keywords in

the evaluation process. We use the trends between 17 May and 25 May as the validation

set and the trends between 26 May and 31 May as the test set.

Experiments and Results We use the FP Growth algorithm [137] to extract frequent

hashtags and n-grams. We perform a grid search on the validation set to find the optimal

w and s. We found that lower w and s increases recall while decreasing precision. We

report the scores on the validation set and the test set. We report two models: the first

model, named announce is to announce the fake trends to the public and is optimized

by the F1 score on the validation set. The second model, named collect is to collect

the fake trends and is optimized by the recall on the validation set. We also introduce

models with an additional constraint: the target keywords must be either hashtags or

2-grams that start with uppercase (e.g., WeWant JobsNow). We observe that all the

keywords obey this rule with one exception. This may be an artifact of Twitter’s choice

of trends. Filtering out the 1-grams and the 2-grams that start with lower case increases

the model’s precision with no decrease in recall. We decided to deploy this model until

we observe this rule is broken frequently. Table 3.3 shows the results.

Table 3.3: The best parameters and the performance of the classifier. * refers to the
models with the constraint.

Model w s Prec-V Rec-V F1-V Prec Rec F1
Collect 3 3 0.63 0.98 0.76 0.78 0.97 0.87
Announce 20 16 0.98 0.91 0.94 0.97 0.80 0.88
Collect* 3 3 0.82 0.98 0.89 0.93 0.97 0.95
Announce* 5 5 0.98 0.93 0.95 1.00 0.85 0.92

3.11.1.3 Attack Tweet Detection

In this component, we detect attack tweets and the astrobots posting them after col-

lecting their data by search API after the real-time trend detection. We do this after

filtering out the non-deleted tweets for higher precision. Our goal is to highlight the

size of attacks while announcing them and collecting the bots who participated in the

attacks. We now formulate the problem.

Problem Statement Given a fake trend FT , let T = t0, t1...tn be the tweets containing

FT . Let A = a0, a1...an ⇢ T be the tweets that are part of the attack. Determine A.

Ground Truth We collected the data of 72 trends using Search API after detecting

that they were fake in real-time. We look for a series of uninterrupted lexicon tweets

that promote a trend and are later deleted. We annotated 8446 tweets as attacks and

8296 tweets as negatives in total.
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Experiments and Results We use unsupervised anomaly detection methods to detect

anomalous volumes of tweets. The volumes are computed as the number of tweets in a

time slot. We use the dates and the minutes the tweet posted as the timeslots. If there

is an anomalous volume of tweets in a time slot, we classify every tweet in that time slot

as attack tweets. Our caveat is that this approach ignores accounts that coincidentally

post a tweet containing the fake trend during an attack. However, we found only one

instance (i.e., tweet) of such behavior during the annotation process, which is negligible.

We use the data of 60 trends as the train and validation set and 12 trends as the test

set. We use the validation set to find the best parameters for a given model. We evaluate

our models based on several baselines, such as classifying lexicon tweets as attack tweets.

We now describe the methods we use.

Lexicon: In §3.4 we introduced a text classifier so that we can detect trends targeted

by astrobots. Although the classifier achieves this goal with high performance, it yields

a low recall on individual attack tweets. For the attack detection task, we use it as a

baseline and improve over it.

Lexicon Correlation (Lex-Corr): Our second baseline exploits the fact that the

attack tweets are correlated with each other. Therefore, a tweet that comes before or

after an attack tweets within sec seconds would also be an attack tweet. We first classify

the attack tweets using the lexicon classifier. We then populate this set by classifying

every tweet posted within sec seconds of an attack tweet as an attack tweet. We repeat

this until there is no new attack tweet.

Peak Detection (Peak D.): We detect peaks in the volume of tweets by comparing

each volume to their neighbors using scipy [292]. The height of each peak should be at

least h tweets.

Local Outlier Factor (LOF): We preprocess the data using standard scaling. We

detect anomalous volumes using Local Outlier Factor [42] implemented by sklearn [215].

We use the outlier factor (o.f.) as the parameter to be tuned using the validation set.

Isolation Forest (Iso F.): We use the same settings as of LOF, but instead use

Isolation Forest [181].

Table 3.4: The Results of Attack Tweet Detection Methods with Best Parameters
Method Parameter Prec-V Rec-V F1-V Prec Rec F1
Lexicon - 0.975 0.733 0.837 1.000 0.482 0.652
Lex-Corr sec=1 0.975 0.847 0.906 0.997 0.618 0.763
Peak D. h = 40 0.979 0.959 0.969 0.993 0.861 0.922
LOF o.f. = 0.05 0.956 0.838 0.893 0.968 0.766 0.855
Iso F. o.f. = 0.005 0.970 0.977 0.974 0.978 0.981 0.979

We find that the Isolation Forest algorithm provides inarguably the best results in

recall and F1 score. It’s also more robust than the others due to better scores on the

test data. We additionally remove the retweets from the data as retweets are not lexicon

tweets in our case. This slightly increases the precision from 0.97 to 0.978 in exchange

for generalizability. We deploy this final model.
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3.11.2 Deployment

Figure 3.20: The number of tweet views per tweet announcing a fake trend. Colors closer
to red highlights the tweets with high views.

We anonymously deployed this system on 23 May 2022 as a Twitter bot. By 9

July 2022, we detected 426 attacks. Our bot received public attention and gained 3000

followers without any promotion from our side. This is mostly because people could see

its announcement when they clicked on the fake trends. As Twitter API v2 allows access

to the number of tweet views (impressions) for the authenticating user, we were able to

collect how many people we could reach. Fig. 3.20 shows the tweet views between 10

June and 9 July. Our tweets were viewed at least by 600 users. The median tweet view

we have is 5500. 46 of our announcements were viewed more than 10,000. The maximum

views we acquired were 290,000. It was when we announced a fake trend that reported

a political sabotage attempt. The results show that our bot is successful in announcing

fake trends to the public to some extent. It also implies that a large audience may view

posts promoting fake trends.

3.12 Limitations

Study of ephemeral astroturfing is limited to the platforms in which the content promoted

by the popularity mechanism and the deletions are made available. While working with

Twitter data, we are limited to only 1% of tweets, as provided by Internet Archive’s

Twitter Stream Grab. Larger samples are not publicly available. This sample may not

include attack tweets for every trend, so we may not be able to detect all attacked trends.

Thus, we can only report lower bounds. Furthermore, trends with more data available

in 1% are more likely to be detected, which makes the study biased towards attacks on

a larger scale. Additionally, bots with more data available in 1% are more likely to be

detected, which also biases the results towards more active bots. We acknowledge those

biases and assume they will not make a huge impact on the final results. We are also
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limited to local and global trends and are not able to analyze tailored (personalized)

trends. The trending algorithm is black-box, and it is not reasonable to reverse engineer

it using only a 1% sample. Thus, we study the attack based on the behavior we observe

in the data and only develop a classifier to detect one specific, ongoing attack instance.

3.13 Ethical Implications

To detect and analyze attacks retrospectively, we used the public data provided by Twit-

ter and the Internet Archive both of which have been analyzed extensively by previous

work. We also collected tweets posted by astrobots during the real-time detection. We

used their deletion notices to detect attack tweets in real-time. To protect user privacy,

we use an algorithm that does not rely on the content of the deleted tweets we collected

and delete those tweets after receiving the notice.

We acknowledge the ethical concerns with the honeypot account. To mitigate this,

we signed up a newly created account which is normally filtered by Twitter’s spam filters,

and minimized the amount of time that the account was active.

3.14 Summary

In this chapter, we have defined and described a new attack on social media platforms

that employ compromised accounts. We presented a case study in which adversaries

performed these attacks to manipulate Twitter trends in a specific region. We have

proposed a method to detect promoted keywords and used it to analyze the successes of

the attacks by various metrics. We also characterize the accounts used in the attacks on

their ecosystem. We discussed the implications and counter-measures. We also proposed

and implemented our counter-measure which is announcing the attacks to the public in

real-time. We believe our study will enhance analyses and prevention of ephemeral

astroturfing attacks in other contexts.

This research was conducted using the Internet Archive’s Twitter Stream Grab and

trends data, so all data is public. and the study is reproducible. In addition, the IDs of

the tweets and users annotated in this study as well as the annotated attacks are made

available2.

2https://github.com/tugrulz/EphemeralAstroturfing
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Chapter 4
Implications of Compromised Accounts
on Bot Research: Retweet Bots

Characterizing Retweet Bots:
The Case of Black-Market
Accounts

ICWSM 2022

This chapter studies and discusses the implications of compromised accounts used as

bots. Malicious Twitter bots amplify harmful narratives to disrupt the public discourse

on social media through automation. Past studies claim that bots are getting increas-

ingly human-like and di�cult to distinguish from legitimate accounts. Here, we focus

on retweet bots that artificially inflate content to study such claims. We propose a new

dataset of bots that have been uncovered by purchasing retweets from the black market.

We characterize retweet bots for the first time. We found evidence that those accounts

are mass-compromised. We also analyze their di↵erences from human-controlled ac-

counts. From our findings on the nature and life-cycle of retweet bots, we point out

several inconsistencies between the retweet bots used in this work and bots studied in

prior works. Our findings challenge some of the fundamental assumptions related to

bots and in particular how to detect them.

4.1 Introduction

An extensive amount of research has focused on detecting automated accounts, bots, on

Twitter. While some studies directly address bots’ functions, such as spamming [313],

pushing slogans on top of Twitter trends [104], and inflating follower counts [68], others

use the general term social bot to mean accounts that mimic humans without addressing

how the accounts are automated. By only considering generic social bots and their

detection, we cannot learn about the actual nature of the bots themselves.

Retweet bots are the bots whose primary functions is retweeting others in an auto-

mated manner, often as a result of some commercial activity. While there are studies

that detect coordinated groups of accounts, of which retweet bots may be a part, there
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is no work that tries to understand what a single retweet bot looks like, how it behaves,

and how it di↵ers from a human account. If a user is a dedicated fan of a football club

and, thus, uses their account only to retweet that club’s Twitter posts, what makes them

di↵erent from a retweet bot?

Understanding the nature of retweet bots is challenging in the absence of reliable

ground truth on retweet bots. The standard method for labeling bots, annotating retweet

bots by hand, is inexact. As illustrated by the football club fan, determining whether an

account is controlled by an algorithm or a human is not straightforward. Using human

annotation is error-prone and can lead to results that are biased by the annotator’s

assumptions about what a bot is.

We address this by studying retweet bots whose services were directly purchased

by prior work. Using this dataset of reliable retweet bots, we also examine both the

assumptions and findings made by prior works and find some that do not hold up against

the bots in this dataset. This allows us to observe inconsistencies in how bots behave.

Particularly, we found that these bots were compromised and we did not observe that

the adversary put e↵ort to pass them as humans after they take over the accounts. From

this finding, we also study and discuss the implications of compromised accounts on bot

research.

We focus on four research questions:

1. Where do these retweet bots come from? Were they created for this purpose or

compromised? (§4.4)

2. What is the lifetime of these retweet bots? (§4.5)

3. How do the retweeters in our dataset act di↵erently from human users? (§4.6)

4. Are there any di↵erences between the bots examined in this work and those found

in prior studies? (§4.7)

In answering these questions, we 1) present the first study focusing on retweet bots

exclusively; 2) characterize retweet bots, providing evidence that some are mass-created

and controlled by one center entity while some are compromised and used aggressively; 3)

challenge fundamental assumptions about the nature of bot accounts, such as account

age and over-activity; and 4) we discuss challenges in bot detection with respect to

retweet bots that are compromised.

4.2 Related Work

The literature on the detection and analysis of bots principally defines and annotates

bots either by their nature or their primary function. The popular term “social bot”

in reference to “bots mimicking human behavior” is an example of the former [40, 114],

which are usually reliant on human annotation, which we know to be unreliable [73].

The latter, e.g., spammers [60, 143, 313], fake followers [68], and astroturfing bots [104],
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are usually less reliant on human annotation since the function of an account is more

straightforward to define and detect based on specific behavior. The bots we focus on

in this work are distinguished by their primary function: retweeting other accounts. We

will refer to these accounts as retweet bots.

In order to forgo error-prone machine or human-based detection, some studies [68]

opt for the more reliable method of directly purchasing a bot service. Past work has

shown that this method can be used to study bots that inflate follower counts and

to analyze the authors of such posts [87, 89]. We follow this more reliable method of

bot collection and analyze the accounts controlled by a vendor (or vendors) who sells

retweets.

Prior work on retweet bots is not devoid of research on accounts, however, these

studies focus on coordinated groups of accounts [182, 288], including those who retweet

others [135, 191], and not on individual accounts. By studying individual accounts we

learn how the accounts became retweeters, how long they were active, and how they

were di↵erent from genuine accounts. Such studies are also constrained by a single topic

(e.g., finance [71]) or by an assumption (e.g., that bots always act at roughly the same

time [55] or that bots’ timelines are similar [70]).

To the best of our knowledge, there are only two prior works that provide a per-

account analysis of retweet bots. Unlike the data presented in this chapter, both rely on

human annotation. Dutta et al. [90] took a much more restrictive definition of retweeter,

e↵ectively only studying trend spammers and not a broader population of accounts.

They also leverage human annotation which partially relies on whether or not a large

number of tweets/retweets were posted within a short time period, something we find is

not the case with the retweet bots in our dataset. Giatsogloue et al. [126] studied both

retweeted posts and retweeters and proposed a retweeter classification method. The

overlapping observations between our work and this are that 1) retweeters have a high

follower friend ratio, in contrast to popular belief that they do not, and 2) they retweet

with similar time delays. We expand on these observations and explore further.

4.3 Dataset Overview

We use two distinct types of data for this analysis: 1) data from retweet bots and 2)

data from human (genuine) accounts which we use as a control group.

4.3.1 Retweet Bots

The retweet bot dataset is made up of bots that retweet others’ tweets. The dataset

was introduced in a paper by Golbeck [129]. In this work, the author created a fake and

“uninteresting” Twitter account with no followers and posted “uninteresting” tweets in

order not to attract genuine retweeters to the tweets. They then contacted vendors

selling “retweet services” and purchased 100 retweets for each post. The goal of this

study was to detect whether a post had been promoted by retweet fraud or genuinely
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received the retweets. We build on this work by exploring the accounts that participated

in the retweeting activity.

To build this dataset, we started with the 18 “uninteresting” tweets included in

the Golbeck study and collected all of the accounts that retweeted any of these tweets.

Due to the 3.5 year gap between the original study and this study, most accounts were

either suspended or inactive, leaving only 862 non-suspended accounts. Although these

accounts were not suspended and therefore Twitter has not flagged them as bots, because

the activities (retweets) of these bots were directly purchased, we can be certain that

these 862 accounts were in fact acting as retweet bots during the time of Golbeck’s study.

To extend this dataset, Golbeck extended the search for accounts laterally. That is,

for each bot A that retweeted one of the “uninteresting” tweets, find all of the other

posts, e.g., t, that A retweeted. Because A only retweets posts they are paid to retweet,

we know that the author of t paid for A and other bots to retweet it. Therefore, we

can reasonably assume that some of the other accounts retweeting t are also retweet

bots and they are recorded as such. This yielded a dataset of 6,112 accounts, 5,332 of

which were suspended. We discarded the 780 non-suspended accounts from this study

since there is some uncertainty in this collection method and, at least so far, Twitter

does not suspect that these accounts are fake, so they may be genuine. We keep the

suspended accounts since Twitter has more or less corroborated these results. We do not

take for granted that these are all retweet bots. We explore later whether the suspended

accounts are genuine or were suspended for some other reason, but find that this is very

unlikely the case. Our final dataset consists of 6,199 accounts. Most of the analysis in

this chapter is focused on the 862 accounts whose actions were directly purchased and

were not suspended (so we have the full data from each account).

Using the Twitter API, we collected the timeline (most recent 3,200 tweets) from all

862 non-suspended accounts in October 2020. We refer to this dataset as the timeline

dataset. This dataset consists of 1,212,030 retweets and 125,974 tweets. Some of the bots

in the timeline dataset have few retweets, e.g., 48 bots have less than 100 retweets. One

likely explanation is that there were more retweets, but they have since been deleted.

We include all of the accounts in the dataset and the analysis regardless of retweet count.

Collecting the data from the 5,332 suspended accounts was more challenging. Inter-

net archive’s Twitter Stream Grab provides 1% of all tweets since 2011 [1] and has been

used extensively by past research [98, 101, 261]. By mining this dataset, we collected

roughly 1% of all tweets from these accounts and their profile information. We call this

dataset the archive dataset. This dataset consists of 301,932 retweets and 29,899 tweets.

Fig. 4.1 shows the histogram of the number of tweets and retweets per user for each

dataset.

The main di↵erence between the archive accounts and timeline accounts is that the

former are suspended while the latter are not. This leads to di↵erences in characteristics

of the accounts, which we will discuss in the next section.

The datasets are made available for reproducibility1.

1https://github.com/tugrulz/RetweetBots
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Figure 4.1: Number of retweets (left) and the tweets (right) per account in the timeline
dataset (top) and the archive dataset (bottom). As the timeline dataset is collected
using Twitter API, it consists way more tweets and retweets than the archive dataset.
However, there are more accounts in the archive dataset.

4.3.1.1 Control Groups

Understanding the di↵erences between retweet bots and human accounts requires a con-

trol group of human (genuine) users. For this, we rely on multiple datasets of accounts

that have been annotated as human-controlled in previous studies [68, 69, 70, 71, 127,

191, 289, 312]2. We collected the timeline (most recent 3,200 tweets) of 27,622 users in

2021. The datasets’ statistics are summarized in Fig. 4.2.

In some cases, our labels, which are reliable because their activity was directly pur-

chased, do not agree with labels in other datasets. In one such dataset of human-

controlled accounts [71], which was labeled via classification, 664 and 37 bots from the

timeline and archive datasets respectively are labeled as bots. However, this dataset also

labels 133 bots from the timeline dataset and 1 from the archive dataset as humans. We

considered these users as bots and excluded them from the humans dataset. We do not

use any datasets of other types of bot accounts in the control groups because no prior

dataset provided a di↵erentiation between retweet bots and non-retweet bots.

4.4 RQ1: Nature of Retweet Bots

We first focus on meta-data analysis of the dates in which the accounts were created.

We then focus on the content of the accounts and their tweets to find indicators that an

2https://botometer.osome.iu.edu/bot-repository/datasets.html
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Figure 4.2: Dataset statistics. Each bar represents one dataset that we used in this work.
The bot bars are datasets that we built for this chapter based on work by Golbeck [129],
and the human bars are genuine accounts from previous studies.

account has been compromised. We find that the accounts in the archive dataset were

illicitly created for this purpose, but that accounts in the timeline dataset were more

likely compromised normal accounts, hence they are not suspended like the accounts in

the archive dataset.

4.4.1 Evidence of Mass Creation

Many studies analyzing social media manipulation focus on accounts created around the

same date and new accounts as signs of deliberate manipulation. This is based on the

assumption that accounts that are created at the same time are likely to be controlled

by one entity, and as such are fake (vs. either genuine or compromised).

We followed this assumption and computed the number of accounts created per day.

A histogram is shown in Fig. 4.3 to illustrate this. We found several periods in which the

accounts in the archive dataset, but not in the timeline dataset, were bulk created. The

most significant period was between the 18th and 21st of October 2013 in which 3,750

accounts (70.3% of accounts in this dataset) were created.

4.4.2 Evidence of Mass Compromisation

The second potential origin of the accounts in this dataset is that they began as normal

accounts and then were later compromised and used as retweet bots. While the accounts

in the archive dataset were created at once, the accounts in the timeline dataset appear

to be compromised.
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Figure 4.3: Creation dates of accounts in the timeline and archive datasets. Most of the
accounts in the archive dataset but not the timeline dataset were created in bulk.

We find evidence of this by analyzing the content of the tweets. That is, we compared

the tweets in the timeline dataset authored during the suspected time of compromise

(March-August 2017, see Fig. 4.6) to those authored before this period. There were

4,708 tweets from 184 users during the retweeting period, while there were 31,847 tweets

by 322 accounts before March 2017.

To highlight the di↵erences between the tweets in these two di↵erent periods, we use

wordshift graphs [120]. Wordshift graphs compare two corpora and rank the words by

their contributions to the di↵erences in these two corpora. The contribution is computed

using Shannon entropy. We randomly sample 10 tweets per account in order to give equal

weights to all accounts and create two corpora, one for before the period of retweets and

one during. Fig. 4.4 shows the top words for each. We manually inspected the tweets

containing these words.

We find the most evidence from the words that were prevalent during the retweet

period, but not before, in the timeline dataset (the top left of Fig. 4.4). Similar to prior

work [318], we found that some users were posting tweets that directly stated that their

accounts had been “hacked” and are now recovered. We see this in the prevalence of

the words hacked and account, as users recover their accounts over this period. The

substring hack was present in 134 tweets, and we manually verified that 42 of them (by

33 users) stated that the user’s Twitter account was hacked. Some users complained

about the retweets from their account, e.g., My account got #hacked and I’ve tried to

dlt all the retweets, but it still says I have over 2,000 tweets. How do I get rid of them?

#help. Some users also announced that they were leaving their account because it was

compromised and urged their followers to follow their new account. One user even

changed their name to hacked and changed their description to their new handle.
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Figure 4.4: The wordshift graphs of accounts in the timeline dataset (upper) and archive
dataset (lower). The words on the left represent the tweets during the period of retweet
activity and those on the right represent tweets from before.

Alongside hacked and account, we also find people, automatically, followed, and unfol-

lowed, all words posted by a common spam app that reports how many new accounts fol-

lowed/unfollowed the account owner, i.e. x people followed/unfollowed me//automatically

checked by. . . The words video, liked, and @youtube come from a Twitter app that posts

the users’ activity on Youtube to their Twitter feed. It is not clear if the users actually

signed up for this service or if it is due to the account being compromised. The popular

words love, like, im, etc., distinguish the two periods. This is likely because the tweets

authored by the users during the period of retweets are mainly automated messages from

a script so they do not contain such otherwise popular verbs.

We do the same analysis on the suspended users in the archive dataset. The retweet

period for these accounts was longer and the edges less defined. We analyze the period

in which at least half of these accounts were actively retweeting: April 2015 to October

2017. There were 10,196 tweets by 484 users before the period and 7,054 tweets by 138

users within the retweet period. Inspecting the wordshift graph, we find no patterns as
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we did in the timeline dataset. There are no tweets by the spam app, only two users

posted Youtube activity, and we did not identify a single user complaining about getting

hacked. We did find other patterns: 17 users shared quotes from famous people, and the

hashtagged words (e.g., #landscape) were used to share a blogpost containing photos

accompanied by a quote (these appear to be part of a promotion). Cresci et al. [69]

report a similar behavior, finding that novel social bots share quotes to appear genuine.

Note that these hashtags are the most popular hashtags on Instagram3 which may be

the reason why these accounts target them as genuine accounts often use them as well.

In conclusion, we believe that those users are fake rather than being compromised and

their non-retweets are also used for promotions.

4.4.3 Are Any of the Accounts Genuine?

Prior work [89] has found that there are genuine users who sign up to blackmarket

schemes to retweet others in exchange for retweets of their own content. These accounts

become part of an illegitimate scheme called collusive retweeting. We find no evidence

of this happening in the accounts analyzed for this chapter. Inspecting the favorite

counts and retweets counts of the accounts’ tweets, we see that most accounts do not

get attention from other accounts, as would be the case if such a scheme were present

in these datasets. Most of the accounts in both the timeline dataset (58%) and the

archive dataset (98.2%) received no retweets. Even fewer accumulated between 1-10

retweets: 25.8% in the timeline dataset and 0.5% in the archive dataset. Finally, just

24 accounts in the timeline dataset and 36 in the archive dataset received at least 100

retweets in total. We see this mirrored for favorites counts. Our caveat is that the users

who participated in collusive retweeting may have removed their retweets before data

collection, therefore hiding this activity.

4.5 RQ2: Lifetime of a Retweet Bot

Now that we have an understanding of where these accounts originated, we try to un-

derstand their lifespans. We investigate the time and the volume of the activity of the

accounts. We observe that the accounts in our dataset were overactive in a short time

period and were otherwise idle, even though they were not suspended.

We found that 816 (94%) of the accounts in the timeline dataset were active between

March-August 2017, peaking in August with 758 accounts as seen in Fig. 4.5. Note

that we were not able to collect the activity of 263 accounts before March 2017 due to

API limitations. The number of active accounts gradually falls to 379 on August 25th

and then suddenly to 17 on August 26th. It then never exceeds 40. We make the same

observation for the volume of retweets. As seen in Fig. 4.6, most of the retweets were

posted between March 2017 and August 2017, peaking on July 30, 2017, with 14,069

retweets. The plausible explanation for this is that some malicious actor took possession

of these accounts in this period and used them aggressively to retweet others. Twitter

3https://influencermarketinghub.com/most-popular-instagram-hashtags
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Figure 4.5: The number of accounts active in the timeline dataset per month. Most of
the accounts were active between March 2017 and August 2017.

then may have imposed a “softban” on these accounts without actually suspending them,

e.g., by asking for phone verification.

We made a similar observation with the suspended accounts from the archive dataset.

As seen in Fig. 4.7 the number of active accounts peak in Summer 2017, drops abruptly

from 2,544 in September 2017 to 842 in October 2017 and then later to 81 in February

2018. However, the accounts were active for a longer time period than those in the

timeline dataset, i.e., there were already 2,170 active accounts in April 2015. Unlike the

timeline dataset accounts, these were suspended by Twitter. What is unclear is whether

they went inactive due to the suspension or whether they became inactive and were later

suspended.

These results suggest that the retweeters we analyzed stay active for 6 months to 2.5

years. Although this may not generalize to all retweets bots, it gives an indication of

how long a retweet bot may be active.

4.6 RQ3: Retweeters vs. Humans

We next analyze how retweet bots di↵er from humans in terms of the time and volume of

their activities. Table 4.1 summarizes the results. Specifically, we focus on the following

patterns: 1) volume of activity (§4.6.1), 2) percentage of retweets (§4.6.2), 3) time

between consecutive retweets of the same user (§4.6.3), 4) time between consecutive

retweets of the same post (§4.6.4), 5) time between the retweeted post and the retweets

by the retweeter accounts (§4.6.5) 6) diversity of retweeted users (§4.6.6). The percentage
of retweets and time between consecutive retweets of the same post clearly demonstrate

the retweet bot activity while the other activities have patterns that challenge some

of the fundamental assumptions in the bot literature. Each pattern is described by a

di↵erent measurement. We compute the mean of that measure for each group (humans

and bots) and report the di↵erence in terms of that measure. We use Welch’s t-test to

test the statistical significance of the di↵erence. Welch’s t-test is best suited for this task
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Figure 4.6: Number of tweets and retweets per day by the accounts in the timeline
dataset. The accounts retweeted aggressively between March 2017 and August 2017,
despite the low number of original tweets.

as it does not assume equal variance between groups. For patterns in §4.6.1 and §4.6.5,
we compute additional measures. Two of the measures report the percentage of accounts

with a binary property within each group. We report the di↵erence in percentages and

apply a chi-squared test to test the statistical significance.

Section Measurement Human Bot Di↵
§4.6.1 Mean status count 6.1k 24.5k 18.4*
§4.6.1 % of accounts with >50 tweets/day 42% 16% 26%**
§4.6.1 Mean of max # daily tweets 60.6 40.2 20.4*
§4.6.1 Mean # daily tweets 9.7 12.2 2.5*
§4.6.2 % of RTs 34% 91% 57%*
§4.6.3 Mean of per-user median time between RTs 253 69 184*
§4.6.4 Mean of per-post mean time between RTs 1,469 3.4 1,465.5*
§4.6.5 % of RTs within 1 min. 4% 1.25% 2.75%**
§4.6.5 Mean retweet delay 313 246 67*
§4.6.6 Mean Diversity 0.50 0.52 0.2*

*p <0.0001, Welch’s t-test, **p <0.0001, chi-squared test

Table 4.1: Summary of the quantitative di↵erences between retweeter bots and humans.
All were statistically significant.

4.6.1 Volume of Activity

We begin by analyzing the overall activity of retweet bots and human accounts. Fig. 4.8

shows the statuses count (the total number of tweets and retweets) for each account in

each dataset. Humans were more active overall, and their statuses count follows a power
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Figure 4.7: Number of accounts active per month. Most accounts were active between
April 2015 and September 2017.

law. Meanwhile, the statuses counts of the bots in the timeline dataset are unimodal,

and those in the archive dataset are bimodal. The latter is likely due to the presence of

multiple vendors. The di↵erence between the mean statuses count for bots (6,153) and

humans (24,560) is 18,407.

We also find that the human accounts in our dataset were more likely to be overactive

than bots when considering daily activity. The average number of daily tweets for

bots and humans is similar, 12.2 and 9.7 respectively, however, bots tended to retweet

more consistently, as we see in the variance of the number of daily tweets, 21 and 370

respectively. We see this inconsistency as well when we look at the maximum of statuses

posted in a single day, i.e., the number of statuses each account posted on their most

active day. Human-controlled accounts posted an average of 60.2 statuses on their most

active day. This figure is 40.2 for bots.

As seen in Fig. 4.9, 70% of retweet bots had a maximum between 25-40, which is

either due to a threshold set by the vendor or is constrained by the number of tasks

the account vendor receives every day. Of the human accounts, 42% tweeted at least 50

times in a single day (a threshold used by Howard et al. [146] to indicate an overactive

bot), while only 16% of retweet bots were this active.

4.6.2 Percentage of Retweets

One major di↵erence we expect to see with respect to these bots in particular is their

retweet activity. We compute the retweet percentage for each account, i.e., the share of

retweets in all statuses the account posted. The overall average retweet percentage for

bots is 91.3% and for humans is 34.5%. Fig. 4.10 demonstrates how stark this di↵erence
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Figure 4.8: Histogram of status counts per day per account. While the humans’ status
counts distribution follows a power law, the bots’ are unimodal/bimodal, concentrated
between 1,000 and 3,000, with the accounts in the archive dataset having another focal
point between 7,000 and 9,000.

is: 86% of retweet bots vs 9% of humans have a retweet percentage of at least 80% and

95% of retweet bots vs 28% of humans have a retweet percentage of at least 50%.

Upon further inspection of the human accounts with a high retweet percentage, we

found that a majority come from just two datasets: 43% of the human accounts with

a retweet ratio greater than 50% come from cresci-stock-2018 and 22% from midterm-

2018. Additionally, cresci-rtbust-2019 contains a high percentage of such accounts. The

accounts in these datasets were collected using topics that are vulnerable to manipulation

(i.e. elections and financial campaigns). Midterm-2018 and cresci-rtbust-2019 were

annotated by hand and cresci-stock-2018 by classification.

4.6.3 Time Between Consecutive Retweets of User

We further find that bots are not overactive in shorter periods, as it may be expected

that they retweet in bulk and then stay idle. Fig. 4.11 shows the median time between

consecutive retweets of each account. Bots waited roughly 60 minutes between consecu-

tive retweets while humans tended to retweet more rapidly. Note that this is regardless

of their retweet count; the bots with a very high retweet count also have the same statis-

tic. The vendor controlling the accounts may be setting sleep times or may be limited

by when the requests are made. The average of the median time di↵erences between

consecutive retweets is 69 minutes for bots and 253 minutes for humans.
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Figure 4.9: Maximum number of daily tweets per account. This is concentrated between
25-40 for accounts in the timeline dataset. Meanwhile, humans are more likely to be
overactive and reach more than 50 tweets per day.

4.6.4 Time Between Consecutive Retweets per Post

Since it is the job of a retweet bot to promote posts, one might expect that while they

tend to have a long delay between their own retweets, they retweet a new tweet quickly

after it is posted. Fig. 4.12 shows the time between each retweet of tweets that were

paid to be promoted by the bots. This time di↵erence is roughly within five seconds,

and no outlier exceeds 50 seconds.

To compare this finding with organically retweeted posts, we collected all 17,456

tweets that were retweeted by human users in our control group and had retweet counts

similar to those of the bot-promoted posts (between 40 and 70). We compute the mean

time between each retweet. As Fig. 4.13 shows, these figures are low for both groups,

however, humans have more outliers due to late retweets, so the interval of the mean

time between retweets is higher. The average time between retweets is 3.4 seconds for

posts promoted only by bots and 1,469 seconds for posts by humans. Retweeters retweet

at roughly the same time, while humans tend to retweet with delays.

4.6.5 Retweet Delay

Humans are able to retweet a post as quickly as they see it (e.g., after receiving a

notification), but this may not be the case with retweet bots whose services are sold on

the blackmarket. Fig. 4.14 shows the retweet delay, i.e., the time between the tweeting

being posted and the time of the retweet, for retweet by humans and bots. Humans

were much more likely to retweet a tweet within the minute it was posted, while retweet

bots were more likely to wait. The accounts most likely to retweet within a minute were
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Figure 4.10: Cumulative frequency distribution of bots (in the timeline dataset) and hu-
man accounts according to their percentage of retweets. On average, retweeter accounts
have a higher percentage of retweets.

celebrity accounts (5.4% of their retweets are within a minute) and verified accounts

(6.4%). These only account for 2.3% of accounts in the archive dataset and 1% of

accounts in the timeline dataset. Overall, 4% of humans’ retweets and 1.25% of bots’

retweets were posted within a minute.

While the median time di↵erence between the original post and the retweet per

account is more or less uniformly distributed (but gradually declining) for humans, it is

concentrated between 8-18 minutes for suspended accounts in the archive dataset and

60-80 minutes for accounts in the timeline dataset as seen in Fig. 4.15. Overall, bots

retweet faster, with an average retweet delay of 246 minutes vs 313 minutes for humans.

These results may suggest that while humans who are active on Twitter can retweet

a tweet within a minute, there is always a delay for vendor-purchased retweet bots. This

is either because the vendor places a deliberate delay or because it takes at least a minute

for the customer and/or the vendor to send a retweet command to retweet bots. The

fact that the median time di↵erence of retweets exceeds 8 minutes suggests that some

customers do retrospective commands, i.e., they first wait for their posts to get genuine

attention and only purchase retweets if they fail to.

4.6.6 Diversity in Retweeted Users

While humans follow a set of people and, thus, are likely to retweet the same set of users,

we expect retweeters to retweet from a diverse set of whichever accounts recently paid

them. We compute diversity by diving the number of unique users an account retweeted

by the number of retweets, shown in Fig. 4.16. We observe a normal distribution for all

human datasets except for the cresci-stock-2018, which claims to be made up of human
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Figure 4.11: Median time di↵erence between consecutive retweets per user. Retweet
bots are more likely to stay idle between retweets.

accounts with many retweets and has a distribution similar to the retweet bots (we have

excluded the incorrectly included bots).

4.7 RQ4: Di↵erences to Prior Studies

Many bot detection methods utilize machine learning classification based on labeled

datasets of bots. Often these labels come from human annotators or rely on other signals

such as accounts that were banned by Twitter. Using machine learning classification for

such a task has several drawbacks, but one, in particular, is that they rely on features

found in training data that are inherently unstable. In this chapter, we utilize datasets

collected without the use of machine learning and instead rely on observing directly

purchased behaviors and lateral propagation. In this section, we explore some deviations

from the narratives and assumptions found in prior work that impact these features and

hint at the unreliability of such classification methods. In some cases, these comparisons

are di�cult to make because many studies neglect to perform any analysis of the features

used and instead rely on the classifier to determine the feature importance. That is, as

long as the classifier performs well, the direction in which the feature was predictive (or

even if it was predictive) is not considered.

4.7.1 Delayed Activity

One common feature found in prior bot detection studies [35, 68, 289, 307, 312] is account

age. The assumption is often that new accounts are more suspicious than older, more

established ones. However, in both datasets, we found that the high activity period of

the accounts occurred years after they were created. Most of the accounts in the archive
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Figure 4.12: Time di↵erence between consecutive retweets per post. The time di↵erences
do not exceed 50 seconds. The time di↵erence is smoothed by 1.

dataset were created in 2013 and became active in April 2015. Meanwhile, accounts in

the timeline dataset were mostly created between 2009-2013 but only became active in

March 2017. Given the length of these delays, it is likely that the account owners are

strategically not using freshly made accounts for malicious activity to avoid suspicion

and thus detection by Twitter. This finding does not imply that creation date is not

a signal for fake account detection, only that there are accounts that do not have this

signal.

Figure 4.13: The mean time di↵erence between consecutive retweets per post. It is lower
for posts promoted by retweets when compared to humans.
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Figure 4.14: Time di↵erence between the retweeted posts and retweets. Bots are more
likely to have a small delay than humans who react more quickly.

4.7.2 Volume of Activity

Some studies use the volume of activity as an indicator of fake accounts. Howard and

Kollayi [146], classified overactive accounts (at least 50 tweets/day) as bots. Similarly,

Dutta et al. [90] annotated accounts as retweeters if they retweeted many tweets in a

short time. In answering RQ2, we extensively analyzed the volume of activity of the

accounts in both datasets. We found that the maximum daily activity for retweeters

was between 25-40, much lower than the threshold of 50, and even lower than humans.

Our analysis corroborates prior work [121] claiming this assumption is faulty.

4.7.3 Retweet Delay

In answering RQ3, we learned that the bots in our dataset were on average slower or

as slow as humans in retweeting a new post. Prior work [191] introduced normal and

suspicious retweeting patterns. They define a normal pattern as one with a delay based

on the assumption that the fact that people see their timeline in reverse chronological

order introduces delays in retweets. That is, a normal distribution centered at 100

minutes. They define a suspicious pattern in which users retweet in a matter of seconds.

Our analysis contradicts this analysis, suggesting that humans are (even more) likely to

retweet in seconds and their retweeting activities do not have long delays.

4.7.4 Diversity

Some studies [70, 191] find that the retweet bots they analyze, even if they take precau-

tions to appear genuine, exclusively retweet from one or a small subset of accounts. In
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Figure 4.15: Median time di↵erence between the original post and the retweet per user.
It is concentrated between 8-18 minutes for accounts in the archive dataset and 60-80
minutes for accounts in the timeline dataset.

answering RQ3, we found that, on the contrary, they maintain a diverse set of accounts

to retweet from.

4.7.5 Friends and Followers

Some prior work assumes that bots have a low follower to friend (i.e. users the bot

follow) ratio because 1) they are only used to inflate follower counts of others [68], 2)

they follow many accounts in order to receive “followbacks” [58], and/or 3) they fail to

gain followers because they are illegitimate and thus have uninteresting profiles [255]. We

found that 57% (3,175) of accounts in the archive dataset and 24.4% (212) of accounts in

the timeline dataset had more followers than friends. Fig. 4.17 shows the proportion of

followers to friends for both datasets. Note that one potential source of bias in this type

of ratio is accounts with very few friends and followers (e.g., an account with one friend

and two followers). However, 56.8% (3,031) of accounts have more than 100 followers.

Meanwhile, we could not find a single instance of a retweet bot following another bot.

4.7.6 Temporality

As we found while answering RQ2, the bots used for analysis in this chapter are not bots

at every moment of their existence. Compromised accounts began as normal accounts,

became bots, and then either became normal accounts again or became inactive. Fake

accounts began as inactive accounts, became bots, and then resumed their inactivity.

Most bot detection works do not consider this temporality and try to detect bot activity

based on the entire timeline of an account’s life. For example, we found that retweet

bots which were previously classified as social bots by prior work [71], were in fact a

mixture of human and inactive accounts. The accounts were compromised for only a

short period, then they became inactive, possibly due to a soft ban by Twitter. It is not
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Figure 4.16: Number of accounts by the diversity of retweeted accounts; computed by
dividing the number of unique users retweeted by the number of retweets. It follows a
normal distribution for human accounts but is concentrated at 0.4-0.5 for accounts in
the timeline and cresci-stock-2018 datasets.

surprising that these accounts were classified as bots, they have an unnatural spike in the

number of retweets just after compromisation, nor is it surprising that a bot detection

system trained on these accounts would classify inactive accounts as bots, which was the

case with Botometer [103, 121]. The issue comes from the underlying assumption that

a bot account, by its nature, is always automated, which neglects the fact that they can

be compromised and act as a bot for only a particular period of time.

4.8 Implications of The Compromised Accounts on Bot
Research

This section discusses the implications of our findings on bot research.

4.8.1 The Nature of Bots

Many studies focus on quantitative methods to detect or analyze the prevalence of bots,

while few focus on explaining what the detected accounts truly are. No study investigates

whether the detected bots actually emulate humans or how they do it. This has direct

implications: the retweet bots in our study appeared to be emulating humans because

they were humans. They had full and genuine profiles because they belonged to humans

once. Bot detection studies could address this using qualitative methods to determine

what the accounts were truly created for to explain their behavior. Learning their

behavior through qualitative analysis may also advance bot detection systems.

4.8.2 Temporality

We saw when studying temporality that we must consider when an account is a bot

and not only that it is. This goes before and beyond feature engineering and into the
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Figure 4.17: Follower ratios of accounts in the archive and timeline datasets. Surpris-
ingly, accounts in the archive dataset had many more followers than friends.

actual problem setup and preprocessing of the training data. Studies should consider

an account not as a static entity but as something that evolves and changes throughout

its life. Studies proposing new bot datasets should specify what period of activity the

annotators inspected during annotation. For the data used in this chapter, it is not

advantageous to label retweeters in the timeline dataset as “bots” outside of March-

August 2017, before they were compromised or after they left the botnet. Additionally,

the compromised accounts used as astroturfing bots in the previous chapter should be

classified as bots only when they are used as such. We already observed the implication

of neglecting the temporality, as consistently classifying inactive accounts as bots is a

reproducible error in Botometer [103].

4.8.3 Anomalous Behavior

Compromised retweet bots do not observe some of the anomalous behaviors as assumed

by the previous studies. However, we found that they observe other kinds of anomalous

behavior. For instance, even though they do not pass the 50 tweets per day threshold

employed by a previous study, they retweet at an abnormal rate compared to their

past activity, as we saw in Fig. 4.6. They do not consistently retweet the same people:

on the contrary, they retweet a diverse set of users, which may be clients paying for

their service. They do not immediately retweet the clients, but they retweet together

with other retweet bots within a minute. The studies proposing methods to detect

compromised accounts exploit such anomalous activity and the shift in the account

behavior [93, 161, 162]. Meanwhile, to the best of our knowledge, bot detection studies

do not consider such features while annotating the bots or detecting them. We advise

bot researchers to consider such features in future work.
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4.8.4 Monitoring Black-Market Activity Via Compromised Accounts

The adversaries used the compromised accounts in our dataset to create fake engage-

ments for clients. Those clients may purchase engagements to manipulate social media,

e.g., to do political astroturfing. To scale up the size of their campaigns, they may also

be employing other bots, e.g., buying fake followers to inflate their follower counts. Thus,

the bot research can identify clients and the other bots they employ by monitoring the

black-market activity of the compromised accounts.

Compromised accounts may also assist in investigating criminal activity. This is

because clients may purchase engagements for illegitimate activities, such as illicit ad-

vertisements that may not attract genuine engagements. Monitoring the accounts may

reveal their malicious promotions. Although Twitter may be regulating cyber-criminal

activity on its platform e↵ectively, the adversaries may redirect victims to external web-

sites through compromised accounts where they can promote their illegitimate business

without scrutiny. Thus, the activity of compromised accounts may also be a reliable

source of open-source intelligence on cyber-criminal activity. We leave the analysis of

such illegitimate activity to future work.

4.9 Generalizability

While we only focus on Twitter, our results may give insights into platform manipulations

on other platforms. In particular, we see that black markets sell fake engagements by

compromising legitimate accounts. This can easily translate to fake Instagram likes and

follows or Reddit upvotes. Indeed, people on the internet sometimes complain about

the random accounts their account automatically follow [46] which may signify such

illegitimate activity.

Retweets are visible on the timeline, so they are easily noticeable by the owner of

the compromised accounts. Meanwhile, some engagements are less visible and harder to

track by the account owner. For instance, Instagram users would not see a post they

like on their news feed unless they follow the owner of the post. They must go through

the “Your Activity” page and inspect their past likes. Thus, an adversary can stealthily

use an Instagram account to send fake likes and avoid detection by the account owner.

Platforms may have to detect such fake likes in users’ behalves to protect their security.

4.10 Counter-Measures

Our findings have implications for bot research, particularly on the integrity of bot

detection systems proposed by such research. This section presents recommendations

that researchers can consider while implementing counter-measures to account for the

implications we discussed.
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4.10.1 Feature Engineering and Overfitting

Bot detection methods must consider the inherent assumptions made in feature engi-

neering. The primary culprit here is that what is intuitive is not always true. For

example, it may be intuitive that bot accounts follow more accounts than follow them

back. However, we found no evidence of this in our analysis, so a classifier trained on

data biased to this assumption may not identify the bots studied in this work.

Even in the instances when feature engineering is more quantitative than qualitative,

the data itself may not be representative of bots more generally, so any conclusions

drawn from it about which features are important for bots at large may be inaccurate.

Of course, this is always a problem for machine learning classification: when a new

class or variant of an existing class is not considered in training, the classifier cannot be

expected to classify it correctly. Hence, when the results of a bot classifier are used to

label a dataset for analysis, these results must be considered as reflecting the types of

bots that were used for training the classifier and not bots more generally.

To help remedy this, studies could consider focusing on bots according to their func-

tions instead of using broad umbrella concepts like “social bot” which may bias the

labeling and classification. In this way, we can be more accurate and precise when talk-

ing about bots and their behaviors. This can also result in more reliable account labels,

as discussing bots in terms of their functions can allow for the direct purchasing of bots’

activity instead of relying on humans.

4.10.2 Beyond Classification

Our analysis shows that there is a sharp distinction between retweet bots and humans

with respect to retweet percentages, so a simple rule-based classifier based on retweet

percentage would already su�ce to classify retweet bots like the ones from this study.

However, if applied to live Twitter accounts, it would likely result in the misclassification

of thousands of real users who use Twitter to amplify their favorite users, a problem

already pointed out by Rauchfleisch and Kaiser [227]. This is because while we know

that the retweeters analyzed in this study are bots based on the fact that their activity

was directly purchased, we do not know which overactive retweeter accounts are solely

controlled by humans. A next step to remedy this would be to find ways to collect a

dataset that represents such human-controlled accounts.

The style of data collection used in this study is often di�cult to obtain, requires

institutional backing to purchase such accounts, and results in smaller datasets than

classification. In cases where we use human-labeled data or classifier outputs, either

by necessity or convenience, we must consider the assumptions that went into building

the datasets and the classifier and both understand and acknowledge the implications of

these assumptions on our results.
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4.10.3 Data Considerations

Collecting data for bot studies in a way that is ethical, inexpensive, well-labeled, and

large-scale is challenging. There is often a trade-o↵ between the certainty of labels, ease

of collection (and therefore scale of the dataset), and ethical data collection. The dataset

used in this study sacrifices size and collection ease in favor of label certainty. In doing

so, we found that there were some assumptions and findings from prior work that did

not hold in our dataset. Future research should consider these trade-o↵s carefully in

light of such findings.

4.11 Limitations

The dataset we propose in this chapter contains labels that are more reliable than seen in

prior work. However, we still cannot overcome all of the limitations of data collected from

the Internet. First, all data in this work came from particular black market websites.

As such, we can only learn about this specific set of bots, possibly controlled by a few

central points or controlled in the same manner. Other markets, or even other users

on these particular markets, may have di↵erent strategies for their retweet bots which

could yield di↵erent results. This is the first work to analyze retweet bots collected in

this manner, so no comparisons to prior work can be made beyond those in the previous

section to datasets collected using di↵erent methodologies. Still, these comparisons help

us understand how di↵erent data collected in di↵erent situations can lead to di↵erent

results, as we showed in answering RQ4.

Second, our dataset is still limited by the Twitter API and which data are available

on the Internet Archive. These datasets do complement each other in that they contain

di↵erent snapshots of Twitter, but they are still just small portions of the broader

dataset of tweets. The Twitter API allows us to capture all of the not removed content

of non-suspended or private accounts, leaving a sizable blind spot in terms of accounts

that Twitter has suspended. This limits us in analyzing retweet bots that have purged

their tweets. However, as Fig. 4.1 and Fig. 4.5 suggest, the majority of users have

more than 1,000 retweets and were active when the retweet bots were the most active,

indicating that this limitation does not harm our analysis. The API limitation of the

statuses/user timeline endpoints also prevented us from collecting a specific user’s tweets

beyond the last 3,200, which a↵ected 263 users. This is a minor issue since we were still

able to collect all tweets from the majority of users and a large amount (3,200) from

the remaining 263 users. The Internet Archive dataset only contains 1% of tweets. This

limits our analysis while answering RQ3, where 100% of tweets is necessary to learn

the volume of daily activity of users (A), the percentage of retweets (B), the temporal

analysis (C, D), and the diversity analysis (F).
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4.12 Ethical Implications

Collecting high-quality data to study bots is challenging, but this work demonstrates

the necessity of correctly labeling accounts as bots or humans. As such, we must be

able to label some bots based on a third channel of information (e.g., purchasing). This

introduces some ethical issues that do not arise when hand labeling or using classification,

as in most cases, this involves participation in the black market.

To weigh the ethics of using data collected in a way that could be unethical, we

refer to recent work by Ienca and Vayena [149] on responsibly using hacked data for

research. While our work is not a straightforward application of their arguments, it

is nonetheless a useful tool for understanding the ethics of using third-party datasets

that may have been collected either unethically or in breach of the Terms of Service of

the platform. This work argues that one must weigh the public value, optimization of

resources, uniqueness, and cross-domain consistency of the leaked data (in our case, the

archive dataset) against consent issues, possible secondary harms, breach of privacy, and

lower quality data of an otherwise non-leaked dataset (a hand-labeled dataset collected

using only the Twitter API). In this chapter, we opted not to actively participate in the

black market but instead use data that others had collected from black market sources.

In this way, we mitigate the harms of further participation in the market. This also

mitigates another ethical dilemma: hand-labeling is by its nature error-prone and, thus,

inevitably leads to human accounts being labeled as bots, as we found in answering RQ4.

This can cause harm to these users who are treated as bot accounts. Finally, these data

are also very unique, and without them, we are unable to claim a reliable ground truth.

In terms of data collection, throughout this work, we did not collect any data from

Twitter except by use of the Twitter API, and with this data, we respect the rules

and regulations written in the Twitter Terms of Service. We do utilize a dataset that

was released by The Internet Archive, which may have been collected in breach of the

Twitter terms of service because it contains deleted and suspended content. Referring

again to the work of Ienca and Vayena, we weigh the utility and uniqueness of using

deleted content collected by a third party, some of which is content that Twitter removed

due to inauthentic bot activity and some of which was deleted by the bots to hide their

activity [104], against the privacy of users who have deleted their content since the data

was collected by The Internet Archive. Indeed, bot research has immense value for the

public good as bots spread fake news and promote harmful narratives.

4.13 Summary

In this chapter, we presented a dataset of retweet bots directly purchased from vendors

on the black market and analyzed them to learn where they originate, how long they

are active, and how they di↵er from human accounts. This unique dataset gives us new

insights into the world of bots. Particularly, we found that they were compromised,

which gave them human traits. In studying the behavior and lifespan of retweet bots,
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we also found several inconsistencies between our results and those obtained using bots

studied in prior works. These results challenge some of the basic understandings about

bot behavior and operation and highlight the need for studies that use reliable datasets

and make decisions about bots based on them.
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Chapter 5
Detecting Compromised Accounts in the
Wild: Misleading Repurposing

Misleading Repurposing
on Twitter

Under Review by ICWSM 2023

This chapter proposes a methodology to detect and extensively analyze a social me-

dia manipulation technique that is previously known but was not studied: misleading

repurposing. On social media, an adversary can compromise and/or purchase a legiti-

mate account and change its identity of it via, among other things, changes to the profile

attributes to use the account for a new purpose while retaining its followers. Such re-

purposing of an account, which we name as misleading repurposing, is di�cult to detect

as it’s not always possible to detect past profile attributes of the victim retrospectively.

We propose a methodology to flag repurposed accounts that uses supervised learning on

data mined from the Internet Archive’s Twitter Stream Grab. We found over 100,000

accounts that may have been repurposed. We also characterize repurposed accounts and

found that they are more likely to be repurposed after a period of inactivity and deleting

old tweets. We also provide evidence that adversaries target accounts with high follower

counts to repurpose and some make them have high follower counts by participating

in follow-back schemes. Finally, we present a tool to root out accounts that became

popular and repurposed later.

5.1 Introduction

“As Gregor Samsa woke one morning from uneasy dreams, he found himself transformed

into some kind of monstrous vermin.” - Franz Kafka [158]

Social media platforms allow users to change their profile information in order to

keep up with real-world or online identity changes. For example, a user may change

their real-world name and want their online identity to reflect that change, they may
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want to make their profile more anonymous, or they may make a career change and want

to change their description field to reflect it.

Not all attribute changes are genuine, however. Sporadically, journalists, bloggers,

activists, and Twitter users report instances of accounts changing identities overnight

to such an extreme degree that the former identity is lost completely, and the “new”

account is used for a di↵erent purpose. For example, the account of an attractive woman

with thousands of followers switching to an account promoting a political party, or the

account of a user that reported to be based in the UK suddenly changing their name

and location and taking on the identity of a patriotic American citizen. In instances

such as these, accounts keep their followers, but transform all of their characteristics at

once, including their name, screen name, description, location, website, and even the

style or language of the tweets. We refer to this type of drastic shift in identity and/or

characteristics as repurposing.

Such drastic changes, in which the entire identity of the account is changed suddenly,

are usually the result of malicious activity. Consider an adversary who aims to execute

some malicious activity that requires many followers, e.g., spam propagation, illicit ad-

vertisements, propaganda, political manipulation, etc. In this case, it’s advantageous to

use an account that has already accumulated followers and built trust with the public

and the platform. Thus, the adversary may compromise or purchase a compromised

account and repurpose it to use it for their malicious goals instead.

Compromised accounts are not the only type of trustworthy accounts that are later

repurposed. Some accounts are only created to be repurposed later. That is, an ad-

versary first creates a fake account not for its final purpose but for the sole purpose of

gaining popularity and visibility via gaining followers. This is because a new fake account

posting only spam or political content will get little attention from genuine users, so a

more attractive and human-appearing account is first created to gain followers. Once

this first goal is achieved, and the account has risen in popularity, the account owner

changes the account to achieve the intended goal. Often the final goal of the malicious

user is not to use the account but to sell the now popular account to another user who

then changes it to fit their own purpose.

While repurposing can occur on any platform, exact policies for changing profile

information vary, meaning that some platforms are more susceptible to account repur-

posing. Facebook limits accounts to be only personal profiles that correspond to a real

person and disallows owning multiple accounts, so anonymity and name changes are

uncommon and regulated. Users can create a page to post anonymously to some ex-

tent, but pages’ features are limited, e.g., they cannot befriend or interact with personal

profiles. On the other hand, Twitter allows for personal profiles, anonymous accounts

using pseudonyms, and hobby accounts (e.g., parody, commentary, and fan accounts).

These di↵erent types of accounts are functionally the same; unlike Facebook, there is

no distinction between personal profiles and pages, so a personal profile can easily be

transformed into a hobby account. While Twitter prohibits any account transfers or
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Figure 5.1: The scenario is assumed by previous compromised account detection methods
(above) and the scenario proposed by our work (below). The first scenario assumes the
account will observe and retain anomalous post when it was compromised and will self-
state that it was compromised. In our scenario, the compromised account does not show
any anomalous behavior or does not self-state that it was compromised.

sales, no rule explicitly regulates the repurposing of one’s own account. Facebook, how-

ever, prohibits name changes that are “misleading” or “substantially change the Page’s

subject matter” [221]. It further notifies the followers of pages and groups when a name

change occurs, unlike Twitter.

Compromised and/or sold accounts are challenging to detect in the wild. This is

because the malicious activity that gives away the illegitimate nature of these accounts

is ephemeral: they change their names and descriptions overnight. Previous detection

methods in compromised account detection [93, 161, 162] may not be e↵ective in finding

repurposed accounts due to such ephemerality. They also assume that the compromised

accounts observe anomalous behavior and share spam, which may not hold in the case of

misleading repurposing. Fig. 5.1 shows the two scenarios to highlight their di↵erences.

By studying misleading repurposing, we also propose a detection method to root out

such compromised accounts that may go unnoticed by the previous methods.

The contributions of this chapter are as follows:

1. We introduce the concept of misleading repurposing and suggest a definition. (§5.3)

2. We present the first large-scale study of misleading repurposing using a massive

retrospective dataset. (§5.4)

3. We establish a hand-labeled ground-truth dataset of repurposed accounts using

datasets published by Twitter. (§5.5)

4. We provide an analysis of repurposed accounts and find that they were more likely

to build towards and/or have higher follower counts. We also found that some

accounts were repurposed after staying dormant for a while and deleted their old

tweets. (§5.6)
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5. We propose a classifier to flag repurposed accounts in the wild, which may be

compromised and/or sold. (§5.7)

6. We propose a tool to study and visualize repurposed accounts in the wild. (§5.11)

The structure of this chapter is as follows: We first create a concrete definition of

misleading repurposing. Then we propose a framework to find repurposed accounts. We

build a dataset of repurposed accounts. We characterize the repurposed accounts. We

present our classifier to detect repurposed accounts in the wild. We lastly present a tool

to study and visualize repurposed accounts in the wild.

5.2 Related Work

5.2.1 Twitter Attribute Changes

Previous work analyzed how users change their profile attributes, primarily to uncover

under which circumstances these changes are made [205, 245, 301]. Jain et al. [152] found

that users change their attributes to maintain multiple accounts, change user identifia-

bility, and for username squatting. Regarding screen names in particular, Mariconti et

al. [189] found that adversaries hijack the screen names of popular users who recently

changed their screen name in order to gain visibility, often with malicious intent. Zan-

nettou et al. [322] found that 9% of 2,700 accounts operated by Russian trolls changed

their screen name. None of these works reported that accounts change of screen name

as a signal to repurposing.

5.2.2 Accounts Changing Ownership

Accounts can change ownership either from being compromised or on mutual agree-

ment between the previous and current account owners, often as a result of com-

merce. Compromised accounts are well studied in the literature, including their detec-

tion [93, 161, 162], what the compromised accounts are used for [286] and user reactions

to their accounts’ compromisation [244, 318]. Thomas et al. [265] studied how Twit-

ter accounts were bought and sold on illicit forums. Our work builds onto these works

as studying repurposings roots out compromised and/or sold accounts, which may go

unnoticed by the previous detection methods.

5.2.3 Platform Manipulation

Past research primarily focused on accounts with automated behaviors, e.g., spam-

mers [34, 143], fake followers [68], impersonating bots [128], dormant bots [259], retweet

bots [100], and astroturfing bots [105]. Most of the research on non-automated sock-

puppets relies on datasets published by Twitter. Our work tries to break out of this

pattern. Timely detection of fake accounts through classification of repurposing behavior

could lead to early detection of accounts that participate in social media manipulation.
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5.2.3.1 Style Change Detection

We employ style change detection methods in this thesis after a review of the current

methods. Traditional methods employ handcrafted features. These include frequency

usage of special characters, numbers, uppercase letters, functional words, POS tags, long

words, hashtags, mentions, URLs etc [3, 36, 333] and readability features such as Flesch

reading ease [331]. More advanced methods use state-of-the-art sentence representation

models such as BERT [83]. In fact, the best performing models of the PAN 2020 [317] and

PAN 2021 style change detection tasks [316] all employ Google’s BERT language model

to creature features out of the representation of the texts [151, 257, 328]. Style change

detection can be used for broader problems such as authorship attribution [9, 174, 208]

and authorship verification [44]. Our problem di↵ers from these problems as we do not

need to attribute the account to a particular author, but only need to verify that the

account is now being used for a new purpose.

5.2.4 User Analysis Tools

In this work, we also propose a tool that allows retrospective analysis of users. Several

web applications provide a summary (e.g. number of tweets, followers, the hashtags and

the topics the user uses and their interactions) using the recent tweets of a given user such

as foller.me, accountanalysis.app, twitonomy.com, followerwonk, or of the authenticating

user such as Twitter’s own analytics tool1. However, they use up-to-date statistics which

is extracted using only the most recent tweets due to API limitations, contrary to our

approach which uses a retrospective dataset. Additionally, our tool is the first to provide

follower growth, change of attributes, and deletions to the best of our knowledge.

5.3 Defining Misleading Repurposing

5.3.1 Definition

To study misleading repurposing extensively, we first must come up with a definition of

this behavior. Repurposing is “to adapt for use in a di↵erent purpose”. This definition

covers the anomalous cases in which we are interested such as an account used as a

personal account is adapted to use as a personal account of another person. However,

it also introduces many false positives. For instance, Joe Biden becomes the president

of the United States and he adapts his personal Twitter account to use for a di↵erent

purpose: to share announcements about the current president of the United States. Such

behavior does not intend to cause harm and is not the focus of this study; the same person

and/or account may have multiple purposes and/or (slightly) change purposes over time.

We are interested in repurposing behavior that misleads external observers about the

past of the account. Therefore we define misleading repurposing as a substantial change

to the account attributes so that the initial identity (i.e. the entity it represents) or

purpose (i.e. what it is created for) of the account cannot be inferred from the new state

1https://analytics.twitter.com
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of the account. Thus, the account misleads others about who they were and what they

were doing. This definition is similar to Facebook’s definition of inauthentic behavior

which is stated as “misleading people or Facebook about the identity, purpose or origin

of the entity that they represent.” [111]. It also covers compromised accounts that are

sold and changed overnight for a new purpose.

Meanwhile, legitimate changes introduced to the accounts (e.g., marriage, anonymiza-

tion, or becoming president) might make it di�cult to infer the initial identity or purpose

of the account as well. To exclude such cases, we also require that the new state of the

account should have a recognizable identity or a purpose that is irrelevant to the initial

identity or purpose. For personal accounts, these would mean the account has gone

through an identity change and now represent a new person. For non-personal accounts

such as organizational accounts or hobby accounts centered around a subject, we adopt

Facebook’s definition and say “substantial change to the account’s subject”. Thus, we

define misleading repurposing as a “change of the account’s identity and/or a substan-

tial change of the subject matter with the intention to mislead the public about the

past of the account.” This also covers personal accounts which are repurposed to be

non-personal accounts and vice-versa.

Finally, misleading repurposing is not necessarily malicious, e.g., legitimate hobby

page can be repurposed to be used to promote another hobby page that is also legitimate.

Our goal in this chapter is to uncover misleading repurposing, independent of whether the

intent or the account was malicious. Uncovering misleading repurposing is a starting

point in revealing malicious accounts that disrupt the public dialogue through social

media manipulation.

5.3.2 Cases

Misleading repurposing can be employed for any reason, however, the most interesting

scenarios for studying account misuse are those in which the objective is public ma-

nipulation. We identified two such scenarios: 1) coordinated manipulation and 2) fake

influentials. We detail media reports and white papers reporting the real-life instances

of the use cases we describe.

5.3.2.1 Coordinated Manipulation:

Adversaries use multiple accounts in a coordinated way to influence the public. The

accounts may have little impact on their own but can be e↵ective when deployed to

sway a specific discussion.

Adversaries do not need to create accounts anew to achieve a new goal; they can

repurpose the same accounts and adapt them to the new goal. For example, an instance

of a number of fake accounts attacking far-right French politicians in a coordinated

manner. All of the accounts used the same email address and stolen photos. Later,

the accounts were repurposed: they deleted all of their tweets and claimed to be “some

sort of artificial neural network company or laboratory filled with fake content” [305].
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Similarly, 12 “troll” accounts that were suspended after working to influence the Brexit

debate initially reported their locations to be in Germany and had bios in German [183].

Furthermore, adversaries do not need to create accounts themselves; they can buy

accounts that were mass created by a third party or with stolen credentials for as cheap

as five cents per account [265] and then repurpose them. For instance, Uren et al. [282]

uncovered a set of low-impact, coordinating accounts that were repurposed after being

either bought or compromised, likely by actors linked to the Chinese government. These

accounts were repurposed to promote government propaganda in Hong Kong. The new

account owners made only a minimal e↵ort to hide the fact that the accounts were

repurposed so the authors were able to trace the previous owner of the account through

unchanged profile attributes, past tweets which were left undeleted, and a bot run by

the previous owner which was still reposting tweets after repurposing. Some were even

tweeting in a di↵erent language before the repurposing.

5.3.2.2 Fake Influentials:

Adversaries sometimes employ accounts with a high number of followers in order to

influence many people at once or to be seen as influential. For instance, a Russian troll

account named “TEN GOP” presenting itself as the “Uno�cial Twitter of Tennessee

Republicans” reached over 100,000 followers and was retweeted by many celebrities and

politicians [297]. Misleading repurposing makes it easy to create such fake influentials.

For instance, Sözeri [252] reported an account by the name of “Oy ve Hilesi” (English:

Vote and Fraud) which was seemingly created only to attack a pro-opposition NGO called

“Oy ve Ötesi” (English: Vote and Beyond) during 2015 Turkish elections. The account

was created in 2014. He found that just prior to being called “Oy ve Hilesi,” the account

had the identity of “a sexy girl” and was tweeting romantic quotes as part of a scheme

to artificially gain followers. Once it reached 40,000 followers, the account was sold on

a webmaster forum for 200 Turkish Lira (⇠$70). The new owner deleted the old and

irrelevant tweets, changed the name, the description and the profile picture and, thus,

shifted from a fake personal profile of a woman to an anonymous account used to attack

the opposition. The account did not immediately unfollow the 40,000 accounts that it

was following at the time of the repurposing but waited until much later to do so. This

may be because the account’s followers were following it only for a follow in return and

would unfollow when being unfollowed. As of May 2022, the account retains 34,000 of

its followers.

Similarly, Grossman et al. [133] reported sockpuppets that were posing as Qataris liv-

ing in Saudi Arabia. The authors emphasized the high number of followers the accounts

have and claimed that these accounts “increase their audiences with follow-back spam

behavior,” and then are repurposed to mimic public figures after changing their screen

name and deleting all the tweets associated with the previous identity of the accounts.
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Figure 5.2: Summary of our methodology. We use snapshots of an account and detect
if a repurposing might have taken place based on the ground truth we built.

5.4 Building a Dataset of Repurposed Accounts

In order to study repurposing more broadly, we must first find more instances of re-

purposed accounts. As this is a rare event, we take a machine learning approach to

simulate the function and mass-label accounts as repurposed. We first hand-label a set

of accounts as repurposed or not, then train a classifier to find more instances on the

wild.

Our methodology consists of collecting a historical dataset that contains past profile

snapshots to reconstruct the users’ Twitter history, hand-labeling this data to establish

ground truth, and building a classifier to detect suspect repurposed accounts in the wild.

The process is summarized in Figure 5.2.

5.4.1 Base Dataset (Archive)

In order to detect if an account has been repurposed, we must, at the very least, have

a snapshot of the account before the repurposing and a snapshot after to witness the

change. To this end, we use a dataset of public Twitter data that is archived by the

Internet Archive’s Twitter Stream [1]. This dataset contains a 1% sample of all tweets,

including retweets and quotes, and includes a profile snapshot of the user who posted the

tweet and, if applicable, the retweeted/quoted user. As the sample includes retweets,

popular users with many retweets will appear more often than accounts with fewer of

these interactions. Thus, the dataset is biased towards active and popular accounts,

which is an advantage in this study, as such accounts have the greatest potential to have

an impact. We name this dataset archive.

Even though it contains only 1% of tweets, this dataset is massive. At the time

of analysis (October 2020), the dataset dated from September 2011 to June 2020 and

contained 446 million user ids. We create an abbreviated version of this dataset by only

considering accounts that changed their screen name since we found this signal in every

example of repurposing we studied. In general, this is a rare action on Twitter since a

screen name is a unique identifier and the way that profiles are searched and shared (i.e.
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twitter.com/justinbieber). Additionally, Wesslen et al. [301] found that this attribute

is stable for most users. We found that only 13.3% (59 million) of users in the archive

dataset changed their screen name, confirming this finding.

5.4.2 Ground Truth Datasets

To establish ground truth, we hand label a set of accounts. Our preliminary analysis

shows that randomly sampling Twitter users who changed their screen names to find

positives is not an e�cient strategy as repurposing is extremely rare. Additionally,

negative cases that are randomly sampled are very trivial to classify: they are often

slight changes to screen names with little or no changes to names and description fields.

Therefore, we follow a multi-step approach: we first hand-labeled a collection of accounts

from a set that we know contains repurposed accounts and build a simple classifier on

this data with su�cient precision and recall. We then deploy this classifier in the wild

(i.e., on normal Twitter accounts) and detect positives. We then manually annotate

these positives and create a second ground-truth dataset.

5.4.2.1 Civic-Integrity Ground Truth Set (Integrity)

We use the datasets published by Twitter that involve state-sponsored accounts that

undermine elections integrity for the first step. Some were already reported to be re-

purposed by previous work. By October 2020, there were 35 datasets focused on 16

countries [276]. The datasets do not include past profile attributes. Thus, for each user

id in these datasets, we extracted the historical data from the archive dataset. Of the

83,481 unique user ids, 38,426 were found in the archive. We found 17,220 screen name

changes involving 8,370 accounts. We name this dataset integrity.

5.4.2.2 In The Wild Popular Users Ground Truth Set (Popular)

We have a ground truth set of accounts with many positive cases. However, this set is

biased. We observed that malicious accounts often change their name and description

field drastically for the purpose of misleading repurposing. This makes the probability

of misleading repurposing given the drastic change in profile attributes close to one,

making two events seem the same. Additionally, the base rate of the positive cases in

the integrity dataset is very high compared to a random sample. As a result, in our

preliminary experiments, we observe that our classifier reporting good scores on the

integrity dataset performed poorly in the wild and yield many false positives. Thus, we

used the accounts detected by our initial classifier as a ground truth set for the second

step. We then took an active learning approach and deployed new and more complex

classifiers to improve our initial classifier. We call this new ground truth set the popular

dataset.

We describe our annotation process and the annotation scheme we suggest in detail

in the next section.
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5.5 Annotation

We use human annotation to build a ground truth for repurposed accounts. We refrain

from crowdsourcing this task because 1) the integrity dataset is only fully available to

researchers given access by Twitter; 2) the archive dataset, although public, contains

sensitive information, e.g., former names of real users; and 3) expert annotation is more

reliable than crowdsourcing for complex tasks [235, 250].

5.5.1 Procedure

We treat each instance of a screen name change as a separate data point. For each change

from screen name si to sj , we select the last available snapshot of the profile with si

and the first snapshot with sj . The same user may have multiple screen name changes

and, thus, may be represented multiple times. We presented the annotators with the

following semantically interpretable attributes: name, screen name, description, location,

home page url, profile settings language, most common tweet source and tweet language.

We asked the annotators the following question and allowed for the responses: Yes(+),

No(-), and unsure.

Did the account change in a way that makes it seem that the account is now

owned by a di↵erent person/organization, or has the account rebranded itself

substantially?

Two authors/domain experts, A1 and A2, independently coded all cases. We report

the annotator agreement using Cohen’s kappa. Due to the subjective nature of the

problem, we observed many cases in which we needed to code and determine a common

answer. The relatively low agreement of a non-expert further emphasized this need.

Since this problem is unexplored, there is no coding scheme available. Thus, A1 and A2

developed a coding scheme and made decisions for di↵erently coded cases when needed.

First, each annotator independently annotated the data using only the initial annotation

question. Then they compared the annotations and computed the annotator agreement.

They then discussed and coded the cases in which they disagreed or were both unsure.

Finally, a decision was made for each case. Below, we present the cases and the decisions.

5.5.2 Annotated Data

Integrity Dataset We first selected English and French profiles for validation by

multiple annotators. A1 and A2 independently annotated 200 cases. A1 labeled accounts

in this sample and passed 100 positive and 100 negative cases to A2 for annotation. The

inter-annotator agreement between the authors was  = 0.8 (substantial agreement).

The agreement on negatives was higher (93%) than positives (87%), i.e., it is easy to

discard negative cases which are likely more prevalent “in the wild”. The annotators

discussed 20 cases in which they did not agree and came up with a verdict for each.
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To expand this labeled dataset, A1 labeled an additional 1,476 profiles in English,

French, and Turkish (Turkish accounts were made available after the initial annotation

was complete). This resulted in 512 positive, 910 negative, and 254 unsure.

Popular Dataset For the popular dataset, we used a stratified sampling approach

and sampled 400 accounts from the list of users with the most followers before the

repurposing and 600 accounts from a random sample of users who had more than 5,000

followers. Half of those accounts tweeted in English while the other half tweeted in

Turkish.

For the popular dataset, the annotation was done simultaneously: A1 and A2 inde-

pendently annotated the samples. This resulted in  = 0.66 including unsure cases (i.e.

one decided negative while the other decided unsure was considered disagreement) and

 = 0.81 when cases decided as unsure cases were discarded from the data. We observe

that the disagreements were mostly due to overestimating the prevalence of repurposings

as all accounts in this dataset substantially change their name and descriptions.

A1 and A2 then discussed the cases in which they did not agree and either came to

a consensus or assigned a label of “Disagree” in the case of disagreement or unsure if

both annotators were unsure of the case. This annotation resulted in 562 positive cases,

127 negative cases, 278 unsure cases, and 33 disagreed cases.

To expand this labeled dataset, A1 additionally annotated 1,500 accounts with the

same sampling strategy. This annotation was done more conservatively and the goal

was to increase negative examples, since in-the-wild negative cases with dramatic name

changes are rare. Only the cases where the annotator was highly confident were anno-

tated as positive; negative and unsure cases were not checked for a second time. This

yield an additional 421 positive, 248 negative, and 831 unsure.

5.5.3 Annotated Cases

Our coded cases and decisions for each are presented in Table 5.1. We explain each in

detail.

5.5.4 Positive Cases

Di↵erent Identity: Misleading repurposing is evident when an account purports a

completely new person or hobby page or an organization when compared to its old

version. The account has a new name, has a new website, and moved to a new location. It

is easy to infer the purpose of the old snapshot and the new snapshot from the description

field and they are dramatically di↵erent. Accounts representing personal profiles of real

people and o�cial profiles of organizations generally observe these phenomena, which

make it easier to annotate as such accounts are used for the social media presence of

their owners. Hobby pages also comply with this criteria as they make their purpose

clear.

Misleading “Purposing”: Misleading repurposing is not evident because the purpose

of the previous snapshot is not clearly established (e.g., it is blank or basic), but the
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Table 5.1: Summary of Cases in Our Annotation Framework
Case Example Verdict

Di↵erent Identity Lawyer John Doe becomes Dr. Mohammad Lee Positive
Misleading “Purposing” Empty profile of “sdfdsfsd” becomes politics en-

thusiast John Doe from USA
Positive

Commercial Activity Account named “FOR SALE” becomes John Doe Positive
Same Person Jane Doe marries and becomes Jane Brown Negative
Slight Change In Subject Philosophy Quotes becomes Inspiring Quotes Negative
Purpose Overloading Jenna The Traveler becomes politics enthusiast

Jenna Abrams
Negative

No Purpose / Unclear White Horse becomes Black Rose but still shares
quotes

Unsure

Organization Rebranding Windows Phone becomes Lumia Unsure
Lazy Compromisation An American starts to tweet against HK Protests

in Mandarin
Unsure

Lazy Repurposing Patriotic Somalian changes name, but keeps de-
scription

Unsure

Person$Org. Unclear John Doe becomes ”Lonely Boy’s Pen” Unsure
Change pseudoynms Excalibur17 becomes Rebellion47 but still plays

DOTA
Unsure

new snapshot has a purpose. Because the previous snapshot appears to be created and

later given a purpose, the purpose of the new snapshot is still inconsistent with the

old snapshot, so we regard this case as positive. We observe this case only among 30

accounts from the Russia 08/2018 dataset (named “ira” by Twitter) which used a (likely

malicious) source to post tweets called “masss postx” (x 2 {2, 3, 4, 5}). The account

names and screen names were random strings. They originally reported their locations

as cities in England but after repurposing, all changed their locations to “USA” or a

specific US state. Similarly, all changed their names to names that are more prevalent in

the US, (exceptionally, one adopted the name of a local news outlet). The accounts were

created on various dates in 2014. We annotated those accounts as positive because the

location fields were inconsistent and there is strong evidence that these accounts were

bulk created and/or purchased to be repurposed later. This case appeared to be rare

among the popular accounts.

Commercial Activity: An account that is sold and later repurposed to clearly purport

a new identity is the ideal positive case. However, some accounts do not clearly establish

their purpose in their description field but explicitly state that they are for sale instead.

We consider these cases as positive if the new snapshot appears to purport a new identity,

which likely signifies that the account was sold and now being used for a new purpose.

5.5.5 Negative Cases

Same Person: A user changed their profile attributes but it is evident that they are

the same person. This is often apparent because keywords are shared between snapshots

or the writing style of the account does not change. We observe that many teenage
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pop artist fans change their attributes frequently to express their admiration in di↵erent

ways. We annotate these cases as negative if we can confidently infer that the account

purports the same person and purpose. Otherwise, we annotated them as unsure.

Slight Change in Subject Matter: Although the profile attributes have changed,

the subject matter did not change substantially and it appears to be the same or almost

the same. An exception is the organizations that rebrand themselves, which is explained

in the next section in detail.

Purpose Overloading: The account appears to change its purpose but it still purports

the same person or page. We observe this case among accounts suspended in October

2018 originating from Russia. We identified 43 accounts that appear to be personal

profiles which had initially blank or politically neutral description fields but then later

adopted description fields that explicate their political stance (e.g., pro-Israeli, patriot,

conservative, #Blacklivesmatter) alongside a corresponding change in demographic at-

tributes (e.g., Christian, Black). All 43 accounts changed their screen names, but they

appear to keep the same identity (e.g., Jenna the Traveler became Jenna Abrams) and

so we did not consider them to have been repurposed per our definition. Instead of

repurposing, the accounts appear to add a purpose. Their current purpose of show-

ing o↵ their personality does not change and coexists with the new purpose. These

accounts might have accumulated followings from politically neutral personal accounts,

then repurposed them by overloading them with a political agenda without deleting their

old tweets and/or repurposing. Such accounts can be repurposed over and over for any

topic within the same context, i.e., a regular American citizen account can be repurposed

by overloading it with pro-republican content while still tweeting regular non-political

tweets. Then the pro-republican tweets can be deleted and the account can be partially

repurposed. This is a stealthy and potentially malicious strategy, but is not a case of

misleading repurposing.

5.5.6 Unsure Cases

No Purpose or Purpose Unclear: It is di�cult to understand the purpose of the

account. For the English-tweeting accounts, these were primarily accounts in which

cultural context that the annotator did not have was needed to make a decision (e.g.,

accounts from Nigeria, a country that the annotators were not familiar with). For the

Turkish-tweeting accounts, this was often due to a lack of profile attributes that state

the purpose of the accounts, e.g., we observe many accounts use pseudonyms instead of

personal profiles.

Organization Rebranding: Some organizations were sold, rebranded, and/or changed

name. Examples include musical.ly which became TikTok, Windows Phone which be-

came Lumia, and Facebook which became Meta2. We consider those repurposings as

unsure since it is not clear if they are repurposed nor if it is misleading. Other than

those obvious examples, it is di�cult to distinguish a rebranding and a new company

2Facebook renamed its old account to Meta but also kept a separate private account @Facebook to
reserve its name.

101



5. Detecting Compromised Accounts in the Wild: Misleading Repurposing

without thorough research. Thus, if the purpose of the previous and the next snapshot

of the organization is the same or similar even though they appear to be a di↵erent

organizations, we annotate such organizations as unsure.

Lazy Compromisation: An account that is compromised and later repurposed to

clearly purport a new identity is the same case as the ideal positive case. However,

some put minimal e↵ort to hide the compromisation: they slightly change the accounts’

profiles or do not change them at all. Meanwhile, they tweet for malicious purposes so

they change the accounts’ purpose without changing the attributes. We observe this

case among the accounts hijacked by Chinese users as reported by Uren at al. ([282]).

If it is evident that the accounts were compromised due to a lack of changes in profile

attributes, we consider this case as unsure as it is not misleading although the accounts

are repurposed.

Lazy Repurposing Adversaries change the names of the personal accounts but not their

descriptions, making it di�cult to judge if those accounts purport the same people. We

observed this behavior among some accounts originating from the U.A.E. which claim

that they are patriotic citizens from Somalia.

Person $ Organization Unclear: An account that has the same purpose, but it is

repurposed to be a page or an organization when it was a personal profile. It is not clear

if this should be considered misleading repurposing because it could be the same person

being professional or adopting a pseudonym for their hobby. We annotate such cases

as unsure. Exceptionally, if a profile appears to be a user with a hobby turning their

personal page into a hobby page, we consider this case negative. E.g., John Doe stating

they he shares photography adopts the name DoePhotography.

Change of Pseudonyms: It is not clear if a person/page is repurposed to be a new

person/page even though the name and description changed dramatically. These peo-

ple/pages did not change their domain. We observe the former among esports gamers

as they sometimes switch pseudonyms and teams, but they play and stream the same

game. We observe the latter among meme pages as their names and description fields

are also memes but there is no other indication of the specific purpose of the account.

We annotate those cases as unsure.

5.6 Characterization

We next describe some of the characteristics of the accounts that have undergone mis-

leading repurposing. Specifically, we discover that misleading repurposed accounts often

1) have more followers than other accounts that change their screen names, 2) utilize

follow-back schemes to grow their follower counts, 3) delete tweets related to their former

purpose, and 4) have a period of dormancy before the repurposing.

5.6.1 Follower Count

Accounts with a high number of followers are more likely to be misleading repurposed

when they change their screen name than other accounts that undergo a screen name
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change. This is likely because screen name changes are an anomaly for influential ac-

counts since they lose any incoming links (i.e. twitter.com/jack does not redirect to

Jack’s new handle if he changed his screen name). Additionally, they may be more likely

to be a target of account swap due to compromisation or commercial activity. This may

also be an artifact of the data collection: users with a high number of followers are more

active so it’s more likely that we capture their screen name changes and, thus, their re-

purposing. Similarly, this does not entail that misleading repurposing is more prevalent

among accounts with high follower counts. Figure 5.3 illustrates this di↵erence.

In the integrity dataset, the mean followers count before the screen name change was

14,007 for repurposed accounts and 6,579 for non-repurposed accounts. The di↵erence is

7,427 and statistically significant according to Welch’s t-test. In the popular dataset, the

mean followers count before the screen name change is 327,431 for repurposed accounts

and 139,237 for non-repurposed accounts. The di↵erence is 188,194 and statistically

significant according to Welch’s t-test (p < 0.0001 in both cases).

Dataset Repurposed

1 100 10,000 1,000,000

Followers

Integrity 0

1

Popular 0

1

Figure 5.3: A box plot showing the number of followers for repurposed vs not repurposed
accounts. High follower counts are more likely to indicate repurposing.

5.6.2 Follow-Back

Some, if not all, repurposed accounts appear to actively grow their accounts by joining

follow-back schemes. They indicate that they follow back once another account follows

them by using dedicated hashtags. Out of 1,595 repurposed accounts, 81 accounts used

#FF (“Follow Friday”, which is the most used hashtag in the dataset), 50 accounts used

#Follow, 44 accounts used #IFollowBack, and 36 accounts used #TeamFollowBack.

Meanwhile, out of 1,385 non-repurposed accounts, only 9 accounts used #FF, 7 used

#TeamFollowBack, and 5 used #Follow. Our caveat is that these numbers are based on

1% of the tweets and there may be many more users using those hashtags.

5.6.3 Deletions

Repurposed accounts often delete the tweets which are irrelevant to the new purpose of

the account. We observe this behavior by comparing the number of tweets before and

after the account changed its screen name. Fig. 5.4 shows that the repurposed accounts

are more likely to lose up to 96% of their tweets. Precisely, 519 of the 1,595 repurposings
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Dataset Repurposed

0% 20% 40% 60% 80% 100%

Tweets After / Before

Integrity 0

1

Popular 0

1

Figure 5.4: Box plot of the ratios of the number of tweets before and after an account
changed its screen name for repurposed vs. not repurposed accounts. Accounts that
gained tweets (i.e., created more tweets than deleted) are not included because they are
not relevant here and have a ratio > 1. Repurposed accounts are more likely to delete
their tweets fully or partially when they change screen names.

(32%) resulted in removing at least one tweet versus 75 of the 1,385 non-repurposings

(5%). The di↵erence is statistically significant according to the chi-squared test with

p < 0.0001

5.6.4 Dormancy

We observe that repurposed accounts in the integrity datasets are more likely to be

dormant for a long period prior to repurposing. This may be because the owners of the

accounts no longer use them and eventually sell them. Alternatively, the accounts get

compromised but since the original owner does not use them, they do not claim them

and let them be repurposed by another malicious user. We did not observe this behavior

among popular accounts.

5.7 Detection

Table 5.2: Results on the integrity dataset (-I) and the popular dataset (-P). Best
performances in bold. We use F1 as the primary evaluation metric for the integrity
dataset and AUC as the primary evaluation metric for the popular dataset due to distinct
base rates. We report the other scores for completeness.

Model F1-I AUC-P Prec-I Rec-I AUC-I Prec-P Rec-P F1-P TPR-P FPR-P

EDT (Baseline) 92.3% - 94.4% 90.3% 92.6% 81.5% - - - -
EDT-DSIM 92.8% 88.4% 95.5% 90.3% 97.3% 92.1% 92.7% 92.4% 92.7% 37.4%
EDT-STY 93.1% 73.2% 91.7% 94.6% 97.5% 88.9% 87.3% 88.1% 87.3% 51.4%
EDT (Retrained) 94.0% 78.5% 95.6% 92.5% 97.8% 88.7% 92.3% 90.5% 92.3% 55.1%
EDT-MD 94.0% 79.4% 95.6% 92.5% 98.4% 90.9% 89.3% 90.1% 89.3% 42.1%
EDT-DSIM-MD 94.0% 87.6% 95.6% 92.5% 98.6% 91.5% 92.1% 91.8% 92.1% 40.2%
EDT-DSIM-MD-STY 94.5% 84.8% 96.6% 92.5% 98.1% 92.3% 90.5% 91.4% 90.5% 35.5%
EDT-MD-STY 94.6% 76.4% 95.6% 93.5% 98.2% 91.0% 82.1% 86.3% 82.1% 38.3%
EDT-DSIM-STY 95.1% 83.1% 96.7% 93.5% 97.5% 91.2% 92.3% 91.7% 92.3% 42.1%

We next provide a classifier to detect misleading repurposing in the wild. The goal
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Figure 5.5: Cumulative distribution (CDF) of the percentage of accounts staying dor-
mant. Bins are 3 months/quarter years. Misleading repurposed accounts in the integrity
dataset are more likely to repurpose after staying dormant for a while than other ac-
counts with screen name changes. We did not observe this behavior among popular
accounts.

of this detection method is not to develop the framework that should be used by Twitter

or other social media companies to detect repurposed accounts, as they have access to a

richer set of signals and data. Instead, we provide a framework for researchers who do

not have such privileged access to flag accounts that are potentially repurposed by only

using publicly available data. Due to the subjective nature of the problem, we advise

that the detection should always be accompanied by expert verification.

We tackle the following classification problem:

Problem Statement Let A be the account with the screen name scnti at time ti.

Let PAti be the profile attributes of the account A at time ti. Let Tscni be the tweets

the account posted under the screen name scni. Determine if the account A has gone

through a misleading repurposing when it changed its screen name scnt1 to scnt2 such

that t1 < t2 using PA1, PA2, Tscnt1
, and Tscnt2

.

We experiment with four classification strategies based on di↵erent feature cate-

gories: change of name and description, name/name similarity, profile metadata, and

style change. We use a combination for the final classifier.

5.7.1 Change of Name & Description (EDT)

We observe that changing the name and description thoroughly at the same time with the

screen name is a behavior that is indicative of misleading repurposing. Thus, we create

features to capture this signal based on edit distances. We compute the Levenshtein

distance between the string fields and use it as a feature. The formula is as follows:

NLDattr =
lev(attrUprev , attrUnext)

max(len(attrUprev), len(attrUprev))
(5.1)
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where attr is the string attribute, len is its length, Uprev is the previous snapshot, Unext

is the next snapshot.

We adopt an online learning approach and train a simple classifier using this feature

to sample accounts from the popular dataset. Precisely, we train a decision tree classifier

of depth two, which classifies screen name changing instances with NLDname > 0.721

and NLDdescription > 0.742.

We chose this classifier because it initially achieved su�cient precision and recall.

Thus, we use this classifier as the baseline and build other classifiers to improve on it.

5.7.2 Name/Description Similarity (DSIM)

After training the initial baseline classifier, deploying it in the wild, and finding more

positives and negatives, we made an observation: non-malicious users who thoroughly

change their name and description field leave some artifact that is relevant to the past

of the account in order not to mislead their audience, e.g., old screen names, email

addresses. We compute features to exploit this behavior. We compute the longest

common sequence between the two snapshots’ names, screen names, and description

fields combined to account for the longest common substring. We computed the raw

number and Jaccard coe�cient of common tokens between two texts to identify common

entities. Finally, we compute the similarity between those two texts using sentence-

transformers. We use the model “bert-base-multilingual-uncased” [83] since our data

consists of di↵erent languages.

5.7.3 Profile Metadata (MD)

We employ additional textual features such as the home page of the profile, the self-stated

location, and the profile image. We check if these attributes changed and also compute

the edit distance and their NLD (except for the profile image). We also introduce

non-textual (numeric) profile attributes: friends count, followers count, statuses count,

and favorites count. For each profile attribute in each snapshot, Si and Sj , we use the

raw numbers, ai and aj ; the di↵erence, ai � aj ; and the ratio of the di↵erence and

the maximum to capture the magnitude of the change, (ai � aj)/max(ai, aj). We also

introduce dormancy which is the time passed between two snapshots

5.7.4 Style Change Detection (STY)

If misleading repurposing occurs the style of the tweets may change because the own-

ership of the account may have changed. We create features based on this assumption

using state-of-the-art style change detection techniques [151, 328] and the model “bert-

base-multilingual-uncased” [83]. We concatenate the tweets before and after the change

of the screen name and treat them as separate paragraphs. Iyer et al. [151] predicts the

style change between two consecutive paragraphs by averaging the sentence vectors of

two paragraphs. We produce the sentence vectors by exactly following their method:

we split each paragraph into sentences and generate embeddings for each sentence. This
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results in a tensor 12 x l x 768 dimensions, where 12 is the number of layers, 768 is the

hidden size and l is the length of the sentence (maximum 512 tokens). We first sum

the embeddings of the last 4 layers, producing tensors of size l x 768. We then sum

this tensor over the first axis to produce a vector of size 768. We generate these vectors

for every sentence in each document representing the tweets posted before and after the

screen name change and sum them. We then take the average of the two vectors.

5.7.5 Classification

We train each classifier on the data annotated by only A1. It consists of 512 positives

and 910 negatives from integrity data and 421 positives and 248 negatives from popular

data. We have 933 positives and 1,158 negatives in total.

We experiment with several supervised machine learning algorithms: SVMs, Logis-

tic Regression, Naive Bayes, Decision Trees, Random Forest, and Neural Nets using

sklearn [216]. We experimented with di↵erent parameters using grid search. While

choosing the best model, we use the integrity dataset as the validation dataset and re-

port the model for each classification strategy that performs the best on this dataset.

We use the F1-score to evaluate the performance as the dataset is balanced. We found

that Random Forest yielded the best scores consistently, so we only present the results

of the Random Forest classification. As we noted before, misleading repurposing is very

prevalent in the integrity dataset and even very simple classifiers perform well. There-

fore, we test our classifier using the popular dataset. The goal is then to decrease the

False Positive Rate among Popular accounts (FPR-P) while still sustaining a high True

Positive Rate (TPR-P). Thus, we use Area Under the ROC curve (AUC-P) to evaluate

our classifiers’ performance. This metric is more reliable than Precision, Recall, and

F1-Score when the dataset is imbalanced and positives are more prevalent as it takes

FPR into account [33, 169].

5.7.6 Results

All results are presented in Table 5.2. We observe that the classifier EDT that is based

only on the change of name and description field performs well on the integrity dataset

but not on the popular dataset. This is likely because screen name-changing behavior

generally entails misleading repurposing in the former dataset while not necessarily in

the latter. We find that extra features based on the name and description field greatly

improve this simple classifier because in most cases where the name and description

change do not entail misleading repurposing, those fields are either semantically similar

or have some traces referring to old snapshots of those fields. Profile metadata features

that represent the characteristics of the accounts contribute to the performance of the

integrity dataset but only slightly boost the popular dataset.

The style change classifier performs poorly on its own, su↵ering from a very low recall

(57% on integrity accounts and 35.5% on popular accounts). Most of the true positives

in the integrity dataset come from the accounts originating from China. As such, it
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improves the combinations of other classifiers when used on the integrity dataset but is

not as useful when used on the popular dataset. The popular sample only contains 1%

of tweets from each user, so it is quite possible that with more data on each account

this classifier would perform better. Style change may be more e↵ective in the presence

of more data. We leave a comprehensive style change analysis on social media to future

work.

The performance of the classifier (EDT-DSIM) is only slightly higher on English

accounts compared to Turkish accounts (AUC = 88.1 vs AUC = 87.8). It performs

better on the accounts with the most followers compared to random accounts (AUC =

89.8 vs AUC = 88.0). This may be because repurposing is more evident in accounts with

the most followers as they are more likely to put more indicators in their description

fields.

5.7.6.1 Miss-classifications

We manually examined the false negatives and false positives introduced by the BASE-

DSIM classifier.

False negatives occur in two cases. First, the account leaves the description field

empty, leaving an insu�cient amount of information for the classifier. As the popular

dataset is collected using the baseline classifier, we only observe this among the integrity

accounts. The annotators could annotate those accounts as repurposed due to changes

in their names signifying a new person/organization. One limitation of our approach

is that it relies on non-empty description fields. However, because accounts with blank

description fields are rare, as we discuss below, this limitation is not critical. Second,

the classifier captures common slogans and phrases as similar such as “Follow us” and

“Updates about x”. Such similarities may indicate that the owner of the account is the

same or the new owner keeps the style but does not entail the absence of misleading re-

purposing. A special case is that the purpose of the account changes and it is misleading,

but the owner appears to be the same and has the same specialization, so it continues to

use buzzwords like Deep Learning. This is generally the case when the personal account

becomes an organization account.

False positives occur mainly in two cases. The classifier fails to capture the similarity

an annotator can see or there is enough information for an annotator but not for a

classifier. An example of the former case is a religious page: the page adopts di↵erent

names and quotes di↵erent religious texts but its purpose is to share religious quotes

without a specific agenda (i.e. promoting a specific religious narrative) in both cases.

Since there are no repeating texts and semantic similarity is fairly low compared to other

examples, the classifier classified this example as positive. Examples for the latter case

generally consist of the cases where description fields are entirely or almost empty in

one of the snapshots but an annotator can judge that the purpose of the account is the

same from the name alone.
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5.7.6.2 Estimation

We deployed our classifier on the 1.57 million popular accounts that were active in the

first half of 2020. We estimate that 180,689 misleading repurposings by 106,548 accounts.

Given that the precision of the classifier is 92.1%, the expected number of screen name

changes that are falsely classified as repurposing is 14,275. By May 2022, 22,063 (20.7%)

were suspended and 7,800 (7.3%) were deleted. The suspension rate may be low because

repurposing is not explicitly against Twitter rules.

5.8 Implications

Repurposing has security implications for Twitter and its users. First, in practice, re-

purposed accounts are new accounts that steal the followers of the accounts that they

repurpose. These followers lend credibility to the account in the eyes of users and Twitter

itself. With respect to the former, an account with many followers and an old account

creation date are likely to appear more credible to users than a new account with only

a few followers [201]. With respect to the latter, Twitter imposes a quality filter to

filter out low-quality content and improve the user experience. Although this filter is

a black-box, we can presume that the filter considers account age and the number of

engagements, because these features have proven useful for bot and spammer detec-

tion [34, 143]. Repurposing evades both by stealing the history of an existing account.

Twitter also works to detect and suspend accounts that participate in coordinated activ-

ities. A malicious user looking to engage many accounts in a coordinated manner may

opt to purchase accounts from di↵erent sources and repurpose them together since this

decreases the likelihood that the set of accounts was used in a coordinated manner in

the past and thus, might avoid early detection. Consequently, repurposing incentivizes

attackers to compromise accounts by creating a market demand for accounts that can

be repurposed.

While inflated follower counts may give some credibility to fake accounts, the highest

credibility impact comes from the tweets that are retweeted by someone the user knows,

making it very important to build a genuine follower base [201]. Repurposing makes

it easier for a malicious account to obtain engagements from influential people and/or

organizations through a previously non-malicious account. For example, a “parody

account” posted comical tweets about president Erdogan in 2014 and attracted 2,500

followers, mostly those with a pro-opposition stance. It was then repurposed twice

the account of two di↵erent new, short-lived political parties in Turkey. The account

was repurposed a third time in 2015 after amassing 7,500 followers, claiming to be an

economist living in Canada with degrees from a prestigious university and a profile photo

stolen from the web. By 2020, it was followed by many famous journalists and economists

and had obtained 62,000 followers, and its tweets criticizing the government were made

to the Turkish media [18].
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5.9 Generalizability

In this chapter, we focused on Twitter to root out and propose a detection for misleading

repurposing. However, we believe that misleading repurposing is a vulnerability for any

social media platform that has to be accounted for. While Facebook keeps a log of old

names and notifies its followers of the name changes, not all social media platforms have

implemented counter-measures against misleading repurposing. For instance, hackers

hijacked popular Youtube channels, such as the one by Chilean urban-music artist Ai-

sack, changed their names and pictures to make them look like o�cial Tesla channels,

and impersonated Elon Musk, asking for bitcoin to send back the double amount [266].

To the best of our knowledge, the only counter-measure Youtube implements against

misleading repurposing is to remove the check-marks from the verified channels that

changed their names to prevent impersonation [142]. Channels can change their name

with their subscribers intact, and the subscribers do not get a notification of the name

change. Thus, misleading repurposing can generalize to Youtube as well as social media

platforms with similar policies.

5.10 Counter-Measures

Misleading repurposing is a vulnerability of social media platforms that must be ac-

counted for. The benefits of mitigation e↵orts are clear: the repurposed accounts are

actively causing harm to online/o✏ine communities, and banning such accounts will

prevent further harm. However, because there are legitimate reasons to change profile

attributes, mitigation is inherently di�cult to address, and each solution has its issues.

Firstly, platforms can prevent misleading repurposing by disallowing changes of

names or handles that serve as an identifier (e.g., screen names on Twitter). Since

repurposing targets popular accounts, they can implement this counter-measure only for

such accounts. However, this could impact genuine users who change their names. To

remedy this issue, the platforms can implement a process in which users apply to change

their names with justifications, and human moderators approve their requests.

The platforms can also notify an account’s followers when a name change occurs.

However, this disproportionately impacts users who change their names in real life, e.g.,

married/divorced women and trans users whose friends are notified of the change when

they may prefer not to notify.

Lastly, platforms can build methods to detect misleading repurposing by using our

framework and the methodology as a starting point and taking action on an individual

basis. Researchers can also use our study to root out and investigate repurposed accounts

in the wild. We further assist them through a tool we describe in detail in the next

section.
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5.11 WayPop Machine: A Wayback Machine to Investi-
gate Repurposed Accounts

We propose our own counter-measure against misleading repurposing by enhancing its

analysis and verification by researchers. Repurposed accounts often become popular

due to the account’s previous purpose and then switch their identity, e.g. a meme

page accumulates followers. Later, adversaries purchase them to repurpose them to a

malicious account, e.g., a political troll. External researchers looking at the up-to-date

version of such accounts cannot understand why they are popular, as Twitter does not

provide historical data (e.g., follower count of an account at a specific date). To aid

them, we present a web application that features the follower growth of users in the

past, their viral tweets, their deleted tweets, and any change to their profiles that may

signify misleading repurposing. Our application stores, manages, and visualizes data

from archive.org’s Twitter Stream Grab. To the best of our knowledge, this is the first

study to focus on why an account is popular.

5.11.1 Challenges

Our tool addresses two challenges: collecting and e↵ectively using retrospective data.

Analyzing growth strategies of a possibly repurposed account requires users’ 1) old

tweets, 2) deleted tweets 3) historic profile attributes such as name and follower counts.

Regarding the first, the current Twitter API only supports collecting the last 3,200 tweets

of any given user, so it is impossible to collect the oldest tweets of an overactive user via

the API. For the second, a user may have deleted the tweets relevant to understanding

their follower growth. Finally, for the third, the Twitter API does not provide the

historical profile attributes, so one cannot know the user’s name and the number of

followers a user had before and after a given tweet if they did not collect those attributes

at the corresponding time.

Second, Twitter is vast, so a comprehensive dataset of user data would be massive

and require lengthy processing times to analyze. Additionally, no methodologies or tools

exist for analyzing the users’ historical data at scale.

Our tool tackles these problems using the Internet Archive’s Twitter Stream Grab.

The dataset was collected in the past: it contains the old tweets of a given user, and

the historic profile attributes at the corresponding time. It is enormous, 4.67 terabytes,

when compressed. Our tool e↵ectively stores and visualizes such historical data and

provides visualizations explaining the follower growth over time and attribute changes.

5.11.1.1 Examples

Before introducing the specifics of the tool, we first provide brief examples of how our tool

can be used to understand how an account became popular or repurposed. Fig. 5.6 shows

how our tool analyzes a popular user with 5M followers. We manually identified three

points of unusual growth. Further inspection shows that all correspond to “giveaways”

in exchange for likes, retweets, and follows. Fig. 5.7 shows the follower growth of another
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Figure 5.6: The follower growth of the account @MKBHD. Three points we highlighed
correspond to giveaways in exchange for likes, retweets, and follows.

popular user with 9k followers. Inspection using the tool reveals that this account grew

its follower count from 2,200 to 7,800 after a tweet spurred nationalist rhetoric went

viral. Prior reports indeed found that this account was fake, as was the information in

the viral tweet [84]. Figures 5.15 and 5.16, which we explain in detail later in this section,

show how our tool can be used to uncover misleading repurposing. This account, which

purports to belong to a Turkish political party, originally belonged to Juliana Knust

(@jujuknust), a Brazilian actress. Media reports speculated that the account was likely

compromised and sold [160]. Our tool corroborates these reports, showing that all of

the attributes were changed together, and all of the actress’s tweets were deleted.

5.11.2 System Overview

5.11.2.1 Architecture

We used Django for the server-side (backend) programming and MongoDB for managing

the database. It uses the NoSQL paradigm to store hundreds of gigabytes of data and

e�cient querying [150]. Although the underlying database has a compressed size of

115GB, the queries using user id, screen name, or tweet ids are all instantaneous. We

used Bootstrap CSS for the front-end programming. Finally, we used D3 (Data-Driven
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Figure 5.7: The follower growth of the account @mahcupadis. The point we highlighted
corresponds to the time the account posted a tweet that spurred nationalist rhetoric [84]

Document) for the visualizations. It is a javascript library that allows for creating

dynamic and interactive plots in the browser. The architecture is summarized in Fig. 5.8.

5.11.2.2 Data Source

As we argued previously, this tool requires a retrospective Twitter dataset, i.e., one

collected in the past. To this end, we utilize archive.org’s publicly available Twitter

Stream Grab dataset [1]. At the time of the analysis, it consisted of tweets posted

between September 2011 and December 2020. Due to the enormous size of this dataset

and ethical considerations (see §5.13), we limit the tool to popular active users with

more than 5,000 followers who were active in December 2020. Although we utilize

this particular dataset, this tool is flexible enough to accommodate other retrospective

datasets.

5.11.2.3 Data Structure and Processing

The raw tweet files in Archive’s Twitter Stream Grab are quite large because it contains

many extraneous attributes. The entire dataset is 4.67 terabytes. We took two important
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Figure 5.8: WayPop Platform architecture. First, the data is downloaded from
archive.org and processed. Then in the data layer, the processed data are stored in
a NoSQL database, MongoDB. The web server built using the Django framework com-
municates with the data layer and further analyzes the data. Lastly, it provides the
necessary input for the charts in the web application, which are drawn using the D3
framework. Additionally, the webserver communicates with Twitter API to get up-to-
date data.

processing steps to decrease the size. First, because each raw tweet object contains both

the tweet and the posting user’s information, we split each object into a tweet and a

user object. Secondly, we only kept the relevant attributes for each type of object:

Tweet Object: Tweet id, creation date, user id of the poster, the tweet’s content in

textual form, its public metrics, its source, and, if applicable, its deletion time.

User Object: User id, account creation date, the current and historical screen names

(profile handles), names, descriptions, followers, statuses, friends, and favorites counts.

Each user has multiple data points that indicate their past profile attributes (e.g.,

description) and the tweet associated with them. The past attributes are stored in a

history array within the user object.

All processing was performed on a single machine using an AMD Ryzen9 3900x 12

core processor with 32 GB of memory. The final uncompressed sizes of the files for the

users and the tweets were 71 GB and 200 GB, respectively. The entire process took 30

days.

5.11.3 Features

The tool has several features that provide historical information about a Twitter account.

The end-user designates a Twitter account by its screen name or Twitter id. If the

account exists in the database, the tool will redirect the user to the page where the

account pane and the summary pane summarize the descriptive statistics of the user.
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Figure 5.9: The main page of the app. The end-user can enter a screen name or an id
as an input.

5.11.3.1 Account Summary

The first page the end-user will be redirected to includes both the account pane and

the account summary. The account pane shows up-to-date information about the user

profile via Twitter API. If that is unavailable (i.e., the user has been suspended), it shows

the most recent profile in the retrospective dataset. The information provided includes

the name, screen name, description, home page, location, account creation date, and

whether the account is currently suspended, as seen in Fig. 5.10. The user can also

export the given user’s data, consisting of the tweet object and user object described in

§5.11.2.3.

Next, we show the summary of the account. The summary includes the daily rhythm

of the user, the number of tweets, retweets and replies, the users the account has

retweeted and mentioned, and the sources of the tweets (i.e., the app used to post

the tweet). Compared to the account analysis app, which shows statistics from the last

200 tweets of a given user, our tool shows the statistics using all the retrospective data.

That way, the user can see statistics of old or deleted tweets.

5.11.3.2 Follower Growth

The key to the tool is the historical follower growth, which attempts to help us under-

stand why a user is popular. It does so by visualizing the follower growth in a chart in

which the x-axis denotes the time, and the y-axis denotes the follower count if the cor-

responding data point is available. Hovering on the data point shows the corresponding

tweet for which the chart shows the time and follower count.
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Figure 5.10: The account pane shows the attributes of the Twitter account. If the
account is still active, it shows the up-to-date information collected using Twitter API.
Otherwise, it uses the most recent data in the dataset.

5.11.3.3 Tweets

The tweet panel complements the follower growth to corroborate the results further and

provide more information about the virality of tweets. On this panel, the tool provides

the cumulative number of tweets via a chart. Displayed to the right of the chart are the

most engaged tweets. Engagements are the sum of retweets, quotes, and favorites. They

act as another proxy for viral tweets, providing a more complete picture of popularity.

5.11.3.4 Favorites

On this panel, the tool provides the cumulative number of the favorites (i.e., likes)

that the user’s tweets had over time. Large drops in the favorites count signal that an

account has been repurposed. Recall that repurposing entails a new owner taking over

an account and deleting the past favorites (along with other content and attributes).

Since no retrospective dataset includes users’ likes and there is no API call to collect a

user’s favorites, we do not show the favorite tweets of the users. Instead, we provide their

most-liked tweets. The most liked tweets are di↵erent from the most engaged tweets.

This is because engagements are not necessarily endorsements, i.e., users may quote

other users to criticize them. Therefore, likes are a stronger proxy for endorsements, as

the word like itself self-states that the user endorses the tweet.

5.11.3.5 Change of Attributes

Our tool provides the given user’s past attributes on this panel: name, screen name,

and description field. It indicates the attribute changed and the time the change is first

observed. We use Levenshtein distance to quantify the extent of the change of a given

attribute. The visualization is in the form of a graph. The x-axis indicates the time that

the change is first observed. The y-axis is the sum of the Levenshtein distances between

pairs of names, screen names, and the description fields. The user can hover on the bars

indicating changes to see the previous and the new text of the attribute, as Fig. 5.15

shows.
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Figure 5.11: The summary including statistics of a Twitter account. The tool provides
information on the daily rhythm of the user, the number of tweets, retweets, and replies,
the users the account has retweeted and mentioned and the sources of the tweets (i.e.
the app that is used to post the tweet) using the retrospective dataset.

5.11.3.6 Deletions

On this panel, we show the number of deleted tweets of the user over time. Sudden

peaks in the number of deleted tweets indicate purging behavior, similar to sudden

drops in likes. Our tool also shows the text of the deleted tweets when the user hovers

over the chart. As seen in Fig. 5.16, the compromised account of Juliana Knust, now

representing a Turkish political party, had deleted 30 tweets within the same day. These

tweets belonged to the old owner of the account as they are in Portuguese.
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Figure 5.12: Follower growth of @realdonaldtrump. We highlight three points: him
comments on the Democratic Debate in 2015, his winning of the election in 2016, and
him entering the White House.

Figure 5.13: Trump’s tweet count over time and his most engaged tweets.

5.12 Limitations

The primary caveat of this work is that it is limited by the choice of dataset, which

contains only 1% of all tweets. This makes the study biased towards popular users in
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Figure 5.14: Favorite count of Trump’s Twitter account over time. The favourites are
purged several times.

Figure 5.15: Changes of attributes of the old account of Juliana Knust, now owned by
a political party. Its attributes changed dramatically on November 18, 2020.

terms of preciseness (those who are retweeted more often show up more often in the 1%

sample, as retweets contribute to the sampling). Since we already limit our study to

popular users, this limitation does not introduce a critical problem, but still has to be

acknowledged.

Another caveat is that the tool we propose is limited to social media data. Interac-

tions on social media are not the only factor in a user’s popularity: external factors also,

or even often, play a role. For instance, our tool found that Donald Trump had peak

points / unusual growths when he o�cially won the 2016 election and when he entered

the white house. Although he had highly engaged tweets at this peak point, the main

factor of follower growth was caused by external events. Additionally, the social media

is vulnerable to manipulation and both the follower counts and the public metrics of

tweets can be inflated. Follower growth can be due to fake followers and engaged tweets
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Figure 5.16: The deletion statistics of the old account of Juliana Knust, now owned by
a political party. 76 tweets were purged on October 17, 2020.

can be due to bots hired to like and retweet a target tweet.

5.13 Ethical Implications

5.13.1 Data Collection and Management

This study only uses the public data provided by Twitter and the Internet Archive,

both of which have been analyzed extensively by previous work. We do not use or store

any other data. To comply with the Twitter Terms of Service and protect the privacy

of Twitter users, we do not share the data of repurposed accounts from the popular

dataset. However, we will share the code and the ids of the repurposed accounts from

the integrity dataset, since these accounts have already been made public by Twitter

and, as such, there is no risk of further harms in their release.

To further prevent violations of user privacy, we limit our tool to internal use. We

only use it to study malicious users that disrupts the public dialogue. Researchers who

would like to use our tool are responsible for downloading the data from the Internet

Archive and processing it. Providing safe and responsible access to our tool is our future
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work. Our tool will be available and usable only as long as the Internet Archive continues

to provide Twitter Stream Grab.

5.13.2 Threats to User Anonymity and Privacy

We additionally mitigate any privacy loss to normal Twitter users by limiting our study

to only two types of accounts: 1) accounts in the civic integrity dataset which have been

designated by Twitter as harmful to public dialogue and released by Twitter, and 2)

popular accounts which can influence the public. For an account to be considered “pop-

ular”, we follow Twitter’s lead in choosing a threshold of 5,000 followers, the threshold

Twitter uses in the civic integrity dataset to determine if a user’s profile be made public.

This group of accounts does include legitimate users who do not intend to mislead others

or participate in malicious activity, and in the course of our study, we uncovered their

former account names/old profiles via parsing publicly available data. This may include

accidental deanonymization of a currently pseudonymized account if the user self-stated

their identity in an old version of their profile and posted enough tweets from the old

version of their account to appear in the 1% archive sample. We mitigated this risk to

the best of our availability by not releasing the data publicly, performing the annotation

ourselves to not expose the data to crowd workers, and not reading their tweets.

5.13.3 Further Potential Impacts of Our Work

We must also consider the impact of publishing such a study and making this type of

platform manipulation known to the general public and academic community. First,

we hope that this work raises awareness among Twitter users that accounts that they

follow may be repurposed for malicious purposes so that they can notice such accounts

when they see them, and possibly even report them as malicious. We also hope that

pointing out and studying this phenomenon urges academics and Twitter alike to put

more resources into mitigation methods that do not have negative impacts on normal

users, especially those from already marginalized groups.

Awareness goes both ways, though, and this study could also lead to malicious users

learning about repurposing. This could lead to some who did not know that repur-

posing was possible to maliciously repurpose more accounts. However, we know from

the widespread use of malicious repurposing that this phenomenon is already known by

many who wish to use it maliciously. By bringing this problem to light, we hope to

mitigate this risk by promoting user and platform awareness, thus discouraging its use.

We must also examine how our methodology could be used misused. Although the

goal of this study is to uncover malicious repurposing, parts of our methodology could

be repurposed to deanonymize users who want to remain anonymous, as long as at one

point in the past their account had an identifiable attribute. Users should be made aware

that if they wish to remain anonymous, a new account should be created from scratch

rather than repurposing a non-anonymous account.
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Finally, this work further illustrates that deletion privacy is important for users [296],

but that it also can prevent malicious activity from being discovered. While users need to

be able to delete and hide their prior activities and accounts, this study underlines how

such mechanisms can be misused to mislead and deceive users. This balance is di�cult

to find, and further research is needed to understand users’ opinions and understandings

of deletion privacy.

5.14 Summary

In this chapter, we defined and describe misleading repurposing, a social media manipu-

lation that was yet to be studied. We proposed a methodology that consists of collecting,

annotating, and detecting the repurposed accounts on Twitter. Our detection method-

ology contributes to the detection of compromised accounts as it presents a solution to

discovering compromised accounts that do not observe anomalous behavior. We char-

acterized misleading repurposing and found that adversaries target accounts with high

follower counts. We found over 100,000 accounts that may have been repurposed and

should be investigated. We also present a tool to assist the investigation of repurposed

accounts by visualizing their profile changes and follower growth. We believe our study

can assist in detecting and analyzing misleading repurposing in other contexts.
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Chapter 6
Conclusion

In this chapter, we first summarize our contributions. We then discuss new directions

to work presented here. We conclude with recommendations for the platforms and the

researchers.

6.1 Summary of Contributions

The advance of disinformation instigated platforms and researchers to understand and

mitigate social media manipulation. In this thesis, we provided background on social me-

dia manipulation and contributed to its research by introducing the role of compromised

accounts. We now briefly summarize our contributions in this thesis.

Analysis In Chapter 3, we presented a case study in which we defined and analyzed how

compromised accounts were used to manipulate social media. We define and describe a

new attack on social media platforms. We propose a new bot dataset. We discuss the

implications of this attack on platform security, user security, and society in general. We

also present our counter-measure. This was one of the first case studies that analyzed

how adversaries employ compromised accounts to manipulate social media.

Implications In Chapter 4, we analyzed a dataset of retweet bots that were compro-

mised accounts. We characterized these bots by comparing them to known humans. We

discuss our findings’ implications for bot research and detection systems that used this

dataset. This was the first study focusing on retweet bots and how their characteristics

have an impact on bot studies.

Detection In Chapter 5, we proposed a novel detection approach to compromised ac-

counts that are repurposed. We defined and described a new social media manipulation,

“misleading repurposing”. We proposed a framework to annotate accounts that are re-

purposed. We proposed a new, labeled dataset of repurposed accounts. We then detected

misleading repurposing in the wild and described their characteristics. We presented a

tool to study such accounts. This was the first study that proposed an approach to detect

compromised accounts that were repurposed and do not observe anomalous behavior.
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6.2 Future Work

Detecting Manipulations: Studies propose systems to detect bots and other kinds

of malicious accounts. However, only a few propose systems to detect “manipulations”:

what message adversaries promote and how they do that. Additionally, such studies

do not analyze if the proposed system can cope with scalability, performance, and data

collection limits and work in real life. In Chapter 3, we made the first attempt to deploy

a Twitter bot to detect and announce fake Twitter trends in Turkey to Twitter users.

In the future, we will extend this bot to report trend manipulations in other countries

and other types of manipulations.

Detecting Retweet Bots: Retweet bots promote Twitter content artificially and may

be used to amplify malicious content. In Chapter 4, we propose a dataset of retweet

bots to characterize by comparing them to known humans. We found that classifying

retweet bots using the current datasets is trivial: the percentage of retweets in a user’s

full activity clearly distinguishes the retweet bots in our new dataset and the known

humans in the datasets shared by previous studies. Our caveat is that legitimate users

may also have a high retweet percentage. None of the human datasets we acquired from

previous students were collected due to accounts’ high retweet percentage. Since some of

these studies rely on human annotation, it may also be possible that the annotators may

have classified users with a high retweet percentage as bots. Thus, to detect retweet bots

as reliable, we either need to build a dataset of humans with a high retweet percentage

or prove that humans generally do not have a high retweet percentage.

Detecting Viral Social Media Posts: In Chapter 5, we propose a tool that visualizes

the follower growth of users. We will extend this work to detect viral tweets in social

media to better what kind of tweets go viral and how this a↵ects the users. To this end,

we will propose a more reliable detection strategy.

Analysis of Platform Amplifications: Many social media platforms amplify popular

content (i.e., trends) by publishing on the main page like Spotify and Twitter, or through

Explore page like Instagram, or by keeping a curated list in a dedicated Trends section

such as Youtube. They expose every user on the platform to these amplifications. How-

ever, only a few studies analyze these trends’ content and impact. Our work in Chapter 3

was our first attempt to analyze the trends. We will continue with an extensive analysis

of the trends in the future and study how they may influence the public.

Feedback Loops due to Manipulations: In Chapter 3, we showed that adversaries

create fake trends and bring them to public attention. In some cases, the public has

picked up the trend and discussed it thoroughly, keeping it trending even though adver-

saries stopped attacking. One trend even became the agenda and made to social science

studies. In other words, the adversaries create a feedback loop by sparking the public
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interest in the topic artificially. In future work, we will analyze such feedback loops and

what type of trends can create them.

Other Platforms: Our work was focused on Twitter due to its ease of data collection

and analysis and more flexible terms of service. Thus, we introduce and describe novel

social media techniques used by adversaries only on Twitter. However, we believe it is

of public interest to test if and how these techniques translate to other platforms, which

could be future work.

6.3 Recommendations

We conclude with recommendations to researchers and platforms on the directions to

further enhance the research in this area.

6.3.1 Impact

Social media manipulation targets individuals, the public, and platforms. However, its

impact is currently understudied. Most of the current work is quantitative or theoretical.

For instance, Ross et al. argue that bots can shape people’s behavior on opinion expres-

sion by aggressively promoting the minority opinion and deceiving the majority, making

them believe they are the minority. This would silence the majority, called a “spiral of

silence”. The authors demonstrate that social media bots can make an impact by creat-

ing the spiral of silence using simulations over synthetic social networks [234]. However,

whether those simulations would translate to real networks is unclear. Researchers pre-

viously analyzed the public engagements with the bots they deployed [12, 127]. However,

to the best of our knowledge, there is no large-scale analysis of the impact of bots in

general.

We also recommend that researchers focus on detecting manipulative messages and

bots’ amplifications towards them instead of tackling the task of detecting bots. Bots

may not impact the public if they only interact with each other on social media. More

important is which harmful messages are brought to public attention due to adversaries

employing bots or other social media manipulation techniques.

6.3.2 Transparency

Increased transparency on the type of data the platforms share may facilitate research on

the impact. Researchers were limited to analyzing the engagements of the bots they de-

ployed because they do not have access to others’ engagements that are passive. In other

words, the platforms provide the data of active engagements (like, share, retweet) but do

not provide the data of passive engagements such as who screened or read the content.

This makes it challenging to map the true extent of social media manipulation [214].

For instance, Twitter notified 1.4 million users exposed to the content amplified by Rus-

sian trolls during the 2016 U.S. elections but did not disclose those users. Dutta et
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al. could identify 860,000 users who were exposed to such accounts. However, their re-

search is limited to users that actively engage with those accounts (through replies and

retweets) [91]. This may discard the users who passively engage with (i.e., only read)

the content amplified by Russian trolls and may introduce a bias.

In chapter 3, we analyzed fake trends created by bots. Although we argued that

at least some of those trends had an impact as they made to the media, we could

not perform a reliable quantitative analysis on the impact of fake trends by analyzing

engagements. This is because Twitter does not provide the information on which or how

many users see or engage with trends or the posts mentioning the trends. Enhanced

access to such data would help us extend our work.

We also advise platforms to increase transparency on sharing the data of mali-

cious actors. Currently, platforms only share the reports or data of state-sponsored

actors. However, adversaries may not always be a�liated with governments. Addition-

ally, non-state-sponsored adversaries’ behaviors and techniques may di↵er from their

state-sponsored counterparts, and thus, their analysis may be insightful to the research

community. For instance, Twitter announced that they suspended more than 70,000

accounts that “were engaged in sharing harmful QAnon-associated content at scale and

were primarily dedicated to the propagation of this conspiracy theory across the ser-

vice.” [281]. However, the platform did not disclose the data of those accounts as it

did with the accounts originating from Russia. Thus, analyzing the QAnon activity by

collecting the data after Twitter suspensions may be significantly limited.

6.3.3 Public Awareness

One counter-measure to social media manipulation is raising public awareness by in-

forming the public of manipulation instances. Studies propose classifiers, visualizations,

tools, and defenses toward this goal. However, we observe that some of these tools are

not accessible to the public or are not used. We advise researchers and journalists to

better collaborate on using tools to analyze and report social media manipulation for

the public. We also advise researchers to turn to more visible solutions that require less

e↵ort from the end-user. For instance, reports on social media manipulation can be com-

municated through social media instead of a tool deployed on an independent website.

We observe that our reports on fake trends reach up to 500,000 views on Twitter, which

may be hard to accumulate on independent websites.

6.3.4 Fairness in Content Moderation

We also emphasize that the platforms should be fair and enforce their policies in all

regions equally. We observe unequal attention to regions where platforms make the

most profit from or have the linguistic competence, such as the United States. The

lack of content moderation in other regions had and may continue to have a detrimental

impact on the public, especially the vulnerable populations. For instance, In Myan-

mar, ultranationalists targeted Muslims and framed them as potential terrorists. Their
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Facebook posts that spread hate and disinformation about Rohingya Muslims incited

violence o✏ine. Facebook was late to react manipulation of its platform [116]. According

to Reuters, Facebook had only four Burmese speakers reviewing content in Myanmar

which had 7.3 million active users, and they were working outside of the country [254].

Similarly, Facebook and Instagram’s automated systems confused Nigeria’s #EndSARS

movement against the police violence with the disease SARS and flagged the posts

containing #EndSARS as false information [267]. In chapter 3, we reported ongoing

attacks on Twitter trends which we only observe in Turkey. The attacks began in 2015

and are not prevented as of 2022, demonstrating the problem with content moderation

on Twitter Turkey. We also suggest that researchers study understudied communities

to encourage platforms to take precautions and spark public and media attention. Our

work, published in 2021, was the first literary work to bring up the issue to the public

six years after the attacks began.
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[242] C. Semercioğlu, “Dünya gündeminde nasıl 1 numara oldum,” Hürriyet, 2014. 32,

46, 48

147



BIBLIOGRAPHY

[243] C. Shao, G. L. Ciampaglia, A. Flammini, and F. Menczer, “Hoaxy: A platform

for tracking online misinformation,” in Proceedings of the 25th international con-

ference companion on world wide web, 2016, pp. 745–750. 22

[244] R. Shay, I. Ion, R. W. Reeder, and S. Consolvo, “” my religious aunt asked why i

was trying to sell her viagra” experiences with account hijacking,” in Proceedings

of the SIGCHI Conference on Human Factors in Computing Systems, 2014. 92

[245] J. Shima, M. Yoshida, and K. Umemura, “When do users change their profile

information on twitter?” in 2017 IEEE International Conference on Big Data

(Big Data). IEEE, 2017. 92

[246] K. Shu, D. Mahudeswaran, and H. Liu, “Fakenewstracker: a tool for fake news

collection, detection, and visualization,” Computational and Mathematical Orga-

nization Theory, vol. 25, no. 1, pp. 60–71, 2019. 22

[247] K. Shu, A. Sliva, S. Wang, J. Tang, and H. Liu, “Fake news detection on social me-

dia: A data mining perspective,” ACM SIGKDD Explorations Newsletter, vol. 19,

08 2017. 16

[248] K. Shu, S. Wang, and H. Liu, “Beyond news contents: The role of social context for

fake news detection,” in Proceedings of the twelfth ACM international conference

on web search and data mining, 2019, pp. 312–320. 16

[249] M. Singhal, C. Ling, N. Kumarswamy, G. Stringhini, and S. Nilizadeh, “Sok:

Content moderation in social media, from guidelines to enforcement, and research

to practice,” arXiv e-prints, pp. arXiv–2206, 2022. 20

[250] P. Smeros, C. Castillo, and K. Aberer, “Scilens: Evaluating the quality of scientific

news articles using social media and scientific literature indicators,” in The World

Wide Web Conference, 2019. 17, 98

[251] S. N. Soroka, “The gatekeeping function: Distributions of information in media

and the real world,” The Journal of Politics, vol. 74, no. 2, pp. 514–528, 2012. 7

[252] E. K. Sozeri, “How pro-government trolls are using a sexy twitter bot to sway

turkey’s election,” The Daily Dot, 2015. 95

[253] M. Stella, M. Cristoforetti, and M. De Domenico, “Influence of augmented humans

in online interactions during voting events,” PloS one, 2019. 28

[254] Steve Stecklow, “Why facebook is losing the war on hate speech in myan-

mar,” https://www.reuters.com/investigates/special-report/myanmar-facebook-

hate/, 2018, accessed: 2022-11-07. 127

[255] G. Stringhini, C. Kruegel, and G. Vigna, “Detecting spammers on social networks,”

in Proceedings of the 26th annual computer security applications conference, 2010.

81

148



BIBLIOGRAPHY

[256] G. Stringhini, G. Wang, M. Egele, C. Kruegel, G. Vigna, H. Zheng, and B. Y.

Zhao, “Follow the green: growth and dynamics in twitter follower markets,” in

Proceedings of the 2013 conference on Internet measurement conference, 2013, pp.

163–176. 14

[257] E. Strøm, “Multi-label style change detection by solving a binary classification

problem,” in CLEF, 2021. 93

[258] I. J. Strudwicke and W. J. Grant, “# junkscience: Investigating pseudoscience dis-

information in the russian internet research agency tweets,” Public Understanding

of Science, vol. 29, no. 5, pp. 459–472, 2020. 1

[259] R. Takacs and I. McCulloh, “Dormant bots in social media: Twitter and the 2018

us senate election,” in 2019 IEEE/ACM International Conference on Advances in

Social Networks Analysis and Mining (ASONAM). IEEE, 2019, pp. 796–800. 92

[260] T. Y. Team, “An update to dislikes on youtube. accessed on 2022-15-07,”

https://blog.youtube/news-and-events/update-to-youtube/. 10

[261] R. Tekumalla, J. R. Asl, and J. M. Banda, “Mining archive. org’s twitter stream

grab for pharmacovigilance research gold,” in Proceedings of the International

AAAI Conference on Web and Social Media, vol. 14, 2020, pp. 909–917. 66

[262] D. Thom, H. Bosch, S. Koch, M. Wörner, and T. Ertl, “Spatiotemporal anomaly

detection through visual analysis of geolocated twitter messages,” in 2012 IEEE

Pacific Visualization Symposium. IEEE, 2012, pp. 41–48. 29

[263] K. Thomas, D. Akhawe, M. Bailey, D. Boneh, E. Bursztein, S. Consolvo, N. Dell,

Z. Durumeric, P. G. Kelley, D. Kumar et al., “Sok: Hate, harassment, and the

changing landscape of online abuse,” in 2021 IEEE Symposium on Security and

Privacy (SP). IEEE, 2021, pp. 247–267. 11

[264] K. Thomas, C. Grier, and V. Paxson, “Adapting social spam infrastructure for po-

litical censorship,” in 5th USENIX Workshop on Large-Scale Exploits and Emer-

gent Threats, LEET, 2012. 28

[265] K. Thomas, D. McCoy, C. Grier, A. Kolcz, and V. Paxson, “Tra�cking fraudulent

accounts: The role of the underground market in twitter spam and abuse,” in 22nd

{USENIX} Security Symposium ({USENIX} Security 13), 2013. 92, 95

[266] J. Tidy, “Youtube accused of not tackling musk bitcoin scam streams,” BBC News,

2022. 110

[267] Tomiwa Ilori, “Facebook’s content moderation errors are costing africa

too much,” https://slate.com/technology/2020/10/facebook-instagram-endsars-

protests-nigeria.html, 2020, accessed: 2022-11-07. 127

149



BIBLIOGRAPHY

[268] C. Torres-Lugo, M. Pote, A. C. Nwala, and F. Menczer, “Manipulating twitter

through deletions,” in Proceedings of the International AAAI Conference on Web

and Social Media, vol. 16, 2022, pp. 1029–1039. 16

[269] C. Torres-Lugo, K.-C. Yang, and F. Menczer, “The manufacture of partisan echo

chambers by follow train abuse on twitter,” in Proceedings of the International

AAAI Conference on Web and Social Media, vol. 16, 2022, pp. 1017–1028. 16

[270] Z. Tufekci, “Big questions for social media big data: Representativeness, validity

and other methodological pitfalls,” in Eighth international AAAI conference on

weblogs and social media, 2014. 23

[271] ——, Twitter and tear gas. Yale University Press, 2017. 1, 8, 14, 19

[272] Twitter, “About government and state-a�liated media account labels on twitter.

accessed on 2022-11-07,” https://help.twitter.com/en/rules-and-policies/state-

a�liated, twitter Help Center. 21

[273] ——, “About the notifications timeline. accessed on 2022-11-07,”

https://help.twitter.com/en/managing-your-account/understanding-the-

notifications-timeline, twitter Help Center. 21

[274] ——, “Political content,” https://business.twitter.com/en/help/ads-policies/ads-

content-policies/political-content.html, accessed: 2022-11-07. 21

[275] Twitter Inc., “About automated account labels. accessed on 2022-07-

11,” https://help.twitter.com/en/using-twitter/automated-account-labels, twitter

Help Center. 20

[276] ——, “Information operations. accessed on 2022-11-07,”

https://transparency.twitter.com/en/reports/information-operations.html. 21, 97

[277] ——, “Twitter trends faq. accessed on 2022-15-07,”

https://help.twitter.com/en/using-twitter/twitter-trending-faqs, twitter Help

Center. 39

[278] ——, “Disclosing networks of state-linked information operations we’ve removed,”

2020. 46

[279] ——, “Platform manipulation and spam policy. accessed on 2022-07-11,” 2020,

twitter Help Center. 15

[280] ——, “Platform manipulation and spam policy. accessed on 2022-07-

11,” https://help.twitter.com/en/rules-and-policies/coordinated-harmful-activity,

2020, twitter Help Center. 18

[281] Twitter Safety, “An update following the riots in washington, dc,”

https://blog.twitter.com/en/topics/company/2021/protecting–the-conversation-

following-the-riots-in-washington–, 2021, accessed: 2022-11-07. 20, 126

150



BIBLIOGRAPHY

[282] T. Uren, E. Thomas, and J. Wallis, “Tweeting through the great firewall: Pre-

liminary analysis of prc-linked information operations on the hong kong protest,”

Australia Strategic Policy Institute: International Cyber Policy Center, Barton,

2019. 95, 102

[283] J. Uyheng and K. M. Carley, “Bots and online hate during the covid-19 pandemic:

case studies in the united states and the philippines,” Journal of computational

social science, vol. 3, no. 2, pp. 445–468, 2020. 11

[284] I. Van Ooijen and H. U. Vrabec, “Does the gdpr enhance consumers’ control over

personal data? an analysis from a behavioural perspective,” Journal of consumer

policy, vol. 42, no. 1, pp. 91–107, 2019. 20

[285] C. VanDam and P. Tan, “Detecting hashtag hijacking from twitter,” in Proceedings

of the 8th ACM Conference on Web Science, WebSci, 2016. 28

[286] C. VanDam, J. Tang, and P.-N. Tan, “Understanding compromised accounts on

twitter,” in Proceedings of the International Conference on Web Intelligence, 2017.

92

[287] J. Vanian, “Facebook is testing this new feature to fight ‘filter bubbles’,” Fortune,

2017. 9

[288] L. Vargas, P. Emami, and P. Traynor, “On the detection of disinformation cam-

paign activity with network analysis,” in Proceedings of the 2020 ACM SIGSAC

Conference on Cloud Computing Security Workshop, 2020. 65

[289] O. Varol, E. Ferrara, C. Davis, F. Menczer, and A. Flammini, “Online human-bot

interactions: Detection, estimation, and characterization,” in Proceedings of the

international AAAI conference on web and social media, vol. 11, no. 1, 2017. 67,

78

[290] O. Varol, E. Ferrara, F. Menczer, and A. Flammini, “Early detection of promoted

campaigns on social media,” EPJ Data Science, 2017. 29

[291] B. Vidgen and T. Yasseri, “Detecting weak and strong islamophobic hate speech

on social media,” Journal of Information Technology & Politics, vol. 17, no. 1, pp.

66–78, 2020. 17

[292] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cour-

napeau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der Walt,

M. Brett, J. Wilson, K. J. Millman, N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern,
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