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#### Abstract

In the recent years, Deep Neural Networks (DNNs) have managed to succeed at tasks that previously appeared impossible, such as human-level object recognition, text synthesis, translation, playing games, and many more. In spite of these major achievements, our understanding of these models, in particular of what happens during their training, remains very limited.

This PhD started with the introduction of the Neural Tangent Kernel (NTK) to describe the evolution of the function represented by the network during training. In the infinite-width limit, i.e. when the number of neurons in the layers of the network grows to infinity, the NTK converges to a deterministic and time-independent limit, leading to a simple yet complete description of the dynamics of infinitely-wide DNNs. This allowed one to give the first general proof of convergence of DNNs to a global minimum, and yielded the first description of the limiting spectrum of the Hessian of the loss surface of DNNs throughout training.

More importantly, the NTK plays a crucial role in describing the generalization abilities of DNNs, i.e. the performance of the trained network on unseen data. The NTK analysis uncovered a direct link between the function learned by infinitely wide DNNs and Kernel Ridge Regression predictors, whose generalization properties are studied in this thesis using tools of random matrix theory.

Our analysis of KRR reveals the importance of the eigendecomposition of the NTK, which is affected by a number of architectural choices. In very deep networks, an ordered regime and a chaotic regime appear, determined by the choice of non-linearity and the balance between the weights and bias parameters; these two phases are characterized by different speeds of decay of the eigenvalues of the NTK, leading to a tradeoff between convergence speed and generalization. In practical contexts such as Generative Adversarial Networks or Topology Optimization, the network architecture can be chosen to guarantee certain properties of the NTK and its spectrum.

These results give an almost complete description of infinitely-wide DNNs in the NTK regime. It is then natural to wonder how it extends to finite-width networks used in practice. In the NTK regime, the discrepancy between finite- and infinite-widths DNNs is mainly a result of the variance with respect to the sampling of the parameters, as shown empirically and mathematically, relying on the similarity between DNNs and random feature models.

In contrast to the NTK regime, where the NTK remains constant during training, there exist so-called active regimes, where the evolution of the NTK is significant, and which appear in a number of settings. We describe one such regime in Deep Linear Networks with a very small initialization, where the training dynamics approaches a sequence of saddle-points, representing linear maps of increasing rank, leading to a low-rank bias which is absent in the NTK regime.


Keywords: Machine Learning, Deep Learning, Deep Neural Network, Neural Tangent Kernel, Kernel Methods, Random Matrix Theory, Statistical Learning Theory.

## Résumé

Ces dernières années, les Réseaux de Neurones Multicouches (RNMs) ont accompli des tâches qui paraissaient auparavant impossibles, telles que la reconnaissance d'objets, la synthèse et traduction de textes et bien d'autres encore. Malgré ces succès majeurs, notre compréhension de ces modèles, en particulier de leur phase d'entraînement, reste encore très limitée.

Cette thèse de doctorat a commencé avec l'introduction du Neural Tangent Kernel (NTK) qui décrit l'évolution de la fonction représentée par le réseau pendant l'entraînement. Dans la limite de largeur infinie, où le nombre de neurones dans les couches du réseau tend vers l'infini, le NTK converge vers une limite déterministe et constante dans le temps, ce qui permet une description simple mais complète de la dynamique d'entraînement des réseaux de largeur infinie dans le régime dit NTK. Cela a permis la première preuve de convergence des RNMs vers un minimum global, ainsi que la première description du spectre limite de la Hessienne de la surface de coût des RNMs pendant l'entraînement.

De plus, le NTK joue un rôle crucial dans la description des propriétés de généralisation des RNMs, c'est-à-dire les performances du réseau sur des nouvelles données. L'analyse NTK révèle un lien direct entre la fonction apprise par des RNMs de largeur infinie et le prédicteur de Régression Ridge à Noyau dont les propriétés de généralisation sont décrites dans cette thèse en utilisant la théorie des matrices aléatoires.

Cette analyse révèle l'importance de la décomposition spectrale du NTK, qui est affectée par l'architecture des RNMs. En particulier, dans les réseaux avec un très grand nombre de couches, un régime ordonné et un régime chaotique apparaissent, déterminés par le choix de non-linéarité et l'équilibre entre les poids de connections et de biais. Ces deux régimes sont caractérisés par un spectre qui décroît à des vitesses différentes, conduisant à un compromis entre la vitesse de convergence et la généralisation. Dans des contextes pratiques tels que les Réseaux Antagonistes Génératifs et l'Optimization Topologique, l'architecture du réseau peut être choisie afin de garantir certaines propriétés du NTK et de son spectre.

Ces résultats présentent une théorie presque complète des RNMs de largeur infinie dans le régime NTK. Il est donc important de comparer cette description aux réseaux de largeur finie utilisés en pratique. Dans le régime NTK, on peut montrer, grâce à la similarité entre les RNMs et les modèles aux 'features' aléatoires, que la différence entre les réseaux de largeur finie et infinie est principalement due à la variance résultant de l'aléa des paramètres à initialisation.

Contrairement au régime NTK, où le NTK reste constant durant l'entraînement, des regimes dis actifs ont été observés, où l'évolution temporelle du NTK est significative. Un tel régime actif apparaît dans les Réseaux Linéaires Multicouches (RLMs) avec une petite initialisation, où la dynamique d'entraînement approche une suite de points selles, chacun représentant une fonction linéaire de rang croissant. En conséquence, le RLM tend à apprendre des fonctions de petit rang, ce qui n'est pas le cas dans le régime NTK.
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## Chapter 1

## Introduction

Artificial Neural Networks (ANNs) are a family of Machine Learning models, which represent complex functions through a network of many simple computational units: the artificial neurons. These models were at first directly inspired by similarities with biological neural networks, but with the recent success of ANNs, their design is now mostly driven by their practical performance. As a result, today's ANNs often bear little resemblance to their biological cousins.

ANNs have a long history, generally considered to have started with the Perceptron [182], introduced in 1958. In the following half century, ANNs slowly evolved to resemble those in use today:

- In 1965, the first Deep Neural Networks (DNNs) with multiple layers of neurons is implemented [100, 99]. DNNs solve the issue described in [154] with the Perceptron which cannot describe the XOR function.
- ANNs require a training phase where the connection weights between the neurons are tuned. While a range of methods existed at first, today the training is almost always done with gradient based methods. The computation of the gradient of DNNs uses the so-called backpropagation algorithm, which was popularized by [187] in 1986, though earlier implementations exist [140.
- Inspired by biological neural networks 67], K. Fukushima [64] introduced the Neocognitron, which uses weight-sharing between connections to take advantage of translation invariance in images, resembling the animal visual cortex. This architecture evolved into today's Convolutional Neural Networks (CNNs) [123, 121, 124 which are now ubiquitous in computer vision.
- Other types of architecture best suited for text and time series data appeared: Recurrent Neural Networks (RNNs) [187, Long Short-Term Memory (LSTM) 91 and more recently Transformers 215].

The 21st century has marked the start of what is sometimes called the 'deep learning revolution', where ANNs have transformed from an exciting curiosity to being a key element behind many technological tools that we use everyday. DNNs have become the standard in areas such as Computer Vision, Natural Language Processing, Speech Analysis, self-driving cars and many more, outperforming more traditional statistical methods.

### 1.1 Towards a Theory of Deep Learning

In spite of the impressive practical success of Deep Learning, our theoretical understanding of DNNs remains very limited. DNNs are often said to be 'black boxes' - powerful models whose inner workings are mysterious. There are a number of important questions related to the analysis of DNNs:

- DNNs are notoriously hard to train and their performances can be dramatically affected by the choices of hyper-parameters such as the learning rate, the choice of non-linearity, the architecture and size of the neural network and many more. To tune these hyper-parameters, practitioners either rely on their intuition (acquired through years of experiences or passed on as 'common practices') or on a costly hyper-parameter search where a wide range of hyperparameters are tried out. A theory of deep learning has the potential to confirm and formalize these intuitions, and to speed up the hyper-parameter search.
- DNNs are used in a wide variety of settings, from computer vision to protein folding. A large proportion of the papers appearing every day in Machine Learning can be described as proposing a new architecture that performs well on a specific task, resulting in an evergrowing list of architectures. Some of these new techniques are sometimes motivated by unclear theoretical arguments: for example Batch Normalization - which is used in the training of most DNNs in practice - was first proposed as a solution to the 'internal covariate shift' problem, which is neither rigorously defined, nor shown to be a problem, nor shown to be solved by batch normalization in the original paper 98 . We need a theory of deep learning to compare different architectures and to explain why a certain model is adapted to a specific task.
- A better theory of deep learning could also have impacts on the way we approach statistical models. DNNs differ from traditional statistical models and go directly against some of the accepted statistical wisdoms - such as avoiding models with many parameters. However DNNs outperform these traditional models on many tasks. Better understanding DNNs would allow one to update these beliefs, opening the door to a whole new family of related models.
- DNNs are particularly efficient on tasks that humans are good at: object recognition, text and speech analysis/synthesis, car driving and more. The fact that DNNs and the human brain are successful on similar tasks suggests that DNNs are a good simplification of biological networks, which still captures most of its key features. The mathematical tools and concepts that we develop to understand DNNs today might one day play a role in understanding key mechanisms in the working of the human brain.

There are many open theoretical questions related to DNNs, this thesis will focus on and give partial answers to the two general questions of convergence and generalization:

Convergence: DNNs undergo a training phase, where the parameters of the network are optimized with a local search (typically a variant of gradient descent) to minimize a loss which measures the performance of the network on a fixed training set. There is no general guarantee of convergence of the local search to a global minimum of the loss because the latter is in general not convex. However, in practice, DNNs typically reach a global minimum during training consistently as long as the network is large enough, i.e. has enough neurons. The aim is to understand why increasing the size of the network alleviates the problem of non-convexity.

Generalization: Once the network has been trained, it is typically evaluated on a test set, a new dataset distinct from the training set, to evaluate the performance of the network on unseen data and to measure whether the network is able to generalize and not only memorize. The behavior of the test error of DNNs as the number of neurons in the network grows is however in apparent contradiction with the traditional statistical framework of bias/variance tradeoff: decomposing the expected test error into a bias and variance term, as the number of neurons increases (and hence the number of parameters), the bias term is expected to decrease and the variance term to increase, leading to a U-shaped curve with a sweet spot balancing the bias and variance terms. Instead for DNNs the test error has consistently been observed to keep decreasing as the number of neurons grows, suggesting that the best performances would be obtained as the number of neurons grows to infinity.

This phenomenon could be explained by the existence of an implicit bias effect for gradient descent: even though large networks may have many global minima, each with potentially very different test errors; it seems that the training dynamics naturally converge to global minima which generalize well. To describe this implicit bias of gradient descent, we need mathematical tools to describe the dynamics of training.

## Approach

The theory of deep learning remains a very open field, and many distinct approaches have been explored. The approach underlying the results presented in this thesis can be described by three choices: we focus on 'wide' networks, we study the dynamics of training and we take a functional perspective.

Wide networks: The neurons of a neural network are usually organized into layers, from the input layer 0 to the output layer $L$, and $L-1$ so-called hidden layers in between. The number $L$ is called the depth, while the number of neurons in each of the hidden layers is called the width. Most of the work presented in this thesis occurs in the infinite-width limit, i.e. in the limit where the width of the network grows as the depth is kept constant.

Dynamics: To understand the properties of the trained network - such as the test error - we first need to understand the training dynamics that lead to this particular trained network. We therefore focus on developing mathematical tools to describe the training dynamics of DNN: ${ }^{1}$.

Functional approach: A lot of theoretical work on DNNs focuses on understanding the loss landscape of DNNs, in particular its critical points and Hessian, leading to a vision of DNNs 'from the parameter space'. In this thesis, the focus is shifted to the function represented by the network (the so-called network function, which maps the activation of input neurons to that of the output neurons). There are two key advantages to this perspective:

1. Since the number of parameters grows with the size of the network, the dimension of the parameter space grows when one studies the infinite-width limit. In contrast, one can fix a function space to which the network function belongs for any width, and study the infinitewidth limit of this function directly.
2. Two neurons in the same hidden layer can be swapped (by swapping all their incoming and outcoming connections) without changing the outputs of the network (and hence neither the

[^0]train nor test error). The parameters of the network are affected by this swapping which implies that any property of the loss surface is true up to any permutation, and that two choices of parameters which are separated by a large Euclidean distance, might be very close after applying the right permutation. In contrast, the network function is invariant under permutation symmetries, and from the functional perspective, these permutations can be essentially forgotten.

### 1.2 Original Papers

This thesis compiles the results of 7 papers published during my PhD and 1 preprint. In this introduction I give an overview of each of these papers and explain how they are linked. Note that the papers are not presented in chronological order, they are grouped by themes, to present a cohesive theory. The original text of the 8 papers can be found in Sections 2 to 9 and their respective appendices are reproduced in Appendices B to $\square$

The first 3 papers describe the convergence and generalization of infinitely wide DNNs using the Neural Tangent Kernel (NTK):

- The starting point of my PhD is the paper Neural Tangent Kernel: Convergence and Generalization in Neural Networks [105], written with my coauthors Franck Gabriel and Clément Hongler and published at NeurIPS 2018. The Neural Tangent Kernel is introduced and its infinite-width limit throughout training is described, leading to a simple description of the training dynamics of infinitely wide DNNs.
- As a follow up, I studied the implications of the previous result on the loss surface of DNNs around the training path of infinitely wide DNNs in the paper Asymptotic Spectrum of the Hessian of DNN Throughout Training [106, written with Franck Gabriel and Clément Hongler and published at ICLR 2020.
- The NTK analysis implies a direct link between the training of infinitely wide DNNs and Kernel Ridge Regression (KRR). In the paper Kernel Alignment Risk Estimator: Risk Prediction from Training Data [103, written with Berfin Şimşek, Francesco Spadaro, Clément Hongler and Franck Gabriel and published at NeurIPS 2020, we described the expected risk (or test error) of KRR and as an extension of infinitely wide DNNs, using tools of random matrix theory.

These three results showed the importance of the spectral decomposition of the NTK in the analysis of the convergence and generalization of DNNs. I studied how the architecture of DNNs affects the NTK and its spectrum in two papers:

- DNNs were known to feature an ordered (or freeze) and chaotic regime in very deep networks. In the paper Freeze and Chaos: NTK views on DNN Normalization, Checkerboard and Boundary Artifacts [104], written with François Ged, Franck Gabriel and Clément Hongler and to appear at MSML2022, we extended this analysis to the NTK: with the ordered and chaotic regime characterized respectively by a very fast or slow spectral decay of the NTK. We also showed links with Layer Normalization and Mode Collapse in Generative Adversarial Networks.
- In the paper DNN-Based Topology Optimisation: Spatial Invariance and Neural Tangent Kernel 52 written with Benjamin Dupuis and published at NeurIPS 2021, we used the NTK to study the impact of using a DNN to learn optimal shapes in the task of Topology Optimization. We proposed two input embeddings to preserve the translation symmetries inherent in the underlying physical model and uncovered the role of the NTK as a low-pass filter, whose decay can be tuned to obtain shapes with different levels of detail.

The above results along with the work of many other researchers propose an almost complete theory of infinitely wide DNNs through the NTK. Since the networks used in practice have a large but finite-width, it is crucial to understand how close those finite-width networks are to their infinitewidth counterparts:

- I first studied this question in the mostly empirical paper Scaling Description of Generalization with Number of Parameters in Deep Learning [67], with Mario Geiger, Stefano Spigler, Franck Gabriel, Levent Sagun, Stéphane d'Ascoli, Giulio Biroli, Clément Hongler and Matthieu Wyart, published in the Journal of Statistical Mechanics: Theory and Experiments. We observed that the difference in test error between finite-width networks and their infinite-width counterparts is mostly due to the variance of the trained network function w.r.t. sampling of the parameters at initialization.
- This was followed by the theoretical paper Implicit Regularization of Random Feature Models [102] with Berfin Şimşek, Francesco Spadaro, Clément Hongler and Franck Gabriel and published at ICML 2020, in which we partially explain these observations mathematically for Random Feature models, which are good approximations of DNNs in the so-called NTK regime, where the NTK moves little during training.

Beyond the NTK regime, there are settings and limits of DNNs that lead to an NTK with a significant time evolution. These regimes are called active, in opposition to the NTK regime. I have studied one such regime in Deep Linear Networks (DLNs):

- In the paper Saddle-to-Saddle Dynamics in Deep Linear Networks: Small Initialization Training, Symmetries and Sparsity [107, written with François Ged, Berfin Şimşek, Clément Hongler and Franck Gabriel, we describe the training dynamics of DLNs initialized close to the saddle at the origin in parameter space. Gradient flow leaves the saddle along an optimal escape path which leads it to approach another saddle and so on and so forth. The rank of the matrix represented by the network increases by 1 at each of these saddles, approximating a greedy low rank algorithm where the network first optimizes amongst rank 1 matrices then rank 2 matrices and so on until reaching a global minimum [135].

In the rest of the introduction, I will summarize the results of these papers in a unified setup.

### 1.3 Setup

We will now define DNNs, describe their training procedure and introduce notations to study DNNs 'from the function space'.

## Fully-Connected DNNs

Up to a few exceptions, all the results in this thesis are presented for so-called fully-connected DNNs. In fully-connected DNNs, the neurons are organized into $L+1$ layers, numbered from 0 (input layer) to $L$ (output layer), with the layers 1 to $L-1$ being the hidden layers. The number of neurons in a layer $\ell=0, \ldots, L$ is denoted by $n_{\ell}$, the number of neurons in the input layer $n_{\ell}$ equals the input dimension $d_{i n}$ and the number of output neurons $n_{L}$ equals the output dimension $d_{\text {out }}$. We will generally consider $d_{\text {in }}$ and $d_{\text {out }}$ to be fixed while the number of neurons in the hidden layers $n_{1}, \ldots, n_{L-1}$ vary.

Given an input $x \in \mathbb{R}^{n_{0}}$, the activations $\alpha_{i}^{(\ell)}(x)$ and pre-activations $\tilde{\alpha}_{i}^{(\ell)}(x)$ of the $i$-th neuron in the $\ell$-th layer are defined from the vector of activations $\alpha^{(\ell-1)}(x) \in \mathbb{R}^{n_{\ell-1}}$ of the previous layers. For a fixed function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$, which we call the non-linearity, and a scalar $\beta$, which we call the bias strength, we define inductively:

$$
\begin{aligned}
\alpha^{(0)}(x) & =x \\
\tilde{\alpha}^{(\ell)}(x) & =\frac{1}{\sqrt{n_{\ell-1}}} W^{(\ell)} \alpha^{(\ell-1)}(x)+\beta b^{(\ell)} \\
\alpha^{(\ell)}(x) & =\sigma\left(\tilde{\alpha}^{(\ell)}(x)\right)
\end{aligned}
$$

where $W^{(\ell)}$ is a $n_{\ell} \times n_{\ell-1}$ matrix called connection weight matrix and $b^{(\ell)}$ is a $n_{\ell}$ dimensional vector called bias vector.

The parameters of the network are all the connection weights and bias vectors of all the layers. We define the vector of parameters $\theta$ of dimension $P=\sum_{\ell=1}^{L}\left(n_{\ell-1}+1\right) n_{\ell}$ as the concatenation of all the parameters $\theta=\left(W_{1}, b_{1}, \ldots, W_{L}, b_{L}\right)$. The parameters are to be learned during the training phase.

In contrast, the depth $L$ and widths $n_{0}, \ldots, n_{L}$ as well as the non-linearity $\sigma$ and the bias strength $\beta$ are called hyper-parameters of the network, as they remain fixed during training. Typical choices for the non-linearity include the $\operatorname{ReLU}$ function $\sigma(x)=\max \{0, x\}$, the arctangent $\sigma(x)=\arctan (x)$ or the sigmoid $\sigma(x)=\frac{1}{1+e^{-x}}$.

The output of the network are the pre-activations $\tilde{\alpha}^{(\ell)}(x)$ of the last layer. The network function $f_{\theta}: \mathbb{R}^{d_{\text {in }}} \rightarrow \mathbb{R}^{d_{\text {out }}}$ is defined as $f_{\theta}(x)=\tilde{\alpha}^{(L)}(x)$.

## Training Phase

In supervised learning, the goal is to find parameters $\theta$ of a network that implement a practical task such as classyfing cats from dogs in images. If we want e.g. to classify $64 \times 64$ RGB images of cats and dogs and train a network to discriminate between the two categories, we are looking for parameters $\theta$ such that the network function $f_{\theta}$ maps images $x$ (represented as a dimension $d_{\text {in }}=64 \times 64 \times 3$ vector) to a scalar value $f_{\theta}(x)$ that is positive when the image is of a cat and negative if it is of a dog.

To implement this task, we rely on a training set of $N$ input/output pairs $\left(x_{i}, y_{i}\right)$. In the cat and dogs example, the $x_{i}$ s would be images of cats and dogs and $y_{i}$ would be +1 for cats and -1 for dogs (in this example $d_{\text {out }}=1$ ). We write $X$ and $Y$ for the $d_{\text {in }} \times N$ and $d_{\text {out }} \times N$ matrices obtained from the concatenation of the inputs $\left(x_{i}\right)_{i=1, \ldots, N}$ and outputs $\left(y_{i}\right)_{i=1, \ldots, N}$ respectively.

Our goal is to find parameters $\theta$ that minimize a training loss which measures how accurate the network is on the training data. Typical choices are the Mean Squared Error (MSE) for regression tasks, where the outputs $y_{i}$ can take any value in $\mathbb{R}^{d_{\text {out }}}$

$$
\mathcal{L}^{M S E}(\theta)=\frac{1}{N} \sum_{i=1}^{N}\left\|f_{\theta}\left(x_{i}\right)-y_{i}\right\|^{2}
$$

or the Binary Cross-Entropy loss for binary classification, with scalar outputs $y_{i} \in\{-1,+1\}$

$$
\mathcal{L}^{B C E}(\theta)=\frac{1}{N} \sum_{i=1}^{N} \log \left(1+e^{-y_{i} f_{\theta}\left(x_{i}\right)}\right)
$$

The loss $\mathcal{L}$ is then minimized with gradient descent (or a variant thereof) starting from a random initialization of the parameters as i.i.d. standard Gaussian $\mathcal{N}(0,1)$. The results presented in this thesis are for gradient flow

$$
\partial_{t} \theta(t)=-\nabla \mathcal{L}(\theta(t))
$$

which approximates the gradient descent

$$
\theta(t+\eta)=\theta(t)-\eta \nabla \mathcal{L}(\theta(t))
$$

as the learning rate $\eta$ goes to zero.
Our goal is to understand the evolution of the parameters $\theta(t)$, in particular at the end of training $\theta(\infty)$.

## Function Space Perspective

The loss of DNNs as a function of the parameters $\mathcal{L}(\theta)$ is high-dimensional and non-convex, making the analysis of gradient flow difficult. Furthermore the parameter space $\mathbb{R}^{P}$ with $P=\sum_{\ell=1}^{L}\left(n_{\ell-1}+\right.$ 1) $n_{\ell}$ is inconvenient to work with, since the parameters $\theta \in \mathbb{R}^{P}$ are a concatenation of weight matrices $W_{\ell}$ and bias vectors $b_{\ell}$ each with their distinct gradients $\nabla_{W_{\ell}} \mathcal{L}(\theta(t))$ and $\nabla_{b_{\ell}} \mathcal{L}(\theta(t))$ and the dimensions of each of these matrices depends on the widths $n_{\ell}$ (which we later let grow to infinity).

In addition the loss $\mathcal{L}(\theta)$ is invariant under permutations of the neurons in the hidden layers, as a result every permutation of a critical point $\theta^{*}$ of the loss $\mathcal{L}$ is also a critical point [204]. Similarily any gradient flow path $\theta(t)$ can also be permuted in the same manner, yielding another valid gradient flow path. While there exists techniques to 'mod out' these symmetries for shallow networks $(L=2)$ 35, 183], it is difficult to find such symmetry-invariant representations of the parameters for deep networks $(L>2)$.

If we focus on the evolution of network function $f_{\theta(t)}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}^{d_{\text {out }}}$ instead of the parameters $\theta(t)$, both of these problems are however naturally avoided:

1. As long as the non-linearity and the input and output dimensions $n_{0}$ and $n_{L}$ are fixed, the network function $f_{\theta}$ belongs to a fixed space of functions $\mathcal{F}$, whatever the depth $L$ or the
widths of the hidden layers $n_{1}, \ldots, n_{L-1}$ are. Note that there are multiple reasonable choices for the function space: if $\sigma$ is continuous, $\mathcal{F}$ could be taken to be the space $\mathcal{C}^{0}\left[\mathbb{R}^{d_{\text {in }}} \rightarrow \mathbb{R}^{d_{\text {out }}}\right]$ of continuous functions from $\mathbb{R}^{d_{\text {in }}}$ to $\mathbb{R}^{d_{o u t}}$, if $\sigma$ is differentiable then one could consider the space of differentiable functions $\mathcal{C}^{1}\left[\mathbb{R}^{d_{\text {in }}} \rightarrow \mathbb{R}^{d_{\text {out }}}\right]$ instead.
2. The network function $f_{\theta}$ is invariant under permutations of the neurons within any given hidden layer.

From a functional perspective, the $\operatorname{loss} \mathcal{L}: \mathbb{R}^{P} \rightarrow \mathbb{R}$ is to be viewed as the composition of two functions: first the realization function $F^{(L)}: \mathbb{R}^{P} \rightarrow \mathcal{F}$ which maps the parameters $\theta$ to the network function $f_{\theta} \in \mathcal{F}$ and the cost function $C: \mathcal{F} \rightarrow \mathbb{R}$ which maps a function $f$ to its cost. Multiple choices for the cost function are possible, such as the already mentioned MSE $C^{M S E}(f)=\frac{1}{N} \sum_{i=1}^{N}\left\|f\left(x_{i}\right)-y_{i}\right\|^{2}$ or the BCE $\operatorname{cost} C^{B C E}(f)=\frac{1}{N} \sum_{i=1}^{N} \log \left(1+\exp \left(-y_{i} f\left(x_{i}\right)\right)\right)$. Note that both $C^{M=1}$ and $C^{B C E}$ are convex ( $C^{M S E}$ is even quadratic).

More generally, we will consider a general convex cost $C(f)$ which only depends on the value of the function $f$ on the training set. Writing $Y_{\theta}$ for the $n_{L} \times N$ matrix obtained from the concatenation of the vectors $\left(f_{\theta}\left(x_{i}\right)\right)_{i=1, \ldots, N}$, we will often abuse notation and write the cost $C$ as taking $Y_{\theta}$ as input, i.e. $C^{M S E}\left(Y_{\theta}\right)=\frac{1}{N}\left\|Y_{\theta}-Y\right\|_{F}^{2}$, where $Y$ is the matrix of output labels and $\|\cdot\|_{F}$ is the Frobenius norm.

### 1.4 Neural Tangent Kernel

The Neural Tangent Kernel (NTK) naturally arises when one tries to describe the evolution of the network function $f_{\theta(t)}$ as the parameters $\theta(t)$ follow gradient flow on the parameters. The evolution of the parameters $\theta(t)$ trained on the MSE loss is given by the formula

$$
\partial_{t} \theta(t)=\frac{2}{N} \sum_{i=1}^{N} J f_{\theta(t)}\left(x_{i}\right)\left(y_{i}-f_{\theta(t)}\left(x_{i}\right)\right)
$$

where the Jacobian $J f_{\theta(t)}\left(x_{i}\right)$ of the outputs of the network with respect to the parameters $\theta$ is a $P \times n_{L}$ matrix. The evolution of the network function $f_{\theta(t)}(x)$ at any input $x$ is given by

$$
\partial_{t} f_{\theta(t)}(x)=\left(J f_{\theta(t)}(x)\right)^{T} \partial_{t} \theta(t)=\frac{2}{N} \sum_{i=1}^{N}\left(J f_{\theta(t)}(x)\right)^{T} J f_{\theta(t)}\left(x_{i}\right)\left(y_{i}-f_{\theta(t)}\left(x_{i}\right)\right)
$$

We define the Neural Tangent Kernel (NTK) $\Theta^{(L)}: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L} \times n_{L}}$ by

$$
\Theta^{(L)}(x, y)=\left(J f_{\theta(t)}(x)\right)^{T} J f_{\theta(t)}(y)
$$

The NTK is a multidimensional kernel: a function $K: \mathbb{R}^{d_{i n}} \times \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}^{d_{o u t} \times d_{\text {out }}}$ which takes two inputs $x, y \in \mathbb{R}^{n_{0}}$ and outputs a $d_{\text {out }} \times d_{\text {out }}$ matrix, such that for any set of $N$ inputs $x_{1}, \ldots, x_{N}$ the $d_{\text {out }} N \times d_{\text {out }} N$ kernel Gram matrix $K(X, X)$ with entries $(K(X, X))_{k i, k^{\prime} i^{\prime}}=K_{k k^{\prime}}\left(x_{i}, x_{i^{\prime}}\right)$ is a positive semidefinite matrix. This is a generalization of the notion of kernel which is a function $K: \mathbb{R}^{d_{i n}} \times \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ such that for any set of inputs $x_{1}, \ldots, x_{N}$, the $N \times N$ kernel Gram matrix $K(X, X)$ with entries $(K(X, X))_{i, i^{\prime}}=K\left(x_{i}, x_{i^{\prime}}\right)$ is positive semidefinite matrix.

Using the NTK, we can rewrite the evolution of the network function $f_{\theta(t)}$ as

$$
\partial_{t} f_{\theta(t)}(x)=\frac{2}{N} \sum_{i=1}^{N} \Theta^{(L)}\left(x, x_{i}\right)\left(y_{i}-f_{\theta(t)}\left(x_{i}\right)\right)
$$

This can be generalized to a cost $C$ of the form $C(f)=\frac{1}{N} \sum_{i=1}^{N} c_{i}\left(f\left(x_{i}\right)\right)$, in which case

$$
\partial_{t} f_{\theta(t)}(x)=\frac{1}{N} \sum_{i=1}^{N} \Theta^{(L)}\left(x, x_{i}\right) \nabla c_{i}\left(f_{\theta(t)}\left(x_{i}\right)\right)
$$

Clearly, if we can describe the evolution of the NTK for all time $t$ then we can describe the evolution of the network function $f_{\theta(t)}$. The NTK is however a complex object: it is random at initialization due to the randomness of the parameters, and evolves in time as a result of the evolution of the parameters.

## Tangent Linear Model

The Neural Tangent Kernel can be interpreted as approximating the DNNs by a 'tangent' linear model (as in tangent space for a manifold), hence the name. This tangent linear model $T_{\theta_{0}} F^{(L)}(\theta)$ around a fixed parameter vector $\theta_{0}$ is given by the realization function

$$
T_{\theta_{0}} F^{(L)}(\theta)=F^{(L)}\left(\theta_{0}\right)+J F^{(L)}\left(\theta_{0}\right) \theta
$$

which is clearly affine in $\theta$.
A central property of DNNs is that they are a non-linear model, in the sense that the realization function $F^{(L)}$ is non-linear. This non-linearity makes the analysis of the training of DNNs difficult: the non-linearity of $F^{(L)}$ makes the loss $\mathcal{L}=C \circ F^{(L)}$ non-convex. In comparison, linear models have a much nicer behavior: the loss $\mathcal{L}=C \circ F$ is convex, hence guaranteeing convergence of gradient flow on the parameters $\theta(t)$.

A general linear model can be defined as $f_{\theta}(x)=\sum_{p=1}^{P} \theta_{p} f_{p}(x)$ for a set of $P$ function $f_{p}$ : $\mathbb{R}^{d_{\text {in }}} \rightarrow \mathbb{R}^{d_{\text {out }}}$ called the features of the model. The realization function $F$ therefore maps the parameters $\theta$ to a linear combination $\sum_{p=1}^{P} \theta_{p} f_{p}$ with coefficients given by the parameters $\theta$. The features of the tangent linear model introduced above are the derivatives $x \mapsto \partial_{\theta_{p}} f_{\theta_{0}}(x)$ of the outputs w.r.t. to each of the parameters $\theta_{p}$.

A linear model defines a kernel $K: \mathbb{R}^{d_{i n}} \times \mathbb{R}^{d_{\text {in }}} \rightarrow \mathbb{R}^{d_{\text {out }} \times d_{\text {out }}}$ equal to the (rescaled) covariance of the features $f_{1}, \ldots, f_{P}$

$$
K(x, y)=\sum_{p=1}^{P} f_{p}(x)\left(f_{p}(y)\right)^{T}
$$

The NTK $\Theta^{(L)}$ at $\theta_{0}$ is simply the kernel of the tangent linear model at $\theta_{0}$.
For a cost of the form $C(f)=\frac{1}{N} \sum_{i=1}^{N} c_{i}\left(f\left(x_{i}\right)\right)$ for some differentiable functions $c_{1}, \ldots, c_{N}$, the parameters follows the differential equation

$$
\partial_{t} \theta_{p}(t)=\frac{2}{N} \sum_{i=1}^{N}\left(f_{p}\left(x_{i}\right)\right)^{T} \nabla c_{i}\left(f_{\theta(t)}\left(x_{i}\right)\right)
$$

while the function $f_{\theta(t)}$ follows the differential equation

$$
\begin{equation*}
\partial_{t} f_{\theta(t)}(x)=\frac{2}{N} \sum_{i=1}^{N} K\left(x, x_{i}\right) \nabla c_{i}\left(f_{\theta(t)}\left(x_{i}\right)\right) \tag{1.4.1}
\end{equation*}
$$

Since the derivative only depends on $f_{\theta(t)}$ (and the kernel $K$ ) and not the parameters $\theta(t)$ themselves, the differential equation governing $f_{\theta(t)}$ can be solved independently of $\theta(t)$.

Furthermore since the dynamics of training of a linear model in function space only depends on the kernel $K$ and not the features $f_{1}, \ldots, f_{P}$, a linear model is uniquely described by its kernel $K$ (if we abstract away the dynamics of the parameters). This is a special case of the so-called the 'Kernel trick'.

## Kernel Gradient Descent

The dynamics in function space of a linear model can be interpreted as performing kernel gradient descent on the cost $C$ with respect to the kernel $K$. kernel gradient descent can itself be interpreted as performing gradient descent in a function space $\mathcal{F}$ w.r.t. to a specific norm.

As we are in a infinite dimensional space, there is no canonical notion of gradient descent on a function space $\mathcal{F}$. The derivative $\partial_{f} C(f)$ of the cost $C(f)$ with respect to $f$ is not a function in $\mathcal{F}$ but rather an element of the dual space $\mathcal{F}^{*}$ (the set of linear functions from $\mathcal{F}$ to $\mathbb{R}$ ). Given a scalar product $\langle\cdot, \cdot\rangle$ on the space $\mathcal{F}$ forming a Hilbert space, one can define the gradient $\nabla C(f)$ as the unique function $g \in \mathcal{F}$ such that $\langle g, f\rangle=\partial_{f} C(f)$. The choice of the scalar product can have a significant effect on the resulting gradient and one particular choice leads to the kernel gradient.

Given a multidimensional kernel $K$, there is a natural function space $\mathcal{F}_{K}$ and a scalar product $\langle\cdot, \cdot\rangle_{K}$ which form a Hilbert space called the Reproducing Kernel Hilbert Space (RKHS) of the kernel $K: \mathcal{F}_{K}$ is the completion of the set of functions $f(x)=\sum_{i=1}^{N} K\left(x, x_{i}\right) b_{i}$ for any finite $N$, set of inputs $x_{1}, \ldots, x_{N} \in \mathbb{R}^{d_{i n}}$ and coefficients $b_{1}, \ldots, b_{N} \in \mathbb{R}^{d_{\text {out }}}$ and the scalar product of two functions $f(x)=$ $\sum_{i=1}^{N} K\left(x, x_{i}\right) b_{i}$ and $g(x)=\sum_{j=1}^{N^{\prime}} K\left(x, x_{j}^{\prime}\right) b_{j}^{\prime}$ is defined as $\langle f, g\rangle_{K}=\sum_{i=1}^{N} \sum_{j=1}^{N^{\prime}} b_{i}^{T} K\left(x_{i}, x_{j}^{\prime}\right) b_{j}^{\prime}$ (and the definition is extended to the completion continuously).

For kernels of the form $K(x, y)=\sum_{p=1}^{P} f_{p}(x)\left(f_{p}(y)\right)^{T}$ (i.e. the kernel of a linear model with features $\left.f_{1}, \ldots, f_{p}\right)$ the function space $\mathcal{F}_{K}$ is the set of functions $f(x)=\sum_{p=1}^{P} \theta_{p} f_{p}(x)$ for some coefficients $\theta_{1}, \ldots, \theta_{P}$, i.e. $\mathcal{F}_{K}$ is the image of the realization function $F$. The scalar product of two functions $f(x)=\sum_{p=1}^{P} \theta_{p} f_{p}(x)$ and $g(x)=\sum_{p=1}^{P} \theta_{p}^{\prime} f_{p}(x)$ is the scalar product $\theta^{T} \theta^{\prime}$ of the coefficient vectors. If the features $f_{1}, \ldots, f_{P}$ are linearly independent, the realization function $F$ is invertible (when restricted to its image $\mathcal{F}_{K}$ ) and we can simply write $\langle f, g\rangle_{K}=\left(F^{-1}(f)\right)^{T} F^{-1}(g)$.

The dynamics described by equation 1.4 .1 describe kernel gradient flow on the cost $C$.

### 1.5 Infinite-width Limit of the Neural Tangent Kernel

The infinite-width limit of the NTK was first described in the paper 105 which can be found in Section 2

The infinite-width limit corresponds to letting the number of neurons in each of the hidden layers $n_{1}, \ldots, n_{L-1}$ grow to infinity. Our description of the limiting NTK relies on some previous results describing the distribution of the network function $f_{\theta}$ at initialization. We will start by presenting this result and follow by a description of the limit of the NTK at initialization and during training.

Finally we will discuss what this result implies for the training dynamics of the network function $f_{\theta(t)}$ and the loss landscape around the gradient flow path.

## Neural Networks as Gaussian Processes

At initialization, the network function $f_{\theta(0)}(\cdot)$ and more generally all pre-activations $\tilde{\alpha}^{(\ell)}(\cdot)$ are random functions, due to the randomness of the parameters. Conditionally on the activations of the previous layer $\alpha^{(\ell-1)}(\cdot)$ (or conditionally on the parameters up to the $(\ell-1)$-th layer $\left.W_{1}, b_{1}, \ldots, W_{\ell-1}, b_{\ell-1}\right)$, the distribution of $\tilde{\alpha}^{(\ell-1)}(\cdot)$ is Gaussian with zero mean and covariance

$$
\operatorname{Cov}\left(\tilde{\alpha}_{k}^{(\ell-1)}(x), \tilde{\alpha}_{m}^{(\ell-1)}(y)\right)=\frac{1}{n_{\ell-1}}\left(\alpha^{(\ell-1)}(x)\right)^{T} \alpha^{(\ell-1)}(y) \delta_{k m}
$$

for any pair of inputs $x, y \in \mathbb{R}^{d_{i n}}$ and neuron indices $k, m \in\left\{1, \ldots, n_{\ell}\right\}$, where $\delta_{k m}$ is the Kronecker delta.

This implies that the distribution of $\tilde{\alpha}^{(\ell-1)}(\cdot)$ is a mixture of Gaussians. Furthermore the conditioned distribution of $\tilde{\alpha}^{(\ell-1)}(\cdot)$ depends on the conditioned parameters only through the socalled conjugate kernel

$$
\Sigma^{(\ell)}(x, y)=\frac{1}{n_{\ell-1}}\left(\alpha^{(\ell-1)}(x)\right)^{T} \alpha^{(\ell-1)}(y)
$$

It turns out that in the infinite-width limit the conjugate kernels $\Sigma^{(\ell)}(x, y)$ converge to deterministic limits $\Sigma_{\infty}^{(\ell)}(x, y)$, which are independent of the parameters of the previous layer. As a result, the distribution of the pre-activations $\tilde{\alpha}^{(\ell)}(\cdot)$ becomes asymptotically Gaussian:

Proposition 1.1. As $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, for a Lipschitz non-linearity $\sigma$, we have for any $x, y$

$$
\Sigma^{(\ell)}(x, y) \rightarrow \Sigma_{\infty}^{(\ell)}(x, y)
$$

where $\Sigma_{\infty}^{(\ell-1)}(x, y)$ is defined recursively as

$$
\begin{aligned}
\Sigma_{\infty}^{(1)}(x, y) & =x^{T} y+\beta^{2} \\
\Sigma_{\infty}^{(\ell+1)}(x, y) & =\mathbb{E}_{u, v}[\sigma(u) \sigma(v)]+\beta^{2}
\end{aligned}
$$

where the expectation is taken over pairs $u$, v sampled from $\mathcal{N}\left(0,\left(\begin{array}{cc}\Sigma_{\infty}^{(\ell)}(x, x) & \Sigma_{\infty}^{(\ell)}(x, y) \\ \Sigma_{\infty}^{(\ell)}(y, x) & \Sigma_{\infty}^{(\ell)}(y, y)\end{array}\right)\right)$.
Furthermore for all layer $\ell$, the pre-activations $\tilde{\alpha}_{k}^{(\ell)}(\cdot)$ of each neuron $k$ converge in law to i.i.d. centered Gaussian processes with covariance $\Sigma_{\infty}^{(\ell)}$.

Multiple versions of this result exist: the earliest appearance is in 159 but only for shallow networks $(L=2)$, it was then generalized in a sequence of papers [37, 42, 126, 46, 228]. The version presented here matches the one in our 2018 paper in Section 2, which only applies in the sequential limit, i.e. we first let $n_{1} \rightarrow \infty$ then $n_{2} \rightarrow \infty$ and so on until $n_{L-1} \rightarrow \infty$, for proofs in the simultaneous limit, i.e. when $n_{1}=\cdots=n_{L-1}=w$ and $w \rightarrow \infty$, see [126, 46, 228,

In the simultaneous limit, the convergence of the conjugate kernels $\Sigma^{(\ell)}$ to their limit as a function of the width $w$ is of order $w^{-\frac{1}{2}}$ [126, [46] which is expected as the proof consists in iterated law of large numbers for each layer.

## Limit of the NTK at Initialization

In the same infinite-width limit the $\operatorname{NTK} \Theta^{(L)}$ converges to a deterministic limit at initialization:
Theorem 1.1. As $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, for a Lipschitz non-linearity $\sigma$, the NTK $\Theta_{k m}^{(L)}(x, y)$ converges to $\Theta_{\infty}^{(L)}(x, y) \delta_{k m}$ for a deterministic kernel $\Theta_{\infty}^{(L)}: \mathbb{R}^{d_{i n}} \times \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ defined recursively as

$$
\begin{aligned}
& \Theta_{\infty}^{(1)}(x, y)=\Sigma_{\infty}^{(1)}(x, y) \\
& \Theta_{\infty}^{(\ell)}(x, y)=\Sigma_{\infty}^{(\ell)}(x, y)+\Theta_{\infty}^{(\ell-1)}(x, y) \dot{\Sigma}_{\infty}^{(\ell)}(x, y)
\end{aligned}
$$

where $\dot{\Sigma}_{\infty}^{(\ell)}(x, y)=\mathbb{E}_{u, v}[\dot{\sigma}(u) \dot{\sigma}(v)]$ for $u, v$ sampled from $\mathcal{N}\left(0,\left(\begin{array}{cc}\Sigma_{\infty}^{(\ell-1)}(x, x) & \Sigma_{\infty}^{(\ell-1)}(x, y) \\ \Sigma_{\infty}^{(\ell-1)}(y, x) & \Sigma_{\infty}^{(\ell-1)}(y, y)\end{array}\right)\right)$ and where $\dot{\sigma}$ is the derivative of $\sigma$.

Sketch of proof. The NTK $\Theta^{(L)}$ can be expressed in a recursive manner in terms of the NTK up to the last layer $\Theta^{(L-1)}$. The proof is by induction: the NTK up to the second layer $\Theta_{k m}^{(2)}$ converges to deterministic limit $\Theta_{\infty}^{(2)} \delta_{k m}$ as $n_{1} \rightarrow \infty$ by a law of large number, which in turns allows one to prove the convergence of $\Theta^{(3)}$ as $n_{2} \rightarrow \infty$ and so on and forth.

Remark 1.1. Since the non-linearity $\sigma$ is Lipschitz, its derivative is defined almost everywhere and therefore $\Theta_{k m}^{(L)}(x, y)$ is almost surely well defined at initialization and the expectation $\dot{\Sigma}_{\infty}^{(\ell)}(x, y)$ is well defined.

The proof presented in our original paper [105] (see Section 24 ) is for the sequential infinite-width limit. Since then a number of generalization have been proven: for the simultaneous limit [128, 6] and for more general architectures [228] amongst others. In the simultaneous limit, the rate of convergence of the NTK to its limit as a function of $w$ is $w^{-\frac{1}{2}}$ [128, 6, 95], like the convergence of the conjugate kernels $\Sigma^{(\ell)}$.

Theorem 1.1 shows that the tangent linear model at initialization $T_{\theta(0)} F(\theta)=f_{\theta(0)}+J F(\theta(0)) \theta$ has a deterministic limiting kernel. In contrast, the features $\partial_{\theta_{p}} f_{\theta(0)}$ of the tangent model are random even in the infinite-width limit. This shows the advantage of working from a functional perspective: while the features $\partial_{\theta_{p}} f_{\theta(0)}$ remain random in the infinite-width limit, the NTK is asymptotically deterministic.

## Limit of the NTK during Training

But the convergence of the NTK at initialization only describes the asymptotic derivative $\partial_{t} f_{\theta(t)}$ at initialization $t=0$, i.e. it only describes the dynamics of $f_{\theta(t)}$ for very small times $t$. It turns out that as the width of the network grows, the rate of change of the NTK goes to zero, so that the limiting NTK is fixed in time:

Theorem 1.2. (sketch) For a Lipschitz twice differentiable non-linearity $\sigma$ and for a time $T$ (defined in Section 2), we have, uniformly for all $t \in[0, T]$ and any $x, y \in \mathbb{R}^{d_{i n}}$

$$
\lim _{n_{1}, \ldots, n_{L-1} \rightarrow \infty} \Theta_{\theta(t)}^{(L)}(x, y)=\Theta_{\infty}^{(L)}(x, y) I_{d_{o u t}} .
$$

Sketch of proof. The proof relies on a recursive argument, which is formalized using Grönwall's Lemma: knowing the size of the NTK, we can bound how much the parameters move as a result of gradient flow, and knowing that the parameters have not moved much we can guarantee that the NTK is close to its initialization (and hence by Theorem 1.1 close to its limit $\Theta_{\infty}^{(L)}$ ). A surprising implication of the proof is that for large widths, the parameters move very little during training: there is a growing number of parameters but each of them moves less and less during training, resulting in a change of the vector of parameters $\|\theta(t)-\theta(0)\|$ (in Euclidean norm) of order 1, which is insufficient to affect the NTK for large widths.

The details of how $T$ can be chosen are in the paper [105] (see Section 2]. Thanks to a number of follow-ups, this results has been generalized and improved:

- Regarding the time $T$, it was later shown that for the MSE $T$ can be taken to be infinite (i.e. the convergence is uniform over all $t \in \mathbb{R}_{+}$) and that the result generalizes to gradient descent [6, 128]. More generally, exponential convergence (uniformly over all times $t \in \mathbb{R}_{+}$, with gradient flow or gradient descent) can be proven for any cost $C$ that satisfies the PolyakLojasiewicz (PL) condition [142], which in particular includes all strictly convex costs.
- Our original proof was in the sequential limit, but it was later generalized to the simultaneous limit [6, 128]. While the rate of change of the NTK was at first only bounded by $w^{-\frac{1}{2}}$ [6, 128], it was observed empirically that the actual rate of change of the NTK is $w^{-1}$ [128]. This lower rate of $w^{-1}$ was later proven in 95 by introducing the Neural Tangent Hierarchy (NTH): a sequence of tensors, the first of which is the NTK, that each describe the derivative of the previous one.

This NTK analysis can also be interpreted as showing that the tangent linear model at initialization is good approximation of the non-linear model for large widths. In particular, in the infinite-width limit the model and its linearization match on the training path. This approach has been used to not only describe the dynamics of the network function $f_{\theta(t)}$, but also of the parameters $\theta(t)$ in wide networks 128.

## Infinite-Width Dynamics

Now that we have described the infinite-width NTK, we can describe the training dynamics of the network function $f_{\theta(t)}$ for any cost $C$ of the form $C(f)=\frac{1}{N} \sum c_{i}\left(f\left(x_{i}\right)\right)$ :

$$
\begin{aligned}
f_{\theta(0)} & \sim \mathcal{N}\left(0, \Sigma^{(L)}\right) \\
\partial_{t} f_{\theta(t)} & =-\frac{1}{N} \sum \Theta_{\infty}^{(L)}\left(x, x_{i}\right) \nabla c_{i}\left(f_{\theta(t)}\left(x_{i}\right)\right)
\end{aligned}
$$

The function $f_{\theta(0)}$ is initialized as a Gaussian process with covariance $\Sigma^{(L)}$ and then follows kernel gradient flow w.r.t. the limiting $\mathrm{NTK} \Theta_{\infty}^{(L)}$ on the cost $C$. In other words, the dynamics on the non-linear model $F^{(L)}$ are asymptotically equivalent to the dynamics on the tangent linear model $T_{\theta(0)} F^{(L)}$ around initialization $\theta(0)$.



Figure 1.5.1: Convergence of the NTK to a fixed Figure 1.5.2: Networks function $f_{\theta}$ near converlimit for two widths $n$ and two times $t$. gence for two widths $n$ and 10th, 50th and 90th percentiles of the asymptotic Gaussian distribution.

## Explicit Formulas for the MSE

For the MSE loss (or any other quadratic loss) the network function $f_{\theta(t)}$ evolves according to a linear differential equation, which implies that $f_{\theta(t)}$ is Gaussian for all times $t$, with a mean and covariance that can be explicitely formulated (see Section 2.5).

The matrix of values on the training set $Y_{\theta(t)}$ is described by the following linear differential equation:

$$
\partial_{t} Y_{\theta(t)}=\frac{2}{N}\left(Y-Y_{\theta(t)}\right) \Theta_{\infty}^{(L)}(X, X)
$$

where $Y$ and $Y_{\theta(t)}$ are $d_{o u t} \times N$ matrices, and $\Theta_{\infty}^{(L)}(X, X)$ is the $N \times N$ Gram matrix with entries $\left(\Theta_{\infty}^{(L)}(X, X)\right)_{i j}=\Theta_{\infty}^{(L)}\left(x_{i}, x_{j}\right)$. Solving the linear differential equation, we obtain the evolution of $Y_{\theta(t)}$ :

$$
Y_{\theta(t)}=Y+\left(Y_{\theta(0)}-Y\right) e^{-t \Theta_{\infty}^{(L)}(X, X)}
$$

whose expectation is $\mathbb{E}\left[Y_{\theta(t)}\right]=Y\left(I-e^{-t \Theta_{\infty}^{(L)}(X, X)}\right)$.
To describe the evolution of the whole function $f_{\theta(t)}$ we need to introduce the so-called empirical integral operator $T_{K}^{N}$ for a kernel $K: \mathbb{R}^{d_{i n}} \times \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ (though we are mostly interested in the case $\left.K=\Theta_{\infty}^{(L)}\right)$ which maps any function $f: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ to another function $T_{K}^{N}(f): \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ with values

$$
T_{K}^{N}(f)(x)=\frac{1}{N} \sum_{i=1}^{N} K\left(x, x_{i}\right) f\left(x_{i}\right)
$$

In the infinite-width limit, each of the outputs $f_{\theta(t), k}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ for $k \in\left\{1, \ldots, d_{\text {out }}\right\}$ evolves independently according to the linear differential equation

$$
\partial_{t} f_{\theta(t), k}=2 T_{\Theta_{\infty}^{(L)}}^{N}\left(f_{k}^{*}-f_{\theta(t), k}\right)
$$

where $f^{*}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}^{d_{o u t}}$ is the true function we are trying to fit, which maps the inputs $X$ to the outputs Y, i.e. $f^{*}\left(x_{i}\right)=y_{i}$ for all $i=1, \ldots, N$.

Solving the above equation, we obtain that

$$
f_{\theta(t), k}=f_{\theta(0), k}+\left(I-e^{-2 t T_{\Theta \infty}^{N}}\right)\left(f_{k}^{*}-f_{\theta(0), k}\right)
$$

Since the network function at initialization has zero mean, i.e. $\mathbb{E}\left[f_{\theta(0), k}(x)\right]=0$, the expected network function throughout training is equal to

$$
\mathbb{E}\left[f_{\theta(t), k}\right]=\left(I-e^{-2 t T_{\Theta \infty}^{N}(L)}\right) f_{k}^{*}
$$

Since the different outputs evolve independently in the limit we can assume that $d_{\text {out }}=1$ without loss of generality.

## Similarity with Kernel Ridge Regression

The expected network function is similar to the so-called Kernel Ridge Regression (KRR) predictor which is defined by ${ }^{2}$

$$
\hat{f}_{\lambda}(x)=K(x, X)(K(X, X)+N \lambda I)^{-1} Y
$$

for some positive ridge parameter $\lambda$, where $K(x, X)$ is a $N$-dimensional row vector with entries $K\left(x, x_{i}\right)$ for $i \in\{1, \ldots, N\}$. The $\hat{f}_{\lambda}$ KRR predictor can also be expressed in terms of the integral operator $T_{K}^{N}$ :

$$
\hat{f}_{\lambda}=T_{K}^{N}\left(T_{K}^{N}+\lambda I\right)^{-1} f^{*}
$$

This formula illustrates the link between the expected network function $\mathbb{E}\left[f_{\theta(t), k}\right]$ and the $\operatorname{KRR}$ predictor with the NTK $\left(K=\Theta_{\infty}^{(L)}\right)$. The operators $\left(I-e^{-2 t T_{\Theta_{\infty}^{(L)}}^{N}}\right)$ and $T_{\Theta_{\infty}^{(L)}}^{N}\left(T_{\Theta_{\infty}^{(L)}}^{N}+\lambda I\right)^{-1}$ share the same eigenfunctions, they only differ in their eigenvalues. Given an eigenvalue $\lambda_{i}$ of empirical integral operator $T_{\Theta_{\infty}^{(L)}}^{N}$, the corresponding eigenvalue of $\left(I-e^{-2 t T_{\Theta_{\infty}^{(L)}}^{N}}\right)$ is $1-e^{-2 t \lambda_{i}}$ while the corresponding eigenvalue of $T_{\Theta_{\infty}^{(L)}}^{N}\left(T_{\Theta_{\infty}^{(L)}}^{N}+\lambda I\right)^{-1}$ is $\frac{\lambda_{i}}{\lambda+\lambda_{i}}$. Both result in a form of cutoff of the small eigenvalues: $1-e^{-2 t \lambda_{i}}$ is close to 1 if $\lambda_{i} \gg \frac{1}{2 t}$ and close to 0 if $\lambda_{i} \ll \frac{1}{2 t}$ while $\frac{\lambda_{i}}{\lambda+\lambda}{ }_{i}$ is close to 1 when $\lambda_{i} \gg \lambda$ and close to 0 when $\lambda_{i} \ll \lambda$. In other terms $\left(I-e^{-t T_{\Theta_{\infty}^{(L)}}^{N}}\right)$ and $T_{\Theta_{\infty}^{(L)}}^{N}\left(T_{\Theta_{\infty}^{(L)}}^{N}+\lambda I\right)^{-1}$ are 'smooth' approximate projections to the space spanned by the eigenvectors of $T_{\Theta_{\infty}^{(L)}}$ with eigenvalues larger than $\frac{1}{2 t}$ resp. $\lambda$ (they are smooth in the sense that they are continuous w.r.t. to changing $t$ or $\lambda$ ).

The expected network function $\mathbb{E}\left[f_{\theta(t)}\right]$ at a time $t$ is similar to the KRR predictor $\hat{f}_{\lambda}$ with ridge parameters $\lambda=\frac{1}{2 t}$. This similarity illustrates the regularizing effect of early stopping in DNNs.

[^1]In the limit as $t \rightarrow+\infty$ (and $\lambda \searrow 0$ ), this approximation becomes an equality: we have

$$
\lim _{t \rightarrow+\infty} \mathbb{E}\left[f_{\theta(t)}\right]=\lim _{\lambda \searrow 0} \hat{f}_{\lambda}=P_{\operatorname{Im} T_{\Theta_{\infty}}^{N}} f^{*}
$$

where $P_{\operatorname{Im} T_{\Theta^{N}}^{N}}$ is the projection to the image of the operator $T_{\Theta_{\infty}^{(L)}}^{N}$.
Kernel Ridge Regression is a well known method and its generalization properties are wellstudied [238, 150, 181]. The expected risk (or test error) of KRR is described in 1.6 and the similarity presented in this section suggests that we can expect approximately the same risk of for the expected network function $\mathbb{E}\left[f_{\theta(t)}\right]$ at a time $t=\frac{1}{2 \lambda}$.

## Loss Landscape Perspective

Though the NTK analysis that we just introduced shows that the dynamics of DNNs can be studied in function space directly, it is interesting to understand what these dynamics look like in parameters space. A lot of work has been done to study the $P \times P$ Hessian $\mathcal{H} \mathcal{L}(\theta)$ of the loss landscape $\mathcal{L}$, both empirically [189, 190] and mathematically [38, 171, 172, 112]. The aforementioned theoretical results apply to the Hessian at initialization and the complexity of the training dynamics makes it difficult to extend these results to later training times. The NTK analysis allowed us to overcome this hurdle and describe properties of the Hessian throughout training in a paper [106] which is reproduced in full in Section 3 .

There is a direct link between the NTK and the Hessian of the loss $\mathcal{L}$ of DNNs. Since $\mathcal{L}(\theta)=$ $C\left(Y_{\theta}\right)$, the Hessian of $\mathcal{L}$ equals the sum of two $P \times P$ matrices

$$
\mathcal{H} \mathcal{L}(\theta)=I+S=\left(J Y_{\theta}(\theta)\right)^{T} \mathcal{H} C\left(Y_{\theta}\right) J Y_{\theta}(\theta)+\nabla C\left(Y_{\theta}\right) \cdot \mathcal{H} Y_{\theta}
$$

where the Jacobian $J Y_{\theta}(\theta)$ is understood as a $N d_{\text {out }} \times P$ matrix, the Hessian $\mathcal{H} C\left(Y_{\theta}\right)$ is a $N d_{\text {out }} \times$ $N d_{\text {out }}$ matrix and $\mathcal{H} Y_{\theta}$ is a $N d_{\text {out }} \times P \times P$ tensor which is multiplied with the $N d_{\text {out }}$ vector $\nabla C\left(Y_{\theta}\right)$ to obtain a $P \times P$ matrix.

The first matrix is the so-called the Fisher Information Matrix (FIM) $I$ and it is a positive matrix (since for convex $C$ the Hessian $\mathcal{H} C\left(Y_{\theta}\right)$ is positive).

The second matrix $S$ typically has positive and negative eigenvalues and it vanishes at a global minimum since $\nabla C\left(Y_{\theta}\right)=0$. The matrix $S$ is directly related to the non-linearity of the model $F^{(L)}$ since it vanishes in linear models.

For the MSE, we have $\mathcal{H C}\left(Y_{\theta}\right)=\frac{2}{N} I_{N d_{o u t}}$, so that the FIM $I=\frac{2}{N}\left(J Y_{\theta}(\theta)\right)^{T} J Y_{\theta}(\theta)$ is equal (up to a scaling of $\frac{2}{N}$ ) to the dual of NTK Gram matrix $\Theta^{(L)}(X, X)=J Y_{\theta}(\theta)\left(J Y_{\theta}(\theta)\right)^{T}$, which implies that the two matrices have matching non-zero eigenvalues. A direct consequence of our NTK analysis is that, in the infinite-width limit, at the end of training $t \rightarrow \infty$, we reach a global minimum where the Hessian equals the FIM whose spectrum is equal to the limiting NTK Gram matrix $\Theta_{\infty}^{(L)}(X, X)$. Furthermore this implies that the spectrum of the FIM is asymptotically fixed in time, which means that results which described the spectrum of the FIM at initialization [172, 112 could be extended to describe the FIM at the end of training.

In the paper [106], we give a full description of the asymptotic moments $\operatorname{Tr}\left[(\mathcal{H} \mathcal{L}(\theta(t)))^{k}\right]$ of the spectrum of the Hessian from the following observations:

- The matrices $I$ and $S$ are asymptotically orthogonal in the sense that their moments asymptotically add up $\operatorname{Tr}(I+S)^{k} \approx \operatorname{Tr} I^{k}+\operatorname{Tr} S^{k}$, this allows us to compute the asymptotic moments of $\mathcal{H} \mathcal{L}(\theta)=I+S$ from the moments of $I$ and $S$.
- The moments of $I$ are the moments of the NTK Gram matrix.
- We express the first two moments of $S$ for any time $t$ by introducing some other kernels, defined in a similar manner to the limiting NTK $\Theta_{\infty}^{(L)}$ (for the full formulas see Section 3). The first two asymptotic moments are non-zero at initialization and decay to zero. All higher moments of $S$ vanish in the infinite-width limit.

For the MSE, the differential equations describing the evolution of the first two moments of $S$ can be solved and we obtain explicit formulas for all time $t$.

These results suggest the following interpretation of the spectrum of $I$ and $S$ : as the width of the network grows the FIM $I$ has a bounded (at most $N d_{o u t}$ ) number of eigenvalues of order 1 while the matrix $S$ has a growing number of eigenvalues whose magnitude goes to zero ( $S$ has a non-vanishing Frobenius norm but a vanishing operator norm).

All the mixed terms in the trace of the Hessian $\operatorname{Tr}(I+S)^{k}$ such as $\operatorname{Tr}(I S)$ or $\operatorname{Tr}(I S S I S I)$ vanish since the mixed products (i.e. $I S$ or $I S S I S I$ ) have a finite number of vanishing eigenvalues, hence leading to the asymptotic orthogonality. Empirically, we observe that this orthogonality might be stronger, in the sense that $I$ is large along directions where $S$ is small and vice-versa, see Section 3 for more details.

These results can also be interpreted in terms of the geometry of the loss surface around the training path $\left\{\theta(t): t \in \mathbb{R}_{+}\right\}$. For the MSE, the loss is almost quadratic in the region, with the Hessian being almost constant in the region $I$ (the fixed FIM $I$ asymptotically dominates the $S$ matrix in operator norm). This is in line with the observation that in the infinite-width limit the DNN model becomes equivalent to its linearization, i.e. the wider the network the more it behaves as a linear model.

As usual in a quadratic cost, what determines the speed of convergence is the conditioning $\kappa=\lambda_{\max } / \lambda_{\min }$ of the Hessian, which in our case equals the conditioning of the limiting NTK Gram matrix $\Theta_{\infty}^{(L)}(X, X)$, a large conditioning implies that the loss has a narrow valley structure with large eigenvalues corresponding to the 'cliffs' of the valley, where the loss increases very fast, forcing a very small learning rate (at most $2 / \lambda_{\max }$ ) and this small learning means that training is going to be very slow along the bottom of the valley which correspond to the small eigenvalues. In contrast a small condition number allows for fast convergence. This interpretation of the loss surface is in line with other results such as 128,142 .

### 1.6 Generalization of Kernel Ridge Regression

As explained in Section 1.5, for infinitely-wide DNNs trained with the MSE, the expected network function $\mathbb{E}\left[f_{\theta}\right]$ at the end of training $(t \rightarrow \infty)$ is the ridgeless $(\lambda \searrow 0) \operatorname{KRR}$ predictor $\hat{f}_{\lambda \searrow 0}$, and for finite times $t<+\infty$, the expected network function $\mathbb{E}\left[f_{\theta}\right]$ is similar to the KRR predictor $\hat{f}_{\lambda}$ with $\lambda=1 / 2 t$. Motivated by this similarity, we studied the test error of KRR in a NeurIPS 2020 paper [103] with Berfin Şimşek, Francesco Spadaro, Franck Gabriel and Clément Hongler. This section summarizes these results and the original paper can be found in Section 4.

## Statistical Learning Setup

To study the test error of KRR, we need to describe how the training and test data are sampled. We assume that all the training inputs $x_{i}$ are sampled i.i.d. from a probability measure $\pi$ over a domain
$\Omega \subset \mathbb{R}^{d_{i n}}$ and the outputs are of the form $y_{i}^{\epsilon}=f^{*}\left(x_{i}\right)+\epsilon e_{i}$ for a true function $f^{*}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$, a noise intensity $\epsilon$ and some i.i.d. standard Gaussian noise variables $e_{i} \sim \mathcal{N}(0,1)$. Remember that for any $\lambda>0$, we define the Kernel Ridge Regression w.r.t. to a kernel $K: \Omega \times \Omega \rightarrow \mathbb{R}$ as the function 3

$$
\hat{f}_{\lambda}^{\epsilon}(x)=\frac{1}{N} K(x, X)\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-1} Y^{\epsilon}
$$

where $Y^{\epsilon}$ is the vector of dimension $N$ containing all of the outputs $y_{i}^{\epsilon}$ - in this section we only consider the single output case $\left(d_{o u t}=1\right)$ so that $Y^{\epsilon}$ is simply a vector of dimension $N$.

The training loss or empirical risk is the MSE

$$
\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\frac{1}{N} \sum_{i=1}^{N}\left(\hat{f}_{\lambda}^{\epsilon}\left(x_{i}\right)-y_{i}^{\epsilon}\right)^{2}
$$

The risk is the expected error on a new data point $x$ sampled from the distribution $\pi$ independently from the training set:

$$
R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\mathbb{E}_{x, e}\left[\left(\hat{f}_{\lambda}^{\epsilon}(x)-f^{*}(x)+\epsilon e\right)^{2}\right]
$$

where $e$ is a standard Gaussian noise variable independent of all other variables. The risk can be simplified to $R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\mathbb{E}_{x, e}\left[\left(\hat{f}_{\lambda}^{\epsilon}(x)-f^{*}(x)\right)^{2}\right]+\epsilon^{2}$.

Our goal is to describe the typical risk $R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)$ when the number of datapoints $N$ is large. More precisely, we will study the expected risk $\mathbb{E}_{X, E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$, taking the expectation over the sampling of the training set $X$ and the noise variables $E=\left(e_{1}, \ldots, e_{N}\right)$.

The expected risk is decomposed into a bias and a variance term:

$$
\mathbb{E}_{X, E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]=R^{\epsilon}\left(\mathbb{E}_{X, E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)+\mathbb{E}_{x}\left[\operatorname{Var}_{X, E}\left(\hat{f}_{\lambda}^{\epsilon}(x)\right)\right]
$$

The goal is to identify the optimal choice of ridge $\lambda$ and to describe how fast the risk goes to zero as $N$ grows. This rate depends on a notion of alignement of the true function $f^{*}$ with the kernel $K$, hence giving an idea of what functions are 'easy' and 'hard' to learn with KRR (and as an extension with infinitely wide DNNs).

Note the contrast with the results up to this point, where the randomness was coming from the random initialization of the parameters. In this setting, there is no random initialization of parameters. Instead the randomness comes from the sampling of the inputs.

## Functional Perspective

Taking a functional perspective will again be useful for this problem. Instead of thinking of the training set $x_{1}, \ldots, x_{N}$ as a set of points of the input domain $\Omega$, one can think of them as linear maps $o_{i}: \mathcal{C} \rightarrow \mathbb{R}$ (where $\mathcal{C}$ is the space of continuous functions from $\Omega$ to the reals), mapping a function $f: \Omega \rightarrow \mathbb{R}$ to its value $f\left(x_{i}\right)$ at $x_{i}$. Together they form a random linear operator $\mathcal{O}: \mathcal{C} \rightarrow \mathbb{R}^{N}$

[^2]mapping a function $f$ to the vector $\left(f\left(x_{1}\right), \ldots, f\left(x_{N}\right)\right)^{T}$ of values of $f$ on the training set which is called the sampling operator $\mathcal{O}$.

The noiseless KRR predictor $f_{\lambda}^{\epsilon=0}$ can be written as $A_{\lambda}^{N} f^{*}$ for a random operator $A_{\lambda}^{N}: \mathcal{C} \rightarrow \mathcal{C}$ of the form

$$
A_{\lambda}^{N}=\frac{1}{N} K \mathcal{O}^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}\right)^{-1} \mathcal{O}
$$

where the kernel $K$ is understood as an operator $K: \mathcal{C}^{*} \rightarrow \mathcal{C}$ from the dual space $\mathcal{C}^{*}$ to the primal and where $\mathcal{O}^{T}$ is the adjoint $\mathcal{O}^{T}: \mathbb{R}^{N} \rightarrow \mathcal{C}^{*}$ of the sampling operator $\mathcal{O}$, i.e. for any vector $z$ and any continuous function $f: \Omega \rightarrow \mathbb{R}$, we have $\left(\mathcal{O}^{T} z\right)(f)=\sum_{i=1}^{N} z_{i} o_{i}(f)$.

The operator $A_{\lambda}^{N}$ is closely related to the so-called integral operator $T_{K}: \mathcal{C} \rightarrow \mathcal{C}$ and the empirical integral operator $T_{K}^{N}: \mathcal{C} \rightarrow \mathcal{C}$ which map a function $f: \Omega \rightarrow \mathbb{R}$ to a functions with respective values

$$
\begin{aligned}
\left(T_{K} f\right)(x) & =\int_{\Omega} K(x, z) f(z) d \pi(z) \\
\left(T_{K}^{N} f\right)(x) & =\frac{1}{N} \sum_{i=1}^{N} K\left(x, x_{i}\right) f\left(x_{i}\right)
\end{aligned}
$$

Clearly we have $T_{K}^{N}(x) \rightarrow T_{K}(x)$ as $N \rightarrow \infty$.
The empirical integral operator can also be expressed in terms of the sampling operator as $T_{K}^{N}=K \mathcal{O}^{T} \mathcal{O}$, allowing us to rewrite $A_{\lambda}^{N}$ in terms of $T_{K}^{N}$ :

$$
A_{\lambda}^{N}=T_{K}^{N}\left(T_{K}^{N}+\lambda I_{\mathcal{C}}\right)^{-1}=I_{\mathcal{C}}-\lambda\left(T_{K}^{N}+\lambda I_{\mathcal{C}}\right)^{-1}
$$

The operator $\left(T_{K}^{N}+\lambda I_{\mathcal{C}}\right)^{-1}$ is the so-called resolvent of $T_{K}^{N}$ (at $-\lambda$ ). Amongst other uses, the resolvent is one of the central tools used in random matrix theory to understand the spectrum of random matrices. The following analysis of $A_{\lambda}^{N}$ is inspired from previous work [203] which studies so-called general Wishart matrices (matrices of the form $T W^{T} W$ for a deterministic $m \times m$ matrix $T$ and a random $k \times m$ matrix $W$ with i.i.d. entries) which are very similar to the random operator $T_{K}^{N}=K \mathcal{O}^{T} \mathcal{O}$ 。

Remark 1.2. Readers familiar with random matrix theory might wonder why we did not simply apply these previous results to our setting. Our setting is distinct from the typical random matrix theory setting in a few ways:

- We are studying random operators instead of random matrices.
- We are interested in finite- $N$ approximations. In contrast, most results on the spectrum of general Wishart matrices are in the limit where $m$ and $k$ go to infinity with a fixed ratio $\gamma$. In our case $m$ is in a sense $+\infty$ while $k$ is finite (it is the number of datapoints $N$ ).
- In the aforementioned type of analysis, the spectrum of the deterministic operator $T$ must converge to a continuous measure as $m \rightarrow \infty$. In our setting $T_{K}$ is fixed and its spectrum does not have a continuous measure, instead the operator $T_{K}$ has typically a countable number of eigenvalues which decay to zero (the rate of decay is determined by the regularity of the kernel $K$, e.g. if $K$ is smooth then the decay is exponential).
- To approximate the expected risk for finite $N$, we need to describe fluctuations of the resolvent (i.e. approximate the rescaled variance of the resolvent). The difficulty to compute these fluctuations made a full description of the risk impossible in previous works [48, 144.

Inspired by Random Matrix Theory, we assume universality, i.e. that the large $N$ statistics of the resolvent $\left(T_{K}^{N}+\lambda I_{\mathcal{C}}\right)^{-1}$ - and as an extension of $A_{\lambda}^{N}$ - are the same if we replace the sampling operator $\mathcal{O}$ with a centered Gaussian equivalent $\tilde{\mathcal{O}}$ (a random Gaussian operator with zero mean and a covariance that matches the covariance of $\mathcal{O}$ ). From now on we assume that $\mathcal{O}$ is Gaussian; for more details see Section 4 .

## Signal Capture Threshold

For a fixed $\lambda$, the operator $A_{\lambda}^{N}=T_{K}^{N}\left(T_{K}^{N}+\lambda I_{\mathcal{C}}\right)^{-1}$ converges to the operator $A_{\lambda}=T_{K}\left(T_{K}+\lambda I_{\mathcal{C}}\right)^{-1}$ as $N \rightarrow \infty$, but our goal is to understand the behavior of the expected risk $\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$ for finite but large $N$, for which we need to describe the mean and variance of $A_{\lambda}^{N}$ for such finite $N$.

The central object describing the mean and variance of $A_{\lambda}^{N}$ for finite $N$ is the the Signal Capture Threshold $\vartheta(\lambda)$, which is the unique positive solution to the equation

$$
\vartheta=\lambda+\frac{\vartheta}{N} \operatorname{Tr}\left[A_{\vartheta}\right] .
$$

The trace $\operatorname{Tr}\left[A_{\vartheta}\right]=\operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-1}\right]$ is well defined since it is bounded by $\frac{1}{\lambda} \operatorname{Tr} T_{K}$ and $\operatorname{Tr} T_{K}=$ $\mathbb{E}_{x \sim \pi}[K(x, x)]<\infty$. The SCT is bounded from below by the ridge parameter: $\vartheta \geq \lambda$.

We first show in Theorem 4.1 in Section 4.3 that the mean $\mathbb{E}_{\mathcal{O}}\left[A_{\lambda}^{N}\right]$ is $O\left(\frac{1}{N}\right)$ clos ${ }^{4}$ to the operator $A_{\vartheta(\lambda)}$.

This first result motivates the name Signal Capture Threshold: assume that the true function $f^{*}$ is an eigenfunction with eigenvalue $d$ of the integral operator $T_{K}$ (i.e. $T_{K} f^{*}=d f^{*}$ ), then the expected predictor $\mathbb{E}\left[\hat{f}_{\lambda}\right]$ is approximately equal to $\frac{d}{d+\vartheta} f^{*}$; if $d \ll \vartheta$ then $\frac{d}{d+\vartheta} \approx 0$ 'the signal is lost' and if $d \gg \vartheta$ then $\frac{d}{d+\vartheta} \approx 1$ 'the signal is captured'. More generally, if we write $f^{*}=\sum_{k=1}^{\infty} b_{k} f^{(k)}$ for some coefficients $b_{k} \in \mathbb{R}$ and where $f^{(k)}$ is the $k$-th eigenfunction (with eigenvalue $\lambda_{k}$ ) of $T_{K}$, then the expected predictor will learn along the eigenfunctions with eigenvalues above the signal capture threshold and not learn along the eigenfunctions below it.

This description of the mean predictor leads to an approximation of the bias term:

$$
R^{\epsilon}\left(\mathbb{E}_{X, E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right) \approx\left\|\left(I_{C}-A_{\vartheta(\lambda)}\right) f^{*}\right\|_{\pi}^{2}+\epsilon^{2}
$$

where $\|\cdot\|_{\pi}^{2}$ is the $\ell_{2}$-norm $\|f\|_{\pi}^{2}=\int_{\Omega} f(x)^{2} d \pi(x)$ over the distribution $\pi$.
We then describe the variance of the predictor $\hat{f}_{\lambda}$ along each of the eigenfunctions $f^{(k)}$ of $T_{K}$ :
$\operatorname{Var}_{X, E}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}\right\rangle_{\pi}\right) \approx \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{C}-A_{\vartheta(\lambda)}\right) f^{*}\right\|_{\pi}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{\pi} \frac{\vartheta(\lambda)^{2}}{\left(d_{k}+\vartheta(\lambda)\right)^{2}}\right) \frac{d_{k}^{2}}{\left(d_{k}+\vartheta(\lambda)\right)^{2}}$,
where $\langle\cdot, \cdot\rangle_{\pi}$ is the scalar product $\langle f, g\rangle_{\pi}=\int_{\Omega} f(x) g(x) d \pi(x)$ over the distribution $\pi$.

[^3]This description of the variance allows us to approximate the variance term in the expected risk:

$$
\mathbb{E}_{x}\left[\operatorname{Var}_{X, E}\left(\hat{f}_{\lambda}^{\epsilon}(x)\right)\right] \approx\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{C}-A_{\vartheta(\lambda)}\right) f^{*}\right\|_{\pi}^{2}+\epsilon^{2}\right)
$$

yielding an approximation of the expected risk in terms of the SCT:

$$
\mathbb{E}_{X, E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx \partial_{\lambda} \vartheta(\lambda)\left(\left\|\left(I_{C}-A_{\vartheta(\lambda)}\right) f^{*}\right\|_{\pi}^{2}+\epsilon^{2}\right)
$$

This approximation in terms of the SCT suggests a multiplicative version of the bias/variance tradeoff (instead of the traditional additive form):

- The bias term $\left\|\left(I_{C}-A_{\vartheta(\lambda)}\right) f^{*}\right\|_{\pi}^{2}+\epsilon^{2}$, represents how much signal is captured. As the ridge goes to zero $\lambda \searrow 0$, the SCT $\vartheta(\lambda)$ decreases and so does the bias term, since we capture more of the signal. Note however that for a fixed $N$ it is impossible to capture all the signal: even in the limit $\lambda \searrow 0$ the SCT converges the solution of the equation $\operatorname{Tr}\left[A_{\vartheta(0)}\right]=N$ (which is generally positive). There is an interesting interpretation for this equation: let $f^{(k)}$ be an eigenfunction of $T_{K}$ with eigenvalue $\lambda_{k}$, then $f^{(k)}$ is an eigenfunction of $A_{\vartheta(0)}$ with eigenvalue $\frac{\lambda_{i}}{\lambda_{i}+\vartheta(0)}$ which is close to 1 if $\lambda_{i}>\vartheta(0)$ and close to zero if $\lambda_{i}<\vartheta(0)$; the trace $\operatorname{Tr}\left[A_{\vartheta(0)}\right]$ measures in a sense the number of eigenfunctions along which the signal is captured and the equation $\operatorname{Tr}\left[A_{\vartheta(0)}\right]=N$ ensures that this number equals the number of datapoints $N$. This makes intuitive sense, if we receive information of dimension $N$ (in the form of the labels $Y$ ) then we can only capture information of the same dimension, i.e. we only capture the signal along roughly the $N$ largest eigenfunctions of $T_{K}$.
- The derivative $\partial_{\lambda} \vartheta(\lambda)$ plays the role of the variance term, which interestingly does not depend on the true function $f^{*}$. The derivative $\partial_{\lambda} \vartheta(\lambda)$ grows as $\lambda$ becomes smaller and may explode as $\lambda \searrow 0$. The optimal ridge $\lambda$ (and by extension the optimal time $T$ at which we stop training an infinitely wide DNN) is determined by a tradeoff, where decreasing $\lambda$ leads to capturing more signal but at the risk of an explosion of variance.

This result also shows that the functions that are easy to learn for KRR with a kernel $K$ are those whose signal decays rapidly along the eigenfunctions of the integral operator $T_{K}$, so that most of the signal is contained along the first eigenfunctions. The faster the decay, the faster the term $\left\|\left(I_{C}-A_{\vartheta(\lambda)}\right) f^{*}\right\|_{\pi}^{2}$ decays, leading to a smaller test error.

## Kernel Alignement Risk Estimator

In practice, it is difficult to use the approximation of the expected risk in terms of the SCT $\vartheta$ presented in the previous section to real data, since we have typically no information on the data distribution $\pi$, and we therefore cannot compute the integral operator $T_{K}$ nor the SCT $\vartheta$. It turns out that the risk can also be approximated by the Kernel Alignement Risk Estimator (KARE):

$$
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx \frac{\frac{1}{N}\left(Y^{\epsilon}\right)^{T}\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-2} Y^{\epsilon}}{\left(\frac{1}{N} \operatorname{Tr}\left[\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-1}\right]\right)^{2}}
$$

The KARE depends only on the training labels $Y^{\epsilon}$ and the kernel Gram matrix $K(X, X)$ of the training inputs: it can therefore be computed from the training data.

The KARE is motivated by the following three facts:


Figure 1.6.1: Comparison between the KRR risk and the KARE for various choices of normalized lengthscale $\ell / d$ and ridge $\lambda$ on the MNIST dataset (restricted to the digits 7 and 9 , labeled by 1 and -1 respectively, $N=2000$ ) and on the Higgs dataset (classes 'b' and 's', labeled by -1 and $1, N=1000)$ with the RBF Kernel $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|_{2}^{2} / \ell\right)$. KRR predictor risks, and KARE curves (shown as dashed lines, 5 samples) concentrate around their respective averages (solid lines).

1. The mean risk $\mathbb{E}_{X, E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$ and empirical risk $\mathbb{E}_{X, E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$ are related by the following formula $\mathbb{E}_{X, E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx \frac{\vartheta^{2}}{\lambda^{2}} \mathbb{E}_{X, E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$.
2. The empirical risk can be written as $\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\frac{\lambda^{2}}{N}\left(Y^{\epsilon}\right)^{T}\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-2} Y^{\epsilon}$.
3. The SCT $\vartheta(\lambda)$ can be approximated by $\square^{5} \frac{1}{\frac{1}{N} \operatorname{Tr}\left[\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-1}\right]}$.

Assuming that both the risk and the expected risk concentrate in their expectation for large $N$, we recover the KARE from the three above considerations.

The KARE suggest that we can have a small test error when the numerator is small and the denominator is large:

- The numerator $\frac{1}{N}\left(Y^{\epsilon}\right)^{T}\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-2} Y^{\epsilon}$ is small when $Y^{\epsilon}$ and $K(X, X)$ are 'aligned' in the sense that $K(X, X)$ is large along the direction of $Y^{\epsilon}$.
- The denominator is large when $K(X, X)$ is small.

We therefore want the kernel Gram matrix to be large along $Y^{\epsilon}$ and small along all the other directions. In the noiseless case $\epsilon=0$, the optimal choice of kernel would be the kernel $K^{*}(x, y)=$ $f^{*}(x) f^{*}(y)$ where $f^{*}$ is the true function, so that the Gram matrix is of the form $K(X, X)=$ $Y^{\epsilon}\left(Y^{\epsilon}\right)^{T}$. As $\lambda \searrow 0$ the numerator remains upper bounded while the denominator scales as $\lambda^{-2}$, so that the KARE is of order $\lambda^{2}$. Of course, such a choice of kernel would imply that one has knowledge of the true function $f^{*}$, which explains why one can reach zero test loss with only a finite number of datapoints.

In practice we do not know the true function $f^{*}$ but we might have some prior knowledge: for example we might expect the Fourier coefficients of the true function to decay rapidly, in which case it makes sense to choose a so-called translation-invariant kernel such as the so-called Radial Basis Function (RBF) kernel $K(x, y)=\exp \left(-\frac{\|x-y\|^{2}}{2 h^{2}}\right)$.

[^4]
## Convergence Speed and Generalization

The KARE also implies the existence of a tradeoff between convergence speed and generalization. As discussed in Section 1.5, the number of steps to reach a certain train error scales with the condition number $\kappa=\frac{\lambda_{\max }}{\lambda_{\text {min }}}$ of the kernel Gram matrix (where $\lambda_{\text {min }}$ and $\lambda_{\max }$ are the smallest and largest eigenvalues of the kernel Gram matrix $K(X, X))$ and the fastest convergence is when the kernel Gram matrix equals the identity (or a scaling thereof) with a condition number of 1.

In contrast, the KARE is lower bounded by

$$
\left(\frac{\lambda_{\min }}{\lambda_{\max }}\right)^{2} \frac{1}{N}\left\|Y^{\epsilon}\right\|^{2}=\kappa^{-2} \frac{1}{N}\left\|Y^{\epsilon}\right\|^{2}
$$

The term $\frac{1}{N}\left\|Y^{\epsilon}\right\|^{2}$ concentrates in $\|f\|_{\pi}^{2}+\epsilon^{2}$ for large $N$, which is the risk of the zero predictor $(\hat{f}(x)=0$ for all $x$ ), intuitively it represents the test error when nothing is learned. As a result, for the KARE (and by extension the test error) to go to zero, the conditioning $\kappa=\frac{\lambda_{\max }}{\lambda_{\text {min }}}$ must be very large.

Note however that a fast decay does not guarantee good generalization, it is only a necessary condition.

### 1.7 Spectral Bias of DNNs

The so-called spectral bias of DNNs, observed empirically in [175, 227, 226, denotes a tendency of DNNs to learn low frequencies faster than high frequencies.

In the infinite-width limit, this phenomenon is directly related to the spectrum of the NTK Gram matrix $\Theta_{\infty}^{(L)}(X, X)$. If $v \in \mathbb{R}^{N}$ is an eigenvector of $\Theta_{\infty}^{(L)}(X, X)$ with eigenvalue $d$, the error along $v$ will go to zero at a rate of $e^{-d t}$ (this follows from the dynamics described in Section 1.5), i.e. the larger the eigenvalue, the faster the network learns along $v$. What happens informally is that top eigenvectors of the NTK Gram matrix $\Theta_{\infty}^{(L)}(X, X)$ tends to be 'low frequency' or 'smoother' while the bottom eigenvectors are 'higher frequency' or 'rougher'.

For some data distributions and in the population limit $N \rightarrow \infty$, we can formalize these notions, since the eigendecomposition of the NTK Gram matrix then matches a classical spectral decomposition: the spherical harmonics.

Note that the eigenvalues of the $\Theta_{\infty}^{(L)}(X, X)$ are the same (up to a scaling) as those of the empirical integral operator $T_{\Theta_{\infty}^{(L)}}^{N}$ : if $v$ is an eigenvector of $\Theta_{\infty}^{(L)}(X, X)$ eigenvalue $d$, the function $\left.x \mapsto \Theta_{\infty}^{(L)}(x, X) \Theta_{\infty}^{(L)}(X, X)^{-1} v\right)$ is an eigenfunction of $T_{\Theta_{\infty}^{(L)}}^{N}$ with eigenvalue $\frac{d}{N}$. In the population limit, as $N \rightarrow \infty$, the empirical integral operator $T_{\Theta_{\infty}^{(L)}}^{N}$ converges to the integral operator $T_{\Theta_{\infty}^{(L)}}$ whose eigendecomposition can in some cases be easier to describe.

Consider the uniform distribution $\pi$ on the hyper-sphere $\mathbb{S}^{d_{i n}-1}$. Since the limiting NTK $\Theta_{\infty}^{(L)}$ is rotationally invariant (i.e. for any orthogonal transformation $\left.\Theta_{\infty}^{(L)}(O x, O y)=\Theta_{\infty}^{(L)}(x, y)\right)$ the eigenfunctions of $T_{\Theta_{\infty}^{(L)}}$ are the (hyper-) spherical harmonics. The spherical harmonics have a degree $k$ and all harmonics of the same degree have the same eigenvalue $\lambda_{k}$. The spherical harmonics generalize the notion of Fourier analysis from the plane to the sphere. The degree $k$ is a notion of frequency: the only spherical harmonics of degree 0 is the constant function and higher harmonics become more oscillating (harmonics of degree $k$ are homogeneous polynomials of degree $k$ ). In the 2D case $\left(d_{i n}=2\right)$ the link between spherical harmonics and Fourier analysis is direct: the
space of spherical harmonics of degree $k$ is spanned by the two functions $x \mapsto \cos (k \arg x)$ and $x \mapsto \sin (k \arg x)$ for any $x$ on the circle $\mathbb{S}^{1}$.

In this setting, the spectral bias of DNNs can be formalized as the fact that the eigenvalues $\lambda_{k}$ decrease for large degree $k$, which follows directly from the fact that the NTK is continuous. But our goal is to have a more precise description of how fast the eigenvalues decay (the 'strength' of the spectral bias) which has an impact on the convergence speed and generalization of DNNs, as discussed in the previous sections.

We will now study how hyper-parameters such as the non-linearity $\sigma$, the bias strength $\beta$ and the depth of the network affect the strength of the spectral bias. There are multiple settings where one might want to tune the strength of the spectral bias: in the classical regression setting, to choose the right tradeoff between convergence speed and generalization (as discussed at the end of the last section), but also in settings such as the training of Generative Adversarial Networks (in Section 1.7) or in topology optimization with DNNs (in Section 1.7.

This section follows the two papers [104, 52] whose original text can be found in Sections 5 and 6

## Order and Chaos for Large Depths

When the depth of the network $L$ becomes very large, two phases have been observed [173], determined by properties of the non-linearity $\sigma$ and the amount of bias ${ }^{6}$

Since we are studying DNNs with increasing depth $L$, we need to choose our non-linearity carefully to ensure that the activations of the output layer $\tilde{\alpha}^{(L)}(x)$ remain of order 1 . We restrict ourselves to inputs on the $\sqrt{d_{i n}}$-hypersphere $\sqrt{d_{i n}} \mathbb{S}^{d_{i n}-1}=\left\{x \in \mathbb{R}^{d_{i n}}:\|x\|=\sqrt{d_{i n}}\right\}$, and restrict ourselves to nonlinearities $\sigma$ of the form $\sigma(x)=\alpha \sigma_{0}(x)$ for some $\alpha>0$ and a standardized nonlinearity $\sigma_{0}$, i.e. $\sigma_{0}$ satisfies $\mathbb{E}_{z \sim \mathcal{N}(0,1)}\left[\sigma_{0}(z)^{2}\right]=1$ (taking the mean over a standard Gaussian variable $z$ ). For a given bias strength $0 \leq \beta \leq 1$ we need to choose $\alpha=\sqrt{1-\beta^{2}}$ so that $\Sigma_{\infty}^{(\ell)}(x, x)=1$ for all layers $\ell$ and any $x \in \sqrt{d_{i n}} \mathbb{S}^{d_{i n}-1}$ which ensures a constant infinite-width variance of the pre-activations $\tilde{\alpha}^{(\ell)}(x)$ for all layers $\ell$.

In this setting an ordered and a chaotic phase appear, determined by the characteristic value $r_{\sigma_{0}, \beta}=\mathbb{E}_{z \sim \mathcal{N}(0,1)}\left[\dot{\sigma}(x)^{2}\right]=\left(1-\beta^{2}\right) \mathbb{E}_{z \sim \mathcal{N}(0,1)}\left[\dot{\sigma}_{0}(x)^{2}\right]:$

- Order: If $r_{\sigma, \beta}<1$, the NNGP kernel $\Sigma_{\infty}^{(L)}$ converges to a constant kernel as $L \rightarrow \infty$, i.e. for all $x, y \in \sqrt{d_{i n}} \mathbb{S}^{d_{i n}-1}$

$$
\lim _{L \rightarrow \infty} \Sigma_{\infty}^{(L)}(x, y)=1
$$

and the limiting rescaled NTK $\hat{\Theta}_{\infty}^{(L)}(x, y)=\frac{\hat{\Theta}_{\infty}^{(L)}(x, y)}{\sqrt{\hat{\Theta}_{\infty}^{(L)}(x, x) \hat{\Theta}_{\infty}^{(L)}(y, y)}}$ also converges to a constant kernel

$$
\lim _{L \rightarrow \infty} \hat{\Theta}_{\infty}^{(L)}(x, y)=1
$$

[^5]


Figure 1.7.1: The NTK on the unit circle for four architectures with depth $L=5$ (left) and $L=25$ (right): vanilla ReLU network with $\beta=1.0$ (blue) and $\beta=0.1$ (orange), with a normalized ReLU / Layer norm (green) and with Batch Norm (red). Both networks have width 3000, but the deeper network is further from convergence, leading to more noise.

- Chaos: If $r_{\sigma, \beta}>1$ the NNGP kernel $\Sigma_{\infty}^{(L)}$ converges to the sum of a constant kernel and a Kronecker delta kernel, i.e. there is a value $0 \leq h<1$ such that for all $x, y$ (with $x \neq-y$ )

$$
\lim _{L \rightarrow \infty} \Sigma_{\infty}^{(L)}(x, y)= \begin{cases}1 & \text { if } x=y \\ h & \text { if } x \neq y\end{cases}
$$

and the rescaled NTK $\hat{\Theta}_{\infty}^{(L)}(x, y)$ converges to a Kronecker delta kernel:

$$
\lim _{L \rightarrow \infty} \hat{\Theta}_{\infty}^{(L)}(x, y)= \begin{cases}1 & \text { if } x=y \\ 0 & \text { if } x \neq y\end{cases}
$$

This phase transition was first observed before the introduction of the NTK, and only the effect on the NNGP kernel $\Sigma_{\infty}^{(\ell)}$ were proven at the time [173, 42, 231]. In 2019 we studied the effect of the order/chaos transition on the NTK kernel and other related questions (see Section 5 ) in a paper with Franck Gabriel, François Ged and Clément Hongler. A few similar analysis of the order/chaos transition for the NTK came out independently [86, 225, 96 .

Clearly, these two regimes have a significant effect on the decay of the eigenvalues of the limiting NTK and consequently on the strength of the spectral bias of DNNs:

- In the chaotic regime, the condition number $\kappa$ of the limiting NTK Gram matrix $\Theta_{\infty}^{(L)}(X, X)$ converges to 1 as the depth grows to infinity $L \rightarrow \infty$, in other words the spectral bias vanishes. In this regime, DNNs with very large depths $L$ can be trained very efficiently but cannot generalize.
- In contrast, in the ordered regime, the condition number $\kappa$ grows to infinity as $L \rightarrow \infty$. In other terms the spectral bias becomes stronger with the depth. The training time blows up, but generalization is still possible (though it is of course not guaranteed).

This suggests that for very large depths, it is crucial to choose a non-linearity $\sigma$ and bias strength $\beta$ with a characteristic value $r_{\sigma, \beta}$ of 1 , as this is the only regime where a reasonable balance between convergence speed and generalization can be achieved.

However, for networks that are not as deep, a wider range of characteristic values around 1 is viable. In such settings, the characteristic value can be thought of as an indicator of the strength of the spectral bias (a large characteristic value indicating a weak spectral bias and vice-versa), and one can tune the strength of the spectral bias through the characteristic value $r_{\sigma, \beta}$.

The spectral bias can always be strengthened by increasing the bias strength $\beta$ (hence reducing the characteristic value $r_{\sigma, \beta}$ ) but for some non-linearities even removing completely the bias $(\beta=0)$ still leads to a characteristic value $r_{\sigma, \beta}$ smaller or equal to 1 - for example for the standardized $\operatorname{ReLU} \sigma_{0}(x)=\frac{1}{\sqrt{2}} \max \{0, x\}$ the characteristic value without bias is $r_{\sigma_{0}, \beta=0}=1$. It might therefore be useful to find techniques to increase the characteristic value (and reduce the spectral bias).

## The Chaotic Effect of Layer Normalization

It seems that various normalization techniques have such a chaotic effect, i.e. they increase the characteristic value $r_{\sigma_{0}, \beta}$. Let us first consider layer normalization in which the definition of the activation $\alpha_{k}^{(\ell)}(x)$ of the $k$-th neuron in the $\ell$-th layer is changed to

$$
\alpha_{k}^{(\ell)}(x)=\frac{\sigma\left(\tilde{\alpha}^{(\ell)}(x)\right)-m^{(\ell)}(x)}{d^{(\ell)}(x)}
$$

for the mean $m^{(\ell)}(x)=\frac{1}{n_{\ell}} \sum_{k=1}^{n_{\ell}} \sigma\left(\tilde{\alpha}_{k}^{(\ell)}(x)\right)$ and standard deviation

$$
d^{(\ell)}(x)=\sqrt{\frac{1}{n_{\ell}} \sum_{k=1}^{n_{\ell}}\left(\sigma\left(\tilde{\alpha}_{k}^{(\ell)}(x)\right)-m^{(\ell)}(x)\right)^{2}}
$$

of the activations $\sigma\left(\tilde{\alpha}^{(\ell)}(x)\right)$ of the layer.
We show that in the infinite-width limit, layer normalization is equivalent to non-linearity normalization, in which the non-linearity $\sigma_{0}$ is translated and scaled to have zero mean and unit variance when evaluated on a standard Gaussian variable $z$, i.e. $\sigma_{0}$ is replaced by the normalized non-linearity $\bar{\sigma}_{0}$ defined as

$$
\bar{\sigma}_{0}(x)=\frac{\sigma_{0}(x)-\mathbb{E}_{z \sim \mathcal{N}(0,1)}\left[\sigma_{0}(z)\right]}{\sqrt{\operatorname{Var}_{z \sim \mathcal{N}(0,1)}\left(\sigma_{0}(z)\right)}}
$$

We then show that the normalized non-linearity $\bar{\sigma}_{0}$ has always a larger characteristic value than the original one $r_{\bar{\sigma}_{0}, \beta} \geq r_{\sigma_{0}, \beta}$ and that in the absence of bias $(\beta=0)$ a normalized non-linearity always lies in the chaotic regime $r_{\bar{\sigma}_{0}, \beta=0}>1$, as long as the non-linearity $\sigma_{0}$ is not linear. This reveals the chaotic effect of layer normalization.

In practice, it is much more common to use batch normalization instead of layer normalization. While batch normalization is much more difficult to study theoretically, we show that if one applies batch normalization after the last non-linearity, it has the effect of upper bounding the eigenvalue corresponding to the 0 -th order spherical harmonic (the constant function) which typically dominates. This suggests that batch normalization has a similar chaotic effect (as supported by Figure 1.7.1, reducing the spectral bias of DNNs. For more details, see Section 5 .

## Generative Adversarial Networks

Generative Adversarial Networks (GANs) [78] are generative models: given a set $X$ of datapoints (for example images of human faces or handwritten digits) GANs are trained to learn to sample new datapoints $x$ which resemble the training dataset $X$. GANs are made up of two DNNs competing against each other:

- The Generator $G_{\theta}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{d_{i n}}$ with parameters $\theta:$ the generated datapoints $x$ are sampled as $x=G_{\theta}(z)$ where $z$ is a random $k$-dim vector with i.i.d. standard Gaussian entries $\mathcal{N}(0,1)$. By tuning the parameters $\theta$, the distribution of $x$ can be learned.
- The Discriminator $D_{\phi}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ with parameters $\phi$ : during training, the discriminator receives a batch of real datapoints $X$ and of generated data $\tilde{X}=G_{\theta}(Z)$ and learns to classify real from generated data. Simultaneously, the generator learns to 'fool' the discriminator, to make the generated data undistinguishable from the real data.

The two player game aspect of GANs makes training very unstable and GANs are notoriously hard to train [27, 174, 191]. A technique that helps a lot for training GANs is batch normalization [223]. While batch normalization is known to speed up training in more traditional DNN training, in GANs the absence of batch normalization often makes training almost impossible. In [104 (see Section (5) we propose an explanation for the importance of normalization in GANs: normalization moves the network outside of the ordered regime, which is characterized by problems of so-called mode collapse and checkerboard artifacts.

## Mode Collapse

The most common failure state in GANs is the so-called mode collapse, where the generator becomes constant or almost constant, hence collapsing the generated distribution to a Dirac mass or a very concentrated distribution. Once such a state is reached, it is difficult to 'uncollapse' the generator. Therefore, we want to understand why the generator has a natural tendency to converge to a constant function and how to avoid this issue.

There is an obvious link between the ordered regime and mode collapse: in the ordered regime, the NNGP kernel and the NTK of a very deep and wide generator $G_{\theta}$ are almost constant, which implies that the generator will be almost constant at initialization and move along constant directions during training. More precisely, the NTK matrix will have $d_{i n}$ dominating eigenvalues whose eigenvectors roughly span the $d_{i n}$ space of constant functions from $\mathbb{R}^{k}$ to $\mathbb{R}^{d_{i n}}$.

This suggests the following explanation for the importance of normalization in the generator: the typical choice of non-linearity (the ReLU) lies in the ordered regime when $\beta>0$, and even in the absence of bias $\beta=0$ we observe a dominating constant mode 104 (see Section 5). We therefore need normalization to move to the chaotic regime to weaken the bias towards constant functions and avoid mode collapse.

## Checkerboard Artifacts

GANs are typically trained to generate images, in which case the generator is a so-called deconvolutional network, in which the neurons of each layer have a spatial structure, i.e. they are indexed by an $x$ coordinate, a $y$ coordinate, and a channel $k$. The neurons of two consecutive layer are connected in a convolutional manner, according to their coordinates, and with a stride $s$ which


Figure 1.7.2: The left column represents the first 8 eigenvectors of the NTK Gram matrix of a DC-NN ( $\mathrm{L}=3$ ) on 4 inputs (as well as some other architecture changes, see Section 5 for more details). The right column represents the results of a GAN on CelebA. Each line correspond to a choice of nonlinearity/normalization for the generator: (top) ReLU, (middle) normalized ReLU and (bottom) ReLU with Batch Normalization.
allows to multiply by $s$ the height and width of the spatial field at every layer to generate large images. In this setting the infinite-width limit corresponds to letting the number of channels grow to infinity.

When GANs are trained with such a generator, it is common to observe checkerboard artifacts, which are small patterns in the image which repeat every $s$ pixels (or every $s^{m}$ pixels for some integer $m$ ). These checkerboard patterns are especially visible in the image generated after mode collapse (see Figure 1.7 .2 top right).

In [104] (Section 5), we study the large depth behaviour of the NTK of infinitely wide deconvolutional network. We observe the same order/chaos transition: while the chaotic regime remains mostly the same, in the ordered regime we observe a natural tendency for checkerboard artifacts. More precisely, we observe that in the infinite depth and width limit, the dominating eigenfunctions $f^{(k)}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{d_{i n}}$ of the NTK are constant in their inputs (as for the fully-connected case), but instead of all constant eigenfunctions having the same eigenvalue, they are ordered in a specific manner.

These constant functions $f^{(k)}(x)=y$ are determined by the image $y \in \mathbb{R}^{w \times h}$ that they generate (for grayscale images $d_{i n}=w h$ where $w$ and $h$ are the width and height of the image). The


Figure 1.7.3: Left: empirical NTK of FCNNs with both embedding (a.1, a.2, see Section 6.4 for details) or without embedding (a. 3 with ReLu, a. 4 with tanh). Right: Corresponding shape obtained after training. Note that methods without spatial invariance particularly struggles with this symmetric load case (b.3, b.4) while both "embedded methods" respect the symmetry (b.1, b.2). We also observed that training with non-embedded methods is very unstable
dominating eigenfunction generates a constant image (which can be understood as a checkerboard pattern that repeat every $s^{0}=1$ pixels), followed by eigenfunctions whose output image $y$ has a checkerboard pattern repeating every $s$ pixels, followed by checkerboard patterns that repeat every $s^{2}$ pixels and so on and so forth.

This order of the eigenfunctions is visible in the top line of Figure 1.7.2 where the first 8 eigenfunctions on 4 inputs are plotted with a stride of $s=2$, the largest eigenfunction is constant, the following 3 feature checkerboard patterns that repeat every 2 pixels and the following 4 feature checkerboard patterns that repeat every 4 pixels.

Here again these checkerboard artifacts can be avoided in the chaotic regime, hence further supporting the importance of normalization.

## DNN-based Topology Optimization

Topology optimization tackles tasks such as finding the optimal shape of a bridge to be as sturdy as possible with the minimal amount of material. The underlying principle is that given a 2 D or 3D object shape (represented by a 'shape image', a 2D or 3D array that indicate the presence of material at every pixel) and a set of forces acting on the object, the stability of the object under these forces can be computed. Since this computation is differentiable, it is possible to maximize the stability of the shape with gradient ascent on the 2D or 3D image. This is called the Solid Isotropic Material Penalisation (SIMP) method [21, 149].


Figure 1.7.4: Shape obtained for different values of $\widehat{R}_{1 / 2}$ with a Gaussian embedding for different values of $\ell \in\{0.5,1,1.4,2\}$.


Figure 1.7.5: Colormap of $\widehat{R}_{1 / 2}$ in the $(\beta, \omega)$ plane, torus embedding. Level lines and shapes obtained for different radius are represented.

However, this optimization commonly leads to checkerboard artifacts in the optimized shape, where the program appears to consider pixels connected diagonally to be stable. A common solution to this problem is to apply a low-pass filter to the shape image before computing stability, but this technique has the drawback of leading to blurry shapes.

It was later observed that one can avoid both checkerboard artifacts and blurriness by using a DNN to represent the shape [207, 31]. The DNN takes as inputs the 2D or 3D coordinates of the pixel and outputs a value between 0 and 1 (by applying the sigmoid function to the outputs of the network) representing the presence of material.

## NTK Analysis

If the network used to represent the shape is infinitely wide, the reason why DNNs avoid checkerboard patterns is quite simple: the NTK implicitly plays the role of a filter. In addition to this, the application of the sigmoid function to the outputs of the network avoids the blurriness.

However this analysis also reveals a problem: the NTK is invariant under rotations but not translations, as can be seen in Figure 1.7 .3 (a.3 and a.4). This breaks the symmetry of topology optimization, where translating the force constraints should lead to a translation of the resulting optimal shape, but the lack of translation invariance of the NTK leads to this property not being respected as can be seen in Figure 1.7 .3 (b.3 and b.4). We propose two solutions that lead to an (approximately) translation- and rotation-invariant NTK.

The idea behind both techniques is to first map the input coordinates $(x, y, z)$ to a larger space $\mathbb{R}^{d_{i n}}$ with a map $\phi: \mathbb{R}^{3} \rightarrow \mathbb{R}^{d_{i n}}$ such that the scalar product $\phi(x, y, z)^{T} \phi\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ only depends on
the Euclidean distance between $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. Since the limiting NTK $\Theta_{\infty}^{(L)}(u, v)$ depends only on the norm of $u$ and $v$ and their scalar product $u^{T} v$, we have that $\Theta_{\infty}^{(L)}\left(\phi(x, y, z), \phi\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)$ is translation and rotation invariant (since it only depends on the Euclidean distance between $(x, y, z)$ and $\left.\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)$.

We however show that any non-constant function $\phi$ which satisfies this property must have an infinite-dimensional image $\left(d_{i n}=\infty\right)$. We instead propose two maps with finite-dimensional image that approximately satisfy this property:

- Hypertorus embedding: The first map sends the coordinate $x, y, z$ to pairs $(\sin (\delta x), \cos (\delta x))$, $(\sin (\delta y), \cos (\delta y))$ and respectively $(\sin (\delta z), \cos (\delta z))$ for some $\delta>0$. With this map the NTK becomes translation-invariant but loses its rotation-invariance, however we argue that translation-invariance plays a more important role than rotation-invariance (see Section 6).
- Gaussian embedding: The second map uses so-called random Fourier features, the coordinates $(x, y, z)$ are mapped to the $d_{i n}$-dimensional vector $\phi(x, y, z)$ with entries

$$
\phi_{k}(x, y, z)=\frac{1}{\sqrt{d_{i n}}} \sin \left(\frac{a_{k} x+b_{k} y+c_{k} z}{\ell}+\frac{\pi}{4}\right)
$$

for some i.i.d. standard Gaussian scalars $a_{k}, b_{k}, c_{k}$ and the so-called lengthscale $\ell>0$. In the limit $d_{i n} \rightarrow \infty$ the NTK becomes translation- and rotation-invariant and for finite $d_{i n}$ it is only approximately so.
With these embeddings, the NTK $\Theta_{\infty}^{(L)}\left(\phi(x, y, z), \phi\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right)$ only depends on the Euclidean distance between the coordinates (up to a small error), much like a traditional low-pass filter. We can therefore define the filter radius $\hat{R}_{1 / 2}$ of the NTK as the smallest distance $d$ such that the value of the NTK at two coordinates at a distance $d$ from one other is half the value the NTK at its center (evaluated at the same coordinate twice). This filter radius is directly related to the strength of the spectral bias of the NTK, and it has a strong impact on the convergence speed of topology optimization and on the final optimized shape. The filter radius can be tuned using the scalar $\delta$ for the hypertorus embedding and the lengthscale $\ell$ for the Gaussian embedding to obtain a range of shapes with different levels of detail, as shown in Figures 1.7.4 and 1.7.5.

Remark 1.3. There are many other settings where DNNs are used to represent images and the same problem of translation invariance and tuning of the spectral bias appear [155, 214]. The analysis that we did for topology optimization, as well as the solutions we proposed would also apply to these other settings.

### 1.8 Finite-width Analysis

The results presented up to this point have mostly focused on infinitely wide DNNs, giving a thorough description of their convergence and generalization properties. It is now natural to ask how close finite-width networks are to their infinite-width counterparts?

## Double-Descent Curve

When one plots the train and test error as a function of the width of the network $w$ (or as a function of the number of parameters $P$ which scales with the width), a surprising phenomenon is observed [18, 69] (see Figure 1.8.1 for an example with MNIST):


Figure 1.8.1: (A) Empirical test error v.s. number of parameters: average curve (blue, averaged over 20 runs); early stopping (green); ensemble average $\bar{f}_{N}^{n}$ (orange) over $n=20$ independent runs. In all the simulations we used fully-connected networks with depth $L=5$ and input dimension $d=10$, trained for $t=2 \cdot 10^{6}$ epochs to classify $P=10 k$ MNIST images depending on their parity, using their first 10 PCA components, and the test set includes 50 K images (the plots are taken from the original paper where the number of parameters is denoted by $N$ and the number of datapoints by $P)$. The vertical dashed line corresponds to the interpolation threshold: at that point the test error peaks. Ensemble averaging leads to an essentially constant behavior when $N$ becomes larger than $N^{*}$.

- When it comes to the training loss, a clear transition can be observed: from an underparameterized regime for small widths, where the number of parameters is too small to fit the data and to achieve a zero training loss, to an over-parameterized regime for large widths, where the training loss is zero. We call the smallest number of parameters where gradient descent reaches a zero training loss the interpolation threshold. For regression tasks (e.g. the MSE loss) the interpolation threshold happens when the number of parameters $P$ equals the number of datapoints $N$, however for classification tasks (e.g. the cross-entropy loss or hinge loss), this transition can happen significantly earlier 69].
- The test error on the other hand has a surprisingly non-monotonous behavior. From the traditional point of view of the bias-variance tradeoff, one would expect the test error curve to have a U-shape with the optimal width striking a balance between the bias and variance terms. We do observe such a U-shape, but only in the under-parameterized regime. At the interpolation threshold, the test error explodes and then starts to go down again as we move further in the over-parameterized regime. As the width goes to infinity, the test loss converges to some finite value which appears in some cases to be optimal (as in Figure 1.8.1).
- The explosion of the test error can be avoided with early stopping: at the ideal stopping
time (stopping at the time $t$ where the test error is at its lowest) the test error decreases monotonically with the width $w$.

The NTK analysis explains why the test error converges to a finite value as $w \rightarrow \infty$, but it does not explain why in the over-parameterized regime the test error decreases as the width increases nor the explosion of the test loss at the interpolation threshold.

## Effect of Ensembling

A similar double-descent curve has been observed in many different models such as random forests and random features [18]. Interestingly, all of these models are random models, in the sense that given a fixed training set $\left\{\left(x_{i}, y_{i}\right), i=1, \ldots, N\right\}$ the final estimator (the final network function $f_{\theta(T)}$ for DNNs) is random.

This observation suggests that there might be a relation between the randomness of the network function $f_{\theta}$ w.r.t. the sampling of the parameters and the double descent curve. We studied this relationship in the paper [67] presented in Section 7.

We used ensembling to average out the randomness due to the sampling of the parameters: ensembling consists in training $K$ network with i.i.d. initializations $\theta^{1}(0), \ldots, \theta^{K}(0)$ on the same dataset and averaging their outputs $f_{t}^{e n s}(x)=\frac{1}{K} \sum_{k=1}^{K} f_{\theta^{k}(t)}(x)$. A $K$-fold ensembling allows one to reduce the variance of the network function by $K$.

As shown in Figure 1.8.1, we observed that the double descent curve disappears after ensembling. This implies that the explosion of the test loss at the interpolation threshold is due to an explosion in the variance of the network function. Furthermore, we observe that right after the interpolation threshold it is possible to attain the same test error as an infinitely-wide network after ensembling.

## NTK Regime

Our strategy to explain the above observations mathematically is to extend the NTK analysis of infinite-width networks to finite-width ones. As mentioned in Section 1.5, the standard deviation of the NTK at initialization is of order $w^{-\frac{1}{2}}$ while the rate of change of the NTK during training is of order $w^{-1}$. This suggests that for large but finite-width there is a regime where the change of the NTK in time is negligible but its randomness at initialization is not, which we call the NTK regime (also called the lazy regime [34] or kernel regime).

Understanding the extent of this NTK regime is still an area of active research. At the moment however, we will study the double descent under the assumption that the network is in the NTK regime, i.e. we will assume that the NTK is random but fixed in time. The double descent phenomenon is well suited to this type of analysis since our numerical experiments suggest that it is related to the randomness of the network function, suggesting that the randomness of the NTK is more important than its time evolution.
Remark 1.4. There are regimes outside the NTK regime where the NTK is not constant, as described in Section 1.9, resulting in a different behavior to the one described in this section. For example, the mathematical analysis in this section implies that the test loss is always optimal in the infinitewidth limit (which matches our experiments on MNIST in Figure 1.8.1 as well as those of others [18, 69] also on MNIST), however it has been observed empirically on CIFAR-10 that there are finite-width networks that have a smaller test loss than that of an infinite-width network 6]. We cannot fully explain this difference yet, but it seems that the choice of dataset plays a key role.

## Random Feature Models

As mentioned above, the double-descent curve can also be observed in Random Features (RF) models [176. In the most general interpretation, a RF model is a linear model $F(\theta)=\frac{1}{\sqrt{P}} \sum_{p=1}^{P} \theta_{p} f_{p}$ whose features $f_{p}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}^{d_{\text {out }}}$ are random functions. With this interpretation, the tangent linear model $T_{\theta(0)} F^{(L)}(\theta)$ (see Section 1.4) of a DNN at initialization is a RF model, with features $f_{p}(x)=\partial_{\theta_{p}} f_{\theta(0)}(x)$.

We will now describe the double-descent curve theoretically for Gaussian RF models, where the random features $f_{p}: \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$ (for simplicity, we assume $d_{o u t}=1$ ) are sampled as i.i.d. Gaussian processes with a fixed covariance kernel $K: \mathbb{R}^{d_{i n}} \times \mathbb{R}^{d_{i n}} \rightarrow \mathbb{R}$. As we will see, this model has the advantage of simplifying the theoretical analysis while keeping all of the interesting features of the double descent curve. These results were published in a paper [102] reproduced in full in Section 8

Training a RF model corresponds to doing kernel gradient descent with a random kernel $\tilde{K}(x, y)=\frac{1}{P} \sum_{p=1}^{P} f_{p}(x) f_{p}(y)$. On the MSE cost with inputs $X$ and outputs $Y$, the network function at a time $t$ can be approximated by the kernel ridge regression estimator

$$
\hat{f}_{\lambda, P}^{R F}(x)=\frac{1}{N} \tilde{K}(x, X)\left(\frac{1}{N} \tilde{K}(X, X)+\lambda I_{N}\right)^{-1} Y
$$

for $\lambda=\frac{1}{2 t}$ (this follows from the same argument as in Section 1.5).
Since as the number of features $P$ grows to infinity the random kernel $\tilde{K}$ converges to the fixed kernel $K$, we know that the RF predictor $\hat{f}_{\lambda, P}^{R F}(x)$ concentrates as $P \rightarrow \infty$ around the kernel predictor

$$
\hat{f}_{\lambda}^{K}(x)=\frac{1}{N} K(x, X)\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-1} Y
$$

Our goal is to study the distribution of the RF predictor $\hat{f}_{\lambda, P}^{K}$ for finite but large $P$, in particular its expectation and variance, to describe the expected test error.
Remark 1.5. For DNNs in the NTK regime, the random kernel $\tilde{K}$ is the finite-width NTK $\Theta^{(L)}$ while the kernel $K$ is the limiting NTK $\Theta_{\infty}^{(L)}$. While in both cases we have a random kernel approximating a deterministic kernel, there is an important distinction. In contrast to the features of a Gaussian RF model which are all independent, the features of the NTK $\partial_{\theta_{p}} f_{\theta(0)}$ are not independent. This leads to a different rate of convergence of the random kernel to its deterministic limit for deep networks. While for Gaussian RF the error $\tilde{K}-K$ is of order $O\left(P^{-\frac{1}{2}}\right)$ for deep networks $(L>2)$ the error $\Theta^{(L)}-\Theta_{\infty}^{(L)}$ is of order $P^{-\frac{1}{4}}$ (since the error $\Theta^{(L)}-\Theta_{\infty}^{(L)}$ is $w^{-\frac{1}{2}}$ and $P$ is of order $w^{2}$ when $L>2$ ). This has an effect on the rate at which the test error of finite-width networks converges to the test error of infinite-width networks, as discussed in 67 (see Section 7).

## Implicit Regularization of Random Feature Models

The analysis of the mean RF predictor reveals an implicit regularization, in the sense that the mean RF predictor $\mathbb{E}\left[\hat{f}_{\lambda, P}^{R F}\right]$ with ridge $\lambda$ is clos $\epsilon^{7}$ to the kernel predictor $\hat{f}_{\tilde{\lambda}}^{K}$ with an effective ridge $\tilde{\lambda}$
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Figure 1.8.2: Comparison of the test errors of the average $\lambda-R F$ predictor and the $\tilde{\lambda}-K R R$ predictor. We train the RF predictors on $N=100$ MNIST data points where $K$ is the RBF kernel, i.e. $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|^{2} / \ell\right)$. We approximate the average $\lambda$-RF on 100 random test points for various ridges $\lambda$. In (a), given $\underset{\sim}{\gamma}$ and $\lambda$, the effective ridge $\tilde{\lambda}$ is computed numerically using 8.4.2. In (b), the test errors of the $\tilde{\lambda}$-KRR predictor (blue lines) and the empirical average of the $\lambda$-RF predictor (red dots) agree perfectly.
which is the unique positive solution of the equation

$$
\tilde{\lambda}=\lambda+\frac{\tilde{\lambda}}{P} \operatorname{Tr}\left[\frac{1}{N} K(X, X)\left(\frac{1}{N} K(X, X)+\tilde{\lambda} I_{N}\right)^{-1}\right]
$$

The fact that the effective ridge is larger than the original ridge $\tilde{\lambda} \geq \lambda$ implies that the use of random features has an implicit regularization effect, increasing the ridge parameter.

Moreover in the over-parametrized $P \geq N$ and ridgeless $\lambda \searrow 0$ setting, one can show with a simple argument that $\mathbb{E}\left[\hat{f}_{\lambda}^{R F}{ }_{\wedge, P}\right]=\hat{f}_{\lambda \searrow 0}^{K}$. This is in line with the empirical observation made in [67] that in the overparametrized regime, the test loss at the end of training is almost constant after ensembling.
Remark 1.6. There is a direct correspondence between the effective ridge $\tilde{\lambda}$ and the Signal Capture Threshold $\vartheta$ from Section 1.6 Both theoretical analyses rely on the same tools from Random Matrix Theory.

## Variance Explosion

For non-zero ridge $\lambda>0$, we can obtain some bounds over the variance of the predictor directly:

$$
\operatorname{Var}\left(\hat{f}_{\lambda, P}^{R F}(x)\right) \leq \frac{c\|Y\|^{2}}{P N^{2} \lambda^{2}}
$$

where the constant $c$ depends only on the kernel $K$ the input data $X$ and the point $x$ (see Appendix A. 1 for a derivation of the bound and an explicit formula for $c$ ).


Figure 1.8.3: Average test error of the ridgeless vs. ridge $\lambda$ - $R F$ predictors. In (a), the average test errors of the ridgeless and the ridge RF predictors (solid lines) and the effect of ensembling (dashed lines) for $N=100$ MNIST data points. In (b), the variance of the RF predictors and in (c), the evolution of $\partial_{\lambda} \tilde{\lambda}$ in the ridgeless and ridge cases. The experimental setup is the same as in Figure 1.8.2.

If we fix the number of datapoints $N$, this bound illustrates how increasing the ridge helps avoid an explosion of variance. This is also in agreement with the observation that early stopping avoids the explosion of variance, since early stopping at a time $t$ is similar to taking a ridge of $\lambda=1 / 2 t$.

If we instead fix a positive ridge $\lambda>0$ and increase $P$, we see that the variance goes to zero at a rate of $P^{-1}$. However as noted in Remark 1.5, for DNNs the non-independence leads to a variance of order $P^{-\frac{1}{2}}$ instead, as observed empirically in 67] (see Section 7). Note also that for DNNs there is an extra source of variance, the randomness of the network function at initialization, and this variance does not vanish in the infinite-width limit, though it seems to be very small in Figure 1.8.1, where the difference of the test before and after ensembling seems to almost vanish as the width grows.

Our goal was to describe the explosion of variance at the interpolation threshold, but due to a number of technical issues, we were not able to precisely describe the covariance of the RF predictor, especially not in the ridgeless case $\lambda \searrow 0$. Nevertheless, our theoretical analysis suggests that the variance of the RF predictor scales with the derivative of the effective ridg $\underbrace{8} \partial_{\lambda} \tilde{\lambda}$. This derivative explodes when $P=N$ and $\lambda \searrow 0$, which is exactly the location of the explosion of variance in the numerical experiments. A more detailed discussion of the variance of the RF predictor can be found in Section 8.5.

These theoretical results suggest that at least in the NTK regime, finite-width networks are very similar to their infinite-width counterparts in expectation (up to a slight increase in the ridge from $\lambda$ to $\tilde{\lambda}(\lambda)$, which would correspond to a slight change of training time from $1 / 2 \lambda$ to $1 / 2 \tilde{\lambda}(\lambda))$. The change in test error between finite and infinite-width networks is mostly due to the variance, which has a complex behavior: it explodes at the ridgeless interpolation threshold ( $N=P$ and $\lambda \searrow 0)$, but this explosion of variance can be avoided with either ensembling, early stopping, or by increasing the width.

[^7]
### 1.9 Regimes of Training

The results presented up to this point have all been in the so-called NTK regime (see Section 1.8) where the rate of change of the NTK is negligible (so that we can assume it to be constant). But there exists another regime where the rate of change of the NTK has a significant impact on the training dynamics and the network function that is learned. While this regime is commonly called the active regime (also feature-learning regime or rich regime) there are actually multiple active regimes, each corresponding to different ways to leave the NTK regime with distinct training dynamics.

Let us remind that the proof of convergence of the NTK to a constant kernel relies on the fact that the parameters of the network move very little for large widths, which implies that there is a global minimum close to the parameters at initialization $\theta(0)$ that gradient flow converges to (see Theorem 1.2). There are a number of settings where the rate of change of the parameters is not small:

1. With a cost such as cross-entropy, which decays towards infinity, there is no finite global minimum. As a result, training never stops and the length of the training path is infinite and the NTK remains approximately constant only up to a time $T$ (which increases with the width $w$ of the network) after that, the change in time of the NTK is significant. For more details, see [36, 80, 81, 156, 209, 235].
2. Increasing the number of training points $N$ at the same time as the width $w$ can lead to an active regime since the parameters need to move more to fit the data. This setting is less studied, but it could explain why the test loss curve can be non-monotonically decreasing in the over-parameterized regime on CIFAR-10 [6] as explained in Section 1.8 .
3. Adding $L_{2}$ regularization to the loss of $\operatorname{DNNs} \mathcal{L}_{\lambda}(\theta)=C\left(f_{\theta}\right)+\lambda\|\theta\|^{2}$ completely changes the critical points of the loss surface. In particular there might not be any closeby global minimum, leading to active dynamics (see [80, 81, 41] for linear networks and [10, 194, 166] for shallow non-linear networks).
4. There is a ball around the origin in parameter space $\mathbb{R}^{P}$ with no global minimum, since the network must represent a non-zero function to fit the data. If one initializes the parameters with a small variance, then the parameters at initialization will lie with high probability inside this ball, far away from any global minimum, hence leading to another active regime, which we will discuss in the rest of this section: we will see that changing how the variance of the parameters at initialization scales with the width, one can reach three regimes: the NTK regime, a critical regime, and a saddle-to-saddle regime. The critical regime is related to the Mean-Field limit studied in [35, 183 ] or Maximal Update parametrization from [229].

Active regimes have also been observed for large learning rates [134, or if one lets the width and depth of the network grow at the same time [84].

In general these active regimes are much less understood than the NTK regime, especially in the deep case. While all of these active regimes have very distinct dynamics, they are almost all related to some notion of sparsity. This is especially visible for linear networks, i.e. networks with no non-linearity $\sigma$ (or equivalently with $\sigma(x)=x$ ); which can only represent linear functions. It has been observed in different settings that the linear maps learned by linear network feature some form of low-rank bias [5, [74, 81, 135, 209, 235, 195, 196]. It remains a challenge to generalize these
results to the non-linear case, mostly because the underlying proofs often rely on some tricks that only apply to linear networks.

The rest of this section summarizes the results of the paper [107] written with François Ged, Berfin Şimşek, Clément Hongler and Franck Gabriel, which studies the training dynamics of linear networks for different scales of initialization of the parameters. The original paper can be found in Section 9

## Linear Networks

A Deep Linear Network (DLNs) is a model for linear maps from $\mathbb{R}^{d_{\text {in }}}$ to $\mathbb{R}^{d_{\text {out }}}$. The $d_{\text {in }} \times d_{\text {out }}$ network matrix $A_{\theta}$ which defines the linear map takes the form of a matrix product of $L$ matrices

$$
A_{\theta}=W_{L} \cdots W_{1}
$$

where $W_{\ell}$ is a $n_{\ell} \times n_{\ell-1}$ dimensional matrix.
Remark 1.7. Note the absence of the $\frac{1}{\sqrt{n_{\ell}}}$ factors in the definition of the network matrix. If we were to take the definition of DNNs from Section 1.3 and remove the non-linearity and the bias, we would instead have the definition

$$
A_{\theta}^{N T K}=\frac{1}{\sqrt{n_{0} \cdots n_{L-1}}} W_{L} \cdots W_{1}
$$

The parametrization from in Section 1.3 (with the $\frac{1}{\sqrt{n_{\ell}}}$ factors) is called the NTK parameterization; it is best suited when one studies the NTK regime. We call the parameterization presented in this section (without the $\frac{1}{\sqrt{n_{\ell}}}$ factors) the standard parameterization, as it is the most common one.

Note that the two parametrizations are equivalent up to a scaling of the parameters and the learning rate: if $t \mapsto \theta(t)$ is a gradient flow path for the standard parameterization, then $t \mapsto\left(n_{0} \cdots n_{L-1}\right)^{\frac{1}{2 L}} \theta\left(\left(n_{0} \cdots n_{L-1}\right)^{-\frac{L+1}{2 L}} t\right)$ is a gradient flow path for the NTK parameterization. Studying one or the other parameterization is therefore purely a matter of convenience, and we obtain nicer scaling factors with the standard parameterization in the active regime. Informally, it seems that the NTK parametrization is best suited to study the NTK regime while the standard parametrization is best suited for active regimes.

## Symmetries of Deep Linear Networks

Two types of symmetries of DLNs will play an important role in our analysis:
Rotations: We already mentioned how in DNNs one can permute neurons without changing the outputs of the network. For DLNs this can be extended to any orthogonal transformation of the hidden layers. We define a rotation $R=\left(O_{1}, \ldots, O_{L-1}\right)$ of a DLN where $O_{\ell}$ is a $n_{\ell} \times n_{\ell}$ orthogonal transformation. A rotation can be applied to a vector of parameter $\theta=\left(W_{1}, \ldots, W_{L}\right)$, yielding a new set of parameters

$$
R \theta=\left(O_{1} W_{1}, O_{2} W_{2} O_{1}^{T} \ldots, W_{L} O_{L-1}^{T}\right)
$$

Rotations preserve the network matrix ( $A_{R \theta}=A_{\theta}$ for any parameter $\theta$ ) and as well as gradient flow (if $\theta(t)$ is a gradient flow path, then so is $R \theta(t)$ ).

Inclusions: A network of width $w$ can be included into a network into a wider network of width $w^{\prime}$ by adding zero connections everywhere. More precisely, given parameters $\theta=\left(W_{1}, \ldots, W_{L}\right)$ of a network of width $w$, the inclusion $I^{\left(w \rightarrow w^{\prime}\right)} \theta$ of $\theta$ into a network of width $w^{\prime}$ is defined as $I^{\left(w \rightarrow w^{\prime}\right)}=\left(W_{1}, \ldots, W_{L}\right)$ with

$$
V_{1}=\binom{W_{1}}{0}, V_{\ell}=\left(\begin{array}{cc}
W_{\ell} & 0 \\
0 & 0
\end{array}\right), V_{L}=\left(\begin{array}{cc}
W_{L} & 0
\end{array}\right)
$$

Again inclusions preserve the network matrix as well as gradient flow.

## Matrix Completion

In practice, DLNs are commonly used for Matrix Completion (MC) where a $d_{\text {out }} \times d_{\text {in }}$ matrix $A^{*}$ is reconstructed from a subset of its entries $A_{i_{1} j_{1}}^{*}, \ldots, A_{i_{N} j_{N}}^{*}$. It is of course impossible to reconstruct a general matrix from a subset of its entries, but under the assumption that $A^{*}$ is low rank, the minimal rank solution $\hat{A}$ (the matrix with the smallest rank amongst matrices whose entries match the observed entries of $A^{*}$ ) is a good estimator. Recovering $\hat{A}$ is in general NP hard [28], so a common strategy is to select the solution with minimal nuclear norm instead, which often matches the minimal rank solution [28].

Another strategy is to use a DLN fit the matrix $A^{*}$ and to train it with gradient descent on the $\operatorname{loss} \mathcal{L}^{M C}(\theta)=C^{M C}\left(A_{\theta}\right)$ where $C^{M C}$ is the Matrix Completion cost

$$
C^{M C}(A)=\frac{1}{N} \sum_{k=1}^{N}\left(A_{i_{k} j_{k}}^{*}-A_{\theta, i_{k} j_{k}}\right)^{2}
$$

The matrix $A_{\theta(t \rightarrow \infty)}$ learned in this manner approximates the true function $A^{*}$ well, suggesting that the linear map learned by the DLN is low rank. However it is not obvious why gradient descent is naturally biased towards low-rank solutions.

## Initialization Scale and Loss Surface

Our goal is to understand the training dynamics of DLN as a function of the initialization scale $-\gamma$ : we initialize the parameters $\theta_{1}, \ldots, \theta_{P}$ as i.i.d. Gaussian $\mathcal{N}\left(0, w^{-\gamma}\right)$ with variance $w^{-\gamma}$ where $w=n_{1}=\cdots=n_{L-1}$ is the width of the network. A small $\gamma$ corresponds to large initialization and a large $\gamma$ corresponds to small initialization. We will only consider the case $\gamma \geq 1-\frac{1}{L}$, as any larger initialization scale leads to an exploding variance of the network matrix $A_{\theta}$ at initialization.

As the initialization scale $\gamma$ increases and leaves the NTK regime $\gamma \geq 1$ we observe a significant change in the loss surface $\mathcal{L}(\theta)$ around initialization, suggesting the existence of three regimes:

Theorem 1.3. Let the parameters $\theta$ be sampled with i.i.d. $\mathcal{N}\left(0, w^{-\gamma}\right)$ entries and denote $d_{m}$ and $d_{s}$ the distance between $\theta$ and the closest global minimum resp. saddle of the $M C$ loss $⿶^{9} \mathcal{L}^{M C}(\theta)=$ $C\left(A_{\theta}\right)$. We have:

1. NTK regime $\left(1-\frac{1}{L} \leq \gamma<1\right): d_{m} \asymp w^{-\frac{(1-\gamma)(L-1)}{2}}$ and $d_{s} \asymp w^{\frac{1-\gamma}{2}}$.
2. Critical regime $(\gamma=1): d_{m} \asymp 1$ and $d_{s} \asymp 1$.

[^8]3. Saddle-to-Saddle regime $(\gamma>1): d_{m} \asymp 1$ and $d_{s} \asymp w^{-\frac{\gamma-1}{2}}$.

For any two random variables $f(w)$ and $g(w)$ which depend on $w$, we write $f(w) \asymp g(w)$ if both $f(w) / g(w)$ and $g(w) / f(w)$ are stochastically bounded as $w \rightarrow \infty$.

Theorem 1.3 shows a significant change between large initializations $\gamma<1$ where the initialization is close to a global minimum but far from any saddle and small initializations $\gamma>1$ where the initialization is close to a saddle but far from any global minima.

In the NTK regime, gradient flow converges to one of the close global minima directly. In Section 1.9, we discuss the resulting dynamics using the limiting NTK and show the absence of low-rank bias in this regime, suggesting that the NTK regime should be avoided for Matrix Completion.

The critical regime has been studied for shallow non-linear networks $(L=2)$ in [35, 183] or for the deep case in [229]. This regime interpolates between the NTK and Saddle-to-Saddle regime: by changing the variance at initialization by a constant, i.e. taking $\sigma^{2}=c w^{-1}$ for a constant $c$, one can obtain dynamics which are either close to the NTK regime for large $c$ or close to the Saddle-to-Saddle regime for small $c$. In contrast, the asymptotic dynamics in the two other regimes should be less affected by such constant changes to the variance.

The dynamics in the Saddle-to-Saddle regime are studied in Section 1.9. A difficulty in the study of this regime is that since the initial parameters converge to a saddle as $w \rightarrow 0$, the time it takes for gradient descent to escape the saddle grows with $w$, and up to this 'escape time' nothing happens. In Section 1.9, we will fix the width $w$ and let the variance of the parameters at initialization go to zero, which in a sense corresponds to the case $\gamma \rightarrow+\infty$. We conjecture that the dynamics observed in this limit are a good description of the whole regime $\gamma>1$.

## NTK Regime for Deep Linear Networks

The infinite-width limit with scaling $\gamma=1-\frac{1}{L}$ is the same (up to a rescaling of the learning rate) as the limit we studied in Sections 1.5 and 1.5 . In this limit, the rescaled NTK $w^{-\left(1-\frac{1}{L}\right)} \Theta^{(L)}$ converges to the deterministic and constant limiting kernel $\Theta_{\infty}^{(L)}(x, y)=L x^{T} y$. The limiting dynamics of the network matrix $A_{\theta}$ are equivalent in this limit to the gradient descent on the cost $C: \mathbb{R}^{d_{\text {out }} \times d_{\text {in }}} \rightarrow \mathbb{R}$ directly:

$$
\partial_{t} A_{\theta(t)}=-L w^{\left(1-\frac{1}{L}\right)} \nabla C\left(A_{\theta}\right)
$$

Recent results [229] show that the NTK regime extends to initialization scales in the range $1-\frac{1}{L} \geq$ $\gamma>1$, which is in line with our description of the loss surface from Theorem 1.3 .

The training dynamics in the NTK regime exhibits no low-rank bias: when trained on the MC cost $C^{M C}$, the entries of the network matrix $A_{\theta(t), i j}$ at indices $i, j$ which were not observed do not change during training in the infinite-width limit. At the end of training, the network matrix $A_{\theta(t \rightarrow \infty)}$ matches the true matrix $A^{*}$ on the observed entries and has i.i.d. standard Gaussian $\mathcal{N}(0,1)$ values in the unobserved entries. In other terms, a DLN in the linear regime returns random guesses on a Matrix Completion task. We argue that this is because of the lack of bias towards low rank matrices in the NTK regime, in contrast to the Saddle-to-Saddle whose low-rank bias we now discuss.

## Saddle-to-Saddle Dynamics

Given a random initialization $\theta_{0}$ with i.i.d. standard Gaussian entries $\mathcal{N}(0,1)$, our goal is to study the dynamics of gradient flow $\theta_{\alpha}(t)$ initialized at $\alpha \theta_{0}$ in the limit as $\alpha \searrow 0$, which should be


Figure 1.9.1: Saddle-to-Saddle dynamics: A DLN $(L=4, w=100)$ with a small initialization $(\gamma=2)$ trained on a MC loss fitting a $10 \times 10$ matrix of rank 3. Left: Projection onto a plane of the gradient flow path $\theta_{\alpha}$ in parameter space (in blue) and of the sequence of 3 limiting paths (in orange, green and red), starting from the origin $(+)$ and passing through 2 saddles ( $\cdot$ ) before converging. Middle: Train (solid) and test (dashed) MC costs through training. We observe three plateaus, corresponding to the three saddles visited. Right: The train (solid) and test (dashed) losses of the three paths plotted sequentially, in the saddle-to-saddle limit; the dots represent an infinite amount of steps separating these paths.
representative of the dynamics in the Saddle-to-Saddle regime $(\gamma>1)$. Since there is a saddle-point at the origin in parameter space, the limiting dynamics at any finite time $t$ is trivial: $\lim _{\alpha \searrow 0} \theta_{\alpha}(t)=$ 0 .

However, under the assumption that gradient flow escapes the saddle at the origin (which we show happens with prob. 1 when $L \leq 3$ and with prob. at least $1 / 2$ otherwise), we can define an escape time $t_{\alpha}$ such that the limit $\lim _{\alpha \searrow 0} \theta_{\alpha}\left(t_{\alpha}+t\right)$ is non-trivial for any fixed $t$. The escape time scales as $-\log \alpha$ for shallow networks $(L=2)$ and as $\alpha^{-(L-2)}$ for deep networks $(L>2)$. The difference in scaling is due to the fact that for shallow networks the saddle at the origin is strict (i.e. the Hessian at the origin is non-zero) whereas for deep networks it is not strict (the first $L-1$ derivatives of the loss at the origin vanish). This limiting path $\lim _{\alpha \searrow 0} \theta_{\alpha}\left(t_{\alpha}+t\right)$ is unique up to symmetries:

Theorem 1.4. (sketch) Under the assumption that the gradient flow path escapes the saddle, there is a gradient flow path $\underline{\theta}^{1}(t)$ of a width 1 network such that

$$
\lim _{\alpha \searrow 0} \theta_{\alpha}\left(t_{\alpha}+t\right)=R I^{(1 \rightarrow w)} \underline{\theta}^{1}(t)
$$

where only the escape time $t_{\alpha}$ and the rotation $R$ depend on the random initialization $\theta_{0}$.
Sketch of proof. The proof relies on the fact that gradient flow naturally escapes along an optimal escape path, i.e. a gradient flow path $\theta(t)$ which escapes the saddle at the origin $\left(\lim _{t \rightarrow-\infty} \theta(t)=0\right)$ at an optimal rate. We then show a bijection between these optimal escape paths and the optimal escape paths of $L$-th order Taylor approximation of the flow around the origin, allowing us to show the unicity (up to symmetries) of these optimal escape paths.

The bijection between optimal escape paths at the heart of the proof can be extended to fast escape paths (paths that escape at a rate larger than some lower bound) and we prove its existence
for a general loss. It can be viewed as a generalization of the Hartman-Grobmann Theorem to non-strict saddles and might be of independent interest to study non-strict saddles.

Remark 1.8. A weaker version of this result was proven in [135]. The distinctions between the two are discussed in the original paper [107], see Section 9 . The main advantage of our approach is that it does not rely on tricks specific to linear networks, which is important if we want to one day generalize these results to the non-linear case.

Theorem 1.4 implies that for small $\alpha$ the gradient flow path $\theta_{\alpha}(t)$ will first get stuck at the saddle at the origin up to a time $t_{\alpha}$, after which it will follow the inclusion of a width 1 path $\underline{\theta}^{1}(t)$. The path $\underline{\theta}^{1}(t)$ converges to a critical point $\underline{\vartheta}^{1}$ of the width 1 loss as $t \rightarrow \infty$, while $\underline{\vartheta}^{1}$ is typically a local minimum amongst width 1 network, its inclusion $R I^{(1 \rightarrow w)} \underline{\vartheta}^{1}$ will typically be a saddle if $w>1$. Theorem 1.4 implies that as $\alpha \searrow 0$ the gradient flow path $\theta_{\alpha}$ will approach this new saddle $R I^{(1 \rightarrow w)} \underline{\vartheta}^{1}$. At this point, we conjecture that gradient flow will escape this second saddle along the inclusion of a width 2 path $R I^{(2 \rightarrow w)} \underline{\theta}^{2}(t)$ and then approach another saddle $R I^{(2 \rightarrow w)} \underline{\vartheta}^{2}(t)$ and so on and so forth until reaching a global minimum.

This can be interpreted as DLNs implementing a greedy low-rank algorithm, which tries to minimize the cost $C$ first among the matrices of rank 1 , then those of rank 2 , and so on until reaching a global minimum (a more detailed version of this algorithm is presented in the paper [107], see Section 97. While this algorithm might not always recover the minimal rank solution, it has a clear low-rank bias.

These Saddle-to-Saddle dynamics are visible when one plots the train and test error throughout training. Each of the saddles that is approached leads to a plateau where both test and train error remain almost constant for many gradient descent steps. As $\alpha$ gets smaller, these plateaus become longer.
Remark 1.9. Note that Theorem 1.4 implies that the time evolution of the NTK is significant. Indeed we know that at initialization the NTK is of order $\alpha^{2(L-1)}$. However at the escape time $t_{\alpha}$, it is of order 1 (since as $\alpha \searrow 0$ the parameters at the escape time $\theta_{\alpha}\left(t_{\alpha}\right)$ converge to a set of parameters $R I^{(1 \rightarrow w)} \underline{\theta}^{1}(0)$ with a non-zero NTK). In the $\alpha \searrow 0$ limit, the change in time of the NTK becomes infinitely larger than the size of the NTK at initialization.

### 1.10 Conclusion

This thesis started with the introduction of the NTK and a proof of its convergence to a deterministic and constant limit as the width of the network grows to infinity. This result implies the existence of a NTK regime where DNNs can be approximated by their tangent linear models, leading to surprisingly simple training dynamics.

The NTK analysis can be extended to describe the loss surface of DNNs along the training path in the infinite-width limit, revealing the fact that gradient flow remains in a region of the loss surface of DNNs where the dynamics resembles that of a convex function.

The limiting dynamics of DNNs as described by the NTK imply a direct link between DNNs and Kernel Ridge Regression (KRR). Relying and improving upon tools from Random Matrix Theory, the test error of KRR - and as an extension that of infinitely-wide DNNs - can be approximated in terms of the eigendecomposition of the kernel.

These results reveal the importance of the spectral decay of the NTK to understand both convergence and generalization of DNNs. The spectral bias of DNNs is affected by architectural choices such as the non-linearity $\sigma$, the bias strength $\beta$, the depth $L$ as well as the use of normalization.

Analysing these effects helps better understand practical problems such as mode collapse in GANs, leading to solutions backed by theory. Likewise, the NTK analysis of DNN-based topology optimization leads to theoretically-motivated architecture choices to ensure translation invariances inherent in the problem, and to tune the level of details in the final shape.

The NTK allows for a very precise description of infinitely wide DNNs, it is natural to ask how similar finite-width networks are to their infinite-width counterparts. An empirical analysis identified a number of features of the test loss of DNNs as the width grows, related to the Double Descent curve. These features can be analyzed mathematically in the Random Features setup, which is closely related to DNNs in the NTK regime.

Thanks to these results, and thanks to the contributions of many other researchers, our understanding of the NTK regime is now almost complete. However there exists a number of active regimes, characterized by a non-constant NTK, whose dynamics remain ill-understood at the moment. We analyze one such active regime in linear networks, which appears for very small initialization, where the training path approaches a sequence of saddles, each corresponding to linear maps of increasing rank, leading to a bias towards low-rank solution.

The NTK is a first step in the development of a conceptual understanding of DNNs, with a wellunderstood NTK regime and a number of less understood active regimes. This suggests a strategy for the development of a theory of Deep Learning: we need to identify these regimes, understand under which condition they arise and describe the resulting dynamics and generalization properties. In spite of their differences, active regimes are linked by some common properties, such as feature learning and some form of sparsity, which are absent in the NTK regime. A lot of work remains to be done formalizing these properties and understanding how they arise.

## Chapter 2

## Neural Tangent Kernel: Convergence and Generalization in Neural Networks


#### Abstract

At initialization, artificial neural networks (ANNs) are equivalent to Gaussian processes in the infinite-width limit [159, 42, 47, 126, 46, thus connecting them to kernel methods. We prove that the evolution of an ANN during training can also be described by a kernel: during gradient descent on the parameters of an ANN, the network function $f_{\theta}$ (which maps input vectors to output vectors) follows the kernel gradient of the functional cost (which is convex, in contrast to the parameter cost) w.r.t. a new kernel: the Neural Tangent Kernel (NTK). This kernel is central to describe the generalization features of ANNs. While the NTK is random at initialization and varies during training, in the infinite-width limit it converges to an explicit limiting kernel and it stays constant during training. This makes it possible to study the training of ANNs in function space instead of parameter space. Convergence of the training can then be related to the positive-definiteness of the limiting NTK. We prove the positive-definiteness of the limiting NTK when the data is supported on the sphere and the non-linearity is non-polynomial.

We then focus on the setting of least-squares regression and show that in the infinitewidth limit, the network function $f_{\theta}$ follows a linear differential equation during training. The convergence is fastest along the largest kernel principal components of the input data with respect to the NTK, hence suggesting a theoretical motivation for early stopping.

Finally we study the NTK numerically, observe its behavior for wide networks, and compare it to the infinite-width limit.


### 2.1 Introduction

Artificial neural networks (ANNs) have achieved impressive results in numerous areas of machine learning. While it has long been known that ANNs can approximate any function with sufficiently many hidden neurons [93, 133], it is not known what the optimization of ANNs converges to. Indeed the loss surface of neural networks optimization problems is highly non-convex: it has a high number of saddle points which may slow down the convergence [44]. A number of results [38, 170, 171] suggest that for wide enough networks, there are very few "bad" local minima, i.e. local minima with much higher cost than the global minimum. More recently, the investigation of
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the geometry of the loss landscape at initialization has been the subject of a precise study [112]. The analysis of the dynamics of training in the large-width limit for shallow networks has seen recent progress as well 153. To the best of the authors knowledge, the dynamics of deep networks has however remained an open problem until the present paper: see the contributions section below.

A particularly mysterious feature of ANNs is their good generalization properties in spite of their usual over-parametrization [190]. It seems paradoxical that a reasonably large neural network can fit random labels, while still obtaining good test accuracy when trained on real data [236]. It can be noted that in this case, kernel methods have the same properties [20].

In the infinite-width limit, ANNs have a Gaussian distribution described by a kernel [159, 42, 47, 126, 46. These kernels are used in Bayesian inference or Support Vector Machines, yielding results comparable to ANNs trained with gradient descent [37, 126]. We will see that in the same limit, the behavior of ANNs during training is described by a related kernel, which we call the neural tangent network (NTK).

## Contribution

We study the network function $f_{\theta}$ of an ANN, which maps an input vector to an output vector, where $\theta$ is the vector of the parameters of the ANN. In the limit as the widths of the hidden layers tend to infinity, the network function at initialization, $f_{\theta}$ converges to a Gaussian distribution [159, 42, 47, 126, 46].

In this paper, we investigate fully connected networks in this infinite-width limit, and describe the dynamics of the network function $f_{\theta}$ during training:

- During gradient descent, we show that the dynamics of $f_{\theta}$ follows that of the so-called kernel gradient descent in function space with respect to a limiting kernel, which only depends on the depth of the network, the choice of nonlinearity and the initialization variance.
- The convergence properties of ANNs during training can then be related to the positivedefiniteness of the infinite-width limit NTK. In the case when the dataset is supported on a sphere, we prove this positive-definiteness using recent results on dual activation functions 42 . The values of the network function $f_{\theta}$ outside the training set is described by the NTK, which is crucial to understand how ANN generalize.
- For a least-squares regression loss, the network function $f_{\theta}$ follows a linear differential equation in the infinite-width limit, and the eigenfunctions of the Jacobian are the kernel principal components of the input data. This shows a direct connection to kernel methods and motivates the use of early stopping to reduce overfitting in the training of ANNs.
- Finally we investigate these theoretical results numerically for an artificial dataset (of points on the unit circle) and for the MNIST dataset. In particular we observe that the behavior of wide ANNs is close to the theoretical limit.


### 2.2 Neural networks

In this article, we consider fully-connected ANNs with layers numbered from 0 (input) to $L$ (output), each containing $n_{0}, \ldots, n_{L}$ neurons, and with a Lipschitz, twice differentiable nonlinearity function
$\sigma: \mathbb{R} \rightarrow \mathbb{R}$, with bounded second derivative ${ }^{1}$
This paper focuses on the ANN realization function $F^{(L)}: \mathbb{R}^{P} \rightarrow \mathcal{F}$, mapping parameters $\theta$ to functions $f_{\theta}$ in a space $\mathcal{F}$. The dimension of the parameter space is $P=\sum_{\ell=0}^{L-1}\left(n_{\ell}+1\right) n_{\ell+1}$ : the parameters consist of the connection matrices $W^{(\ell)} \in \mathbb{R}^{n_{\ell} \times n_{\ell+1}}$ and bias vectors $b^{(\ell)} \in \mathbb{R}^{n_{\ell+1}}$ for $\ell=0, \ldots, L-1$. In our setup, the parameters are initialized as iid Gaussians $\mathcal{N}(0,1)$.

For a fixed distribution $p^{i n}$ on the input space $\mathbb{R}^{n_{0}}$, the function space $\mathcal{F}$ is defined as $\left\{f: \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L}}\right\}$. On this space, we consider the seminorm $\|\cdot\|_{p^{i n}}$, defined in terms of the bilinear form

$$
\langle f, g\rangle_{p^{i n}}=\mathbb{E}_{x \sim p^{i n}}\left[f(x)^{T} g(x)\right]
$$

In this paper, we assume that the input distribution $p^{i n}$ is the empirical distribution on a finite dataset $x_{1}, \ldots, x_{N}$, i.e the sum of Dirac measures $\frac{1}{N} \sum_{i=0}^{N} \delta_{x_{i}}$.

We define the network function by $f_{\theta}(x):=\tilde{\alpha}^{(L)}(x ; \theta)$, where the functions $\tilde{\alpha}^{(\ell)}(\cdot ; \theta): \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{\ell}}$ (called preactivations) and $\alpha^{(\ell)}(\cdot ; \theta): \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{\ell}}$ (called activations) are defined from the 0-th to the $L$-th layer by:

$$
\begin{aligned}
\alpha^{(0)}(x ; \theta) & =x \\
\tilde{\alpha}^{(\ell+1)}(x ; \theta) & =\frac{1}{\sqrt{n_{\ell}}} W^{(\ell)} \alpha^{(\ell)}(x ; \theta)+\beta b^{(\ell)} \\
\alpha^{(\ell)}(x ; \theta) & =\sigma\left(\tilde{\alpha}^{(\ell)}(x ; \theta)\right),
\end{aligned}
$$

where the nonlinearity $\sigma$ is applied entrywise. The scalar $\beta>0$ is a parameter which allows us to tune the influence of the bias on the training.
Remark 2.1. Our definition of the realization function $F^{(L)}$ slightly differs from the classical one. Usually, the factors $\frac{1}{\sqrt{n_{\ell}}}$ and the parameter $\beta$ are absent and the parameters are initialized using what is sometimes called LeCun initialization, taking $W_{i j}^{(\ell)} \sim \mathcal{N}\left(0, \frac{1}{n_{\ell}}\right)$ and $b_{j}^{(\ell)} \sim \mathcal{N}(0,1)$ (or sometimes $\left.b_{j}^{(\ell)}=0\right)$ to compensate. While the set of representable functions $F^{(L)}\left(\mathbb{R}^{P}\right)$ is the same for both parametrizations (with or without the factors $\frac{1}{\sqrt{n_{\ell}}}$ and $\beta$ ), the derivatives of the realization function with respect to the connections $\partial_{W_{i j}^{(\ell)}} F^{(L)}$ and bias $\partial_{b_{j}^{(\ell)}} F^{(L)}$ are scaled by $\frac{1}{\sqrt{n_{\ell}}}$ and $\beta$ respectively in comparison to the classical parametrization.

The factors $\frac{1}{\sqrt{n_{\ell}}}$ are key to obtaining a consistent asymptotic behavior of neural networks as the widths of the hidden layers $n_{1}, \ldots, n_{L-1}$ grow to infinity. However a side-effect of these factors is that they reduce greatly the influence of the connection weights during training when $n_{\ell}$ is large: the factor $\beta$ is introduced to balance the influence of the bias and connection weights. In our numerical experiments, we take $\beta=0.1$ and use a learning rate of 1.0 , which is larger than usual, see Section 2.6. This gives a behaviour similar to that of a classical network of width 100 with a learning rate of 0.01 .

### 2.3 Kernel gradient

The training of an ANN consists in optimizing $f_{\theta}$ in the function space $\mathcal{F}$ with respect to a functional $\operatorname{cost} C: \mathcal{F} \rightarrow \mathbb{R}$, such as a regression or cross-entropy cost. Even for a convex functional cost $C$, the

[^9]
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composite cost $C \circ F^{(L)}: \mathbb{R}^{P} \rightarrow \mathbb{R}$ is in general highly non-convex 38. We will show that during training, the network function $f_{\theta}$ follows a descent along the kernel gradient with respect to the Neural Tangent Kernel (NTK) which we introduce in Section 2.4. This makes it possible to study the training of ANNs in the function space $\mathcal{F}$, on which the cost $C$ is convex.

A multi-dimensional kernel $K$ is a function $\mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L} \times n_{L}}$, which maps any pair ( $x, x^{\prime}$ ) to an $n_{L} \times n_{L}$-matrix such that $K\left(x, x^{\prime}\right)=K\left(x^{\prime}, x\right)^{T}$ (equivalently $K$ is a symmetric tensor in $\mathcal{F} \otimes \mathcal{F}$ ). Such a kernel defines a bilinear map on $\mathcal{F}$, taking the expectation over independent $x, x^{\prime} \sim p^{i n}$ :

$$
\langle f, g\rangle_{K}:=\mathbb{E}_{x, x^{\prime} \sim p^{i n}}\left[f(x)^{T} K\left(x, x^{\prime}\right) g\left(x^{\prime}\right)\right]
$$

The kernel $K$ is positive definite with respect to $\|\cdot\| \|_{p^{i n}}$ if $\|f\|_{p^{i n}}>0 \Longrightarrow\|f\|_{K}>0$.
We denote by $\mathcal{F}^{*}$ the dual of $\mathcal{F}$ with respect to $p^{i n}$, i.e. the set of linear forms $\mu: \mathcal{F} \rightarrow \mathbb{R}$ of the form $\mu=\langle d, \cdot\rangle_{p^{i n}}$ for some $d \in \mathcal{F}$. Two elements of $\mathcal{F}$ define the same linear form if and only if they are equal on the data. The constructions in the paper do not depend on the element $d \in \mathcal{F}$ chosen in order to represent $\mu$ as $\langle d, \cdot\rangle_{p^{i n}}$. Using the fact that the partial application of the kernel $K_{i, \cdot}(x, \cdot)$ is a function in $\mathcal{F}$, we can define a map $\Phi_{K}: \mathcal{F}^{*} \rightarrow \mathcal{F}$ mapping a dual element $\mu=\langle d, \cdot\rangle_{p^{i n}}$ to the function $f_{\mu}=\Phi_{K}(\mu)$ with values:

$$
f_{\mu, i}(x)=\mu K_{i, \cdot}(x, \cdot)=\left\langle d, K_{i, \cdot}(x, \cdot)\right\rangle_{p^{i n}}
$$

For our setup, which is that of a finite dataset $x_{1}, \ldots, x_{n} \in \mathbb{R}^{n_{0}}$, the cost functional $C$ only depends on the values of $f \in \mathcal{F}$ at the data points. As a result, the (functional) derivative of the $\operatorname{cost} C$ at a point $f_{0} \in \mathcal{F}$ can be viewed as an element of $\mathcal{F}^{*}$, which we write $\left.\partial_{f}^{i n} C\right|_{f_{0}}$. We denote by $\left.d\right|_{f_{0}} \in \mathcal{F}$, a corresponding dual element, such that $\left.\partial_{f}^{i n} C\right|_{f_{0}}=\left\langle\left. d\right|_{f_{0}}, \cdot\right\rangle_{p^{i n}}$.

The kernel gradient $\left.\nabla_{K} C\right|_{f_{0}} \in \mathcal{F}$ is defined as $\Phi_{K}\left(\left.\partial_{f}^{i n} C\right|_{f_{0}}\right)$. In contrast to $\partial_{f}^{i n} C$ which is only defined on the dataset, the kernel gradient generalizes to values $x$ outside the dataset thanks to the kernel $K$ :

$$
\left.\nabla_{K} C\right|_{f_{0}}(x)=\left.\frac{1}{N} \sum_{j=1}^{N} K\left(x, x_{j}\right) d\right|_{f_{0}}\left(x_{j}\right)
$$

A time-dependent function $f(t)$ follows the kernel gradient descent with respect to $K$ if it satisfies the differential equation

$$
\partial_{t} f(t)=-\left.\nabla_{K} C\right|_{f(t)}
$$

During kernel gradient descent, the cost $C(f(t))$ evolves as

$$
\left.\partial_{t} C\right|_{f(t)}=-\left\langle\left. d\right|_{f(t)},\left.\nabla_{K} C\right|_{f(t)}\right\rangle_{p^{i n}}=-\left\|\left.d\right|_{f(t)}\right\|_{K}^{2}
$$

Convergence to a critical point of $C$ is hence guaranteed if the kernel $K$ is positive definite with respect to $\left.\|\cdot\|\right|_{p^{i n}}$ : the cost is then strictly decreasing except at points such that $\left\|\left.d\right|_{f(t)}\right\|_{p^{i n}}=0$. If the cost is convex and bounded from below, the function $f(t)$ therefore converges to a global minimum as $t \rightarrow \infty$.

## Random functions approximation

As a starting point to understand the convergence of ANN gradient descent to kernel gradient descent in the infinite-width limit, we introduce a simple model, inspired by the approach of [176].

A kernel $K$ can be approximated by a choice of $P$ random functions $f^{(p)}$ sampled independently from any distribution on $\mathcal{F}$ whose (non-centered) covariance is given by the kernel $K$ :

$$
\mathbb{E}\left[f_{k}^{(p)}(x) f_{k^{\prime}}^{(p)}\left(x^{\prime}\right)\right]=K_{k k^{\prime}}\left(x, x^{\prime}\right)
$$

These functions define a random linear parametrization $F^{l i n}: \mathbb{R}^{P} \rightarrow \mathcal{F}$

$$
\theta \mapsto f_{\theta}^{l i n}=\frac{1}{\sqrt{P}} \sum_{p=1}^{P} \theta_{p} f^{(p)}
$$

The partial derivatives of the parametrization are given by

$$
\partial_{\theta_{p}} F^{l i n}(\theta)=\frac{1}{\sqrt{P}} f^{(p)}
$$

Optimizing the cost $C \circ F^{l i n}$ through gradient descent, the parameters follow the ODE:

$$
\partial_{t} \theta_{p}(t)=-\partial_{\theta_{p}}\left(C \circ F^{l i n}\right)(\theta(t))=-\left.\frac{1}{\sqrt{P}} \partial_{f}^{i n} C\right|_{f_{\theta(t)}^{l i n}} f^{(p)}=-\frac{1}{\sqrt{P}}\left\langle\left. d\right|_{f_{\theta(t)}^{l i n}}, f^{(p)}\right\rangle_{p^{i n}}
$$

As a result the function $f_{\theta(t)}^{l i n}$ evolves according to

$$
\partial_{t} f_{\theta(t)}^{l i n}=\frac{1}{\sqrt{P}} \sum_{p=1}^{P} \partial_{t} \theta_{p}(t) f^{(p)}=-\frac{1}{P} \sum_{p=1}^{P}\left\langle\left. d\right|_{f_{\theta(t)}^{l i n}}, f^{(p)}\right\rangle_{p^{i n}} f^{(p)}
$$

where the right-hand side is equal to the kernel gradient $-\nabla_{\tilde{K}} C$ with respect to the tangent kernel

$$
\tilde{K}=\sum_{p=1}^{P} \partial_{\theta_{p}} F^{l i n}(\theta) \otimes \partial_{\theta_{p}} F^{l i n}(\theta)=\frac{1}{P} \sum_{p=1}^{P} f^{(p)} \otimes f^{(p)}
$$

This is a random $n_{L^{-}}$dimensional kernel with values $\tilde{K}_{i i^{\prime}}\left(x, x^{\prime}\right)=\frac{1}{P} \sum_{p=1}^{P} f_{i}^{(p)}(x) f_{i^{\prime}}^{(p)}\left(x^{\prime}\right)$.
Performing gradient descent on the cost $C \circ F^{l i n}$ is therefore equivalent to performing kernel gradient descent with the tangent kernel $\tilde{K}$ in the function space. In the limit as $P \rightarrow \infty$, by the law of large numbers, the (random) tangent kernel $\tilde{K}$ tends to the fixed kernel $K$, which makes this method an approximation of kernel gradient descent with respect to the limiting kernel $K$.

### 2.4 Neural tangent kernel

For ANNs trained using gradient descent on the composition $C \circ F^{(L)}$, the situation is very similar to that studied in the Section 2.3. During training, the network function $f_{\theta}$ evolves along the (negative) kernel gradient

$$
\partial_{t} f_{\theta(t)}=-\left.\nabla_{\Theta^{(L)}} C\right|_{f_{\theta(t)}}
$$

with respect to the neural tangent kernel (NTK)

$$
\Theta^{(L)}(\theta)=\sum_{p=1}^{P} \partial_{\theta_{p}} F^{(L)}(\theta) \otimes \partial_{\theta_{p}} F^{(L)}(\theta)
$$
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However, in contrast to $F^{l i n}$, the realization function $F^{(L)}$ of ANNs is not linear. As a consequence, the derivatives $\partial_{\theta_{p}} F^{(L)}(\theta)$ and the neural tangent kernel depend on the parameters $\theta$. The NTK is therefore random at initialization and varies during training, which makes the analysis of the convergence of $f_{\theta}$ more delicate.

In the next subsections, we show that, in the infinite-width limit, the NTK becomes deterministic at initialization and stays constant during training. Since $f_{\theta}$ at initialization is Gaussian in the limit, the asymptotic behavior of $f_{\theta}$ during training can be explicited in the function space $\mathcal{F}$.

## Initialization

As observed in [159, 42, 47, 126, 46], the output functions $f_{\theta, i}$ for $i=1, \ldots, n_{L}$ tend to iid Gaussian processes in the infinite-width limit (a proof in our setup is given in the appendix):

Proposition 2.1. For a network of depth $L$ at initialization, with a Lipschitz nonlinearity $\sigma$, and in the limit as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, the output functions $f_{\theta, k}$, for $k=1, \ldots, n_{L}$, tend (in law) to iid centered Gaussian processes of covariance $\Sigma^{(L)}$, where $\Sigma^{(L)}$ is defined recursively by:

$$
\begin{aligned}
\Sigma^{(1)}\left(x, x^{\prime}\right) & =\frac{1}{n_{0}} x^{T} x^{\prime}+\beta^{2} \\
\Sigma^{(L+1)}\left(x, x^{\prime}\right) & =\mathbb{E}_{f \sim \mathcal{N}\left(0, \Sigma^{(L)}\right)}\left[\sigma(f(x)) \sigma\left(f\left(x^{\prime}\right)\right)\right]+\beta^{2},
\end{aligned}
$$

taking the expectation with respect to a centered Gaussian process $f$ of covariance $\Sigma^{(L)}$.
Remark 2.2. Strictly speaking, the existence of a suitable Gaussian measure with covariance $\Sigma^{(L)}$ is not needed: we only deal with the values of $f$ at $x, x^{\prime}$ (the joint measure on $f(x), f\left(x^{\prime}\right)$ is simply a Gaussian vector in 2D). For the same reasons, in the proof of Proposition B.1 and Theorem 2.1, we will freely speak of Gaussian processes without discussing their existence.

The first key result of our paper (proven in the appendix) is the following: in the same limit, the Neural Tangent Kernel (NTK) converges in probability to an explicit deterministic limit.

Theorem 2.1. For a network of depth $L$ at initialization, with a Lipschitz nonlinearity $\sigma$, and in the limit as the layers width $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, the NTK $\Theta^{(L)}$ converges in probability to a deterministic limiting kernel:

$$
\Theta^{(L)} \rightarrow \Theta_{\infty}^{(L)} \otimes I d_{n_{L}}
$$

The scalar kernel $\Theta_{\infty}^{(L)}: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}$ is defined recursively by

$$
\begin{aligned}
\Theta_{\infty}^{(1)}\left(x, x^{\prime}\right) & =\Sigma^{(1)}\left(x, x^{\prime}\right) \\
\Theta_{\infty}^{(L+1)}\left(x, x^{\prime}\right) & =\Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}^{(L+1)}\left(x, x^{\prime}\right)+\Sigma^{(L+1)}\left(x, x^{\prime}\right),
\end{aligned}
$$

where

$$
\dot{\Sigma}^{(L+1)}\left(x, x^{\prime}\right)=\mathbb{E}_{f \sim \mathcal{N}\left(0, \Sigma^{(L)}\right)}\left[\dot{\sigma}(f(x)) \dot{\sigma}\left(f\left(x^{\prime}\right)\right)\right]
$$

taking the expectation with respect to a centered Gaussian process $f$ of covariance $\Sigma^{(L)}$, and where $\dot{\sigma}$ denotes the derivative of $\sigma$.

Remark 2.3. By Rademacher's theorem, $\dot{\sigma}$ is defined everywhere, except perhaps on a set of zero Lebesgue measure.

Note that the limiting $\Theta_{\infty}^{(L)}$ only depends on the choice of $\sigma$, the depth of the network and the variance of the parameters at initialization (which is equal to 1 in our setting).

## Training

Our second key result is that the NTK stays asymptotically constant during training. This applies for a slightly more general definition of training: the parameters are updated according to a training direction $d_{t} \in \mathcal{F}$ :

$$
\partial_{t} \theta_{p}(t)=\left\langle\partial_{\theta_{p}} F^{(L)}(\theta(t)), d_{t}\right\rangle_{p^{i n}}
$$

In the case of gradient descent, $d_{t}=-\left.d\right|_{f_{\theta(t)}}$ (see Section 2.3), but the direction may depend on another network, as is the case for e.g. Generative Adversarial Networks [78]. We only assume that the integral $\int_{0}^{T}\left\|d_{t}\right\|_{p^{i n}} d t$ stays stochastically bounded as the width tends to infinity, which is verified for e.g. least-squares regression, see Section 2.5

Theorem 2.2. Assume that $\sigma$ is a Lipschitz, twice differentiable nonlinearity function, with bounded second derivative. For any $T$ such that the integral $\int_{0}^{T}\left\|d_{t}\right\|_{p^{i n}} d t$ stays stochastically bounded, as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, we have, uniformly for $t \in[0, T]$,

$$
\Theta^{(L)}(t) \rightarrow \Theta_{\infty}^{(L)} \otimes I d_{n_{L}}
$$

As a consequence, in this limit, the dynamics of $f_{\theta}$ is described by the differential equation

$$
\partial_{t} f_{\theta(t)}=\Phi_{\Theta_{\infty}^{(L)} \otimes I d_{n_{L}}}\left(\left\langle d_{t}, \cdot\right\rangle_{p^{i n}}\right)
$$

Remark 2.4. As the proof of the theorem (in the appendix) shows, the variation during training of the individual activations in the hidden layers shrinks as their width grows. However their collective variation is significant, which allows the parameters of the lower layers to learn: in the formula of the limiting NTK $\Theta_{\infty}^{(L+1)}\left(x, x^{\prime}\right)$ in Theorem 2.1, the second summand $\Sigma^{(L+1)}$ represents the learning due to the last layer, while the first summand represents the learning performed by the lower layers.

As discussed in Section 2.3 , the convergence of kernel gradient descent to a critical point of the cost $C$ is guaranteed for positive definite kernels. The limiting NTK is positive definite if the span of the derivatives $\partial_{\theta_{p}} F^{(L)}, p=1, \ldots, P$ becomes dense in $\mathcal{F}$ w.r.t. the $p^{i n}$-norm as the width grows to infinity. It seems natural to postulate that the span of the preactivations of the last layer (which themselves appear in $\partial_{\theta_{p}} F^{(L)}$, corresponding to the connection weights of the last layer) becomes dense in $\mathcal{F}$, for a large family of measures $p^{i n}$ and nonlinearities (see e.g. [93, 133] for classical theorems about ANNs and approximation). In the case when the dataset is supported on a sphere, the positive-definiteness of the limiting NTK can be shown using Gaussian integration techniques and existing positive-definiteness criteria, as given by the following proposition, proven in Appendix B. 1

Proposition 2.2. For a non-polynomial Lipschitz nonlinearity $\sigma$, for any input dimension $n_{0}$, the restriction of the limiting $N T K \Theta_{\infty}^{(L)}$ to the unit sphere $\mathbb{S}^{n_{0}-1}=\left\{x \in \mathbb{R}^{n_{0}}: x^{T} x=1\right\}$ is positive-definite if $L \geq 2$.

### 2.5 Least-squares regression

Given a goal function $f^{*}$ and input distribution $p^{i n}$, the least-squares regression cost is

$$
C(f)=\frac{1}{2}\left\|f-f^{*}\right\|_{p^{i n}}^{2}=\frac{1}{2} \mathbb{E}_{x \sim p^{i n}}\left[\left\|f(x)-f^{*}(x)\right\|^{2}\right]
$$

Theorems 2.1 and B.2 apply to an ANN trained on such a cost. Indeed the norm of the training direction $\|d(f)\|_{p^{i n}}=\left\|f^{*}-f\right\|_{p^{i n}}$ is strictly decreasing during training, bounding the integral. We are therefore interested in the behavior of a function $f_{t}$ during kernel gradient descent with a kernel $K$ (we are of course especially interested in the case $K=\Theta_{\infty}^{(L)} \otimes I d_{n_{L}}$ ):

$$
\partial_{t} f_{t}=\Phi_{K}\left(\left\langle f^{*}-f, \cdot\right\rangle_{p^{i n}}\right)
$$

The solution of this differential equation can be expressed in terms of the map $\Pi: f \mapsto \Phi_{K}\left(\langle f, \cdot\rangle_{p^{i n}}\right)$ :

$$
f_{t}=f^{*}+e^{-t \Pi}\left(f_{0}-f^{*}\right)
$$

where $e^{-t \Pi}=\sum_{k=0}^{\infty} \frac{(-t)^{k}}{k!} \Pi^{k}$ is the exponential of $-t \Pi$. If $\Pi$ can be diagonalized by eigenfunctions $f^{(i)}$ with eigenvalues $\lambda_{i}$, the exponential $e^{-t \Pi}$ has the same eigenfunctions with eigenvalues $e^{-t \lambda_{i}}$.

For a finite dataset $x_{1}, \ldots, x_{N}$ of size $N$, the map $\Pi$ takes the form

$$
\Pi(f)_{k}(x)=\frac{1}{N} \sum_{i=1}^{N} \sum_{k^{\prime}=1}^{n_{L}} f_{k^{\prime}}\left(x_{i}\right) K_{k k^{\prime}}\left(x_{i}, x\right)
$$

The map $\Pi$ has at most $N n_{L}$ positive eigenfunctions, and they are the kernel principal components $f^{(1)}, \ldots, f^{\left(N n_{L}\right)}$ of the data with respect to to the kernel $K$ 198, 200. The corresponding eigenvalues $\lambda_{i}$ is the variance captured by the component.

Decomposing the difference $\left(f^{*}-f_{0}\right)=\Delta_{f}^{0}+\Delta_{f}^{1}+\ldots+\Delta_{f}^{N n_{L}}$ along the eigenspaces of $\Pi$, the trajectory of the function $f_{t}$ reads

$$
f_{t}=f^{*}+\Delta_{f}^{0}+\sum_{i=1}^{N n_{L}} e^{-t \lambda_{i}} \Delta_{f}^{i}
$$

where $\Delta_{f}^{0}$ is in the kernel (null-space) of $\Pi$ and $\Delta_{f}^{i} \propto f^{(i)}$.
The above decomposition can be seen as a motivation for the use of early stopping. The convergence is indeed faster along the eigenspaces corresponding to larger eigenvalues $\lambda_{i}$. Early stopping hence focuses the convergence on the most relevant kernel principal components, while avoiding to fit the ones in eigenspaces with lower eigenvalues (such directions are typically the 'noisier' ones: for instance, in the case of the RBF kernel, lower eigenvalues correspond to high frequency functions).

Note that by the linearity of the map $e^{-t \Pi}$, if $f_{0}$ is initialized with a Gaussian distribution (as is the case for ANNs in the infinite-width limit), then $f_{t}$ is Gaussian for all times $t$. Assuming that the kernel is positive definite on the data (implying that the $N n_{L} \times N n_{L}$ Gram marix $\tilde{K}=$ $\left(K_{k k^{\prime}}\left(x_{i}, x_{j}\right)\right)_{i k, j k^{\prime}}$ is invertible), as $t \rightarrow \infty$ limit, we get that $f_{\infty}=f^{*}+\Delta_{f}^{0}=f_{0}-\sum_{i} \Delta_{f}^{i}$ takes the form

$$
f_{\infty, k}(x)=\kappa_{x, k}^{T} \tilde{K}^{-1} y^{*}+\left(f_{0}(x)-\kappa_{x, k}^{T} \tilde{K}^{-1} y_{0}\right)
$$

with the $N n_{l}$-vectors $\kappa_{x, k}, y^{*}$ and $y_{0}$ given by

$$
\begin{aligned}
\kappa_{x, k} & =\left(K_{k k^{\prime}}\left(x, x_{i}\right)\right)_{i, k^{\prime}} \\
y^{*} & =\left(f_{k}^{*}\left(x_{i}\right)\right)_{i, k}
\end{aligned}
$$



Figure 2.6.1: Convergence of the NTK to a fixed Figure 2.6.2: Networks function $f_{\theta}$ near converlimit for two widths $n$ and two times $t$. gence for two widths $n$ and 10th, 50th and 90th percentiles of the asymptotic Gaussian distribution.

$$
y_{0}=\left(f_{0, k}\left(x_{i}\right)\right)_{i, k}
$$

The first term, the mean, has an important statistical interpretation: it is the maximum-a-posteriori (MAP) estimate given a Gaussian prior on functions $f_{k} \sim \mathcal{N}\left(0, \Theta_{\infty}^{(L)}\right)$ and the conditions $f_{k}\left(x_{i}\right)=$ $f_{k}^{*}\left(x_{i}\right)$. Equivalently, it is equal to the kernel ridge regression [200] as the regularization goes to zero $(\lambda \rightarrow 0)$. The second term is a centered Gaussian whose variance vanishes on the points of the dataset.

### 2.6 Numerical experiments

In the following numerical experiments, fully connected ANNs of various widths are compared to the theoretical infinite-width limit. We choose the size of the hidden layers to all be equal to the same value $n:=n_{1}=\ldots=n_{L-1}$ and we take the ReLU nonlinearity $\sigma(x)=\max (0, x)$.

In the first two experiments, we consider the case $n_{0}=2$. Moreover, the input elements are taken on the unit circle. This can be motivated by the structure of high-dimensional data, where the centered data points often have roughly the same norm ${ }^{2}$.

In all experiments, we took $n_{L}=1$ (note that by our results, a network with $n_{L}$ outputs behaves asymptotically like $n_{L}$ networks with scalar outputs trained independently). Finally, the value of the parameter $\beta$ is chosen as 0.1 , see Remark 2.1.

## Convergence of the NTK

The first experiment illustrates the convergence of the NTK $\Theta^{(L)}$ of a network of depth $L=4$ for two different widths $n=500,10000$. The function $\Theta^{(4)}\left(x_{0}, x\right)$ is plotted for a fixed $x_{0}=(1,0)$ and
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$x=(\cos (\gamma), \sin (\gamma))$ on the unit circle in Figure 2.6.1. To observe the distribution of the NTK, 10 independent initializations are performed for both widths. The kernels are plotted at initialization $t=0$ and then after 200 steps of gradient descent with learning rate 1.0 (i.e. at $t=200$ ). We approximate the function $f^{*}(x)=x_{1} x_{2}$ with a least-squares cost on random $\mathcal{N}(0,1)$ inputs.

For the wider network, the NTK shows less variance and is smoother. It is interesting to note that the expectation of the NTK is very close for both networks widths. After 200 steps of training, we observe that the NTK tends to "inflate". As expected, this effect is much less apparent for the wider network ( $n=10000$ ) where the NTK stays almost fixed, than for the smaller network ( $n=500$ ).

## Kernel regression

For a regression cost, the infinite-width limit network function $f_{\theta(t)}$ has a Gaussian distribution for all times $t$ and in particular at convergence $t \rightarrow \infty$ (see Section 2.5). We compared the theoretical Gaussian distribution at $t \rightarrow \infty$ to the distribution of the network function $f_{\theta(T)}$ of a finite-width network for a large time $T=1000$. For two different widths $n=50,1000$ and for 10 random initializations each, a network is trained on a least-squares cost on 4 points of the unit circle for 1000 steps with learning rate 1.0 and then plotted in Figure 2.6.2.

We also approximated the kernels $\Theta_{\infty}^{(4)}$ and $\Sigma^{(4)}$ using a large-width network ( $n=10000$ ) and used them to calculate and plot the 10th, 50th and 90 -th percentiles of the $t \rightarrow \infty$ limiting Gaussian distribution.

The distributions of the network functions are very similar for both widths: their mean and variance appear to be close to those of the limiting distribution $t \rightarrow \infty$. Even for relatively small widths $(n=50)$, the NTK gives a good indication of the distribution of $f_{\theta(t)}$ as $t \rightarrow \infty$.

## Convergence along a principal component

We now illustrate our result on the MNIST dataset of handwritten digits made up of grayscale images of dimension $28 \times 28$, yielding a dimension of $n_{0}=784$.

We computed the first 3 principal components of a batch of $N=512$ digits with respect to the NTK of a high-width network $n=10000$ (giving an approximation of the limiting kernel) using a power iteration method. The respective eigenvalues are $\lambda_{1}=0.0457, \lambda_{2}=0.00108$ and $\lambda_{3}=0.00078$. The kernel PCA is non-centered, the first component is therefore almost equal to the constant function, which explains the large gap between the first and second eigenvalues ${ }^{3}$. The next two components are much more interesting as can be seen in Figure 2.6.3a, where the batch is plotted with $x$ and $y$ coordinates corresponding to the 2 nd and 3 rd components.

We have seen in Section 2.5 how the convergence of kernel gradient descent follows the kernel principal components. If the difference at initialization $f_{0}-f^{*}$ is equal (or proportional) to one of the principal components $f^{(i)}$, then the function will converge along a straight line (in the function space) to $f^{*}$ at an exponential rate $e^{-\lambda_{i} t}$.

We tested whether ANNs of various widths $n=100,1000,10000$ behave in a similar manner. We set the goal of the regression cost to $f^{*}=f_{\theta(0)}+0.5 f^{(2)}$ and let the network converge. At each time step $t$, we decomposed the difference $f_{\theta(t)}-f^{*}$ into a component $g_{t}$ proportional to $f^{(2)}$ and another one $h_{t}$ orthogonal to $f^{(2)}$. In the infinite-width limit, the first component decays
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Figure 2.6.3: NTK PCA and convergence speed.
exponentially fast $\left\|g_{t}\right\|_{p^{i n}}=0.5 e^{-\lambda_{2} t}$ while the second is null $\left(h_{t}=0\right)$, as the function converges along a straight line.

As expected, we see in Figure 2.6 .3 b that the wider the network, the less it deviates from the straight line (for each width $n$ we performed two independent trials). As the width grows, the trajectory along the 2nd principal component (shown in Figure 2.6.3c) converges to the theoretical limit shown in blue.

A surprising observation is that smaller networks appear to converge faster than wider ones. This may be explained by the inflation of the NTK observed in our first experiment. Indeed, multiplying the NTK by a factor $a$ is equivalent to multiplying the learning rate by the same factor. However, note that since the NTK of large-width network is more stable during training, larger learning rates can in principle be taken. One must hence be careful when comparing the convergence speed in terms of the number of steps (rather than in terms of the time $t$ ): both the inflation effect and the learning rate must be taken into account.

### 2.7 Conclusion

This paper introduces a new tool to study ANNs, the Neural Tangent Kernel (NTK), which describes the local dynamics of an ANN during gradient descent. This leads to a new connection between ANN training and kernel methods: in the infinite-width limit, an ANN can be described in the function space directly by the limit of the NTK, an explicit constant kernel $\Theta_{\infty}^{(L)}$, which only depends on its depth, nonlinearity and parameter initialization variance. More precisely, in this limit, ANN gradient descent is shown to be equivalent to a kernel gradient descent with respect to $\Theta_{\infty}^{(L)}$. The limit of the NTK is hence a powerful tool to understand the generalization properties of ANNs, and it allows one to study the influence of the depth and nonlinearity on the learning abilities of the network. The analysis of training using NTK allows one to relate convergence of ANN training with the positive-definiteness of the limiting NTK and leads to a characterization of the directions favored by early stopping methods.

## Chapter 3

# The Asymptotic Spectrum of the Hessian of DNN Throughout Training 


#### Abstract

The dynamics of DNNs during gradient descent is described by the so-called Neural Tangent Kernel (NTK). In this article, we show that the NTK allows one to gain precise insight into the Hessian of the cost of DNNs. When the NTK is fixed during training, we obtain a full characterization of the asymptotics of the spectrum of the Hessian, at initialization and during training. In the so-called mean-field limit, where the NTK is not fixed during training, we describe the first two moments of the Hessian at initialization.


### 3.1 Introduction

The advent of deep learning has sparked a lot of interest in the loss surface of deep neural networks (DNN), and in particular its Hessian. However to our knowledge, there is still no theoretical description of the spectrum of the Hessian. Nevertheless a number of phenomena have been observed numerically.

The loss surface of neural networks has been compared to the energy landscape of different physical models [38, 68, 153]. It appears that the loss surface of DNNs may change significantly depending on the width of the network (the number of neurons in the hidden layer), motivating the distinction between the under- and over-parametrized regimes [12, 68, 66].

The non-convexity of the loss function implies the existence of a very large number of saddle points, which could slow down training. In particular, in [170, 44, a relation between the rank of saddle points (the number of negative eigenvalues of the Hessian) and their loss has been observed.

For overparametrized DNNs, a possibly more important phenomenon is the large number of flat directions [12. The existence of these flat minima is conjectured to be related to the generalization of DNNs and may depend on the training procedure [90, 32, 222.

In 105 it has been shown, using a functional approach, that in the infinite-width limit, DNNs behave like kernel methods with respect to the so-called Neural Tangent Kernel, which is determined by the architecture of the network. This leads to convergence guarantees for DNNs [105, 51, 2, 55] and strengthens the connections between neural networks and kernel methods [159, 37, 126].

Our approach also allows one to probe the so-called mean-field/active limit (studied in [183, 35, 153] for shallow networks), where the NTK varies during training.

This raises the question: can we use these new results to gain insight into the behavior of the Hessian of the loss of DNNs, at least in the small region explored by the parameters during training?

## Contributions

Following ideas introduced in [105], we consider the training of $L+1$-layered DNNs in a functional setting. For a functional cost $\mathcal{C}$, the Hessian of the loss $\mathbb{R}^{P} \ni \theta \mapsto \mathcal{C}\left(F^{(L)}(\theta)\right)$ is the sum of two $P \times P$ matrices $I$ and $S$. We show the following results for large $P$ and for a fixed number of datapoints $N$ :

- The first matrix $I$ is positive semi-definite and its eigenvalues are given by the (weighted) kernel PCA of the dataset with respect to the NTK. The dominating eigenvalues are the principal components of the data followed by a high number of small eigenvalues. The "flat directions" are spanned by the small eigenvalues and the null-space (of dimension at least $P-N$ when there is a single output). Because the NTK is asymptotically constant [105], these results apply at initialization, during training and at convergence.
- The second matrix $S$ can be viewed as residual contribution to $H$, since it vanishes as the network converges to a global minimum. We compute the limit of the first moment $\operatorname{Tr}(S)$ and characterize its evolution during training, of the second moment $\operatorname{Tr}\left(S^{2}\right)$ which stays constant during training, and show that the higher moments vanish.
- Regarding the sum $H=I+S$, we show that the matrices $I$ and $S$ are asymptotically orthogonal to each other at initialization and during training. In particular, the moments of the matrices $I$ and $S$ add up: $\operatorname{tr}\left(H^{k}\right) \approx \operatorname{tr}\left(I^{k}\right)+\operatorname{tr}\left(S^{k}\right)$.

These results give, for any depth and a fairly general non-linearity, a complete description of the spectrum of the Hessian in terms of the NTK at initialization and throughout training. Our theoretical results are consistent with a number of observations about the Hessian [90, 170, 44, 32, [222, 171, 68, and sheds a new light on them.

## Related works

The Hessian of the loss has been studied through the decomposition $I+S$ in a number of previous works [190, 171, 68 .

For least-squares and cross-entropy costs, the first matrix $I$ is equal to the Fisher matrix 219, [169], whose moments have been described for shallow networks in [172]. For deep networks, the first two moments and the operator norm of the Fisher matrix for a least squares loss were computed at initialization in [112] conditionally on a certain independence assumption; our method does not require such assumptions. Note that their approach implicitly uses the NTK.

The second matrix $S$ has been studied in [171, 68] for shallow networks, conditionally on a number of assumptions. Note that in the setting of [171], the matrices $I$ and $S$ are assumed to be freely independent, which allows them to study the spectrum of the Hessian; in our setting, we show that the two matrices $I$ and $S$ are asymptotically orthogonal to each other.

### 3.2 Setup

We consider deep fully connected artificial neural networks (DNNs) using the setup and NTK parametrization of [105], taking an arbitrary nonlinearity $\sigma \in C_{b}^{4}(\mathbb{R})$ (i.e. $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ that is 4 times continuously differentiable function with all four derivatives bounded). The layers are numbered from 0 (input) to $L$ (output), each containing $n_{\ell}$ neurons for $\ell=0, \ldots, L$. The $P=$ $\sum_{\ell=0}^{L-1}\left(n_{\ell}+1\right) n_{\ell+1}$ parameters consist of the weight matrices $W^{(\ell)} \in \mathbb{R}^{n_{\ell+1} \times n_{\ell}}$ and bias vectors $b^{(\ell)} \in \mathbb{R}^{n_{\ell+1}}$ for $\ell=0, \ldots, L-1$. We aggregate the parameters into the vector $\theta \in \mathbb{R}^{P}$.

The activations and pre-activations of the layers are defined recursively for an input $x \in \mathbb{R}^{n_{0}}$, setting $\alpha^{(0)}(x ; \theta)=x$ :

$$
\begin{aligned}
& \tilde{\alpha}^{(\ell+1)}(x ; \theta)=\frac{1}{\sqrt{n_{\ell}}} W^{(\ell)} \alpha^{(\ell)}(x ; \theta)+\beta b^{(\ell)} \\
& \alpha^{(\ell+1)}(x ; \theta)=\sigma\left(\tilde{\alpha}^{(\ell+1)}(x ; \theta)\right)
\end{aligned}
$$

The parameter $\beta$ is added to tune the influence of the bias on training ${ }^{1}$. All parameters are initialized as iid $\mathcal{N}(0,1)$ Gaussians.

We will in particular study the network function, which maps inputs $x$ to the activation of the output layer (before the last non-linearity):

$$
f_{\theta}(x)=\tilde{\alpha}^{(L)}(x ; \theta)
$$

In this paper, we will study the limit of various objects as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ sequentially, i.e. we first take $n_{1} \rightarrow \infty$, then $n_{2} \rightarrow \infty$, etc. This greatly simplifies the proofs, but they could in principle be extended to the simultaneous limit, i.e. when $n_{1}=\ldots=n_{L-1} \rightarrow \infty$. All our numerical experiments are done with 'rectangular' networks (with $n_{1}=\ldots=n_{L-1}$ ) and match closely the predictions for the sequential limit.

In the limit we study in this paper, the NTK is asymptotically fixed, as in [105, 2, 51, 6, 95 . By rescaling the outputs of DNNs as the width increases, one can reach another limit where the NTK is not fixed [35, 34, 183, 151. Some of our results can be extended to this setting, but only at initialization (see Section 3.3). The behavior during training becomes however much more complex.

## Functional viewpoint

The network function lives in a function space $f_{\theta} \in \mathcal{F}:=\left[\mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L}}\right]$ and we call the function $F^{(L)}: \mathbb{R}^{P} \rightarrow \mathcal{F}$ that maps the parameters $\theta$ to the network function $f_{\theta}$ the realization function. We study the differential behavior of $F^{(L)}$ :

- The derivative $\mathcal{D} F^{(L)} \in \mathbb{R}^{P} \otimes \mathcal{F}$ is a function-valued vector of dimension $P$. The $p$-th entry $\mathcal{D}_{p} F^{(L)}=\partial_{\theta_{p}} f_{\theta} \in \mathcal{F}$ represents how modifying the parameter $\theta_{p}$ modifies the function $f_{\theta}$ in the space $\mathcal{F}$.
- The Hessian $\mathcal{H} F^{(L)} \in \mathbb{R}^{P} \otimes \mathbb{R}^{P} \otimes \mathcal{F}$ is a function-valued $P \times P$ matrix.

The network is trained with respect to the cost functional:

$$
\mathcal{C}(f)=\frac{1}{N} \sum_{i=1}^{N} c_{i}\left(f\left(x_{i}\right)\right),
$$

[^12]for strictly convex $c_{i}$, summing over a finite dataset $x_{1}, \ldots, x_{N} \in \mathbb{R}^{n_{0}}$ of size $N$. The parameters are then trained with gradient descent on the composition $\mathcal{C} \circ F^{(L)}$, which defines the usual loss surface of neural networks.

In this setting, we define the finite realization function $Y^{(L)}: \mathbb{R}^{P} \rightarrow \mathbb{R}^{N n_{L}}$ mapping parameters $\theta$ to be the restriction of the network function $f_{\theta}$ to the training set $y_{i k}=f_{\theta, k}\left(x_{i}\right)$. The Jacobian $\mathcal{D} Y^{(L)}$ is hence an $N n_{L} \times P$ matrix and its Hessian $\mathcal{H} Y^{(L)}$ is a $P \times P \times N n_{L}$ tensor. Defining the restricted cost $C(y)=\frac{1}{N} \sum_{i} c_{i}\left(y_{i}\right)$, we have $\mathcal{C} \circ F^{(L)}=C \circ Y^{(L)}$.

For our analysis, we require that the gradient norm $\|\mathcal{D} C\|$ does not explode during training. The following condition is sufficient:

Definition 1. A loss $C: \mathbb{R}^{N n_{L}} \rightarrow \mathbb{R}$ has bounded gradients over sublevel sets (BGOSS) if the norm of the gradient is bounded over all sets $U_{a}=\left\{Y \in \mathbb{R}^{N n_{L}}: C(Y) \leq a\right\}$.

For example, the Mean Square Error (MSE) $C(Y)=\frac{1}{2 N}\left\|Y^{*}-Y\right\|^{2}$ for the labels $Y^{*} \in \mathbb{R}^{N n_{L}}$ has BGOSS because $\|\nabla C(Y)\|^{2}=\frac{1}{N}\left\|Y^{*}-Y\right\|^{2}=2 C(Y)$. For the binary and softmax crossentropy the gradient is uniformly bounded, see Proposition C.1 in Appendix C.1.

## Neural Tangent Kernel

The behavior during training of the network function $f_{\theta}$ in the function space $\mathcal{F}$ is described by a (multi-dimensional) kernel, the Neural Tangent Kernel (NTK)

$$
\Theta_{k, k^{\prime}}^{(L)}\left(x, x^{\prime}\right)=\sum_{p=1}^{P} \partial_{\theta_{p}} f_{\theta, k}(x) \partial_{\theta_{p}} f_{\theta, k^{\prime}}\left(x^{\prime}\right)
$$

During training, the function $f_{\theta}$ follows the so-called kernel gradient descent with respect to the NTK, which is defined as

$$
\partial_{t} f_{\theta(t)}(x)=-\nabla_{\Theta(L)} C_{\mid f_{\theta(t)}}(x):=-\frac{1}{N} \sum_{i=1}^{N} \Theta^{(L)}\left(x, x_{i}\right) \nabla c_{i}\left(f_{\theta(t)}\left(x_{i}\right)\right)
$$

In the infinite-width limit (letting $n_{1} \rightarrow \infty, \ldots, n_{L-1} \rightarrow \infty$ sequentially) and for losses with BGOSS, the NTK converges to a deterministic limit $\Theta^{(L)} \rightarrow \Theta_{\infty}^{(L)} \otimes I d_{n_{L}}$, which is constant during training, uniformly on finite time intervals $[0, T][105]$. For the MSE loss, the uniform convergence of the NTK was proven for $T=\infty$ in [6].

The limiting NTK $\Theta_{\infty}^{(L)}: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}$ is constructed as follows:

1. For $f, g: \mathbb{R} \rightarrow \mathbb{R}$ and a kernel $K: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}$, define the kernel $\mathbb{L}_{K}^{f, g}: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}$ by

$$
\mathbb{L}_{K}^{f, g}\left(x_{0}, x_{1}\right)=\mathbb{E}_{\left(a_{0}, a_{1}\right)}\left[f\left(a_{0}\right) g\left(a_{1}\right)\right]
$$

for $\left(a_{0}, a_{1}\right)$ a centered Gaussian vector with covariance matrix $\left(K\left(x_{i}, x_{j}\right)\right)_{i, j=0,1}$. For $f=g$, we denote by $\mathbb{L}_{K}^{f}$ the kernel $\mathbb{L}_{K}^{f, f}$.
2. We define the kernels $\Sigma_{\infty}^{(\ell)}$ for each layer of the network, starting with $\Sigma_{\infty}^{(1)}\left(x_{0}, x_{1}\right)=1 / n_{0}\left(x_{0}^{T} x_{1}\right)+$ $\beta^{2}$ and then recursively by $\Sigma_{\infty}^{(\ell+1)}=\mathbb{L}_{\Sigma_{\infty}^{(\ell)}}^{\sigma}+\beta^{2}$, for $\ell=1, \ldots, L-1$, where $\sigma$ is the network non-linearity.
3. The limiting NTK $\Theta_{\infty}^{(L)}$ is defined in terms of the kernels $\Sigma_{\infty}^{(\ell)}$ and the kernels $\dot{\Sigma}_{\infty}^{(\ell)}=\mathbb{L}_{\Sigma_{\infty}^{(\ell-1)}}^{\dot{\sigma}}$ :

$$
\Theta_{\infty}^{(L)}=\sum_{\ell=1}^{L} \Sigma_{\infty}^{(\ell)} \dot{\Sigma}_{\infty}^{(\ell+1)} \ldots \dot{\Sigma}_{\infty}^{(L)}
$$

The NTK leads to convergence guarantees for DNNs in the infinite-width limit, and connect their generalization to that of kernel methods [105, 6].

## Gram Matrices

For a finite dataset $x_{1}, \ldots, x_{N} \in \mathbb{R}^{n_{0}}$ and a fixed depth $L \geq 1$, we denote by $\tilde{\Theta} \in \mathbb{R}^{N n_{L} \times N n_{L}}$ the Gram matrix of $x_{1}, \ldots, x_{N}$ with respect to the limiting NTK, defined by

$$
\tilde{\Theta}_{i k, j m}=\Theta_{\infty}^{(L)}\left(x_{i}, x_{j}\right) \delta_{k m} .
$$

It is block diagonal because different outputs $k \neq m$ are asymptotically uncorrelated.
Similarly, for any (scalar) kernel $\mathcal{K}^{(L)}$ (such as the limiting kernels $\Sigma_{\infty}^{(L)}, \Lambda_{\infty}^{(L)}, \Upsilon_{\infty}^{(L)}, \Phi_{\infty}^{(L)}, \Xi_{\infty}^{(L)}$ introduced later), we denote the Gram matrix of the datapoints by $\tilde{\mathcal{K}}$.

### 3.3 Main Theorems

Hessian as $I+S$
Using the above setup, the Hessian $H$ of the $\operatorname{loss} \mathcal{C} \circ F^{(L)}$ is the sum of two terms, with the entry $H_{p, p^{\prime}}$ given by

$$
H_{p, p^{\prime}}=\mathcal{H C}_{\mid f_{\theta}}\left(\partial_{\theta_{p}} F, \partial_{\theta_{p^{\prime}}} F\right)+\mathcal{D} \mathcal{C}_{\mid f_{\theta}}\left(\partial_{\theta_{p}, \theta_{p^{\prime}}} F\right)
$$

For a finite dataset, the Hessian matrix $\mathcal{H}\left(C \circ Y^{(L)}\right)$ is equal to the sum of two matrices

$$
I=\left(\mathcal{D} Y^{(L)}\right)^{T} \mathcal{H} C \mathcal{D} Y^{(L)} \quad \text { and } \quad S=\nabla C \cdot \mathcal{H} Y^{(L)}
$$

where $\mathcal{D} Y^{(L)}$ is a $N n_{L} \times P$ matrix, $\mathcal{H} C$ is a $N n_{L} \times N n_{L}$ matrix and $\mathcal{H} Y^{(L)}$ is a $P \times P \times N n_{L}$ tensor to which we apply a scalar product (denoted by .) in its last dimension with the $N n_{L}$ vector $\nabla C$ to obtain a $P \times P$ matrix.

Our main contribution is the following theorem, which describes the limiting moments $\operatorname{Tr}\left(H^{k}\right)$ in terms of the moments of $I$ and $S$ :

Theorem 3.1. For any loss $C$ with BGOSS and $\sigma \in C_{b}^{4}(\mathbb{R})$, in the sequential limit $n_{1} \rightarrow$ $\infty, \ldots, n_{L-1} \rightarrow \infty$, we have for all $k \geq 1$

$$
\operatorname{Tr}\left(H(t)^{k}\right) \approx \operatorname{Tr}\left(I(t)^{k}\right)+\operatorname{Tr}\left(S(t)^{k}\right)
$$

The limits of $\operatorname{Tr}\left(I(t)^{k}\right)$ and $\operatorname{Tr}\left(S(t)^{k}\right)$ can be expressed in terms of the NTK $\Theta_{\infty}^{(L)}$, the kernels $\Upsilon_{\infty}^{(L)}, \Xi_{\infty}^{(L)}$ and the non-symmetric kernels $\Phi_{\infty}^{(L)}, \Lambda_{\infty}^{(L)}$ defined in Appendix C.3:

- The moments $\operatorname{Tr}\left(I(t)^{k}\right)$ converge to the following limits (with the convention that $i_{k+1}=i_{1}$ ):

$$
\operatorname{Tr}\left(I(t)^{k}\right) \rightarrow \operatorname{Tr}\left((\mathcal{H} C(Y(t)) \tilde{\Theta})^{k}\right)=\frac{1}{N^{k}} \sum_{i_{1}, \ldots, i_{k}=1}^{N} \prod_{m=1}^{k} c_{i_{m}}^{\prime \prime}\left(f_{\theta(t)}\left(x_{i_{m}}\right)\right) \Theta_{\infty}^{(L)}\left(x_{i_{m}}, x_{i_{m+1}}\right)
$$

- The first moment $\operatorname{Tr}(S(t))$ converges to the limit:

$$
\operatorname{Tr}(S(t))=(G(t))^{T} \nabla C(Y(t))
$$

At initialization $(G(0), Y(0))$ form a Gaussian pair of $N n_{L}$-vectors, independent for differing output indices $k=1, \ldots, n_{L}$ and with covariance $\mathbb{E}\left[G_{i k}(0) G_{i^{\prime} k^{\prime}}(0)\right]=\delta_{k k^{\prime}} \Xi_{\infty}^{(L)}\left(x_{i}, x_{i^{\prime}}\right)$ and $\mathbb{E}\left[G_{i k}(0) Y_{i^{\prime} k^{\prime}}(0)\right]=\delta_{k k^{\prime}} \Phi_{\infty}^{(L)}\left(x_{i}, x_{i^{\prime}}\right)$ for the limiting kernel $\Xi_{\infty}^{(L)}(x, y)$ and non-symmetric kernel $\Phi_{\infty}^{(L)}(x, y)$. During training, both vectors follow the differential equations

$$
\begin{aligned}
& \partial_{t} G(t)=-\tilde{\Lambda} \nabla C(Y(t)) \\
& \partial_{t} Y(t)=-\tilde{\Theta} \nabla C(Y(t))
\end{aligned}
$$

- The second moment $\operatorname{Tr}\left(S(t)^{2}\right)$ converges to the following limit defined in terms of the Gram matrix $\tilde{\Upsilon}$ :

$$
\operatorname{Tr}\left(S^{2}\right) \rightarrow(\nabla C(Y(t)))^{T} \tilde{\Upsilon} \nabla C(Y(t))
$$

- The higher moments $\operatorname{Tr}\left(S(t)^{k}\right)$ for $k \geq 3$ vanish.

Proof. The moments of $I$ and $S$ can be studied separately because the moments of their sum is asymptotically equal to the sum of their moments by Proposition C. 4 below. The limiting moments of $I$ and $S$ are respectively described by Propositions 3.1 and C. 3 below.

In the case of a MSE loss $C(Y)=\frac{1}{2 N}\left\|Y-Y^{*}\right\|^{2}$, the first and second derivatives take simple forms $\nabla C(Y)=\frac{1}{N}\left(Y-Y^{*}\right)$ and $\mathcal{H} C(Y)=\frac{1}{N} I d_{N n_{L}}$ and the differential equations can be solved to obtain more explicit formulae:

Corollary 1. For the MSE loss $C$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, in the limit $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, we have uniformly over $[0, T]$

$$
\operatorname{Tr}\left(H(t)^{k}\right) \rightarrow \frac{1}{N^{k}} \operatorname{Tr}\left(\tilde{\Theta}^{k}\right)+\operatorname{Tr}\left(S(t)^{k}\right)
$$

where

$$
\begin{aligned}
& \operatorname{Tr}(S(t)) \rightarrow-\frac{1}{N}\left(Y^{*}-Y(0)\right)^{T}\left(I d_{N n_{L}}+e^{-t \tilde{\Theta}}\right) \tilde{\Theta}^{-1} \tilde{\Lambda}^{T} e^{-t \tilde{\Theta}}\left(Y^{*}-Y(0)\right) \\
&+\frac{1}{N} G(0)^{T} e^{-t \tilde{\Theta}}\left(Y^{*}-Y(0)\right) \\
& \operatorname{Tr}\left(S(t)^{2}\right) \rightarrow \frac{1}{N^{2}}\left(Y^{*}-Y(0)\right)^{T} e^{-t \tilde{\Theta}} \tilde{\Upsilon} e^{-t \tilde{\Theta}}\left(Y^{*}-Y(0)\right) \\
& \operatorname{Tr}\left(S(t)^{k}\right) \rightarrow 0 \quad \text { when } k>2
\end{aligned}
$$



Figure 3.3.1: Comparison of the theoretical prediction of Corollary 1 for the expectation of the first 4 moments (colored lines) to the empirical average over 250 trials (black crosses) for a rectangular network with two hidden layers of finite widths $n_{1}=n_{2}=5000(L=3)$ with the smooth ReLU (left) and the normalized smooth ReLU (right), for the MSE loss on scaled down 14 x 14 MNIST with $N=256$. Only the first two moments are affected by $S$ at the beginning of training.

In expectation we have:

$$
\begin{aligned}
\mathbb{E}[\operatorname{Tr}(S(t))] & \rightarrow-\frac{1}{N} \operatorname{Tr}\left(\left(I d_{N n_{L}}+e^{-t \tilde{\Theta}}\right) \tilde{\Theta}^{-1} \tilde{\Lambda}^{T} e^{-t \tilde{\Theta}}\left(\tilde{\Sigma}+Y^{*} Y^{* T}\right)\right)+\frac{1}{N} \operatorname{Tr}\left(e^{-t \tilde{\Theta}} \tilde{\Phi}^{T}\right) \\
\mathbb{E}\left[\operatorname{Tr}\left(S(t)^{2}\right)\right] & \rightarrow \frac{1}{N^{2}} \operatorname{Tr}\left(e^{-t \tilde{\Theta}} \tilde{\Upsilon} e^{-t \tilde{\Theta}}\left(\tilde{\Sigma}+Y^{*} Y^{* T}\right)\right) .
\end{aligned}
$$

Proof. The moments of $I$ are constant because $\mathcal{H} C=\frac{1}{N} I d_{N n_{L}}$ is constant. For the moments of $S$, we first solve the differential equation for $Y(t)$ :

$$
Y(t)=Y^{*}-e^{-t \tilde{\Theta}}\left(Y^{*}-Y(0)\right)
$$

Noting $Y(t)-Y(0)=-\tilde{\Theta} \int_{0}^{t} \nabla C(s) d s$, we have

$$
\begin{aligned}
G(t) & =G(0)-\tilde{\Lambda} \int_{0}^{t} \nabla C(s) d s \\
& =G(0)+\tilde{\Lambda} \tilde{\Theta}^{-1}(Y(t)-Y(0)) \\
& =G(0)+\tilde{\Lambda} \tilde{\Theta}^{-1}\left(I d_{N n_{L}}+e^{-t \tilde{\Theta}}\right)\left(Y^{*}-Y(0)\right)
\end{aligned}
$$

The expectation of the first moment of $S$ then follows.

## Mutual Orthogonality of $I$ and $S$

A first key ingredient to prove Theorem 3.1 is the asymptotic mutual orthogonality of the matrices $I$ and $S$

Proposition (Proposition C.4 in Appendix C.4. For any loss $C$ with BGOSS and $\sigma \in C_{b}^{4}(\mathbb{R})$, we have uniformly over $[0, T]$

$$
\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty}\|I S\|_{F}=0
$$

As a consequence $\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \operatorname{Tr}\left([I+S]^{k}\right)-\left[\operatorname{Tr}\left(I^{k}\right)+\operatorname{Tr}\left(S^{k}\right)\right]=0$.
Remark 3.1. If two matrices $A$ and $B$ are mutualy orthogonal (i.e. $A B=0$ ) the range of $A$ is contained in the nullspace of $B$ and vice versa. The non-zero eigenvalues of the sum $A+B$ are therefore given by the union of the non-zero eigenvalues of $A$ and $B$. Furthermore the moments of $A$ and $B$ add up: $\operatorname{Tr}\left([A+B]^{k}\right)=\operatorname{Tr}\left(A^{k}\right)+\operatorname{Tr}\left(B^{k}\right)$. Proposition C.4 shows that this is what happens asymptotically for $I$ and $S$.

Note that both matrices $I$ and $S$ have large nullspaces: indeed assuming a constant width $w=n_{1}=\ldots=n_{L-1}$, we have $\operatorname{Rank}(I) \leq N n_{L}$ and $\operatorname{Rank}(S) \leq 2(L-1) w N n_{L}$ (see Appendix C.3), while the number of parameters $P$ scales as $w^{2}$ (when $L>2$ ).

Figure 3.3.2 illustrates the mutual orthogonality of $I$ and $S$. All numerical experiments are done for rectangular networks (when the width of the hidden layers are equal) and agree well with our predictions obtained in the sequential limit.

## Mean-field Limit

For a rectangular network with width $w$, if the output of the network is divided by $\sqrt{w}$ and the learning rate is multiplied by $w$ (to keep similar dynamics at initialization), the training dynamics changes and the NTK varies during training when $w$ goes to infinity. The new parametrization of the output changes the scaling of the two matrices:

$$
\mathcal{H}\left[C\left(\frac{1}{\sqrt{w}} Y^{(L)}\right)\right]=\frac{1}{w}\left(\mathcal{D} Y^{(L)}\right)^{T} \mathcal{H} C \mathcal{D} Y^{(L)}+\frac{1}{\sqrt{w}} \nabla C \cdot \mathcal{H} Y^{(L)}=\frac{1}{w} I+\frac{1}{\sqrt{w}} S
$$

The scaling of the learning rate essentially multiplies the whole Hessian by $w$. In this setting, the matrix $I$ is left unchanged while the matrix $S$ is multiplied by $\sqrt{w}$ (the $k$-th moment of $S$ is hence multiplied by $w^{k / 2}$ ). In particular, the two moments of the Hessian are dominated by the moments of $S$, and the higher moments of $S$ (and the operator norm of $S$ ) should not vanish. This suggests that the active regime may be characterised by the fact that $\|S\|_{F} \gg\|I\|_{F}$. Under the conjecture that Theorem 3.1 holds for the infinite-width limit of rectangular networks, the asymptotic of the two first moments of $H$ is given by:

$$
\begin{aligned}
& 1 / \sqrt{w} \operatorname{Tr}(H) \rightarrow \mathcal{N}\left(0, \nabla C^{T} \tilde{\Xi} \nabla C\right) \\
& 1 / w \operatorname{Tr}\left(H^{2}\right) \rightarrow \nabla C^{T} \tilde{\Upsilon} \nabla C,
\end{aligned}
$$

where for the MSE loss we have $\nabla C=-Y^{*}$.

## The matrix $S$

The matrix $S=\nabla C \cdot \mathcal{H} Y^{(L)}$ is best understood as a perturbation to $I$, which vanishes as the network converges because $\nabla C \rightarrow 0$. To calculate its moments, we note that

$$
\operatorname{Tr}\left(\nabla C \cdot \mathcal{H} Y^{(L)}\right)=\left(\sum_{p=1}^{P} \partial_{\theta_{p}^{2}}^{2} Y\right)^{T} \nabla C=G^{T} \nabla C
$$

where the vector $G=\sum_{k=1}^{P} \partial_{\theta_{p}^{2}}^{2} Y \in \mathbb{R}^{N n_{L}}$ is the evaluation of the function $g_{\theta}(x)=\sum_{k=1}^{P} \partial_{\theta_{p}^{2}}^{2} f_{\theta}(x)$ on the training set.

For the second moment we have

$$
\operatorname{Tr}\left(\left(\nabla C \cdot \mathcal{H} Y^{(L)}\right)^{2}\right)=\nabla C^{T}\left(\sum_{p, p^{\prime}=1}^{P} \partial_{\theta_{p} \theta_{p^{\prime}}}^{2} Y\left(\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} Y\right)^{T}\right) \nabla C=\nabla C^{T} \tilde{\Upsilon} \nabla C
$$

for $\tilde{\Upsilon}$ the Gram matrix of the kernel $\Upsilon^{(L)}(x, y)=\sum_{p, p^{\prime}=1}^{P} \partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta}(x)\left(\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta}(y)\right)^{T}$.
The following proposition desribes the limit of the function $g_{\theta}$ and the kernel $\Upsilon^{(L)}$ and the vanishing of the higher moments:

Proposition (Proposition C.3 in Appendix C.3. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, the first two moments of $S$ take the form

$$
\begin{aligned}
\operatorname{Tr}(S(t)) & =G(t)^{T} \nabla C(t) \\
\operatorname{Tr}\left(S(t)^{2}\right) & =\nabla C(t)^{T} \tilde{\Upsilon}(t) \nabla C(t)
\end{aligned}
$$

- At initialization, $g_{\theta}$ and $f_{\theta}$ converge to a (centered) Gaussian pair with covariances

$$
\begin{aligned}
& \mathbb{E}\left[g_{\theta, k}(x) g_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[g_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[f_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Sigma_{\infty}^{(L)}\left(x, x^{\prime}\right)
\end{aligned}
$$

and during training $g_{\theta}$ evolves according to

$$
\partial_{t} g_{\theta, k}(x)=\sum_{i=1}^{N} \Lambda_{\infty}^{(L)}\left(x, x_{i}\right) \partial_{i k} C(Y(t))
$$

- Uniformly over any interval $[0, T]$, the kernel $\Upsilon^{(L)}$ has a deterministic and fixed limit

$$
\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \Upsilon_{k k^{\prime}}^{(L)}\left(x, x^{\prime}\right)=\delta_{k k^{\prime}} \Upsilon_{\infty}^{(L)}\left(x, x^{\prime}\right)
$$

with limiting kernel:

$$
\Upsilon_{\infty}^{(L)}\left(x, x^{\prime}\right)=\sum_{\ell=1}^{L-1}\left(\Theta_{\infty}^{(\ell)}\left(x, x^{\prime}\right)^{2} \ddot{\Sigma}_{\infty}^{(\ell)}\left(x, x^{\prime}\right)+2 \Theta_{\infty}^{(\ell)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(\ell)}\left(x, x^{\prime}\right)\right) \dot{\Sigma}_{\infty}^{(\ell+1)}\left(x, x^{\prime}\right) \cdots \dot{\Sigma}_{\infty}^{(L-1)}\left(x, x^{\prime}\right)
$$

- The higher moment $k>2$ vanish: $\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \operatorname{Tr}\left(S^{k}\right)=0$.

This result has a number of consequences for infinitely wide networks:

1. At initialization, the matrix $S$ has a finite Frobenius norm $\|S\|_{F}^{2}=\operatorname{Tr}\left(S^{2}\right)=\nabla C^{T} \tilde{\Upsilon} \nabla C$, because $\Upsilon$ converges to a fixed limit. As the network converges, the derivative of the cost goes to zero $\nabla C(t) \rightarrow 0$ and so does the Frobenius norm of $S$.


Figure 3.3.2: Illustration of the mutual orthogonality of $I$ and $S$. For the 20 first eigenvectors of $I$ (blue) and $S$ (orange), we plot the Rayleigh quotients $v^{T} I v$ and $v^{T} S v$ (with $L=3, n_{1}=$ $n_{2}=1000$ and the normalized ReLU on 14 x 14 MNIST with $N=256$ ). We see that the directions where $I$ is large are directions where $S$ is small and vice versa.


Figure 3.3.3: Plot of the loss surface around a global minimum along the first (along the y coordinate) and fourth (x coordinate) eigenvectors of $I$. The network has $L=4$, width $n_{1}=n_{2}=n_{3}=1000$ for the smooth ReLU (left) and the normalized smooth ReLU (right). The data is uniform on the unit disk. Normalizing the non-linearity greatly reduces the narrow valley structure of the loss thus speeding up training.
2. In contrast the operator norm of $S$ vanishes already at initialization (because for all even $k$, we have $\|S\|_{o p} \leq \sqrt[k]{\operatorname{Tr}\left(S^{k}\right)} \rightarrow 0$ ). At initialization, the vanishing of $S$ in operator norm but not in Frobenius norm can be explained by the matrix $S$ having a growing number of eigenvalues of shrinking intensity as the width grows.
3. When it comes to the first moment of $S$, Proposition C. 3 shows that the spectrum of $S$ is in general not symmetric. For the MSE loss the expectation of the first moment at initialization is

$$
\mathbb{E}[\operatorname{Tr}(S)]=\mathbb{E}\left[\left(Y-Y^{*}\right)^{T} G\right]=\mathbb{E}\left[Y^{T} G\right]-\left(Y^{*}\right)^{T} \mathbb{E}[G]=\operatorname{Tr}(\tilde{\Phi})-0
$$

which may be positive or negative depending on the choice of nonlinearity: with a smooth ReLU, it is positive, while for the arc-tangent or the normalized smooth ReLU, it can be negative (see Figure 3.3.1).
This is in contrast to the result obtained in [171, 68] for the shallow ReLU networks, taking the second derivative of the ReLU to be zero. Under this assumption the spectrum of $S$ is symmetric: if the eigenvalues are ordered from lowest to highest, $\lambda_{i}=-\lambda_{P-i}$ and $\operatorname{Tr}(S)=0$.

These observations suggest that $S$ has little influence on the shape of the surface, especially towards the end of training, the matrix $I$ however has an interesting structure.

## The matrix $I$

At a global minimizer $\theta^{*}$, the spectrum of $I$ describes how the loss behaves around $\theta^{*}$. Along the eigenvectors of the biggest eigenvalues of $I$, the loss increases rapidely, while small eigenvalues correspond to flat directions. Numerically, it has been observed that the matrix $I$ features a few
dominating eigenvalues and a bulk of small eigenvalues 189, 190, 82, 167. This leads to a narrow valley structure of the loss around a minimum: the biggest eigenvalues are the 'cliffs' of the valley, i.e. the directions along which the loss grows fastest, while the small eigenvalues form the 'flat directions'or the bottom of the valley.

Note that the rank of $I$ is bounded by $N n_{L}$ and in the overparametrized regime, when $N n_{L}<P$, the matrix $I$ will have a large nullspace, these are directions along which the value of the function on the training set does not change. Note that in the overparametrized regime, global minima are not isolated: they lie in a manifold of dimension at least $P-N n_{L}$ and the nullspace of $I$ is tangent to this solution manifold.

The matrix $I$ is closely related to the NTK Gram matrix:

$$
\tilde{\Theta}=\mathcal{D} Y^{(L)}\left(\mathcal{D} Y^{(L)}\right)^{T} \text { and } I=\left(\mathcal{D} Y^{(L)}\right)^{T} \mathcal{H} C \mathcal{D} Y^{(L)}
$$

As a result, the limiting spectrum of the matrix $I$ can be directly obtained from the NTK 2
Proposition 3.1. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, uniformly over any interval $[0, T]$, the moments $\operatorname{Tr}\left(I^{k}\right)$ converge to the following limit (with the convention that $i_{k+1}=i_{1}$ ):
$\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \operatorname{Tr}\left(I^{k}\right)=\operatorname{Tr}\left(\left(\mathcal{H} C\left(Y_{t}\right) \tilde{\Theta}\right)^{k}\right)=\frac{1}{N^{k}} \sum_{i_{1}, \ldots, i_{k}=1}^{N} \prod_{m=1}^{k} c_{i_{m}}^{\prime \prime}\left(f_{\theta(t)}\left(x_{i_{m}}\right)\right) \Theta_{\infty}^{(L)}\left(x_{i_{m}}, x_{i_{m+1}}\right)$
Proof. It follows from $\operatorname{Tr}\left(I^{k}\right)=\operatorname{Tr}\left(\left(\left(\mathcal{D} Y^{(L)}\right)^{T} \mathcal{H} C \mathcal{D} Y^{(L)}\right)^{k}\right)=\operatorname{Tr}\left((\mathcal{H} C \tilde{\Theta})^{k}\right)$ and the asymptotic of the NTK [105].

## Mean-Square Error

When the loss is the MSE, $\mathcal{H} C$ is equal to $\frac{1}{N} I d_{N n_{L}}$. As a result, $\tilde{\Theta}$ and $I$ have the same non-zero eigenvalues up to a scaling of $1 / N$. Because the NTK is assymptotically fixed, the spectrum of $I$ is also fixed in the limit.

The eigenvectors of the NTK Gram matrix are the kernel principal components of the data. The biggest principal components are the directions in function space which are most favorised by the NTK. This gives a functional interpretation of the narrow valley structure in DNNs: the cliffs of the valley are the biggest principal components, while the flat directions are the smallest components.
Remark 3.2. As the depth $L$ of the network increases, one can observe two regimes [173, 104]: Order/Freeze where the NTK converges to a constant and Chaos where the NTK converges to a Kronecker delta. In the Order/Freeze the $N n_{L} \times N n_{L}$ Gram matrix approaches a block diagonal matrix with $n_{L}$ constant blocks, and as a result $n_{L}$ eigenvalues of $I$ dominate the other ones, corresponding to constant directions along each outputs (this is in line with the observations of [167]). This leads to a narrow valley for the loss and slows down training. In contrast, in the Chaos regime, the NTK Gram matrix approaches a scaled identity matrix, and the spectrum of $I$ should hence concentrate around a positive value, hence speeding up training. Figure 3.3.3 illustrates this phenomenon: with the smooth ReLU we observe a narrow valley, while with the normalized smooth ReLU (which lies in the Chaos according to [104]) the narrowness of the loss is reduced. A similar phenomenon may explain why normalization helps smoothing the loss surface and speed up training [193, 73].

[^13]
## Cross-Entropy Loss

For a binary cross-entropy loss with labels $Y^{*} \in\{-1,+1\}^{N}$

$$
C(Y)=\frac{1}{N} \sum_{i=1}^{N} \log \left(1+e^{-Y_{i}^{*} Y_{i}}\right)
$$

$\mathcal{H C}$ is a diagonal matrix whose entries depend on $Y$ (but not on $Y^{*}$ ):

$$
\mathcal{H}_{i i} C(Y)=\frac{1}{N} \frac{1}{1+e^{-Y_{i}}+e^{Y_{i}}} .
$$

The eigenvectors of $I$ then correspond to the weighted kernel principal component of the data. The positive weights $\frac{1}{1+e^{-Y_{i}}+e^{Y_{i}}}$ approach $1 / 3$ as $Y_{i}$ goes to 0 , i.e. when it is close to the decision boundary from one class to the other, and as $Y_{i} \rightarrow \pm \infty$ the weight go to zero. The weights evolve in time through $Y_{i}$, the spectrum of $I$ is therefore not asymptotically fixed as in the MSE case, but the functional interpretation of the spectrum in terms of the kernel principal components remains.

### 3.4 Conclusion

We have given an explicit formula for the limiting moments of the Hessian of DNNs throughout training. We have used the common decomposition of the Hessian in two terms $I$ and $S$ and have shown that the two terms are asymptotically mutually orthogonal, such that they can be studied separately.

The matrix $S$ vanishes in Frobenius norm as the network converges and has vanishing operator norm throughout training. The matrix $I$ is arguably the most important as it describes the narrow valley structure of the loss around a global minimum. The eigendecomposition of $I$ is related to the (weighted) kernel principal components of the data w.r.t. the NTK.

## Chapter 4

## Kernel Alignment Ridge Estimator: Risk Prediction From Training Data


#### Abstract

We study the risk (i.e. generalization error) of Kernel Ridge Regression (KRR) for a kernel $K$ with ridge $\lambda>0$ and i.i.d. observations. For this, we introduce two objects: the Signal Capture Threshold (SCT) and the Kernel Alignment Risk Estimator (KARE). The SCT $\vartheta_{K, \lambda}$ is a function of the data distribution: it can be used to identify the components of the data that the KRR predictor captures, and to approximate the (expected) KRR risk. This then leads to a KRR risk approximation by the KARE $\rho_{K, \lambda}$, an explicit function of the training data, agnostic of the true data distribution. We phrase the regression problem in a functional setting. The key results then follow from a finite-size analysis of the Stieltjes transform of general Wishart random matrices. Under a natural universality assumption (that the KRR moments depend asymptotically on the first two moments of the observations) we capture the mean and variance of the KRR predictor. We numerically investigate our findings on the Higgs and MNIST datasets for various classical kernels: the KARE gives an excellent approximation of the risk, thus supporting our universality assumption. Using the KARE, one can compare choices of Kernels and hyperparameters directly from the training set. The KARE thus provides a promising data-dependent procedure to select Kernels that generalize well.


### 4.1 Introduction

Kernel Ridge Regression (KRR) is a widely used statistical method to learn a function from its values on a training set [198, 200. It is a non-parametric generalization of linear regression to infinitedimensional feature spaces. Given a positive-definite kernel function $K$ and (noisy) observations $y^{\epsilon}$ of a true function $f^{*}$ at a list of points $X=x_{1}, \ldots, x_{N}$, the $\lambda$-KRR estimator $\hat{f}_{\lambda}^{\epsilon}$ of $f^{*}$ is defined by

$$
\hat{f}_{\lambda}^{\epsilon}(x)=\frac{1}{N} K(x, X)\left(\frac{1}{N} K(X, X)+\lambda I_{N}\right)^{-1} y^{\epsilon}
$$

where $K(x, X)=\left(K\left(x, x_{i}\right)\right)_{i=1, .,, N} \in \mathbb{R}^{N}$ and $K(X, X)=\left(K\left(x_{i}, x_{j}\right)\right)_{i, j=1, .,, N} \in \mathbb{R}^{N \times N}$.
Despite decades of intense mathematical progress, the rigorous analysis of the generalization of kernel methods remains a very active and challenging area of research. In recent years, many new
kernels have been introduced for both regression and classification tasks; notably, a large number of kernels have been discovered in the context of deep learning, in particular through the so-called Scattering Transform [148], and in close connection with deep neural networks [37, 105, yielding ever-improving performance for various practical tasks [6, 51, 136, 199]. Currently, theoretical tools to select the relevant kernel for a given task, i.e. to minimize the generalization error, are however lacking.

While a number of bounds for the risk of Linear Ridge Regression (LRR) or KRR [29, 72, [212, 150] exist, most focus on the rate of convergence of the risk: these estimates typically involve constant factors which are difficult to control in practice. Recently, a number of more precise estimates have been given [145, $48,152,144,25$; however, these estimates typically require a priori knowledge of the data distribution. It remains a challenge to have estimates based on the training data alone, enabling one to make informed decisions on the choices of the ridge and of the kernel.

## Contributions

We consider a generalization of the $\operatorname{KRR}$ predictor $\hat{f}_{\lambda}^{\epsilon}$ : one tries to reconstruct a true function $f^{*}$ in a space of continuous functions $\mathcal{C}$ from noisy observations $y^{\epsilon}$ of the form $\left(o_{1}\left(f^{*}\right)+\epsilon e_{1}, \ldots, o_{N}\left(f^{*}\right)+\epsilon e_{N}\right)$, where the observations $o_{i}$ are i.i.d. linear forms $\mathcal{C} \rightarrow \mathbb{R}$ sampled from a distribution $\pi, \epsilon$ is the level of noise, and the $e_{1}, \ldots, e_{N}$ are centered of unit variance. We work under the universality assumption that, for large $N$, only the first two moments of $\pi$ determine the behavior of the first two moments of $\hat{f}_{\lambda}^{\epsilon}$. We obtain the following results:

1. We introduce the Signal Capture Threshold (SCT) $\vartheta(\lambda, N, K, \pi)$, which is determined by the ridge $\lambda$, the size of the training set $N$, the kernel $K$, and the observations distribution $\pi$ (more precisely, the dependence on $\pi$ is only through its first two moments). We give approximations for the expectation and variance of the KRR predictor in terms of the SCT.
2. Decomposing $f^{*}$ along the kernel principal components of the data distribution, we observe that in expectation, the predictor $\hat{f}_{\lambda}^{\epsilon}$ captures only the signal along the principal components with eigenvalues larger than the SCT. If $N$ increases or $\lambda$ decreases, the SCT $\vartheta$ shrinks, allowing the predictor to capture more signal. At the same time, the variance of $\hat{f}_{\lambda}^{\epsilon}$ scales with the derivative $\partial_{\lambda} \vartheta$, which grows as $\lambda \rightarrow 0$, supporting the classical bias-variance tradeoff picture [71].
3. We give an explicit approximation for the expected MSE risk $R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)$ and empirical MSE risk $\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)$ for an arbitrary continuous true function $f^{*}$. We find that, surprisingly, the expected risk and expected empirical risk are approximately related by

$$
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx \frac{\vartheta(\lambda)^{2}}{\lambda^{2}} \mathbb{E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]
$$

4. We introduce the Kernel Alignment Risk Estimator (KARE) as the ratio $\rho$ defined by

$$
\rho\left(\lambda, N, y^{\epsilon}, G\right)=\frac{\frac{1}{N}\left(y^{\epsilon}\right)^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} y^{\epsilon}}{\left(\frac{1}{N} \operatorname{Tr}\left[\left(\frac{1}{N} G+\lambda I_{N}\right)^{-1}\right]\right)^{2}}
$$

where $G$ is the Gram matrix of $K$ on the observations. We show that the KARE approximates the expected risk; unlike the SCT, it is agnostic of the true data distribution. This result


Figure 4.1.1: Comparison between the KRR risk and the KARE for various choices of normalized lengthscale $\ell / d$ and ridge $\lambda$ on the MNIST dataset (restricted to the digits 7 and 9 , labeled by 1 and -1 respectively, $N=2000$ ) and on the Higgs dataset (classes 'b' and 's', labeled by -1 and $1, N=1000$ ) with the RBF Kernel $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|_{2}^{2} / \ell\right)$ (see the Appendix for experiments with the Laplacian and $\ell_{1}$-norm kernels). KRR predictor risks, and KARE curves (shown as dashed lines, 5 samples) concentrate around their respective averages (solid lines).
follows from the fact that $\vartheta(\lambda) \approx 1 / m_{G}(-\lambda)$, where $m_{G}(z)=\operatorname{Tr}\left[\left(\frac{1}{N} G-z I_{N}\right)^{-1}\right]$ is the Stieltjes Transform of the Gram matrix.
5. Empirically, we find that the KARE predicts the risk on the Higgs and MNIST datasets. We see empirically that our results extend extremely well beyond the Gaussian observation setting, thus supporting our universality assumption (see Figure 4.1.1).

Our proofs (see the Appendix) rely on a generalized and refined version of the finite-size analysis of 102 of generalized Wishart matrices, obtaining sharper bounds and generalizing the results to operators. Our analysis relies in particular on the complex Stieltjes transform $m_{G}(z)$, evaluated at $z=-\lambda$, and on fixed-point arguments.

## Related Works

The theoretical analysis of the risk of KRR has seen tremendous developments in the recent years. In particular, a number of upper and lower bounds for kernel risk have been obtained [29, 212, 150, in various settings: notably, convergence rates (i.e. without control of the constant factors) are obtained in general settings. This allows one to abstract away a number of details about the kernels (e.g. the lengthscale), which don't influence the asymptotic rates. However, this does not give access to the risk at finite data size (crucial to pick e.g. the correct lengthscale or the NTK depth [105]).

A number of recent results have given precise descriptions of the risk for ridge regression [48, 144, for random features [152, 102], and in relation to neural networks [145, 25]. These results rely on the analysis of the asymptotic spectrum of general Wishart random matrices, in particular through the Stieltjes transform [203, 11]. The limiting Stieltjes transform can be recovered from the formula for the product of freely independent matrices [65]. To extend these asymptotic results to finite-size settings, we generalize and adapt the results of [102].

While these techniques have given simple formulae for the KRR predictor expectation, approximating its variance has remained more challenging. For this reason the description of the expected risk in [145] is stated as a conjecture. In [144] only the bias component of the risk is approximated.

In [48] the expected risk is given only for random true functions (in a Bayesian setting) with a specific covariance. In [25], the expected risk follows from a heuristic spectral analysis combining a PDE approximation and replica tricks. In this paper, we approximate the variance of the predictor along the principal components, giving an approximation of the risk for any continuous true function.

The SCT is related to a number of objects from previous works, such as the effective dimension of [238, 29], the companion Stieltjes transform of 48, 144, and particularly the effective ridge of 102. The SCT can actually be viewed as a direct translation to the KRR risk setting of [102].

## Outline

In Section 8.2 , we first introduce the Kernel Ridge Regression (KRR) predictor in functional space (Section 4.2) and formulate its train error and risk for random observations (Section 4.2).

The rest of the paper is then devoted to obtaining approximations for the KRR risk. In Section 4.3 the Signal Capture Threshold (SCT) is introduced and used to study the mean and variance of the KRR predictor (Sections 4.3 and 4.3). An approximation of the SCT in terms of the observed data is then given (Section 4.3). In Section 4.4, the expected risk and the expected empirical risk are approximated in terms of the SCT and its derivative w.r.t. the ridge $\lambda$. The SCT approximation of Section 4.3, together with the estimates of Section 4.4. leads to an approximation of the KRR risk by the Kernel Alignment Risk Estimator (KARE).

### 4.2 Setup

Given a compact $\Omega \subset \mathbb{R}^{d}$, let $\mathcal{C}$ denote the space of continuous $f: \Omega \rightarrow \mathbb{R}$, endowed with the supremum norm $\|f\|_{\infty}=\sup _{x \in \Omega}|f(x)|$. In the classical regression setting, we want to reconstruct a true function $f^{*} \in \mathcal{C}$ from its values on a training set $x_{1}, \ldots, x_{N}$, i.e. from the noisy labels $y^{\epsilon}=\left(f^{*}\left(x_{1}\right)+\epsilon e_{1}, \ldots, f^{*}\left(x_{N}\right)+\epsilon e_{N}\right)^{T}$ for some i.i.d. centered noise $e_{1}, \ldots, e_{N}$ of unit variance and noise level $\epsilon \geq 0$.

In this paper, the observed values (without noise) of the true function $f^{*}$ consist in observations $o_{1}, \ldots, o_{N} \in \mathcal{C}^{*}$, where $\mathcal{C}^{*}$ is the dual space, i.e. the space of bounded linear functionals $\mathcal{C} \rightarrow \mathbb{R}$. We thus represent the training set of $N$ observations $o_{1}, \ldots, o_{N}$ by the sampling operator $\mathcal{O}: \mathcal{C} \rightarrow \mathbb{R}^{N}$ which maps a function $f \in \mathcal{C}$ to the vector of observations $\mathcal{O}(f)=\left(o_{1}(f), \ldots, o_{N}(f)\right)^{T}$.

The classical setting corresponds to the case where the observations are evaluations of $f^{*}$ at points $x_{1}, \ldots, x_{N} \in \Omega$, i.e. $o_{i}\left(f^{*}\right)=f^{*}\left(x_{i}\right)$ for $i=1, \ldots, N$. In time series analysis (when $\Omega \subset \mathbb{R}$ ), the observations can be the averages $o_{i}\left(f^{*}\right)=\frac{1}{b_{i}-a_{i}} \int_{a_{i}}^{b_{i}} f^{*}(t) d t$ over time intervals $\left[a_{i}, b_{i}\right] \subset \mathbb{R}$.

## Kernel Ridge Regression Predictor

The regression problem is now stated as follows: given noisy observations $y_{i}^{\epsilon}=o_{i}\left(f^{*}\right)+\epsilon e_{i}$ with i.i.d. centered noises $e_{1}, \ldots, e_{N}$ of unit variance, how can one reconstruct $f^{*}$ ?

Definition 1. Consider a continuous positive kernel $K: \Omega \times \Omega \rightarrow \mathbb{R}$ and a ridge parameter $\lambda>0$. The Kernel Ridge Regression (KRR) predictor with ridge $\lambda$ is the function $\hat{f}_{\lambda}^{\epsilon}: \Omega \rightarrow \mathbb{R}$

$$
\hat{f}_{\lambda}^{\epsilon}=\frac{1}{N} K \mathcal{O}^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}\right)^{-1} y^{\epsilon}
$$

where $\mathcal{O}^{T}: \mathbb{R}^{N} \rightarrow \mathcal{C}^{*}$ is the adjoint of $\mathcal{O}$ defined by $\left(\mathcal{O}^{T} y\right)(f)=y^{T} \mathcal{O}(f)$ and where we view $K$ as a map $\mathcal{C}^{*} \rightarrow \mathcal{C}$ with $(K \mu)(x)=\mu(K(x, \cdot))$.

Remark 4.1. The KRR predictor arises naturally in the following setup: assuming a (centered) Gaussian Bayesian prior on the true function with covariance operator $K$ and noise amplitude $\epsilon$, the expected posterior, for observed labels $y^{\epsilon}$ is given by $\hat{f}_{\lambda}^{\epsilon}$ for $\lambda=\epsilon^{2}$.

We call the $N \times N$ matrix $G=\mathcal{O} K \mathcal{O}^{T}$ the Gram matrix: in the classical setting, when the observations are $o_{i}=\delta_{x_{i}}$ (with $\left.\delta_{x}(f)=f(x)\right), G$ is the usual Gram matrix, i.e. $G_{i j}=K\left(x_{i}, x_{j}\right)$.

## Training Error and Risk

We consider the least-squares error (MSE loss) of the KRR predictor, taking into account randomness of: (1) the test point, random observation $o$ to which is added a noise $\epsilon e$ (2) the training data, made of $N$ observations $o_{i}$ plus noises $\epsilon e_{i} \sim \nu$, where $o, o_{1}, \ldots, o_{n} \sim \pi$ and $e, e_{1}, \ldots, e_{N}$ are i.i.d. The expected risk of the KRR predictor is thus taken w.r.t. the test and training observations and their noises. Unless otherwise specified, the expectations are taken w.r.t. all these sources of randomness.

For (fixed) observations $o_{1}, \ldots, o_{N}$, the empirical risk or training error of the KRR predictor $\hat{f}_{\lambda}^{\epsilon}$ is

$$
\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\frac{1}{N} \sum_{i=1}^{N}\left(o_{i}\left(\hat{f}_{\lambda}^{\epsilon}\right)-y_{i}^{\epsilon}\right)^{2}=\frac{1}{N}\left\|\mathcal{O}\left(\hat{f}_{\lambda}^{\epsilon}\right)-y^{\epsilon}\right\|^{2}
$$

For a random observation $o$ sampled from $\pi$ and a noise $\epsilon e$ (where $e \sim \nu$ is centered of unit variance as before), the risk $R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)$ of the $\operatorname{KRR}$ predictor $\hat{f}_{\lambda}^{\epsilon}$ is defined by

$$
R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\mathbb{E}_{o \sim \pi, e \sim \nu}\left[\left(o\left(f^{*}\right)+\epsilon e-o\left(\hat{f}_{\lambda}^{\epsilon}\right)\right)^{2}\right]
$$

Describing the observation variance by the bilinear form $\langle f, g\rangle_{S}=\mathbb{E}_{o \sim \pi}[o(f) o(g)]$ and the related semi-norm $\|f\|_{S}=\langle f, f\rangle_{S}^{1 / 2}$, the risk can be rewritten as $R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\left\|\hat{f}_{\lambda}^{\epsilon}-f^{*}\right\|_{S}^{2}+\epsilon^{2}$.

From now on, we will assume that $\langle\cdot, \cdot\rangle_{S}$ is a scalar product; note that in the classical setting, when $o$ is the evaluation of $f^{*}$ at a point $x \in \Omega$ with $x \sim \sigma$, the $S$-norm is given by $\|f\|_{S}^{2}=$ $\int_{\Omega} f(x)^{2} \sigma(d x)$.

The following three operators $\mathcal{C} \rightarrow \mathcal{C}$ are central to our analysis:
Definition 2. The $K R R$ reconstruction operator $A_{\lambda}: \mathcal{C} \rightarrow \mathcal{C}$, the KRR Integral Operator $T_{K}: \mathcal{C} \rightarrow$ $\mathcal{C}$, and its empirical version $T_{K}^{N}: \mathcal{C} \rightarrow \mathcal{C}$ are defined by

$$
\begin{aligned}
A_{\lambda} & =\frac{1}{N} K \mathcal{O}^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}\right)^{-1} \mathcal{O} \\
\left(T_{K} f\right)(x) & =\langle f, K(x, \cdot)\rangle_{S}=\mathbb{E}_{o \sim \pi}[o(f) o(K(x, \cdot))] \\
\left(T_{K}^{N} f\right)(x) & =\frac{1}{N} K \mathcal{O}^{T} \mathcal{O} f(x)=\frac{1}{N} \sum_{i=1}^{N} o_{i}(f) o_{i}(K(x, \cdot))
\end{aligned}
$$

Note that in the noiseless regime (i.e. when $\epsilon=0$ ), we have $\left.\hat{f}_{\lambda}^{\epsilon}\right|_{\epsilon=0}=A_{\lambda} f^{*}$. Also note that $A_{\lambda}$ and $T_{K}^{N}$ are random operators, as they depend on the random observations. The operator $T_{K}$
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is the natural generalization to our framework of the integration operator $f \mapsto \int K(x, \cdot) f(x) \sigma(d x)$, which is defined with random observations $\delta_{x}$ with $x \sim \sigma$ in the classical setting.

The reconstruction and empirical integral operators are linked by $A_{\lambda}=T_{K}^{N}\left(T_{K}^{N}+\lambda I_{\mathcal{C}}\right)^{-1}$, which follows from the identity $\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}\right)^{-1} \mathcal{O}=\mathcal{O}\left(\frac{1}{N} K \mathcal{O}^{T} \mathcal{O}+\lambda I_{\mathcal{C}}\right)^{-1}$. As $N \rightarrow \infty$, we have that $T_{K}^{N} \rightarrow T_{K}$, and it follows that

$$
\begin{equation*}
A_{\lambda} \rightarrow \tilde{A}_{\lambda}:=T_{K}\left(T_{K}+\lambda I_{\mathcal{C}}\right)^{-1} \tag{4.2.1}
\end{equation*}
$$

## Eigendecomposition of the Kernel

We will assume that the kernel $K$ can be diagonalized by a countable family of eigenfunctions $\left(f^{(k)}\right)_{k \in \mathbb{N}}$ in $\mathcal{C}$ with eigenvalues $\left(d_{k}\right)_{k \in \mathbb{N}}$, orthonormal with respect to the scalar product $\langle\cdot, \cdot\rangle_{S}$, such that we have (with uniform convergence):

$$
K\left(x, x^{\prime}\right)=\sum_{k=1}^{\infty} d_{k} f^{(k)}(x) f^{(k)}\left(x^{\prime}\right)
$$

The functions $f^{(k)}$ are also eigenfunctions of $T_{K}$ : we have $T_{K} f^{(k)}=d_{k} f^{(k)}$. We will also assume that $\operatorname{Tr}\left[T_{K}\right]=\sum_{k=1}^{\infty}\left\langle f^{(k)}, T_{K}\left(f^{(k)}\right)\right\rangle_{S}=\sum_{k=1}^{\infty} d_{k}$ is finite. Note that in the classical setting $K$ can be diagonalized as above (by Mercer's theorem), and $\operatorname{Tr}\left[T_{K}\right]=\mathbb{E}_{x \sim \sigma}[K(x, x)]$ is finite. Computing the eigendecomposition of $T_{K}$ is difficult for general kernels and data distributions, but explicit formulas exist for special cases, such as for the RBF kernel and isotropic Gaussian inputs as described in Section 1.5 of the Appendix.

## Gaussianity Assumption

As seen in Equation (4.2.1) above, $\tilde{A}_{\lambda}$ only depends on the second moment of $\pi$ (through $\langle\cdot, \cdot\rangle_{S}$ ), suggesting the following assumption, with which we will work in this paper:

Assumption A. As far as one is concerned with the first two moments of the $A_{\lambda}$ operator, for large but finite $N$, we will assume that the observations $o_{1}, \ldots, o_{N}$ are centered Gaussian, i.e. that for any tuple of functions $\left(f_{1}, \ldots, f_{N}\right)$, the vector $\left(o_{1}\left(f_{1}\right), \ldots, o_{N}\left(f_{N}\right)\right)$ is a mean zero Gaussian vector.

Though our proofs use this assumption, the ideas in [145, 23] suggest a path to extend them beyond the Gaussian case, where our numerical experiments (see Figure 4.1.1) suggest that our results remain true. See Section 2.1 of the Appendix for a more detailed discussion.

### 4.3 Predictor Moments and Signal Capture Threshold

A central tool in our analysis of the KRR predictor $\hat{f}_{\lambda}^{\epsilon}$ is the Signal Capture Threshold (SCT):
Definition 3. For $\lambda>0$, the Signal Capture Threshold $\vartheta(\lambda)=\vartheta(\lambda, N, K, \pi)$ is the unique positive solution (see Section 2.2 in the Appendix) to the equation:

$$
\vartheta(\lambda)=\lambda+\frac{\vartheta(\lambda)}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right]
$$

In this section, we use $\vartheta(\lambda)$ and the derivative $\partial_{\lambda} \vartheta(\lambda)$ for the estimation of the mean and variance of the KRR predictor $\hat{f}_{\lambda}^{\epsilon}$ upon which the Kernel Alignment Risk Estimator of Section 4.4 is based.

## Mean predictor

The expected KRR predictor can be expressed in terms of the expected reconstruction operator $A_{\lambda}$

$$
\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]=\mathbb{E}\left[\frac{1}{N} K \mathcal{O}^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}\right)^{-1} y^{\epsilon}\right]=\mathbb{E}\left[A_{\lambda}\right] f^{*}
$$

where we used the fact that $\mathbb{E}_{e_{1}, \ldots, e_{N}}\left[y^{\epsilon}\right]=\mathcal{O} f^{*}$.
Theorem 4.1 (Theorem 10 in the Appendix). The expected reconstruction operator $\mathbb{E}\left[A_{\lambda}\right]$ is approximated by the operator $\tilde{A}_{\vartheta}=T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}$ in the sense that for all $f, g \in \mathcal{C}$,

$$
\left|\left\langle f,\left(\mathbb{E}\left[A_{\lambda}\right]-\tilde{A}_{\vartheta}\right) g\right\rangle_{S}\right| \leq\left(\frac{1}{N}+\boldsymbol{P}_{0}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)\left|\left\langle f, \tilde{A}_{\vartheta}\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) g\right\rangle_{S}\right|
$$

for a polynomial $\boldsymbol{P}_{0}$ with nonnegative coefficients and $\boldsymbol{P}_{0}(0)=0$.
Proof. (Sketch; see the Appendix for details) First we show that $\mathbb{E}\left[\left\langle f^{(k)}, A_{\lambda} f^{(m)}\right\rangle_{S}\right]=0$ whenever $m \neq k$, using the invariance of the observations' distribution $o_{i}$ w.r.t. reflection along a principal component $f^{(k)}$. This implies that $\mathbb{E}\left[A_{\lambda}\right]$ and $\tilde{A}_{\vartheta}$ both have the same eigenfunctions $\left(f^{(k)}\right)_{k \geq 1}$. It thus only remains to show that the eigenvalues of both operators are close: $\mathbb{E}\left[\left\langle f^{(k)}, A_{\lambda} f^{(k)}\right\rangle_{S}\right] \approx$ $\frac{d_{k}}{d_{k}+\vartheta}$.

The difficulty lies in computing the inverse of $B=\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}$. We use the ShermanMorrison formula to isolate the contribution along the $k$-th principal component $f^{(k)}$. Defining the kernel $K_{(k)}(x, y)=\sum_{\ell \neq k} d_{\ell} f^{(\ell)}(x) f^{(\ell)}(y)$ and the vector $\mathcal{O}_{k}=\mathcal{O} f^{(k)} \in \mathbb{R}^{N}$, we obtain

$$
B^{-1}=B_{(k)}^{-1}-\frac{1}{N} \frac{d_{k}}{1+d_{k} g_{k}} B_{(k)}^{-1} \mathcal{O}_{k} \mathcal{O}_{k}^{T} B_{(k)}^{-1}
$$

for $B_{(k)}=\frac{1}{N} \mathcal{O} K_{(k)} \mathcal{O}^{T}+\lambda I_{N}$ and $g_{k}=\frac{1}{N} \mathcal{O}_{k}^{T} B_{(k)}^{-1} \mathcal{O}_{k}$. Using the above formula we obtain that

$$
\left\langle f^{(k)}, A_{\lambda} f^{(k)}\right\rangle_{S}=\frac{1}{N} d_{k} \mathcal{O}_{k}^{T} B^{-1} \mathcal{O}_{k}=\frac{d_{k} g_{k}}{1+d_{k} g_{k}}
$$

Since the vector $\mathcal{O}_{k}$ is independent of $B_{(k)}$ and has i.i.d. $\mathcal{N}\left(0, d_{k}\right)$ entries, $g_{k}$ concentrates around $\frac{1}{N} \operatorname{Tr} B_{(k)}^{-1}$ which itself can be approximated by the Stieltjes transform $m(z=-\lambda)=\frac{1}{N} \operatorname{Tr} B^{-1}$ (since $B_{(k)}$ is a rank-one deformation of $\left.B\right)$. Expanding the trivial equation $\frac{1}{N} \operatorname{Tr}\left[B B^{-1}\right]=1$, we obtain the relation

$$
\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k} g_{k}}{1+d_{k} g_{k}}+\lambda m(-\lambda)=1
$$

which implies that both the $g_{k}$ 's and the Stieltjes transform $m(-\lambda)$ concentrate around the unique solution $\tilde{m}$ to the equation $\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}+\lambda \tilde{m}=1$. The SCT is then defined as the reciprocal $\vartheta=1 / \tilde{m}$ and since $g_{k} \approx \tilde{m}$ we obtain that $\mathbb{E}\left[\left\langle f^{(k)}, A_{\lambda} f^{(k)}\right\rangle_{S}\right]=\mathbb{E}\left[\frac{d_{k} g_{k}}{1+d_{k} g_{k}}\right] \approx \frac{d_{k}}{\vartheta+d_{k}}$ as needed.

This theorem gives the following motivation for the name SCT: if the true function $f^{*}$ is an eigenfunction of $T_{K}$, i.e. $T_{K} f^{*}=\delta f^{*}$, then $\tilde{A}_{\vartheta} f^{*}=\frac{\delta}{\vartheta(\lambda)+\delta} f^{*}$ and we get:

- if $\delta \gg \vartheta(\lambda)$, then $\frac{\delta}{\vartheta(\lambda)+\delta} \approx 1$ and $\mathbb{E}\left[A_{\lambda}\right] f^{*} \approx f^{*}$, i.e. the function is learned on average,


Figure 4.3.1: Signal Capture Threshold and Derivative. We consider the RBF Kernel on the standard $d$-dimensional Gaussian with $\ell=d=20$. In blue lines, exact formulas for the SCT $\vartheta(\lambda)$ and $\partial_{\lambda} \vartheta(\lambda)$, computed using the explicit formula for the eigenvalues $d_{k}$ of the integral operator $T_{K}$ given in Section 1.5 of the Appendix; in red dots, their approximation with Proposition 4.3 .

- if $\delta \ll \vartheta(\lambda)$, then $\frac{\delta}{\vartheta(\lambda)+\delta} \approx 0$ and $\mathbb{E}\left[A_{\lambda}\right] f^{*} \approx 0$, i.e. the function is not learned on average.

More generally, if we decompose a true function $f^{*}$ along the principal components (i.e. eigenfunctions) of $T_{K}$, the signal along the $k$-th principal component $f^{(k)}$ is captured whenever the corresponding eigenvalue $d_{k} \gg \vartheta(\lambda)$ and lost when $d_{k} \ll \vartheta(\lambda)$.

## Variance of the predictor

We now estimate the variance of $\hat{f}_{\lambda}^{\epsilon}$ along each principal component in terms of the SCT $\vartheta(\lambda)$ and its derivative $\partial_{\lambda} \vartheta(\lambda)$. Along the eigenfunction $f^{(k)}$, the variance is estimated by $V_{k}$, where

$$
V_{k}\left(f^{*}, \lambda, N, \epsilon\right)=\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}
$$

Theorem 4.2 (Theorem 15 in the Appendix). There is a constant $\boldsymbol{C}_{1}>0$ and a polynomial $\boldsymbol{P}_{1}$ with nonnegative coefficients and with $\boldsymbol{P}_{1}(0)=0$ such that

$$
\left|\operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)-V_{k}\right| \leq\left(\frac{\boldsymbol{C}_{1}}{N}+\boldsymbol{P}_{1}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) V_{k}
$$

As shown in Section 4.4 understanding the variance along the principal components (rather than the covariances between the principal components) is enough to describe the risk.

## Behavior of the SCT

The behavior of the SCT can be controlled by the following (agnostic of the exact spectrum of $T_{K}$ )
Proposition 4.1 (Proposition 5 in the Appendix). For any $\lambda>0$, we have

$$
\lambda<\vartheta(\lambda, N) \leq \lambda+\frac{1}{N} \operatorname{Tr}\left[T_{K}\right], \quad 1 \leq \partial_{\lambda} \vartheta(\lambda, N) \leq \frac{1}{\lambda} \vartheta(\lambda, N)
$$

moreover $\vartheta(\lambda, N)$ is decreasing as a function of $N$.
Remark 4.2. As $N \rightarrow \infty$, we have $\vartheta(\lambda, N)$ decreases down to $\lambda$ (see also Figure 4.3.1), in agreement with the fact that $A_{\lambda} \rightarrow \tilde{A}_{\lambda}$.

As $\lambda \rightarrow 0$, the above upper bound for $\partial_{\lambda} \vartheta$ becomes useless. Still, assuming that the spectrum of $K$ has a sufficiently fast power-law decay, we get:

Proposition 4.2 (Proposition 9 in the Appendix). If $d_{k}=\Theta\left(k^{-\beta}\right)$ for some $\beta>1$, there exist $c_{0}, c_{1}, c_{2}>0$ such that for any $\lambda>0$

$$
\lambda+c_{0} N^{-\beta} \leq \vartheta(\lambda, N) \leq c_{2} \lambda+c_{1} N^{-\beta}, \quad 1 \leq \partial_{\lambda} \vartheta(\lambda, N) \leq c_{2}
$$

## Approximation of the SCT from the training data

The SCT $\vartheta$ and its derivative $\partial_{\lambda} \vartheta$ are functions of $\lambda, N$, and of the spectrum of $T_{K}$. In practice, the spectrum of $T_{K}$ is not known: for example, in the classical setting, one does not know the true data distribution $\sigma$. Fortunately, $\vartheta$ can be approximated by $1 / m_{G}(-\lambda)$, where $m_{G}$ is the Stieltjes Transform of the Gram matrix, defined by $m_{G}(z)=\operatorname{Tr}\left[\left(\frac{1}{N} G-z I_{N}\right)^{-1}\right]$. Namely, we get:

Proposition 4.3 (Proposition 3 in the Appendix). For any $\lambda>0, s \in \mathbb{N}$, there is a $\boldsymbol{c}_{s}>0$ such that

$$
\mathbb{E}\left[\left|1 / \vartheta(\lambda)-m_{G}(-\lambda)\right|^{2 s}\right] \leq \frac{\boldsymbol{c}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{\lambda^{4 s} N^{3 s}}
$$

Remark 4.3. Likewise, we have $\left.\partial_{\lambda} \vartheta \approx\left(\partial_{z} m_{G}(z) / m_{G}(z)^{2}\right)\right|_{z=-\lambda}$, as shown in the Appendix.

### 4.4 Risk Prediction with KARE

In this section, we show that the Expected Risk $\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$ can be approximated in terms of the training data by the Kernel Alignment Risk Estimator (KARE).

Definition 4. The Kernel Alignment Risk Estimator (KARE) $\rho$ is defined by

$$
\rho\left(\lambda, N, y^{\epsilon}, G\right)=\frac{\frac{1}{N}\left(y^{\epsilon}\right)^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} y^{\epsilon}}{\left(\frac{1}{N} \operatorname{Tr}\left[\left(\frac{1}{N} G+\lambda I_{N}\right)^{-1}\right]\right)^{2}}
$$

In the following, using Theorems 4.1 and D.2, we give an approximation for the expected risk and expected empirical risk in terms of the SCT and the true function $f^{*}$. This yields the important relation 4.4.1 in Section 4.4 which shows that the KARE can be used to efficiently approximate the kernel risk.

## Expected Risk and Expected Empirical Risk

The expected risk is approximated, in terms of the SCT and the true function $f^{*}$, by

$$
\tilde{R}^{\epsilon}\left(f^{*}, \lambda, N, K, \pi\right)=\partial_{\lambda} \vartheta(\lambda)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)
$$

as shown by the following:
Theorem 4.3 (Theorem 16 in the Appendix). There exists a constant $\boldsymbol{C}_{2}>0$ and a polynomial $\boldsymbol{P}_{2}$ with nonnegative coefficients and with $\boldsymbol{P}_{2}(0)=0$, such that we have

$$
\left|\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]-\tilde{R}^{\epsilon}\left(f^{*}, \lambda, N, K, \pi\right)\right| \leq\left(\frac{\boldsymbol{C}_{2}}{N}+\boldsymbol{P}_{2}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) \tilde{R}^{\epsilon}\left(f^{*}, \lambda, N, K, \pi\right)
$$

Proof. (Sketch; the full proof is given in the Appendix). From the bias-variance decomposition:

$$
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]=R^{\epsilon}\left(\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)+\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)
$$

By Theorem 4.1, and a small calculation, the bias is approximately $\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}$. By Theorem D.2 and a calculation, the variance is approximately $\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)$.

The approximate expected risk $\tilde{R}^{\epsilon}\left(f^{*}, \lambda, N, K, \pi\right)$ is increasing in both $\vartheta$ and $\partial_{\lambda} \vartheta$. As $\lambda$ increases, the bias increases with $\vartheta$, while the variance decreases with $\partial_{\lambda} \vartheta$ : this leads to the bias-variance tradeoff. On the other hand, as a function of $N, \vartheta$ is decreasing but $\partial_{\lambda} \vartheta$ is generally not monotone: this can lead to so-called multiple descent curves in the risk as a function of $N$ [138.

Note also that if we decompose the true function along the principal components $f^{*}=\sum_{k=1}^{\infty} b_{k} f^{(k)}$, the risk is approximated by $\tilde{R}^{\epsilon}\left(f^{*}\right)=\partial_{\lambda} \vartheta(\lambda)\left(\sum_{k=1}^{\infty} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}} b_{k}^{2}+\epsilon^{2}\right)$.
Remark 4.4. For a decaying ridge $\lambda=c N^{-\gamma}$ for $0<\gamma<\frac{1}{2}$, as $N \rightarrow \infty$, by Proposition D.3. we get $\vartheta(\lambda) \rightarrow 0$ and $\partial_{\lambda} \vartheta(\lambda) \rightarrow 1$ : this implies that $\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \rightarrow \epsilon^{2}$. Hence the KRR can learn any continuous function $f^{*}$ as $N \rightarrow \infty$ (even if $f^{*}$ is not in the RKHS associated with $K$ ).
Remark 4.5. In a Bayesian setting, assuming that $f^{*}$ is random with zero mean and covariance kernel $\Sigma$, the optimal choices for the KRR predictor are $K=\Sigma$ and $\lambda=\epsilon^{2} / N$ (see Section 2.7 in the Appendix). When $K=\Sigma$ and $\lambda=\epsilon^{2} / N$, the formula of Theorem 6 simplifies (see Corollary 18 in the Appendix) to

$$
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx N \vartheta\left(\frac{\epsilon^{2}}{N}, \Sigma\right)
$$

The empirical risk (or train error) $\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)=\lambda^{2}\left(y^{\epsilon}\right)^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} y^{\epsilon}$ can be analyzed with the same theoretical tools. Its approximation in terms of the SCT is given as follows:

Theorem 4.4 (Theorem 17 in the Appendix). There exists a constant $\boldsymbol{C}_{3}>0$ and a polynomial $\boldsymbol{P}_{3}$ with nonnegative coefficients and with $\boldsymbol{P}_{3}(0)=0$ such that we have

$$
\left|\mathbb{E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]-\frac{\lambda^{2}}{\vartheta(\lambda)^{2}} \tilde{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}, \lambda, N, K, \pi\right)\right| \leq\left(\frac{1}{N}+\boldsymbol{P}_{3}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) \tilde{R}^{\epsilon}\left(f^{*}, \lambda, N, K, \pi\right)
$$

## KARE: Kernel Alignment Risk Estimator

While the above approximations (Theorems D.3 and 4.4) for the expected risk and empirical risk depend on $f^{*}$, their combination yields the following relation, which is surprisingly independent of $f^{*}$ :

$$
\begin{equation*}
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx \frac{\vartheta^{2}}{\lambda^{2}} \mathbb{E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \tag{4.4.1}
\end{equation*}
$$

Since $\vartheta$ can be approximated from the training set (see Proposition 4.3), so can the expected risk. Assuming that the risk and empirical risk concentrate around their expectations, we get the KARE:

$$
R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right) \approx \rho\left(\lambda, N, y^{\epsilon}, G\right)=\frac{\frac{1}{N}\left(y^{\epsilon}\right)^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} y^{\epsilon}}{\left(\frac{1}{N} \operatorname{Tr}\left[\left(\frac{1}{N} G+\lambda I_{N}\right)^{-1}\right]\right)^{2}}
$$



Figure 4.4.1: Comparision of risk predictors. We calculate the risk (i.e. test error) of $\hat{f}_{\lambda}^{\epsilon}$ on MNIST with the RBF Kernel for various values of $\ell$ and $\lambda$ on $N=200$ data points (same setup as Fig. 4.1.1). We mark the minimum MSE achieved with a star. We display the predictions of KARE and leave-one-out (LOO); both find the hyper-parameters minimizing the risk. We also show the (normalized) log-likehood estimator and observe that it favors large $\lambda$ values. Axes are $\log _{2}$ scale.

Remark 4.6. As shown in the Appendix, estimating the risk of the expected predictor $\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]$ yields:

$$
R^{\epsilon}\left(\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right) \approx \varrho\left(\lambda, N, y^{\epsilon}, G\right)=\frac{\left(y^{\epsilon}\right)^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} y^{\epsilon}}{\operatorname{Tr}\left[\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2}\right]}
$$

Note that both $\rho$ and $\varrho$ are invariant (as is the risk) under the simultaneous rescaling $K, \lambda \rightsquigarrow \alpha K, \alpha \lambda$.
The KARE can be used to optimize the risk over the space of kernels, for instance to choose the ridge and length-scale. The most popular kernel selection techniques are (see Figure 4.4.1):

- Leave-one-out: accurate estimator of the risk on a test set, it has a closed-form formula similar yet different from the KARE [181].
- Kernel likelihood (Chapter 5 of [178]): efficient to optimize and takes into account the ridge, but not a risk estimator; unlike the risk, not invariant under the simultaneous rescaling $K, \lambda \rightsquigarrow$ $\alpha K, \alpha \lambda$.
- Classical kernel alignment [40]: very efficient to optimize and scale invariant, but not a risk estimator, not sensitive to small eigenvalues and inadequate to select hyperparameters such as the ridge.

The KARE has the following three desirable properties:

- it can be computed efficiently on the training data, and optimized over the space of kernels;
- like the risk, it is invariant under the simultaneous rescaling $K, \lambda \rightsquigarrow \alpha K, \alpha \lambda$;
- it is sensitive to the small Gram matrix eigenvalues and to the ridge $\lambda$.


### 4.5 Conclusion

In this paper, we introduce new techniques to study the Kernel Ridge Regression (KRR) predictor and its risk. We obtain new precise estimates for the test and train error in terms of a new object,
the Signal Capture Threshold (SCT), which identifies the components of a true function that are being learned by the KRR: our estimates reveal a remarkable relation, which leads one to the Kernel Alignment Risk Estimator (KARE). The KARE is a new efficient way to estimate the risk of a kernel predictor based on the training data only. Numerically, we observe that the KARE gives a very accurate prediction of the risk for Higgs and MNIST datasets for a variety of classical kernels.

## Chapter 5

# Freeze and Chaos: NTK views on DNN Normalization, Checkerboard and Boundary Artifacts 


#### Abstract

We analyze architectural features of Deep Neural Networks (DNNs) using the so-called Neural Tangent Kernel (NTK), which describes the training and generalization of DNNs in the infinite-width setting. In this setting, we show that for fully-connected DNNs, as the depth grows, two regimes appear: freeze (or order), where the (scaled) NTK converges to a constant, and chaos, where it converges to a Kronecker delta. Extreme freeze slows down training while extreme chaos hinders generalization. Using the scaled ReLU as a nonlinearity, we end up in the frozen regime. In contrast, Layer Normalization brings the network into the chaotic regime. We observe a similar effect for Batch Normalization (BN) applied after the last nonlinearity. We uncover the same freeze and chaos modes in Deep Deconvolutional Networks (DC-NNs). Our analysis explains the appearance of so-called checkerboard patterns and border artifacts. Moving the network into the chaotic regime prevents checkerboard patterns; we propose a graph-based parametrization which eliminates border artifacts; finally, we introduce a new layer-dependent learning rate to improve the convergence of DC-NNs. We illustrate our findings on DCGANs: the frozen regime leads to a collapse of the generator to a checkerboard mode, which can be avoided by tuning the nonlinearity to reach the chaotic regime. As a result, we are able to obtain good quality samples for DCGANs without BN.


### 5.1 Introduction

The training of Deep Neural Networks (DNN) involves a great variety of architecture choices. It is therefore crucial to find tools to understand their effects and to compare them. For example, Batch Normalization (BN) [98] has proven to be crucial in the training of DNNs but remains illunderstood. While BN was initially introduced to solve the problem of "covariate shift", recent results [193] suggest an effect on the smoothness of the loss surface. Some alternatives to BN have been proposed [132, 192, [118], yet it remains difficult to compare them theoretically. Recent theoretical results [230] suggest some relation to the transition from "order" (freeze) to "chaos" observed as the depth of the NN goes to infinity [173, 42, 231, 197, 87].

The impact of architecture is very apparent in GANs [78: their results are heavily affected by the architecture of the generator and discriminator [174, [237, [27, 114, and the training may fail without BN [7, 223].

Recently, there has been important advances [105, 51, 2, 34, 128 in the understanding of the training of DNNs when the number of neurons in each hidden layer is very large. These results give new tools to study the asymptotic effect of BN. In particular, the Neural Tangent Kernel (NTK) 105 illustrates the effect of architecture on the training of DNNs and also describes their loss surface [112, 106]. The NTK can easily be extended to Convolutional Neural Networks (CNNs) and other architectures [228, 6], hence allowing comparison. Since the first apparition of this work on arxiv, the freeze/chaos transition for the NTK has been further studied in [88, 86, 224, 96]. To stay consistent with the literature, we will henceforth use the term order in place of freeze.

## Our Contributions

In Section 5.3, we study fully-connected deep neural networks of infinite width as the depth $L$ increases. Using a characteristic value $r_{\sigma, \beta}$ (for the non-linearity $\sigma$ and the amount of bias $\beta$ ), we identify two regimes:

- In the Ordered regime (when $r_{\sigma, \beta}<1$ ) the NTK approaches a constant kernel, leading to an ill-conditioned kernel Gram matrix and a very narrow valley around the global minimum, hence hurting convergence of the network.
- In the Chaotic regime (when $r_{\sigma, \beta}>1$ ) the NTK approaches a Kronecker delta kernel, leading to an identity kernel Gram matrix and wide valley around the global minimum, leading to fast convergence but conversely hurting generalization.

For very large depths only critical networks $\left(r_{\sigma, \beta}=1\right)$ can be trained successfully [88, 86, 224. Outside of this large depth regime, the characteristic value plays a similar role to the lengthscale parameters in traditional kernel methods, depending on the application different values of $r_{\sigma, \beta}$ may be optimal. Therefore we discuss in Section 5.4 how $r_{\sigma, \beta}$ can be changed. A network can be pushed towards the ordered regime by increasing the amount of bias $\beta$. Unfortunately even for $\beta=0$ the network can remain in the ordered regime: to move to the chaotic regime, we show that one can use normalization. We study three types of normalizations and show their 'chaotic' properties:

- We introduce Nonlinearity Normalization, which modifies the non-linearity $\sigma(x) \mapsto \frac{\sigma(x)-b}{v}$ to normalize it over random Gaussian inputs. With a normalized nonlinearity, the characteristic value $r_{\sigma, \beta}$ can always reach the chaotic region for small enough $\beta$.
- We show that in the infinite width limit, Layer Normalization has no effect on training when applied before the nonlinearity and is equivalent to Nonlinearity Normalization when applied after the nonlinearity: in the latter case, the network can therefore reach the chaotic regime.
- We show that Batch Normalization at the last layer of the network controls the intensity of the constant mode of the kernel Gram matrix which otherwise dominates in the ordered regime, hence avoiding the slow convergence related to the ordered phase.

Finally in Section 5.6, we conduct a similar analysis on deconvolutional networks, to understand problems of mode collapse in Generative Adversarial Networks (GANs). Mode collapse occurs
when a GAN only generates the same image for all inputs. Typically the generated image features checkerboard patterns and border artifacts. We show that these problems can be mitigated by modifying the generator:

- To avoid border artifacts, we propose a Graph-based parameterization of deconvolutional networks which ensures that the intensity of the NTK is constant over the whole image, preventing the dip in intensity on the border with the traditional parametrization.
- To circumvent the collapse and the checkerboard patterns we show that one needs to avoid the ordered regime, where the dominating eigenvectors of the NTK Gram matrix are constant over the inputs of the generator and feature checkerboard patterns. This may explain why normalization is so crucial in practice for the training of GANs, to avoid the ordered regime in the generator.

The traditional technique to avoid Mode Collapse is to use Batch Normalization. Based on our results, we are able to train a simple DC-GAN without Batch Normalization, using a Graph-based parameterization and Nonlinearity Normalization.

## Related Works

The order/chaos transition was first observed for the covariance of the activations in neural networks at initialization [173, 42, 231, 197, 87]. The frontier between the two regimes is the same as for the NTK, however the NTK analysis allows one to describe the behavior of the network during training.

Since and simultaneously with the original release of this paper on arxiv, there has been numerous works studying the order/chaos transition for the NTK: the edge of chaos $\left(r_{\sigma, \beta}=1\right)$ is studied in more details for both fully-connected and convolutional networks in [88, 86, 224] and the effect of resnet architecture in 88, 86, (96]. To our knowledge, only our paper shows the chaotic effect of normalization and the order/chaos transition in deconvolutional networks leading to checkerboard patterns. Furthermore, while the aforementioned works conclude that only the edge of chaos is viable for training of very deep networks, we show that for reasonable depths the characteristic value plays a similar role to the lengthscale parameters in traditional kernel methods, and we show that for GANs it is advantageous to have a generator in the chaotic regime.

Our work (as well as the aforementioned order/chaos literature) studies infinitely wide DNNs in the linear or lazy regime, characterized by the NTK staying constant during training, by changing the initialization and/or parametrization of DNNs, one can instead reach the so-called mean-field regime where the NTK evolves in time [183, 35, 151, 229]. To our knowledge, the order/chaos transition in the mean-field regime has not yet been studied.

Finally note that as described in [83, 84, the limiting behavior of the NTK can be very different in the limit when both width and depth go to infinity simultaneously than in the finite depth, infinite width limit of [105, 51, 2, 128. This work (and other order/chaos literature) gives finite depth bounds for the infinite width limit, roughly speaking, our work applies to large depths and widths but with a width significantly larger than the depth, while in [83, 84 the depth and width are of the same order.

### 5.2 Fully-Connected Neural Networks

The first type of architecture we consider are deep Fully-Connected Neural Networks (FC-NNs). An FC-NN $\mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L}}$ with nonlinearity $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ consists of $L+1$ layers ( $L-1$ hidden layers), respectively containing $n_{0}, n_{1}, \ldots, n_{L}$ neurons. The parameters are the connection weight matrices $W^{(\ell)} \in \mathbb{R}^{n_{\ell+1} \times n_{\ell}}$ and bias vectors $b^{(\ell)} \in \mathbb{R}^{n_{\ell+1}}$ for $\ell=0,1, \ldots, L-1$. Following [105], the network parameters are aggregated into a single vector $\theta \in \mathbb{R}^{P}$ and initialized using iid standard Gaussians $\mathcal{N}(0,1)$. For $\theta \in \mathbb{R}^{P}$, the DNN network function $f_{\theta}: \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L}}$ is defined as $f_{\theta}(x)=$ $\tilde{\alpha}^{(L)}(x)$, where the activations and preactivations $\alpha^{(\ell)}, \tilde{\alpha}^{(\ell)}$ are recursively constructed using the NTK parametrization: we set $\alpha^{(0)}(x)=x$ and, for $\ell=0, \ldots, L-1$,

$$
\begin{aligned}
& \tilde{\alpha}^{(\ell+1)}(x)=\frac{\sqrt{1-\beta^{2}}}{\sqrt{n_{\ell}}} W^{(\ell)} \alpha^{(\ell)}(x)+\beta b^{(\ell)} \\
& \alpha^{(\ell+1)}(x)=\sigma\left(\tilde{\alpha}^{(\ell+1)}(x)\right),
\end{aligned}
$$

where $\sigma$ is applied entry-wise and $\beta \geq 0$.
Remark. The hyperparameter $\beta$ allows one to balance the relative contributions of the connection weights and of the biases during training; in our numerical experiments, we set $\beta=0.1$. Note that the variance of the normalized bias $\beta b^{(\ell)}$ at initialization can be tuned by $\beta$.

## Neural Tangent Kernel

The NTK [105] describes the evolution of $\left(f_{\theta_{t}}\right)_{t \geq 0}$ in function space during training. In the FC-NN case, the NTK $\Theta_{\theta}^{(L)}: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L} \times n_{L}}$ is defined by

$$
\Theta_{\theta, k k^{\prime}}^{(L)}\left(x, x^{\prime}\right)=\sum_{p=1}^{P} \partial_{\theta_{p}} f_{\theta, k}(x) \partial_{\theta_{p}} f_{\theta, k^{\prime}}\left(x^{\prime}\right) .
$$

For a dataset $x_{1}, \ldots, x_{N} \in \mathbb{R}^{n_{0}}$, we define the output vector $Y_{\theta}=\left(f_{\theta, k}\left(x_{i}\right)\right)_{i k} \in \mathbb{R}^{N n_{L}}$. The DNN is trained by optimizing a cost $C: \mathbb{R}^{n_{L} N} \rightarrow \mathbb{R}$ through gradient descent, defining a flow $\partial_{t} \theta_{t}=-\left.\nabla_{\theta} C\left(Y_{\theta}\right)\right|_{\theta_{t}}$. The evolution of the output vector $Y_{\theta}$ can be expressed in terms of the NTK Gram Matrix $\tilde{\Theta}_{\theta}^{(L)}=\left(\Theta_{\theta, k m}^{(L)}\left(x_{i}, x_{j}\right)\right)_{i k, j m} \in \mathbb{R}^{n_{L} N \times n_{L} N}$ and gradient $\nabla_{Y} C\left(Y_{\theta_{t}}\right) \in \mathbb{R}^{n_{L} N}$ :

$$
\partial_{t} Y_{\theta_{t}}=-\tilde{\Theta}_{\theta_{t}}^{(L)} \nabla_{Y} C\left(Y_{\theta_{t}}\right) .
$$

## Infinite-Width Limit

Following [159, [37, 126], in the overparametrized regime at initialization, the preactivations $\left(\tilde{\alpha}_{i}^{(\ell)}\right)_{i=1, \ldots, n_{\ell}}$ are described by iid centered Gaussian processes with covariance kernels $\Sigma^{(\ell)}$ constructed as follows. For a kernel $K$, set

$$
\mathbb{L}_{K}^{g}\left(z_{0}, z_{1}\right)=\mathbb{E}_{\left(y_{0}, y_{1}\right) \sim \mathcal{N}\left(0,\left(K\left(z_{i}, z_{j}\right)\right)_{i, j=0,1}\right)}\left[g\left(y_{0}\right) g\left(y_{1}\right)\right] .
$$




Figure 5.2.1: The NTK on the unit circle for four architectures with depth $L=5$ (left) and $L=25$ (right) are plotted: vanilla ReLU network with $\beta=1.0$ (blue) and $\beta=0.1$ (orange), with a normalized ReLU / Layer norm. (green) and with Batch Norm (red). Both networks have width 3000 , but the deeper network is further from convergence, leading to more noise.

The activation kernels $\Sigma^{(\ell)}$ are defined recursively by

$$
\begin{aligned}
\Sigma^{(0)}\left(z_{0}, z_{1}\right) & =\beta^{2}+\frac{\left(1-\beta^{2}\right)}{n_{0}} z_{0}^{T} z_{1} \\
\Sigma^{(\ell+1)}\left(z_{0}, z_{1}\right) & =\beta^{2}+\left(1-\beta^{2}\right) \mathbb{L}_{\Sigma^{(\ell)}}^{\sigma}\left(z_{0}, z_{1}\right)
\end{aligned}
$$

While random at initialization, in the infinite-width-limit, the NTK converges to a deterministic limit, which is moreover constant during training:

Theorem 5.2.1. As $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, for any $z_{0}, z_{1} \in \mathbb{R}^{n_{0}}$ and any $t \geq 0$, the kernel $\Theta_{\theta_{t}}^{(L)}\left(z_{0}, z_{1}\right)$ converges to $\Theta_{\infty}^{(L)}\left(z_{0}, z_{1}\right) \otimes \operatorname{Id}_{n_{L}}$, where

$$
\Theta_{\infty}^{(L)}\left(z_{0}, z_{1}\right)=\sum_{\ell=1}^{L} \Sigma^{(\ell)}\left(z_{0}, z\right) \prod_{l=\ell+1}^{L} \dot{\Sigma}^{(l)}\left(z_{0}, z_{1}\right)
$$

and $\dot{\Sigma}^{(l)}=\left(1-\beta^{2}\right) \mathbb{L}_{\Sigma^{(l-1)}}^{\dot{\sigma}}$ with $\dot{\sigma}$ denoting the derivative of $\sigma$.
We refer to [105] for a proof for the sequential limit $n_{1} \rightarrow \infty, \ldots, n_{L-1} \rightarrow \infty$ and [228, 6] for the simultaneous limit $\min \left(n_{1}, \ldots, n_{L-1}\right) \rightarrow \infty$. As a consequence, in the infinite-width limit, the dynamics of the labels $Y_{\theta_{t}, k} \in \mathbb{R}^{N}$ for each outputs $k$ acquires a simple form in terms of the limiting NTK Gram matrix $\tilde{\Theta}_{\infty}^{(L)} \in \mathbb{R}^{N \times N}$

$$
\partial_{t} Y_{\theta_{t}, k}=-\tilde{\Theta}_{\infty}^{(L)} \nabla_{Y_{k}} C\left(Y_{\theta_{t}}\right)
$$

where the Gram matrix is now fixed.

### 5.3 Order and Chaos in FC-NNs

We now investigate the large $L$ behavior of the NTK (in the infinite-width limit), revealing a transition between two phases: "order" and "chaos". To ensure that the variance of the neurons is constant for all depths $\left(\Sigma^{(\ell)}(x, x)=1\right)$ we consider standardized nonlinearity, i.e. such that

$$
\mathbb{E}_{x \sim \mathcal{N}(0,1)}\left[\sigma^{2}(x)\right]=1
$$

and inputs on the standard $\sqrt{n}_{0}$-spher£ ${ }^{\text {耳 }}$

$$
\mathbb{S}_{n_{0}}=\left\{x \in \mathbb{R}^{n_{0}}:\|x\|=\sqrt{n_{0}}\right\} .
$$

For a standardized $\sigma$, the large-depth behavior of the normalized NTK

$$
\vartheta^{(L)}(x, y):=\frac{\Theta_{\infty}^{(L)}(x, y)}{\sqrt{\Theta_{\infty}^{(L)}(x, x) \Theta_{\infty}^{(L)}(y, y)}}
$$

is determined by the characteristic value

$$
\begin{equation*}
r_{\sigma, \beta}=\left(1-\beta^{2}\right) \mathbb{E}_{x \sim \mathcal{N}(0,1)}\left[\dot{\sigma}^{2}(x)\right] . \tag{5.3.1}
\end{equation*}
$$

Theorem 5.3.1. Suppose that $\sigma$ is twice differentiable and standardized.
Order: If $r_{\sigma, \beta}<1$, there exists $C_{1}>0$ such that for $x, y \in \mathbb{S}_{n_{0}}$,

$$
1-C_{1} L r_{\sigma, \beta}^{L} \leq \vartheta^{(L)}(x, y) \leq 1 .
$$

Chaos: If $r_{\sigma, \beta}>1$, for $x \neq \pm y$ in $\mathbb{S}_{n_{0}}$, there exist $h<1$ and $C_{2}>0$, such that

$$
\left|\vartheta^{(L)}(x, y)\right| \leq C_{2} h^{L} .
$$

Theorem 5.3.1 shows that in the ordered regime, the normalized NTK $\vartheta^{(L)}$ converges to a constant as $L \rightarrow \infty$, whereas in the chaotic regime, it converges to a Kronecker $\delta$ (taking value 1 on the diagonal, 0 elsewhere). This suggests that the training of deep FC-NN is heavily influenced by the characteristic value: when $r_{\sigma, \beta}<1, \Theta^{(L)}$ becomes constant, thus slowing down the training, whereas when $r_{\sigma, \beta}>1, \Theta^{(L)}$ is concentrates on the diagonal, ensuring fast training, but limiting generalization. To train very deep FC-NNs, it is necessary to lie "on the edge of chaos" $r_{\sigma, \beta}=1$ [173, 231.

The order/chaos transition can also be related to the "roughness" of the loss around a global minimum. As observed in [106 the eigenvalues of the Hessian at convergence are the same as those of the NTK Gram matrix. In the chaotic regime all eigenvalues are close to each other, leading to a "wide valley" around the minimum, on the other hand in the ordered regime, the dominating eigenvalue (corresponding to the constant mode) is much larger than the other eigenvalues, leading to a very "narrow valley".

[^14]
## Order and Chaos for ReLU networks

Theorem 5.3.1 does not apply directly to the standardized $\operatorname{ReLU} \sigma(x)=\sqrt{2} \max (x, 0)$, because it is not differentiable in 0 . The characteristic value for the standardized $\operatorname{ReLU}$ is $r_{\sigma, \beta}=1-\beta^{2}$ which lies in the ordered regime for $\beta>0$ :

Theorem 5.3.2. With the same notation as in Theorem 5.3.1, taking $\sigma$ to be the standardized ReLU and $\beta>0$, the NTK is in the ordered regime: there exists a constant $C$ such that $1-C r_{\sigma, \beta}^{L / 2} \leq$ $\vartheta^{(L)}(x, y) \leq 1$.

We observe two interesting (and potentially beneficial) properties of the standardized ReLU:

1. Its characteristic value $r_{\sigma, \beta}=1-\beta^{2}$ is very close to the 'edge of chaos' for small $\beta$ and typically with LeCun initialization the variance of the bias at initialization is $\frac{1}{w}$ for $w$ the width, which roughly corresponds to a choice of $\beta=\frac{1}{\sqrt{w}}$.
2. The rate of convergence to the limiting kernel is smaller $\left(r_{\sigma, \beta}^{L / 2}\right)$ for the ReLU than for differentiable nonlinearities $\left(r_{\sigma, \beta}^{L}{ }^{2}\right.$ )
These observations suggest that an advantage of the ReLU is that the NTK of ReLU networks converges to its constant limit at a slower rate and may naturally offer a good tradeoff between generalization and training speed.

### 5.4 Chaotic effect of normalization

Figure 5.2.1 shows that even on the edge of chaos, the NTK may exhibit a strong constant component (i.e. $\vartheta(x, y)>0.2$ for all $x, y$ ) which can lead to a bad conditioning of the Gram matrix governing the infinite-width training behavior. It may be helpful to slightly 'move' the network towards the chaotic regime to reduce this effect. In Figure 5.2.1, $r_{\sigma, \beta}$ plays a similar role to that of the lengthscale parameter in classical kernel methods: increasing $r_{\sigma, \beta}$ makes the NTK 'narrower', reducing the correlation length.

From the definition 5.3.1 of the characteristic value, we see that increasing the bias pushes the network towards the ordered regime, whereas $r_{\sigma, \beta}$ reaches its highest value $\mathbb{E}\left[\dot{\sigma}^{2}(x)\right]$ when the bias is 0 , which may still be in the ordered regime (or on the edge with the $\operatorname{ReLU}$ ). We are therefore interested in ways to push the network further towards the chaotic regime.

In this section, we show that Layer Normalization is asymptotically equivalent to Nonlinearity Normalization which entails $r_{\sigma, \beta}>1$ for $\beta$ small enough. While Batch normalization cannot be directly interpreted in terms of $r_{\sigma, \beta}$, it is easy to show that it directly controls the constant component of the NTK, which is characteristic of the ordered regime.

## Nonlinearity Normalization

Intuitively, the dominating constant component in ReLU networks is partly a consequence of the ReLU being non-negative: after the first hidden layer, all negative correlations become positive (i.e. $\Sigma^{(1)}(x, y) \geq \beta$ for all $x, y$, even $\left.x=-y\right)$. One can address this issue thanks to the following. We
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## CHAPTER 5. FREEZE AND CHAOS: NTK VIEWS ON DNN NORMALIZATION,

shall write $Z$ for a random variable with standard normal distribution. We say that $\sigma$ is normalized if $\mathbb{E}[\sigma(Z)]=0$ and $\mathbb{E}\left[\sigma(Z)^{2}\right]=1$. In particular, if $\sigma \neq \mathrm{id}$, then

$$
\bar{\sigma}(\cdot):=\frac{\sigma(\cdot)-\mathbb{E}[\sigma(Z)]}{\sqrt{\mathbb{E}\left[(\sigma(Z)-\mathbb{E}[\sigma(Z)])^{2}\right]}}
$$

is normalized. By Poincaré Inequality, after nonlinearity normalization, one can always reach the chaotic regime:

Proposition 5.4.1. If $\sigma \neq \mathrm{id}$ is normalized, then $\mathbb{E}\left[\dot{\sigma}^{2}(Z)\right]>1$ and $r_{\sigma, \beta}>1$ for $\beta>0$ small enough.

## Layer Normalization

Nonlinearity Normalization is closely related to Layer Normalization (LN). We define a normalization layer on any vector $v \in \mathbb{R}^{d}$ as

$$
\mathrm{LN}(v)=\sqrt{d} \frac{v-\bar{v}}{\|v-\bar{v}\|}
$$

for $\bar{v}=\frac{1}{d} \sum_{i} v_{i}$. We consider two types of Layer normalization depending on whether we apply the normalization layer before or after the nonlinearity: pre-nonlinearity LN where the activations are changed to $\alpha^{(\ell)}(x)=\sigma\left(\operatorname{LN}\left(\tilde{\alpha}^{(\ell)}(x)\right)\right)$ and post-nonlinearity LN where they are changed to $\alpha^{(\ell)}(x)=\operatorname{LN}\left(\sigma\left(\tilde{\alpha}^{(\ell)}(x)\right)\right)$. Depending on whether Layer Normalization is applied before or after the nonlinearity it has either no effect or is equivalent to Nonlinearity Normalization:

Proposition 5.4.2. Suppose that the inputs belong to $\mathbb{S}_{n_{0}}$ and that $\sigma$ is standardized. In the infinite width limit, the network function is the same at initialization and during training:

- with or without pre-nonlinearity LN,
- with Post-nonlinearity LN or with Nonlinearity Normalization.

Proof. (sketch) At initialization, the normalization parameters $\bar{v}$ and $\|v-\bar{v}\| / \sqrt{d}$ respectively converge to 0 and 1 for pre-nonlinearity LN , and to $\mathbb{E}[\sigma(Z)]$ and $\sqrt{\mathbb{E}\left[(\sigma(Z)-\mathbb{E}[\sigma(Z)])^{2}\right]}$ for postnonlinearity LN. These values stay asymptotically constant during training because the rate of change of the (pre-)activations is sufficiently small in the linear/lazy regime.

## Batch Normalization

For any $N \times d$ matrix of features $X$ leading to a $N \times N$ Gram matrix $K=\frac{1}{d} X X^{T}$, the Rayleigh quotient $\frac{1}{N} \mathbf{1}^{T} K \mathbf{1}$ of the constant vector $\mathbf{1}$ measures how big the constant component is. Applying Batch Normalization (BN) at a layer $\ell$ centers (and standardizes) the activations ${ }^{3} \alpha_{j}^{(\ell)}\left(x_{i}\right)$ over a batch $x_{1}, \ldots, x_{N}$, thus zeroing the constant Rayleigh quotient of the $N \times N$ features Gram matrices $\tilde{\Sigma}^{(\ell)}$ with entries $\tilde{\Sigma}_{i j}^{(\ell)}=\frac{1}{n_{\ell}} \sum_{k=1}^{n_{\ell}} \alpha_{k}^{(\ell)}\left(x_{i}\right) \alpha_{k}^{(\ell)}\left(x_{j}\right)$. Adding a single BN layer after the last hidden layer controls the constant Rayleigh quotient of the NTK Gram matrix $\tilde{\Theta}^{(L)}$ :

Lemma 5.4.3. Consider $F C-N N$ with $L$ layers, with a ost-nonlinearity- $B N$ after the last nonlinearity. Then $\frac{1}{N} \mathbf{1}^{T} \tilde{\Theta}^{(L)} \mathbf{1}=\beta^{2}$.

[^16]In contrast, for a network in the extreme ordered regime, i.e. such that $\Theta^{(L)}(x, y) \approx c$ for some constant $c>0$, the constant Rayleigh quotient scales as $\frac{1}{N} \mathbf{1}^{T} \tilde{\Theta}^{(L)} \mathbf{1} \approx c N$. The analysis of BN presented in 113 is also closely related to this phenomenon.

The chaotic effect of Batch Normalization can also be observed in Figure 5.2.1 where the NTK with Nonlinearity and Batch Normalization have a similar behavior.

### 5.5 Convolutional Networks

In this section, we introduce convolutional networks as a special case of a general Graph-based neural networks. We then describe the convergence of the NTK in the infinite width limit.

## Graph-based Neural Networks (GB-NNs)

In GB-NNs, the neurons are indexed by their layer $\ell$ and their channel $i \in\left\{1, \ldots, n_{\ell}\right\}$, in convolutional networks each neuron furthermore has a location on the image (or on a downscaled image). The position $p$ of a neuron determines its connections with the neurons of the previous and subsequent layers. Furthermore certain connections are shared, i.e. they evolve together. We abstract these concepts in the following manner:

For each layer $\ell=0, \ldots, L$, the neurons are indexed by a position $p \in I_{\ell}$ and a channel $i=1, \ldots, n_{\ell}$. The sets of positions $I_{\ell}$ can be any set, in particular any subset of $\mathbb{Z}^{D}$. Each position $p \in I_{\ell+1}$ has a set of parents $P(p) \subset I_{\ell}$ which are neurons of the previous layer connected to $p$. The connections from the parent $(q, \ell)$ to the position $(p, \ell+1)$ are encoded in an $n_{\ell} \times n_{\ell+1}$ weight matrix $W^{(\ell, q \rightarrow p)}$. Finally two connections $q \rightarrow p$ and $q^{\prime} \rightarrow p^{\prime}$ can be shared, setting the corresponding matrices to be equal $W^{(\ell, q \rightarrow p)}=W^{\left(\ell, q^{\prime} \rightarrow p^{\prime}\right)}$.

The inputs of the network $x$ are vectors in $\left(\mathbb{R}^{n_{0}}\right)^{I_{0}}$, for example for colour images of width $w$ and height $h$, we have $n_{0}=3$ and $I_{0}=\{1, \ldots, w\} \times\{1, \ldots, h\} \subset \mathbb{Z}^{2}$. The activations and preactivations $\alpha^{(\ell)}, \tilde{\alpha}^{(\ell)} \in\left(\mathbb{R}^{n_{\ell}}\right)^{I_{\ell}}$ are constructed recursively using the NTK parametrization: we set $\alpha^{(0, p)}(x)=x^{(p)}$ and for $\ell=0, \ldots, L-1$ and any position $p \in I_{\ell+1}$,

$$
\begin{align*}
& \tilde{\alpha}^{(\ell+1, p)}(x)=\beta b^{(\ell)}+\frac{\sqrt{1-\beta^{2}}}{\sqrt{|P(p)| n_{\ell}}} \sum_{q \in P(p)} W^{(\ell, q \rightarrow p)} \alpha^{(\ell, q)}(x)  \tag{5.5.1}\\
& \alpha^{(\ell+1, p)}(x)=\sigma\left(\tilde{\alpha}^{(\ell+1, p)}(x)\right)
\end{align*}
$$

where $\sigma$ is applied entry-wise, $\beta \geq 0$ and $|P(p)|$ is the cardinality of $P(p)$.

## Deconvolutional networks

Deconvolutional networks (DC-NNs) in dimension $D$ can be seen as a special case of GB-NNs. We first consider borderless DC-NNs, i.e. the set of positions are $I_{\ell}=\mathbb{Z}^{D}$ for all layers $\ell$. Given window dimensions $\left(w_{1}, \ldots, w_{D}\right)$ and strides $\left(s_{1}, \ldots, s_{D}\right)$, the set of parents of $p \in I_{\ell+1}$ is the hyperrectangle $P(p)=\left\{\left\lfloor p_{1} / s_{1}\right\rfloor+1, \ldots,\left\lfloor p_{1} / s_{1}\right\rfloor+w_{1}\right\} \times \cdots \times\left\{\left\lfloor p_{D} / s_{D}\right\rfloor+1, \ldots,\left\lfloor p_{D} / s_{D}\right\rfloor+w_{D}\right\} \subset \mathbb{Z}^{D}$. Two connections $q \rightarrow p$ and $q^{\prime} \rightarrow p^{\prime}$ are shared if $s_{d} \mid p_{d}-p_{d}^{\prime}$ (i.e. $s_{d}$ is a divisor of $p_{d}-p_{d}^{\prime}$ ) and $q_{d}-q_{d}^{\prime}=\frac{p_{d}-p_{d}^{\prime}}{s_{d}}$ for all $d=1, \ldots, D$. This definition can easily be extended to any other choices of position sets $I_{\ell} \subset \mathbb{Z}^{D}$ (for example hyperrectangles) by considering $P(p) \cap I_{\ell}$ in place of $P(p)$ as parents of $p$.

## Neural Tangent Kernel

As for FC-NNs, in the infinite width limit (when $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ ) the preactivations $\tilde{\alpha}_{i}^{(\ell, p)}(x)$ converge to Gaussian processes with covariance

$$
\operatorname{Cov}\left(\tilde{\alpha}_{i}^{(\ell+1, p)}(x), \tilde{\alpha}_{j}^{(\ell+1, q)}(y)\right)=\delta_{i j} \Sigma^{(\ell, p q)}(x, y) .
$$

The behavior of the network during training is described by the NTK

$$
\Theta_{i j}^{(\ell, p q)}(x, y)=\sum_{k=1}^{P} \partial_{\theta_{k}} \tilde{\alpha}_{i}^{(\ell+1, p)}(x) \partial_{\theta_{k}} \tilde{\alpha}_{j}^{(\ell+1, q)}(y) .
$$

In the Appendix E we prove the convergence $\Theta_{i j}^{(\ell, p q)}(x, y) \rightarrow \delta_{i j} \Theta_{\infty}^{(\ell, p q)}(x, y)$ of the NTK for the sequential limit $n_{1}, \cdots, n_{L-1} \rightarrow \infty$ and give formulas for the limiting kernels $\Sigma^{(\ell, p q)}(x, y)$ and $\Theta_{\infty}^{(\ell, p q)}(x, y)$. The simultaneous limit yields the same formulas.

### 5.6 Mode Collapse in Generative Adversarial Networks

The order/chaos transition is even more interesting for convolutional networks, in particular in the context of Generative Adversarial Networks (GANs): a common problem in GAN training is the so-called 'mode collapse', where the generator converges to a constant function, hence generating a single image instead of a variety of images. This problem is closely related to the fact that the constant mode of the NTK Gram matrix dominates, and indeed the problem of mode collapse is most prominent in the ordered regime (Figure 5.6.1), while normalization techniques (leading to a chaotic network) mitigate this problem.

In this section, we use the NTK to explain the appearance of border and checkerboard artifacts in generated images. We show that the border artifacts issue can be solved by a change of parametrization and that the checkerboard artifacts occur in the ordered regime, and can hence be avoided by adding normalization and using layer-wise learning rates. With these changes we are able to train GANs on CelebA dataset without Batch Normalization.

## Border Effects

A very important element of the NTK parametrization proposed in Section 5.5 is the factors $1 / \sqrt{|P(p)| n_{\ell}}$ in the definition of the preactivation (Equation 5.5.1): we scale the contribution of the previous layer according to the number of neurons $|P(p)| n_{\ell}$ (i.e. $n_{\ell}$ channels for each of the $|P(p)|$ positions) which are fed into the neuron. For inputs $x \in \mathbb{S}_{n_{0}}^{I_{0}}$ (i.e. such that $x^{(p)} \in \mathbb{S}_{n_{0}}$ for all $p$ ), these factors ensure that the limiting variance $\Sigma^{(\ell, p p)}(x, x)$ of $\tilde{\alpha}_{i}^{(\ell, p)}(x)$ at initialization is the same for all $p$ :

Proposition 5.6.1. For $G B$-NNs with the NTK parametrization, $\Sigma^{(\ell, p p)}(x, x)$ and $\Theta_{\infty}^{(\ell, p p)}(x, x)$ do not depend neither on $p \in I_{\ell}$ nor on $x \in \mathbb{S}_{n_{0}}^{I_{0}}$.

These factors are usually not present and to compensate, the variance of the weights at initialization is reduced. In convolutional networks with LeCun initialization, the standard deviation of the weights at initialization is set to $\frac{1}{\sqrt{w h n_{\ell}}}$ for $w$ and $h$ the width and height of the window of
convolution, which has roughly the effect of replacing the $\frac{1}{\sqrt{|P(p)| n_{\ell}}}$ factors by $\frac{1}{\sqrt{w h n_{\ell}}}$. However $w h n_{\ell}$ is the maximal number of parents that a neuron can have, it is typically attained at positions $p$ in the middle of the image. Positions $p$ on the border of the image have less parents hence leading to a smaller contribution of the previous layer. This leads both kernels $\Sigma^{(\ell, p p)}(x, x)$ and $\Theta^{(\ell, p p)}(x, x)$ to have lower intensity for $p \in I_{\ell}$ on the border (see Appendix $G$ for an example when $I_{\ell}=\mathbb{N}$, i.e. when there is one border pixel), leading to border artifacts as seen in Figure 5.6.1.


Figure 5.6.1: The left and middle columns represent the first 8 eigenvectors of the NTK Gram matrix of a DC-NN ( $\mathrm{L}=3$ ) on 4 inputs. (left) without the Graph-Based Parametrization (GBP) and the Layer-Dependent Learning Rate (LDLR); (middle) with GBP and LDLR. The right column represents the results of a GAN on CelebA with GBP and LDLR. Each line correspond to a choice of nonlinearity/normalization for the generator: (top) ReLU, (middle) normalized ReLU and (bottom) ReLU with Batch Normalization.

## Order, Chaos and Checkerboard Patterns

Large depths deconvolutional networks exhibit a similar Order/Chaos transition as that of FC-NNs, the values of the limiting kernel at different positions $\Theta^{(L, p q)}$ is especially interesting.

For GB-NNs, the value of an output neuron at a position $p \in I_{L}$ only depends on the inputs which are ancestors of $p$, i.e. all positions $q \in I_{0}$ such that there is a chain of connections from $q$
to $p$. For the same reason, the NTK $\Theta^{\left(L, p p^{\prime}\right)}(x, y)$ only depends on the values $x_{q}, y_{q^{\prime}}$ for $q, q^{\prime} \in I_{0}$ ancestors of $p$ and $p^{\prime}$ respectively.

For a stride $s \in\{2,3, \ldots\}^{d}$, we denote the $s$-valuation $v_{s}(n)$ of $n \in \mathbb{Z}^{d}$ as the largest $k \in$ $\{0,1,2, \ldots\}$ such that $s_{i}^{k} \mid n_{i}$ for all $i=1, \ldots, d$. The behaviour of the NTK $\Theta_{p, p^{\prime}}^{(L)}(x, y)$ depends on the $s$-valuation of the difference of the two output positions. If $v_{s}\left(p^{\prime}-p\right)$ is strictly smaller than $L$, the NTK $\Theta^{\left(L, p p^{\prime}\right)}(x, y)$ converges to a constant in the infinite-width limit for any $x, y \in \mathbb{S}_{n_{0}}^{I_{0}}$. Again the characteristic value $r_{\sigma, \beta}$ plays a central role in the behavior of the large-depth limit. In this context, we define the rescaled NTK as $\vartheta^{\left(L, p p^{\prime}\right)}(x, y)=\Theta^{\left(L, p p^{\prime}\right)}(x, y) / \sqrt{\Theta^{(L, p p)}(x, x) \Theta^{\left(L, p^{\prime} p^{\prime}\right)}(y, y)}$ (note that the denominator actually does not depend on $p, p^{\prime}, x$ nor $y$ by Proposition 5.6.1)

Theorem 5.6.2. Consider a borderless $D C$ - NN with position sets $I_{\ell}=\mathbb{Z}^{D}$ for all layers $\ell$, upsampling stride $s \in\{2,3, \ldots\}^{D}$ and window sizes $w \in\{1,2,3, \ldots\}^{D}$. For a standardized twice differentiable $\sigma$, there exist constants $C_{1}, C_{2}>0$, such that the following holds: for $x, y \in \mathbb{S}_{n_{0}}^{I_{0}}$, and any positions $p, p^{\prime} \in I_{L}$, we have

Order: When $r_{\sigma, \beta}<1$, taking $v=\min \left(v_{s}\left(p-p^{\prime}\right), L-1\right)$, we have

$$
\frac{1-r_{\sigma, \beta}^{v+1}}{1-r_{\sigma, \beta}^{L}}-C_{1}(v+1) r_{\sigma, \beta}^{v} \leq \vartheta^{\left(L, p p^{\prime}\right)}(x, y) \leq \frac{1-r_{\sigma, \beta}^{v+1}}{1-r_{\sigma, \beta}^{L}}
$$

Chaos: When $r_{\sigma, \beta}>1$, if either $v_{s}\left(p-p^{\prime}\right)<L$ or if there exists $c<1$ such that for all positions $q \in I_{0}$ which are ancestors of $p,\left|x_{q}^{T} y_{q+\frac{p^{\prime}-p}{s^{L}}}\right|<c$, then there exists $h<1$ such that

$$
\left|\vartheta^{\left(L, p p^{\prime}\right)}(x, y)\right| \leq C_{2} h^{L} .
$$

This theorem suggests that in the order regime, the correlations between differing positions $p$ and $p^{\prime}$ increase with $v_{s}\left(p-p^{\prime}\right)$, which is a strong feature of checkerboard patterns [165]. These artifacts typically appear in images generated by DC-NNs. The form of the NTK also suggests a strong affinity to these checkerboard patterns: they should dominate the NTK spectral decomposition. This is shown in Figure 5.6.1 where the eigenvectors of the NTK Gram matrix for a DC-NN are computed.

In the chaotic regime, the normalized NTK converges to a "scaled translation invariant" Kronecker delta. For two output positions $p$ and $p^{\prime}=p+k s^{L}$ we associate the two regions $\omega$ and $\omega^{\prime}=\omega+k$ of the input space which are connected to $p$ and $p^{\prime}$. Then $\vartheta\left(L, p, p+k s^{L}\right)(x, y)$ is one if the patch $y_{\omega^{\prime}}$ is a $k$ translation of $x_{\omega}$ and approximately zero otherwise.

## Layer-dependent learning rate

The NTK is the sum $\Theta^{(L)}=\sum_{\ell} \Theta_{W^{(\ell)}}^{(L)}+\Theta_{b^{(\ell)}}^{(L)}$ over the contributions of the weights $\Theta_{W^{(\ell)}}^{(L, p q)}(x, y)=$ $\sum_{i j} \partial_{W_{i j}^{(\ell)}} f_{\theta, p}(x) \partial_{W_{i j}^{(\ell)}} f_{\theta, q}(y)$ and biases $\Theta_{b^{(\ell)}}^{(L, p q)}(x, y)=\sum_{j} \partial_{b_{j}^{(\ell)}} f_{\theta, p}(x) \partial_{b_{j}^{(\ell)}} f_{\theta, q}(y)$. At the $\ell$-th layer, the weights and biases can only contribute to checkerboard patterns of degree $v=L-\ell$ and $v=L-\ell-1$, i.e. patterns with periods $s^{L-\ell}$ and $s^{L-\ell-1}$ respectively, in the following sense:

Proposition 5.6.3. In a $D C-N N$ with stride $s \in\{2,3, \ldots\}^{d}$, we have $\Theta_{\infty, W^{(\ell)}}^{\left(L, p p^{\prime}\right)}(x, y)=0$ if $s^{L-\ell} \nmid$ $p^{\prime}-p$ and $\Theta_{\infty, b^{(\ell)}}^{\left(L, p p^{\prime}\right)}(x, y)=0$ if $s^{L-\ell-1} \nmid p^{\prime}-p$.

This suggests that the supports of $\Theta_{\infty, W^{(\ell)}}^{(L)}$ and $\Theta_{\infty, b^{(\ell)}}^{(L)}$ increase exponentially with $\ell$, giving more importance to the last layers during training. This could explain why the checkerboard patterns of lower degree dominate in Figure 5.6.1. In the classical parametrization, the balance is restored by letting the number of channels $n_{\ell}$ decrease with depth 174 . In the NTK parametrization, the limiting NTK is not affected by the ratios $\frac{n_{\ell}}{n_{k}}$. To achieve the same effect, we divide the learning rate of the weights and bias of the $\ell$-th layer by $S^{\frac{\ell}{2}}$ and $S^{\frac{(\ell+1)}{2}}$ respectively, where $S=\prod_{i} s_{i}$ is the product of the strides. Together with the 'parent-based' parametrization and the normalization of the nonlinearity (in order to lie in the chaotic regime) this rescaling of the learning rate removes both border and checkerboard artifacts in Figure 5.6.1.

### 5.7 Conclusion

This article shows how the NTK can be used theoretically to understand the effect of architecture choices (such as decreasing the number of channels or batch normalization) on the training of DNNs. We have shown that DNNs in a "order" regime, have a strong affinity to constant modes and checkerboard artifacts: this slows down training and can contribute to a mode collapse of the DC-NN generator of GANs. We introduce simple modifications to solve these problems: the effectiveness of normalizing the nonlinearity, a parent-based parametrization and a layer-dependent learning rates is shown both theoretically and numerically.

## Chapter 6

# DNN-Based Topology Optimization: Spatial Invariance and Neural Tangent Kernel 


#### Abstract

We study the Solid Isotropic Material Penalisation (SIMP) method with a density field generated by a fully-connected neural network, taking the coordinates as inputs. In the large width limit, we show that the use of DNNs leads to a filtering effect similar to traditional filtering techniques for SIMP, with a filter described by the Neural Tangent Kernel (NTK). This filter is however not invariant under translation, leading to visual artifacts and non-optimal shapes. We propose two embeddings of the input coordinates, which lead to (approximate) spatial invariance of the NTK and of the filter. We empirically confirm our theoretical observations and study how the filter size is affected by the architecture of the network. Our solution can easily be applied to any other coordinates-based generation method.


### 6.1 Introduction

Topology optimisation [21], also known as structural optimisation, is a method to find optimal shapes subject to some constraints. It has been widely studied in the field of computational mechanics. Here we are interested in the particular case of the Solid Isotropic Material Penalisation (SIMP) method [143, 3], which is a very common method in this field.

Recently some authors have used Deep Neural Networks (DNNs) to perform topology optimisation. We can differentiate two different approaches in the use of DNNs with SIMP. The first approach consists in generating with the classical algorithms a dataset of optimised shapes and train a DNN on this dataset to produce new optimal shapes [15, 207]. Variations of this approach use Generative Adversarial Networks (GAN) [163, 201] to effectively reproduce classical topology optimisation.

In the second approach, the density is generated pointwise by a DNN, which is trained with gradient descent to optimise the density field with respect to the physical constraints, as proposed in 94 to use the power of deep models without giving up exact physics. We focus on the approach of [31, 30] where the density field is generated by a Fully-Connected Neural Network (FCNN) taking the coordinates of a grid as inputs. Surprisingly, [3] observes that the DNN-generated density fields do not feature checkerboard artifacts, which are common in vanilla SIMP. A traditional method
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to avoid checkerboard patterns is to add a filter [202, 22], but it is not needed for DNN-generated density fields.

In this paper, we analyse theoretically how the use of a DNN to generate the density field affects the learning. Our main theoretical tool is the Neural Tangent kernel (NTK) introduced in [105] to describe the dynamics of wide neural networks [105, 6, 128, 95 .

While this paper focuses on linear elasticity and SIMP, our analysis can extended to other physical problems such as heat transfer [149], or any model where an image is generated by a DNN taking the pixel coordinates as inputs (like in [155]).

## Our contribution

In this paper we study topology optimisation with neural networks. The physical density is represented by a neural network taking an embedding of spatial coordinates as inputs, i.e. the density at a point $x \in \mathbb{R}^{d}$ is given by $f_{\theta}(\varphi(x))$ for $\theta$ the parameters of the network and $\varphi$ an embedding. We use theoretical tools, in particular the Neural Tangent Kernel (NTK), to understand how the architecture and hyperparameters of the network affect the optimisation of the density field:

- We show that in the infinite width limit (when the number of neurons in the hidden layers grows to infinity), topology optimisation with a DNN is equivalent to topology optimisation with a density filter equal to the "square root" of the NTK. Filtering is a commonly used technique in topology optimisation, aimed to remove checkerboard patterns.
- In topology optimisation as in other physical optimisation problems, it is crucial to guarantee some spatial invariance properties. If the coordinates are taken as inputs of the network directly, the NTK (and the corresponding filter) is not translation invariant, leading to nonoptimal shapes and visual artifacts. We present two methods to ensure the spatial invariance of the NTK: embedding the coordinates on the (hyper-)torus or using a random Fourier features embedding (similar to [214]).
- In traditional topology optimisation, the filter size must be tuned carefully. When optimising with a DNN, the filter size depends on the embedding of the coordinates and the architecture of the network. We define a filter radius for the NTK, which plays a similar role as the classical filter size and discuss how it is affected by the choice of embedding, activation function, depth and other hyperparameters like the importance of bias in the network. This tradeoff can also be analysed in terms of the spectrum of the NTK, explaining why neural networks naturally avoid checkerboard patterns.

We confirm and illustrate these theoretical observations with numerical experiments. Our implementation of the algorithm will be made public at https://github.com/benjiDupuis/DeepTopo.

### 6.2 Presentation of the method

In this paper, we use a DNN to generate the density field used by the Solid Isotropic Material Penalisation (SIMP) method. Our implementation of SIMP is based on [3] and [143]. In this section we introduce the traditional SIMP method and our neural network setting.

## SIMP method

We consider a regular grid of $N$ elements where the density of element $i$ is denoted $y_{i} \in[0,1]$, informally the value $y_{i}$ represents the presence of material at a point $i$. Our goal is to optimise over the density $y \in \mathbb{R}^{N}$ to obtain a shape that can withstand forces applied at certain points, represented by a vector $F$.

The method uses finite element analysis to define a stiffness matrix $K(y) \in S_{N}^{++}(\mathbb{R})$ from the density $y$ and computes the displacement vector $U(y)$ (which represent the deformation of the shape at all points $i$ as a result of the applied forces $F$ ) by solving a linear system $K(y) U(y)=F$. In our implementation, we performed it either by using sparse Cholesky factorisation [45, 33] or BICGSTAB method [218] (this last one can be used for a high number of pixels).

The loss function is then defined as the compliance $C(y)=U(y)^{T} K(y) U(y)$, under a volume constraint of the form $\sum_{i=1}^{N} y_{i}=V_{0}$, with $0 \leq V_{0} \leq N$ (see [3, 143]).

## A modified SIMP approach

Several methods exist to optimise the density field $y \in \mathbb{R}^{N}$, such as gradient descent or the so-called Optimality Criteria (OC) [233]. We propose here an optimisation method inspired from [94] which we will refer as the Modified Filtering method (MF). The advantage of this method is that it can be used with or without DNNs, hence allowing comparison between these two approaches. We first present here the model without DNNs.

In our method, the densities $y_{i}^{\mathrm{MF}}$ are given by:

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, y_{i}^{\mathrm{MF}}=\sigma\left(x_{i}+\bar{b}(X)\right), \quad \text { with } \bar{b}(X) \text { such that } \sum_{i=1}^{N} y_{i}^{\mathrm{MF}}=V_{0} \tag{6.2.1}
\end{equation*}
$$

for $X=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N}$ and the sigmoid $\sigma(x)=\frac{1}{1+e^{-x}}$. We will denote this operation as: $Y^{\mathrm{MF}}=\Sigma(X)$. The sigmoid ensures that densities are in $[0,1]$ and the choice of the optimal bias $\bar{b}(X)$ ensures that the volume constraint is satisfied.

Filtering: If the vector $X$ is optimised directly with gradient descent, SIMP often converges toward checkerboard patterns, i.e. some high frequency noise in the image, which is a common issue with SIMP [3]. To overcome this issue a common technique is to use filtering [202]. In this paper, we consider low-pass density filters of the form: $X=T \bar{X}$ where $T$ represents a convolution on the grid, $\bar{X}$ are the design variables and $X$ is the vector in equation 6.2.1. The loss function of this method is then naturally defined as: $\bar{X} \longmapsto C(\Sigma(T \bar{X}))$.

The gradient $\nabla_{Y} C$ is easily obtained by the self-adjointness of the variational problem 233, 110]. We recover $\nabla_{X} C$ from $\nabla_{Y} C$ using an implicit differentiation technique [79]. The following proposition is a consequence of implicit function theorem and chain rules:

Proposition 6.1. Let $\dot{S}$ be the vector with entries $\dot{\sigma}\left(x_{i}+\bar{b}(X)\right)$. We have $\nabla_{X} C=D_{X} \nabla_{Y} C$ with:

$$
\begin{equation*}
D_{X}:=-\frac{1}{|\dot{S}|_{1}} \dot{S} \dot{S}^{T}+\operatorname{Diag}(\dot{S}) \tag{6.2.2}
\end{equation*}
$$

where $|\cdot|_{1}$ denotes the $l^{1}$ norm of a vector. Furthermore $D_{X}$ is a symmetric positive semi-definite matrix whose null-space is the space of constant vectors and has eigenvalues smaller than $\frac{1}{4}$.

## Proposed algorithm: SIMP with Neural networks

Fully-Connected Neural Networks (FCNN) are characterised by the number of layers $L+1$, the numbers of neurons in each layer $\left(n_{0}, n_{1}, \ldots, n_{L}\right)$ and an activation function $\mu: \mathbb{R} \longrightarrow \mathbb{R}$, here we will use the particular case $n_{L}=1$. The activations $a^{l} \in \mathbb{R}^{n_{l}}$ and preactivations $\tilde{a}^{l} \in \mathbb{R}^{n_{l}}$ are defined recursively for all layers $l$, using the so-called NTK parameterisation [105]:

$$
\begin{equation*}
a^{0}(x)=x, \quad \tilde{a}^{l+1}(x)=\frac{\alpha}{\sqrt{n_{l}}} W^{l} a^{l}(x)+\beta b^{l}, \quad a^{l+1}(x)=\mu\left(\tilde{a}^{l+1}(x)\right) \tag{6.2.3}
\end{equation*}
$$

for some hyperparameters $\alpha, \beta \in[0,1]$ representing the contribution of the weights and bias terms respectively. The parameters $\theta=\left(\theta_{p}\right)_{p}$, consisting in weight matrices $W^{l}$ and bias vectors $b^{l}$ are drawn as i.i.d. standard normal random variables $\mathcal{N}(0,1)$. We denote the output of the network as $f_{\theta}(x)=\tilde{a}^{L}(x)$.

Remark: To ensure that the variance of the neurons at initialization is the equal to 1 at all layers, we choose $\alpha$ and $\beta$ such that $\alpha^{2}+\beta^{2}=1$ and use a standardised non-linearity, i.e. $\mathbb{E}_{X \sim \mathcal{N}(0,1)}\left[\mu(X)^{2}\right]=1([\boxed{104}])$.


Figure 6.2.1: Illustration of our method
In our approach, the pre-densities $X^{\mathrm{NN}}(\theta)=\left(x_{1}^{\mathrm{NN}}, \ldots, x_{N}^{\mathrm{NN}}\right)$ are generated by a neural network as $x_{i}^{\mathrm{NN}}=f_{\theta}\left(z_{i}\right)$ where $z_{i} \in \mathbb{R}^{n_{0}}$ is either the coordinates of the grid elements (in this case $n_{0}=d$ ) or an embedding of those coordinates. We then apply the same transformation $\Sigma$ to obtain the density field $Y^{\mathrm{NN}}(\theta)=\Sigma\left(X^{\mathrm{NN}}(\theta)\right)$. Our loss function is then defined as:

$$
\theta \longmapsto C\left(Y^{\mathrm{NN}}(\theta)\right)=C(\Sigma(X(\theta)))
$$

The design variables are now the parameters $\theta$ of the network. The gradient $\nabla_{\theta} C$ w.r.t. to the parameters is computed by first using Proposition F. 1 to get $\nabla_{Y^{\mathrm{NN}}} C$ followed by traditional backpropagation.

Remark: Note the absence of filter $T$ in the above equations, indeed we will show how neural networks naturally avoid checkerboard patterns, making the use of filtering obsolete.

Initial density field: The SIMP method is usually initialised with a constant density field [3]. Since the neural network is initialized randomly, the initial density field is random and non-constant. To avoid this problem, we subtract the initial density field and add a well-chosen constant:

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}, x_{i}(\theta)=\bar{f}_{\theta(t)}\left(z_{i}\right)=f_{\theta(t)}\left(z_{i}\right)-f_{\theta(t=0)}\left(z_{i}\right)+\log \left(\frac{V_{0}}{N-V_{0}}\right) \tag{6.2.4}
\end{equation*}
$$

We used equation 6.2 .4 to compute $X(\theta)$ in our numerical experiments.


Figure 6.2.2: Example of result of our method with applied forces (red arrow) and a fixed boundary (green). Here we used a Gaussian embedding (see section 4 for details).

### 6.3 Theoretical Analysis

## Analogy between the Neural Tangent Kernel and filtering techniques

In our paper, we use the Neural Tangent Kernel (NTK [105]) as the main tool to analyse the training behaviour of the FCNN. In our setting (where $n_{L}=1$ ) the NTK is defined as:

$$
\forall z, z^{\prime} \in \mathbb{R}^{n_{0}}, \Theta_{\theta}^{L}\left(z, z^{\prime}\right)=\sum_{p} \frac{\partial f_{\theta}}{\partial \theta_{p}}(z) \frac{\partial f_{\theta}}{\partial \theta_{p}}\left(z^{\prime}\right)=\left(\nabla_{\theta} f_{\theta}(z) \mid \nabla_{\theta} f_{\theta}\left(z^{\prime}\right)\right)
$$

This is a positive semi-definite kernel. Given some inputs $z_{1}, \ldots, z_{N}$ we define the NTK Gram matrix as: $\tilde{\Theta}_{\theta}^{L}:=\left(\Theta^{L}\left(z_{i}, z_{j}\right)\right)_{1 \leq i, j \leq N} \in \mathbb{R}^{N \times N}$.

Assuming a small enough learning rate, the evolution of the network under gradient descent is well approximated by the gradient flow dynamics $\partial_{t} \theta(t)=-\nabla_{\theta} C(t)$. The evolution of the output of the network $X^{\mathrm{NN}}(\theta)$ can then easily be expressed in terms of the NTK Gram matrix [104] for a $\operatorname{loss} \mathcal{L}$ :

$$
\partial_{t} X^{\mathrm{NN}}(\theta(t))=-\tilde{\Theta}_{\theta(t)}^{L} \nabla_{X^{\mathrm{NN}}} \mathcal{L}
$$

From this equation we can derive the evolution of the physical density field $Y^{\mathrm{NN}}$ in our algorithm:
Proposition 6.2. If the network is trained under this gradient flow, then by applying chain rules, we can prove that the density field follows the equation:

$$
\begin{equation*}
\partial_{t} Y^{N N}(\theta(t))=-D_{X}(t) \tilde{\Theta}_{\theta(t)}^{L} D_{X}(t) \nabla_{Y} C\left(Y^{N N}(\theta(t))\right) \tag{6.3.1}
\end{equation*}
$$

The analogy between the NTK and filtering techniques comes from the following observation. With Modified Filtering with a filter $T$, we show similarly that the density field $Y^{\mathrm{MF}}$ evolves as

$$
\begin{equation*}
\partial_{t} Y^{\mathrm{MF}}(t)=-D_{X}(t) T T^{T} D_{X}(t) \nabla_{Y} C\left(Y^{\mathrm{MF}}(t)\right) \tag{6.3.2}
\end{equation*}
$$

We see that the NTK Gram matrix and the squared filter $T T^{T}$ play exactly the same role. An important difference however is that the NTK is random at initialisation and evolves during training.

This difference disappears for large widths (when $n_{1}, \ldots, n_{L-1}$ are large), since the NTK converges to a deterministic and time independent limit $\tilde{\Theta}_{\infty}^{L}$ as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ [105]. Furthermore,

CHAPTER 6. DNN-BASED TOPOLOGY OPTIMIZATION: SPATIAL INVARIANCE AND
in contrast to the finite width NTK (also called empirical NTK), we have access to a closed form formula for the limiting NTK $\tilde{\Theta}_{\infty}^{L}$ (given in the appendix).

In the infinite width limit, the evolution of the physical densities is then expressed in terms of the limiting NTK Gram matrix $\tilde{\Theta}_{\infty}^{L}$ :

$$
\begin{equation*}
\partial_{t} Y^{\mathrm{NN}}(\theta(t))=-D_{X}(t) \tilde{\Theta}_{\infty}^{L} D_{X}(t) \nabla_{Y} C\left(Y^{\mathrm{NN}}(\theta(t))\right) \tag{6.3.3}
\end{equation*}
$$

From now on we will focus on this infinite-width limit, comparing the NTK Gram matrix $\tilde{\Theta}_{\infty}^{L}$ and the squared filter $T T^{T}$. Recent results [128, 6, 95] suggest that this limit is a good approximation when the width of the network is sufficiently large. For more details see the appendix, where we compare the empirical NTK with its limiting one and plot its evolution in our setting.

## Spatial invariance

In physical problems such as topology optimisation, it is important to ensure that certain physical properties are respected by the model. We focus in this section on the translation and rotation invariance of topology optimisation: if the force constraints are rotated or translated, the resulting shape should remain the same (up to rotation and translation), as in Figure 6.3.2 (b.1 and b.2).

In Modified Filtering method, this property is guaranteed if the filter $T$ is translation and rotation invariant. In contrast the limiting NTK is in general invariant under rotation [105] but not translation. As Figure 6.3 .2 shows, this leads to some problematic artifacts. The NTK can be made translation and rotation invariant by first applying an embedding $\varphi: \mathbb{R}^{d} \longrightarrow \mathbb{R}^{n_{0}}$ with the properties that for any two coordinates $p, p^{\prime}, \varphi(p)^{T} \varphi\left(p^{\prime}\right)$ only depends on the distance $\left\|p-p^{\prime}\right\|_{2}$. Since the rotation invariance of the NTK implies that $\Theta_{\infty}^{L}\left(z, z^{\prime}\right)$ depends only on the scalar products $z^{T} z^{\prime}, z z^{T}$ and $z^{\prime} z^{\prime T}$, we have that $\Theta_{\infty}^{L}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)$ depends only on $\left\|p-p^{\prime}\right\|$ as needed.

The issue is that for finite $n_{0}$ there is no non-trivial embedding $\varphi$ with this property:
Proposition 6.3. Let $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{0}}$ for $d>2$ and any finite $n_{0}$. If $\varphi$ satisfies $\varphi(x)^{T} \varphi\left(x^{\prime}\right)=$ $K\left(\left\|x-x^{\prime}\right\|\right)$ for some continuous function $K$ then both $\varphi$ and $K$ are constant.

To overcome this issue, we present two approaches to approximate spatial invariance with finite embeddings: an embedding on a (hyper)-torus and a random feature [176] embedding based on Bochner theorem [186].

## Embedding on a hypertorus

In this subsection we consider the following embedding of a $n_{x} \times n_{y}$ regular grid on a torus:

$$
\begin{equation*}
\mathbb{R}^{2} \ni p=\left(p_{1}, p_{2}\right) \longmapsto \varphi(p)=r\left(\cos \left(\delta p_{1}\right), \sin \left(\delta p_{1}\right), \cos \left(\delta p_{2}\right), \sin \left(\delta p_{2}\right)\right) \tag{6.3.4}
\end{equation*}
$$

where $\delta>0$ is a discretisation angle (our default choice is $\delta=\frac{\pi}{2 \max \left(n_{x}, n_{y}\right)}$ ). One can use similar formulas for $d>2$ (leading to an hyper-torus embedding), we used $d=2$ in equation 6.3.4 for simplicity.

This embedding leads to an exact translation invariance and an approximate rotation invariance:

$$
\varphi(p)^{T} \varphi\left(p^{\prime}\right)=r^{2}\left(\cos \left(\delta\left(p_{1}-p_{1}^{\prime}\right)\right)+\cos \left(\delta\left(p_{2}-p_{2}^{\prime}\right)\right)\right)=r^{2}\left(2-\frac{\delta^{2}}{2}\left\|p-p^{\prime}\right\|_{2}^{2}\right)+\mathcal{O}\left(\delta^{4}\left\|p-p^{\prime}\right\|_{4}^{4}\right)
$$

As a result, the limiting NTK $\Theta_{\infty}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)$ is translation invariant and approximately rotation invariant (for small $\delta$ and/or when $p, p^{\prime}$ are close to each other). Moreover, if we look at the
limiting NTK on the whole torus, we obtain that the gram matrix $\tilde{\Theta}_{\infty}$ is a discrete convolution on the input grid, with nice properties summed up in the following proposition:

Proposition 6.4. We can always extend our $n_{x} \times n_{y}$ grid and choose $\delta$ such that the embedded grid covers the whole torus (typically $\delta=\frac{\pi}{2 \max \left(n_{x}, n_{y}\right)}$ and take a $n \times n$ grid with $n=4 \max \left(n_{x}, n_{y}\right)$ ). Then the Gram matrix $\tilde{\Theta}_{\infty}$ of the limiting NTK is a $2 D$ discrete convolution matrix. Moreover the NTK Gram matrix has a positive definite square root $\sqrt{\tilde{\Theta}_{\infty}}$ which is also a discrete convolution matrix.

As we know, the eigenvectors of such a convolution matrix are the 2D Fourier vectors. The corresponding eigenvalues are the discrete Fourier transforms of the convolution kernel.

The square root of the NTK Gram matrix $\sqrt{\tilde{\Theta}_{\infty}}$ then corresponds to the filtering matrix $T$ in our analogy. Figure 6.3.1 shows that on the full torus, the matrix square root $\sqrt{\tilde{\Theta}_{\theta}}$ indeed looks like a typical smoothing filter.

As Figure 6.3.2 shows, the torus embedding method gives good numerical results and respect the symmetry of the applied forces $F$.


Figure 6.3.1: Representation of one line of $\tilde{\Theta}_{\theta}$ on the full torus and of its square root. We used $\beta=0.2$ and $\omega=3$ (see Section 6.4) here to make the filter visible on the whole torus.

## Random embeddings for radial kernels

Another approach to approximate a rotation and translation invariant embedding is to use random Fourier features [176], which is a general method to approximate shift invariant kernels of the form $k(x, y)=k(x-y)$. By Bochner theorem [186], any continuous non-zero radial kernel $k(x-y)=$ $K(\|x-y\|)$ can be written as the the (scaled) Fourier transform of a probability measure $\mathbb{Q}$ on $\mathbb{R}^{d}$ :

$$
k(r)=k(0) \int_{\mathbb{R}^{d}} e^{i \omega \cdot r} d \mathbb{Q}(\omega)
$$

For radial kernels, we formulate random Fourier features embeddings $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{n_{0}}$ as follows:

$$
\varphi(p)_{i}=\sqrt{2 k(0)} \sin \left(w_{i}^{T} p+\frac{\pi}{4}+b_{i}\right)
$$

for i.i.d. samples $w_{1}, \ldots, w_{n_{0}} \in \mathbb{R}^{d}$ from $\mathbb{Q}$ (which is also invariant by rotation) and i.i.d. samples $b_{1}, \ldots, b_{n_{0}} \in \mathbb{R}^{d}$ from any symmetric probability distribution (or uniform laws on $[0,2 \pi]$ ). By the law of large numbers for large $n_{0}$, we have the approximation $\frac{1}{n_{0}} \varphi(p)^{T} \varphi\left(p^{\prime}\right) \simeq k\left(p-p^{\prime}\right)$.

Gaussian embedding: Depending on the kernel $k$ that we want to approximate, it may be difficult to sample from the distribution $\mathbb{Q}$. The simplest case is for a Gaussian kernel $k(d)=$ $e^{-\frac{1}{2 \ell^{2}} d^{2}}$, where the distribution $\mathbb{Q}$ of the weights $w_{i}$ is $\mathcal{N}\left(0, \frac{1}{\ell^{2}} I_{d}\right)$, i.e. the entries $w_{i j}$ are all i.i.d. $\mathcal{N}\left(0, \frac{1}{\ell^{2}}\right)$ Gaussians. For this reason this is the embedding that we will use in our numerical experiments. Note the similarity between this type of embedding and an untrained first layer of a FCNN with sine activation function, weights $w_{i}$ and bias $b_{i}$.

Moreover, the following result shows that we can still define a "square root" of the NTK with those types of embedding and thus complete the analogy with equation 6.3.2.


Figure 6.3.2: Left: empirical NTK of FCNNs with both embedding (a.1, a.2, see Section 6.4 for details) or without embedding (a. 3 with ReLu, a. 4 with tanh). Right: Corresponding shape obtained after training. Note that methods without spatial invariance particularly struggles with this symmetric load case (b.3, b.4) while both "embedded methods" respect the symmetry (b.1, b.2). We also observed that training with non-embedded methods is very unstable

Proposition 6.5. Let $\varphi$ be an embedding as described above for a positive radial kernel $k \in L^{1}\left(\mathbb{R}^{d}\right)$ with $k(0)=1, k \geq 0$. Then there is a filter function $g: \mathbb{R} \rightarrow \mathbb{R}$ and a constant $C$ such that for all $p, p^{\prime}$ :

$$
\begin{equation*}
\lim _{n_{0} \rightarrow \infty} \Theta_{\infty}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=C+(g \star g)\left(p-p^{\prime}\right) \tag{6.3.5}
\end{equation*}
$$

where $\Theta_{\infty}$ is the limiting NTK of a network with a Lipschitz, non-constant and standardised activation function $\mu$. (Here $\star$ denotes the convolution product).

As the matrix $D_{X}$ in equation 6.3.3 cancels out the constant frequency (proposition F.1), the constant $C$ doesn't matter, i.e. $D_{X} \tilde{\Theta}_{\infty}^{(L)} D_{X}=D_{X}\left(\tilde{\Theta}_{\infty}^{(L)}-C\right) D_{X}$.

### 6.4 Experimental analysis

## Setup

Most of our experiments were conducted with a torus embedding or a gaussian embedding. For the SIMP algorithm, we adapted the code described in [3, 143]. Here are the hyperparameters used in the experiments.


Figure 6.4.1: Sorted eigenvalues of the empirical NTK with some eigenvectors (reshaped as images). Obtained with a Gaussian embedding.


Figure 6.4.2: Colormap of $\widehat{R}_{1 / 2}$ in the $(\beta, \omega)$ plane, torus embedding. Level lines and shapes obtained for different radius are represented.

For the Gaussian embedding, we used $n_{0}=1000$ and a length scale $\ell=4$. This embedding was followed by one hidden linear layer of size 1000 with standardized $\operatorname{ReLu}(x \mapsto \sqrt{2} \max (0, x))$ and a bias parameter $\beta=0.5$.

For the torus embedding we set the torus radius to $r=\sqrt{2}$ (to be on a standard sphere) and the discretisation angle to $\delta=\frac{\pi}{2 \max \left(n_{x}, n_{y}\right)}$ (to cover roughly half the torus, which is a good trade-off between rotation invariance and kernel size), where $n_{x} \times n_{y}$ is the size of the grid. It was followed by 2 linear layers of size 1000 with $\beta=0.1$. The ReLu activation is not well-suited in this case because it induces filters that are too wide. The large radius of the NTK kernel can be understood in relation with the order/chaos regimes [197, 173 , as observed in [104] the ReLU lies in the ordered regime when $\beta>0$, leading to a "wide" kernel, a narrower kernel can be achieved with non-linearities which lie in the chaotic regime instead. We used a cosine activation of the form $x \mapsto \cos (\omega x)$, which has the advantage that the width of the filter can be adjusted using the $\omega$ hyperparameter, see Section 6.4. When not stated otherwise we used $\omega=5$.

Even though our theoretical analysis is for gradient flow, we obtain similar results with other optimizers such as RPROP [179] (learning rate $10^{-3}$ ) and ADAM [116] (learning rate $10^{-3}$ ). RPROP gave the fastest results, possibly because it is well-suited for batch learning [180]. Vanilla gradient descent can be very slow due to the vanishing of the gradients when the image becomes almost binary (due to the sigmoid), we therefore gradually increased the learning rate during training to compensate.

## Spectral analysis

In SIMP convolution with a low pass filter ensures that low frequencies are optimised faster than high frequencies, to avoid checkerboards.


Figure 6.4.3: Shape obtained for different values of $\widehat{R}_{1 / 2}$ with a Gaussian embedding for different values of $\ell \in\{0.5,1,1.4,2\}$.

With the embeddings proposed in the last two subsections, the limiting NTK takes the form of a convolution over the input space $\mathbb{R}^{d}$. Figure 6.4.1 represents the eigenvalues and eigenimages of the NTK Gram matrix $\widetilde{\Theta}_{\theta(t)}$. Even though this plot is done for a finite width network and a finite random embedding, we see that the eigenimages look like 2D Fourier modes. The fact that the low frequencies have the largest eigenvalues supports the similarity between the NTK and a low pass filter.

This may explain why neural networks naturally avoid checkerboard patterns: the low frequencies of the shape are trained faster than the high frequencies which lead to checkerboard patterns.

## Filter radius

In the classical SIMP algorithm, the choice of the radius of the filter $T$ is critical. It controls the appearance of checkerboards or intermediate densities.

When using DNNs, there is no explicit choice of filter radius, since the filter depends on the embedding and the architecture of the network. In Section 6.3 we have shown that the NTK is approximately invariant,
it can hence be expressed as:

$$
\Theta_{\theta(t)}^{L}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \simeq \Phi_{\infty}\left(\left\|p-p^{\prime}\right\|\right)
$$

where $\Phi_{\infty}$ can be analytically expressed with the embedding and the limiting NTK (see appendix for a detailed example).

The kernels we consider do not have compact support in general, we therefore focus instead on the radius at half-maximum of $\Phi_{\infty}$ :

$$
\Phi_{\infty}\left(\widehat{R}_{1 / 2}\right)=\frac{1}{2}\left(\Phi_{\infty}(0)+\inf _{r} \Phi_{\infty}(r)\right)
$$

Note that for simplicity we are computing here the radius of the squared filter, since obtaining a closed form formula for the square root of the NTK is more difficult. For Gaussian filters the radius of the squared filter is $\sqrt{2}$ times that of the original, suggesting that the filter radius is well estimated by $\frac{1}{\sqrt{2}} \widehat{R}_{1 / 2}$.

The quantity $\widehat{R}_{1 / 2}$ is a function of the hyperparameters of the network ( $\alpha, \beta, L$, see appendix) and of the embedding (the lengthscale $\ell$ ). Using the formula for $\widehat{R}_{1 / 2}$, these hyperparameters can be tuned to obtain a specific filter radius.

With the Gaussian embedding, the radius of the filter can easily be adjusted by changing the length-scale $\ell$ of the embedding. As illustrated in Figure 6.4.

With the torus embedding, we instead have to change the hyperparameters of the network to adjust the radius of the filter. With the ReLU activation function, the radius is very large which makes it impossible to obtain precise shape. The solution we found is to use a cosine activation $x \mapsto \cos (\omega x)$ with hyper-parameter $\omega$. Figure 6.4 .2 shows how the radius decreases as $\omega$ increases. The $\beta$ parameter has the opposite effect, as increasing it increases the radius. For different values of $\omega$ and $\beta$, we obtain a variety of radius and plot the resulting shapes. This plot also illustrates the role of the radius in the determination of the resulting shape. The fact that cosine activation leads to an adjustable NTK radius could explain why periodic activation function help in the representation of high frequency signal as observed in [206].

The effect of depth is more complex. For large depths $L$ the NTK either approaches a constant kernel in the so-called order regime (with infinite radius) or a Kronecker delta kernel in the so-called chaos regime (with zero radius) [173, 197, 104]. Depending on whether we are in the order or chaos regime (which is determined by the activation function $\mu$ and the parameters $\alpha, \beta$ ), increasing the depth can either increase or decrease the radius.

We conducted an experimental study of the influence of this parameter on the geometry of the final shape. We observed that its complexity (number of holes, high frequencies) is highly controlled by $\widehat{R}_{1 / 2}$. We see in Figure 6.4 and 6.4 .2 some examples of shape obtained for several values of $\widehat{R}_{1 / 2}$.

## Up-sampling

Since the density field is generated by a DNN, it can be evaluated at any point in $\mathbb{R}^{d}$, hence allowing upsampling. As Figure 6.4 .4 shows, with our method we obtain a smooth and binary shape. Something interesting happens when the network is trained without an embedding: when upsampling we observe some visual artifacts plotted in Figure 6.4.5. We believe that it is due to the lack of spatial invariance.

Note that this second experiment was done with batch norm, as described in [31], since for this problem it was difficult to obtain a good shape with a vanilla ReLU-FCNN. With our embeddings, we can achieve complex shapes without batch-norm.


Figure 6.4.4: Density field obtained with a Figure 6.4.5: Exemple of up-sampling of a Torus embedding (left) and up sampling of fac- FCNN (ReLu FCNN with batchnorms) without tor 6 of the same network (right). embedding, exhibing typical visual artifacts.

### 6.5 Conclusion

Using the NTK, we were able to give a simple theoretical description of topology optimisation with DNNs, showing a similarity to traditional filtering techniques. This theory allowed us to identify a problem: since the NTK is not translation invariant, the spatial invariance of topology optimisation
is not respected, leading to visual artifacts and non-optimal shapes. We propose a simple solution to this problem: adding a spatial invariant embedding to the coordinates before the DNN.

Using this method, our models are able to learn efficient shapes while avoiding checkerboard patterns. We give tools to adjust the implicit filter size induced by the hyperparameters, to give control over the complexity of the final shape. Using the learned network, we can easily perform good quality up-sampling. The techniques described in this paper can easily be translated to any other problem where spatial invariance is needed.

The NTK is a simple yet powerful tool to analyse a practical method such as SIMP when combined with a DNN. Morover it can be used to make informed choices of the DNN's architecture and hyperparameters.

## Chapter 7

## Scaling Description of Generalization with Numer of Parameters in Deep Learning


#### Abstract

We provide a description for the evolution of the generalization performance of fixed-depth fully-connected deep neural networks, as a function of their number of parameters $N$. As $N$ gets large, we observe that increasing $N$ at fixed depth reduces the fluctuations of the output function $f_{N}$ induced by initial conditions, with $\left\|f_{N}-\bar{f}_{N}\right\| \sim N^{-1 / 4}$ where $\bar{f}_{N}$ denotes an average over initial conditions. We explain this asymptotic behavior in terms of the fluctuations of the so-called Neural Tangent Kernel that controls the dynamics of the output function. For the task of classification, we predict these fluctuations to increase the true test error $\epsilon$ as $\epsilon_{N}-\epsilon_{\infty} \sim N^{-1 / 2}+\mathcal{O}\left(N^{-3 / 4}\right)$. This prediction is consistent with our empirical results on the MNIST dataset, and it explains in a concrete case the puzzling observation that the predictive power of deep networks improves as the number of fitting parameters grows. For smaller $N$, this asymptotic description breaks down at a so-called jamming transition which takes place at a critical $N=N^{*}$, below which the training error is non-zero. In the absence of regularization, we observe an apparent divergence $\left\|f_{N}\right\| \sim\left(N-N^{*}\right)^{-\alpha}$ and provide a simple argument suggesting $\alpha=1$, consistent with empirical observations. This result leads to a plausible explanation for the cusp in test error known to occur at $N^{*}$. Overall, our analysis suggests that once models are averaged, the optimal model complexity is reached just beyond the point where the data can be perfectly fitted, a result of practical importance that needs to be tested in a wide range of architectures and dataset.


### 7.1 Introduction

Deep neural networks are very successful at various tasks including image classification [119, 122 and speech recognition [89. Yet, understanding why they work remains a challenge, and central questions need to be clarified.

- First, learning amounts to a descent in a high-dimensional loss landscape, which is a priori non-convex. What guarantees then that the dynamics does not get stuck in a poor minimum of the loss, leading to bad generalization?
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- Second, deep networks tend to work in the over-parametrized regime where the number of parameters $N$ can be (much) larger than the number of data points $P$ which are used to optimize them. Thus, they are used in a regime where their capacity is very large (in the sense that they can still classify data even if the labels are randomized [236]), yet they generalize very well, at odds with the traditional VC-dimension learning theory.

Recent works suggest that these two questions are closely connected. Numerical and theoretical studies [63, 216, 92, 208, 39, 189, 190, 14, 141, 12, 68, 211] support that in the over-parametrized regime the loss landscape is not rough with isolated minima (as initially thought in [44, 38), but instead has connected level sets and presents many flat directions, even near its bottom. When optimizing neural networks using the hinge loss, there is a sharp phase transition (similar to the jamming transition that occurs in granular materials [101]) at some $N^{*}(P)$ such that for $N \geq N^{*}$ the dynamic process reaches global minima of the loss 68, 211. In short, cranking up $N$ guarantees low training error. A counter-intuitive aspect of deep learning is that increasing $N$ above $N^{*}$ does not destroy the predictive power by over-fitting the data, but instead appears to improve the generalization performance [161, 160, 16, 1]. Indeed the test error is observed to decrease in a slow power-law fashion [211] toward a limit as $N \rightarrow \infty$. Such a monotonic improvement is observed everywhere except near $N^{*}$, where the test error displays a cusp [1, 139, 211] (phenomena shown by the blue curve in Fig 7.2.1.

Explaining this observed dependence of the generalization on $N$ in deep networks remains a challenge. In the perceptron, the simplest network without hidden layers, the cusp in the test error at the jamming point is also observed and predicted analytically [188, 57, [26, 120, 60, 55]. For deep linear networks trained with the mean-square loss, this cusp corresponds to an explosion of the norm of the output function precisely at $N=P$ [1, 139]. Yet, what controls its presence in non-linear deep networks that are trained with a descent dynamics is unclear.

Another open question regards the asymptotic improvement of generalization performance with $N$ - a phenomenon that does not happen for perceptrons. Very recently, in the context of leastsquares regression, this behavior was linked to the observed diminishing fluctuations of the output function with $N$ [158, a result that is consistent with the notion of stronger implicit regularization with increasing $N$ [209, 137]. Yet, what controls these fluctuations in deep non-linear networks and how they affect the test error in a classification task is not yet clear.

In this work, we address these questions using the recent discovery that in the limit $N \rightarrow \infty$, some deep learning models (in particular, fully-connected networks with any depth and a large class of non-linear functions that include the most common ones used in practice) are equivalent to a kernel method, where the kernel (coined the Neural Tangent Kernel or NTK) becomes deterministic and fixed at any finite time during training [105]. This result explains why generalization performance converges to a finite value as $N \rightarrow \infty$ (such a result has previously been obtained for single hidden layer neural networks in [34, 184, 153, 205] under a different scaling limit ${ }^{11}$ ]. Here, we use this framework to study the variation of the output function $f_{N}$ at the end of training. For a fixed algorithm, such variations are induced by the initial conditions. These variations still exist asymptotically for $f_{\infty}$ [105], yet for a large dataset, this effect appears to be subdominant even for the largest $N$ we can reach. Departing from the $N \rightarrow \infty$ limit has two consequences. First, at finite $N$, the NTK will display a nonzero evolution in time, leading to a systematic difference between $f_{N}$ and $f_{\infty}$. This effect on the performance is perceptible but small. Secondly, the NTK at

[^17]initialisation has fluctuations around its mean that are of order $N^{-1 / 4}$, leading to similar variations for $f_{N}$ which turn out to be dominant.

Next, by considering the decision boundary, we argue that a variation in $f$ of order $\delta f$ increases the true test error by $\delta \epsilon \sim(\delta f)^{2}$. We use this asymptotic result to predict (i) the increase in generalization performance obtained by ensemble averaging on $n$ samples of the function $f_{N}$ as $n$ becomes large and (ii) the increase in generalization performance with $N$ at fixed network depth. This description breaks down at the transition point $N^{*}$, where variations in $f_{N}$ appear to diverge as a powerlaw, justifying the non-analyticity in the training error. We rationalize this divergence with a simple argument on a non-linear network trained with the hinge loss, that leads to $\left\|f_{N}\right\| \sim$ $\left(N-N^{*}\right)^{-1}$. Overall, our work introduces a conceptual framework to describe how generalization error in deep learning evolves with the number of parameters. As an application, we demonstrate how ensemble averaging removes variations in the predictor and enhance generalization. Our result suggests that near-optimal generalization can be obtained by ensemble averaging networks that are slightly larger than $N^{*}$.

### 7.2 Improving generalization by averaging in MNIST

In this section we show how ensemble averaging improves generalization in networks that are slightly larger than the jamming transition $N^{*}$. We adopt the experimental setup of [211]. The task is to classify MNIST digits depending on their parity, where the standardized MNIST inputs are reduced to 10 dimensions using their first 10 PCA components (this reduction has been introduced to have a number of weights in the first layer comparable to the ones of the other layers). The architecture is a fully-connected network with $L$ layers, where each of the layers has $h$ nodes. The non-linearity at each hidden layer is the standard rectified linear unit (ReLU). Weights of the network are initialized according to the random orthogonal scheme [195] and all biases are initialized to zero. The network is optimized using ADAM [117] with full batch and the learning rate is set to $\lambda=\min \left(10^{-1} h^{-1.5}, 10^{-4}\right)$ in order to have a smooth dynamics for all values of $h^{2}$

The network parametrizes an output function $f(x ; \theta)$ with some parameters $\theta$ - the network's weights and biases. The binary classification task consists in searching the parameters such that $\operatorname{sign} f\left(x_{\mu} ; \theta\right)=y_{\mu}$ for all MNIST images $x_{\mu}$, where $y_{\mu}= \pm 1$ according to the parity of the digit depicted in the input image. To do so, we minimize the square-hinge cost function

$$
\begin{equation*}
C=\frac{1}{P} \sum_{\mu=1}^{P} \frac{1}{2} \max \left(0, \Delta_{\mu}\right)^{2} \tag{7.2.1}
\end{equation*}
$$

where $\Delta_{\mu} \equiv \epsilon_{m}-y_{\mu} f\left(x_{\mu} ; \theta\right)$. In all of our simulations we fix the margin $\epsilon_{m}$ to 1 . The training process runs for a maximum of $2 \cdot 10^{6}$ steps ${ }^{3}$. Typically, above jamming the training halts earlier as soon as the training reaches zero loss, while below jamming, training stalls at points with non-zero loss.

Our results, shown in Fig 7.2.1, demonstrate that after learning, the test error has a peak near the transition at $N^{*}$ and then it slowly decreases as $N$ becomes larger. We denote by $\bar{f}_{N}^{n}$ the average of the function $f_{N}$ over $n$ different initial conditions. Remarkably, in our experiments ensemble-averaging over $n=20$ independent runs led to a nearly flat test error for $N>N^{*}$; this
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Figure 7.2.1: (A) Empirical test error v.s. number of parameters: average curve (blue, averaged over 20 runs); early stopping (green); ensemble average $\bar{f}_{N}^{n}$ (orange) over $n=20$ independent runs. In all the simulations we used fully-connected networks with depth $L=5$ and input dimension $d=10$, trained for $t=2 \cdot 10^{6}$ epochs to classify $P=10 k$ MNIST images depending on their parity, using their first 10 PCA components, and the test set includes 50 K images. The vertical dashed line corresponds to the jamming transition: at that point the test error peaks. Ensemble averaging leads to an essentially constant behavior when $N$ becomes larger than $N^{*}$. The location of the jamming transition, $N^{*}$ shown here, is measured in section 7.6 for extrapolated $t=\infty$. Black dashed line: asymptotic prediction of the form $\epsilon_{N}-\epsilon_{\infty}=B_{0} N^{-1 / 2}+B_{1} N^{-3 / 4}$, with $\epsilon_{\infty}=0.054$, $B_{0}=6.4$ and $B_{1}=-49$. (B) Training error v.s. number of parameters.
supports that the improvement of generalization performance with $N$ in this classification task originates from reduced variance of $f_{N}$ when $N$ gets large, as recently observed for mean-square regression [158]. An observation of potential practical interest is that near-optimal generalization is obtained by ensemble averaging slightly above $N^{*}$. Thus the intuition that the most predictive and parsimonious models have just enough parameters to fit the data may indeed be correct, once one averages over differently initialized network $4^{4}$
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Figure 7.3.1: $f(x)$ and the limiting function $\bar{f}(x)$ (see Section 7.3 classify points according to their sign. They agree on the classification everywhere ( $\pm$ 's in the figure are examples where the functions are respectively both positive or both negative) except for the points that lie in between the two boundaries $f=0$ and $\bar{f}=0$. In the figure, let $x$ be one such point, and $\delta$ is the typical distance from the boundary $f=0$. In the limit where $f$ and $\bar{f}$ are close to each other, $\delta$ is of the same order of the distance between the two boundaries.

### 7.3 Relationship between variance and generalization in classification tasks

We consider an ensemble of functions $f$ that approach pointwise to a limiting function $\bar{f}$, so that $\delta f=f-\bar{f}$ satisfies $\|\delta f\|_{\mu} \ll\|f\|_{\mu}$ and $\langle\delta f\rangle=0$, where the average is made on the ensemble considered. In what follows we define $\|f\|_{\mu}^{2}=\int d \mu(x) f(x)^{2}$, where $\mu$ is some measure (empirically we shall use the uniform distribution on the training or test set or a Gaussian distribution on all $x$, all leading to similar results). For example, one may consider the ensemble of functions $\bar{f}_{N}^{n}=\frac{1}{n} \sum_{i=1}^{n} f_{N}^{i}$ obtained by varying initial conditions and averaging, or $\bar{f}_{N}=\lim _{n \rightarrow \infty} \bar{f}_{N}^{n}$. In this setup, the test errors of $f$ and $\bar{f}_{N}$ will be denoted respectively by $\epsilon$ and $\bar{\epsilon}_{N}$.

Consider a specific function $f$, and the two decision boundaries of $f$ and $\bar{f}$ defined as the set of inputs for which $f(x)=0$ or $\bar{f}(x)=0$. Consider a data point $x_{0}$ classified differently by these two functions - i.e. $f\left(x_{0}\right) \bar{f}\left(x_{0}\right)<0$ - as illustrated in Fig.7.3.1. When the two boundaries are close enough, if the functions $f$ and $\bar{f}$ are smooth, the signed distance $\delta\left(x_{0}\right)$ between the two curves near $x_{0}$ must follow $\delta\left(x_{0}\right)=\delta f\left(x_{0}\right) /\left\|\nabla f\left(x_{0}\right)\right\|+\mathcal{O}\left(\delta f\left(x_{0}\right)^{2}\right)$, where $\delta f\left(x_{0}\right)=f\left(x_{0}\right)-\bar{f}\left(x_{0}\right)$. If the non-linearity in the network is itself smooth, smoothness of the output function during learning is guaranteed both for $N$ finite or not, as shown in 105 and discussed in Supplementary Materials (S.M.). In the case of the Relu non-linear function, we expect smoothness to hold as $N \rightarrow \infty$ except
on the $P$ points of the training set ${ }^{5}$. We show direct measurements of $\delta(x)$ in Section A of S.M., supporting that this estimate still holds and become more and more accurate as $N \rightarrow \infty$.

Next we introduce the typical distance $\delta$ along the boundary:

$$
\begin{equation*}
\delta \equiv\langle | \delta f\left(x_{0}\right)\left|/\left\|\nabla f\left(x_{0}\right)\right\|\right\rangle_{x_{o} \sim \text { testninterface }} \tag{7.3.1}
\end{equation*}
$$

where the average is made over all the test data classified differently by $f$ and $\bar{f}$. Such conditioning, however, does not affect the average. Indeed we have checked, as shown in Appendix A, that $\delta$ is very well estimated by $\|\delta f\|_{\mu} /\|\nabla f\|_{\mu}$ where $\mu$ indicates the uniform measure on all the test set. Next, we denote by $\Delta \epsilon$ the difference between the true test error of $f$ and that of $\bar{f}$. Under reasonable assumptions ${ }^{6}$ it can be expanded by considering a small motion of the decision boundary $B$ of $\bar{f}$ (that can consist of unconnected parts):

$$
\begin{equation*}
\Delta \epsilon=\int_{B} d x^{d-1}\left[\frac{\partial \epsilon}{\partial \delta(x)} \delta(x)+\frac{1}{2} \frac{\partial^{2} \epsilon}{\partial^{2} \delta(x)} \delta^{2}(x)+\mathcal{O}\left(\delta^{3}(x)\right)\right] \tag{7.3.2}
\end{equation*}
$$

Using that $\langle\delta(x)\rangle=\mathcal{O}\left(\delta f(x)^{2}\right)$ since $\langle\delta f(x)\rangle=0$, we get that in average the true test error must increase quadratically with the norm of fluctuations $\delta f$ :

$$
\begin{equation*}
\langle\Delta \epsilon\rangle \sim \delta^{2} \sim \frac{\|\delta f\|_{\mu}^{2}}{\|\nabla f\|_{\mu}^{2}} \tag{7.3.3}
\end{equation*}
$$

Note that if the model $\bar{f}$ displays a minimal true test error, the decision boundary is optimal: $\partial \epsilon / \partial \delta(x)=0$ and $\partial^{2} \epsilon / \partial^{2} \delta(x) \geq 0$ for all $x \in B$, implying that the prefactor in Eq 7.3 .3 must be positive 7 . If the true test error is small, the decision boundary will tend to be close to the ideal one, so that the prefactor in Eq 7.3 .3 will still be positive. We expect it to be the case for the MNIST model we consider for which the test error is a few percents.

Eq.7.3.3 is a result on the ensemble average of the true test error. Yet, our data in Fig 7.2 .1 supports that the test error is a self-averaging quantity: the test error of a given output function (blue points) lies close to its average (blue line). Such a self-averaging behavior is expected if there are many distinct regions where $\delta$ changes sign along the decision boundary. In what follows we will always consider averaged quantities, and drop the notation $\rangle$.

### 7.4 Asymptotic generalization as $n \rightarrow \infty$

It is now straightforward to predict how an ensemble average of $n$ networks behaves in the limit $n \rightarrow \infty$. The central limit theorem implies $\delta f \sim 1 / \sqrt{n}$ while $\|\nabla f\|$ converges to some constant value. Thus $\delta \sim 1 / \sqrt{n}$ and $\bar{\epsilon}_{N}^{n}-\bar{\epsilon}_{N} \sim 1 / n$. These predictions are confirmed in Fig 7.4.1.

### 7.5 Asymptotic generalization as $N \rightarrow \infty$

We now study the fluctuations of $f_{N}^{t}$ throughout training for large networks using the Neural Tangent Kernel [105] or NTK. At initialization $t=0, f_{N}^{t=0}$ is a random function whose limiting
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Figure 7.4.1: Left: increment of test error $\bar{\epsilon}_{N}^{n}-\bar{\epsilon}_{N}$ v.s. $n$, supporting $\bar{\epsilon}_{N}^{n}-\bar{\epsilon}_{N} \sim 1 / n$. Center: $\delta$ as defined in Eq.7.3.1 v.s. number of average $n$, supporting $\delta \sim 1 / \sqrt{n}$. Right: increase of test error $\bar{\epsilon}_{N}^{n}-\bar{\epsilon}_{N}$ as a function of the variation of the boundary decision $\delta$, supporting the prediction $\bar{\epsilon}_{N}^{n}-\bar{\epsilon}_{N} \sim \delta^{2}$. Here $d=30, h=60, L=5, N=16 k$ and $P=10 k$. The value $\bar{\epsilon}_{N}=2.148 \%$ is extracted from the fit.
distribution as $N \rightarrow \infty$ is known to be Gaussian [159, 37, [126]. These types of fluctuations do not vanish as $N \rightarrow \infty$ : the variance of $f_{N}^{t=0}$ at initialization is essentially constant in $N{ }^{8}$.

However, as the network is trained, the fluctuations of $f_{N}^{t}$ will be reduced in time. We shall argue that at the end of training, the dominant source of fluctuations does not stem from the randomness of $f_{N}^{t=0}$, but from the randomness of the learning dynamics. To understand why the fluctuations of the function at convergence $t \rightarrow \infty$ decrease with $N$, we must thus study the training process. The gradient descent dynamics of $f_{N}^{t}$ is described by a kernel, the Neural Tangent Kernel $\Theta_{N}^{t}$ :

$$
\begin{equation*}
\Theta_{N}^{t}\left(x, x^{\prime}\right)=\sum_{k=1}^{N} \frac{d}{d \theta_{k}} f_{N}^{t}(x) \frac{d}{d \theta_{k}} f_{N}^{t}\left(x^{\prime}\right) \tag{7.5.1}
\end{equation*}
$$

where $\frac{d}{d \theta_{k}} f_{N}^{t}$ is the derivative of the output of the network with respect to one parameter $\theta_{k}$ and the sum is over all the network's parameters. For a general cost $C(f)=\frac{1}{P} \sum_{i} c_{i}\left(f\left(x_{i}\right)\right)$, the function follows the kernel gradient $\nabla_{\Theta_{N}^{t}} C_{\mid f_{N}^{t}}$ of the cost during training

$$
\begin{align*}
\partial_{t} f_{N}^{t}(x) & =-\nabla_{\Theta_{N}^{t}} C_{\mid f_{N}^{t}}(x) \\
& =-\frac{1}{P} \sum_{i} \Theta_{N}^{t}\left(x, x_{i}\right) c_{i}^{\prime}\left(f_{N}^{t}\left(x_{i}\right)\right) . \tag{7.5.2}
\end{align*}
$$

The NTK is random at initialization and varies during training. However as the number $h$ of neurons in each hidden layer goes to infinity, the NTK converges to a deterministic limit $\Theta_{N}^{t} \rightarrow \Theta_{\infty}$ which stays constant throughout training [105]. In this limit, deep learning simply corresponds to a kernel method, and the only randomness of $f_{N}^{t}$ at convergence $t \rightarrow \infty$ is due to the randomness of $f_{N}^{t=0}$. We shall see below that this effect is subdominant in the range of parameters we probe.

Other sources of variation of $f$ come from the variation of the kernel itself, which occurs at finite $N$. It varies for two reasons. First, the kernel now evolves in time, in a trajectory that depends
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Figure 7.5.1: Variance of the output (averaged over $n=20$ networks) v.s. number of parameters for different measures indicated in legend, showing a peak at jamming followed by a decay as $N$ grows. Here $L=5, d=10, P=10 k$.
on initial conditions. It turns out however that this effect leads to small variations asymptotically. For any finite time $T$ one finds [106]:

$$
\begin{equation*}
\left\|\Theta_{N}^{t=0}-\Theta_{N}^{t=T}\right\|=\mathcal{O}\left(\frac{1}{h}\right)=\mathcal{O}\left(N^{-1 / 2}\right) \tag{7.5.3}
\end{equation*}
$$

Secondly, at finite $N$ the kernel varies already at initialization:

$$
\begin{equation*}
\left\|\Theta_{N}^{t=0}-\Theta_{\infty}\right\|=\mathcal{O}\left(\frac{1}{\sqrt{h}}\right)=\mathcal{O}\left(N^{-1 / 4}\right) \tag{7.5.4}
\end{equation*}
$$

The variation in Eq 7.5 .4 decays much more slowly with $N$ than that in Eq7.5.3, and is thus expected to be the dominant source of the NTK fluctuations around $\Theta_{\infty}$, as supported empirically below. Eq.7.5.4 can be readily obtained by re-writing Eq 7.5.1 as a sum on neurons and using the central limit theorem, as sketched in Appendix B and derived rigorously in [106].

Because the NTK describes the behaviour of the function $f_{N}^{t}$ during training, and because the time to converge to a minimum of the loss converges to a constant as $N \rightarrow \infty$, from Eq. 7.5 .2 we expect the variance of the NTK to induce some variance of the same order to the function at the end of training. We confirm it is the case for the mean square loss in Appendix C. In conclusion for large enough width, the fluctuations of the kernel leads to fluctuations of $f_{N}^{t=\infty}$ of order $\mathcal{O}\left(N^{-1 / 4}\right)$. This prediction is checked in Fig 7.5.1. supporting that $\left\|f_{N}-\bar{f}_{N}\right\| \sim N^{-1 / 4}$ in the range of $N$ we can explore (eventually this curve must converge to a small constant $\left\|f_{\infty}-\bar{f}_{\infty}\right\|$, due to the finite fluctuations at initialization and the fact that we consider a large yet finite dataset [105]. In our setting observing this effect would require unreachable values of $N$, and we neglect this small constant). We expect that the same fluctuations that characterize $f_{N}$ to also characterize $\nabla f_{N}$,


Figure 7.5.2: Here $L=5, d=10, P=10 k$. (A) The median of $\left\|\nabla f_{N}\right\|_{\mu}=\sqrt{\int d \mu(x)\left\|\nabla f_{N}(x)\right\|^{2}}$ over 20 runs (each appearing as a dot) is indicated as a full line. The dashed line correspond to our asymptotic prediction $\left\|\nabla f_{N}\right\|=C_{0}+C_{1} N^{-1 / 4}$ with $C_{0}=2.1$ and $C_{1}=51$. (B) Test error v.s. variation of the boundary, together with fit of the form $\epsilon_{N}=\epsilon_{\infty}+D_{0} \delta_{N}^{2}$. (C) Variation of the boundary $\delta_{N}$ v.s. its estimate $\left\|f_{N}-\bar{f}_{N}\right\| /\left\|\nabla f_{N}\right\|$, well fitted by a linear relationship. (D) $\epsilon_{N}-\bar{\epsilon}_{N}$ v.s. $N$, with a fit of the form $\epsilon_{N}-\bar{\epsilon}_{N}=E_{0} N^{-1 / 2}+E_{1} N^{-3 / 4}$ with $E_{0}=7.6$ and $E_{1}=-59$. If exponents in the fits are not imposed, we find for reasonable fitting ranges -0.28 instead of $-1 / 4$ in (A), 2.5 instead of 2 in (B), 1.1 instead of 1 in (C) and -0.42 instead of $-1 / 2$ in (D). Extracting exponents while also fitting for the location of the singularity, as is the case here for (A) and (B), leads to rather sloppy fits.
implying that $\left\|\nabla f_{N}\right\|=C_{0}+C_{1} N^{-1 / 4}+o\left(N^{-1 / 4}\right)$. This result is consistent with our observations, as shown in Fig 7.5 .2 A, in which we find empirically that $C_{1}$ is much larger than $C_{0}$. We know that $\epsilon_{N}-\bar{\epsilon}_{N} \sim \delta_{N}^{2}$ where $\delta_{N}$ indicates the typical distance between the decision boundaries $\bar{f}_{N}=0$ and $f_{N}=0$, as supported by Fig 7.5.2. B. The fluctuations of the decision boundary $\delta_{N}$ can be approximated as $\left\|f_{N}-\bar{f}_{N}\right\| /\left\|\nabla f_{N}\right\|$, as supported by Fig 7.5.2 C, leading to $\delta_{N}=A_{0} N^{-1 / 4}+$ $A_{1} N^{-1 / 2}+o\left(N^{-1 / 2}\right)$. We then obtain the key prediction $\epsilon_{N}-\bar{\epsilon}_{N}=B_{0} N^{-1 / 2}+B_{1} N^{-3 / 4}$. Since we measure both $\epsilon_{N}$ and $\bar{\epsilon}_{N}$ independently, we can test the prediction for the leading exponent without any fitting parameters, and indeed confirm that asymptotically $\epsilon_{N}-\bar{\epsilon}_{N} \sim N^{-1 / 2}$ as shown in Fig 7.5.2D.

## CHAPTER 7. SCALING DESCRIPTION OF GENERALIZATION WITH NUMER OF

Finally we estimate the evolution of test error with $N$. We have:

$$
\begin{equation*}
\epsilon_{N}-\epsilon_{\infty}=\left(\epsilon_{N}-\bar{\epsilon}_{N}\right)+\left(\bar{\epsilon}_{N}-\bar{\epsilon}_{\infty}\right)+\left(\bar{\epsilon}_{\infty}-\epsilon_{\infty}\right) \tag{7.5.5}
\end{equation*}
$$

The first term was estimated above, and turns out to be the dominant one for MNIST. The last term is independent of $N$, and should cancel the first term for asymptotically large $N$ unaccessible in our numerics. The middle term is very interesting, as it characterizes the possibility that deep nets do better than kernel methods at finite $N$. In that case features can be learned, in contrast with the situation at $N \rightarrow \infty$ for which the time evolution the activity of any hidden neuron becomes vanishingly small (yet important) [105]. In magnitude, this term corresponds to the distance between the orange curve and its asymptote in Fig 7.2.1. For MNIST we observe that it is negative (which is compatible with the view that learning features improves generalization) for $N$ slightly larger than $N^{*}$, but the effect is small. We provide an argument why it may be so. For large $N$, we expect the difference between $\bar{f}_{N}$ and $\bar{f}_{\infty}$ to stem from (i) the evolution of the kernel with time (which corresponds to learning features), described in Eq. 7.5 .3 and (ii) the fact that the relationship between the kernel and the function at infinite time is not linear, as described for the mean square loss in Eq. G.3.2 of the Supplementary Material. Both effects are $\mathcal{O}\left(N^{-1 / 2}\right)$, i.e. much smaller than the $\mathcal{O}\left(N^{-1 / 4}\right)$ fluctuations of $f_{N}$ around its mean. The typical distance $\delta_{N, \infty}$ between the interfaces $\bar{f}_{N}=0$ and $\bar{f}_{\infty}=0$ is thus small and $\mathcal{O}\left(N^{-1 / 2}\right)$. According to Eq7.3.2 we get:

$$
\begin{equation*}
\bar{\epsilon}_{N}-\bar{\epsilon}_{\infty}=\int_{B} d x^{d-1}\left[\frac{\partial \epsilon}{\partial \delta(x)} \delta_{N, \infty}(x)+\mathcal{O}\left(\delta_{N, \infty}^{2}(x)\right)\right] \tag{7.5.6}
\end{equation*}
$$

Thus $\bar{\epsilon}_{N}-\bar{\epsilon}_{\infty}=\mathcal{O}\left(N^{-1 / 2}\right)$, and thus cannot be neglected a priori. The fact that this term is small in practice presumably reflects that $\frac{\partial \epsilon}{\partial \delta(x)} \delta_{N, \infty}(x)$ often changes sign along the boundary, leading to a small pre-factor. Understanding if the situation can be different for well-chosen architectures, for which learning features would enhance significantly generalization accuracy is an important question for the future ${ }^{9}$.

Overall, we get $\epsilon_{N}-\epsilon_{\infty}=B_{0} N^{-1 / 2}+B_{1} N^{-3 / 4}$, a form indeed consistent with observation as shown in Fig 7.2.1. Note that a direct fit of the test error vs $N$ gives an apparent exponent smaller than $1 / 2$ [211], reflecting that (i) power-law fits are less precise when the value for the asymptote (here the value of $\epsilon_{\infty}$ ) is a fitting parameter and (ii) that correction to scaling needs to be incorporated for a good comparison with the theory (a fact that ultimately stems from the large correction to scaling of $\left\|\nabla f_{N}\right\|$ shown in Fig 7.5.2, A).

### 7.6 Vicinity of the jamming transition

The asymptotic description for generalization in the large $N$ limit is not qualitatively useful for $N \leq N^{*}$, where a cusp in test error is found. We now argue that this cusp is induced by a singularity of $\left\|f_{N}\right\|$ at $N^{*}$ when no regularization is used, as apparent in Fig 7.6.1.A. Indeed following our argument of Section 7.3 , this effect must lead to singular fluctuations of the decision boundary at $N^{*}$, suggesting a non-analytical behavior for the true test error. This phenomenon shares some similarity with the norm divergence that occurs in linear networks with mean square loss for which $\left\|f_{N}\right\| \sim|N-P|^{-2}$ 1, 139. Yet for losses better suited for classification such as the hinge loss, we argue that this explosion occurs at a different location with a different exponent.

[^22]Consider the hinge loss in Eq. 7.2.1. For $N \geq N^{*}$ the system is able to reach the ground state at $C=0$, therefore all $\Delta_{\mu}$ must be negative, i.e. all patterns must satisfy $y_{\mu} f\left(x_{\mu}\right)>\epsilon_{m}$. The parameter $\epsilon_{m}$ plays the role of a margin above which we are confident about the network's prediction. Because we do not use regularization on the norm $\|f\|$, the precise choice of $\epsilon_{m}$ does not affect $N^{*}$. Indeed the weights can always increase during learning so as to multiply $f$ by any scalar $\lambda$, effectively reducing the margin by a factor $1 / \lambda$, making the data easier to fit. By contrast, if a regularization is imposed to fix $\|f\|=\lambda$ (which may be hard to implement in practice), then $N^{*}$ must be an increasing function of $\tilde{\epsilon}_{m} \equiv \epsilon_{m} / \lambda$. We assume that this function is differentiable in its argument around zero, a fact know to be true for the perceptron 62, 61, thus $N^{*}\left(\tilde{\epsilon}_{m}\right)=N^{*}(0)+B_{0} \tilde{\epsilon}_{m}+o\left(\tilde{\epsilon}_{m}\right)$. Now consider our learning scheme (no regularization) for a network with $0<N / N^{*}(0)-1 \ll 1$, with initial conditions such that before learning $\left\|f_{N}^{t=0}\right\|=1$. Initially, the effective margin is large with $\tilde{\epsilon}_{m}=1$. Yet, all data can be fitted and the loss brought to zero if the norm increases so that $\tilde{\epsilon}_{m} \approx\left(N-N^{*}(0)\right) / B_{0}$, corresponding to $\left\|f_{N}^{t}\right\| \sim\left(N-N^{*}\right)^{-1}$ where $N^{*}=N^{*}(0)$. At later times, the loss is zero and the dynamics stops.

This predicted inverse relation is tested in Fig 7.6.1.B. It is important to note that, as it is the case for any critical points, working at finite times cuts off a true singularity: as illustrated in Fig.7.6.1.B $\left\|f_{N}^{t}\right\|$ becomes more and more singular at long times. This effect also causes a shift of the transition $N^{*}$ where the loss vanishes, that converges asymptotically to a well-defined value in the limit $t \rightarrow \infty$ as documented in [68]. $N^{*}$ is therefore defined when $\left\|f_{N}^{t}\right\|$ displays a power law as function of $N / N^{*}-1$.

Note that for other losses like the cross-entropy, the dynamics never stops completely but becomes extremely slow [12]. In such cases, we expect that asymptotically $\left\|f_{N}^{t}\right\|=\infty$ as soon as $N>N^{*}$, although this singularity should build up logarithmically slowly in time. For finite learn-


Figure 7.6.1: Here $L=5, d=10, P=10 k$. (A) $\|f\|^{2}=\int d \mu(x) f(x)^{2}$ where for $\mu$ we took the uniform measure on the training and test set. We show the mean over the different realizations. Right after the jamming transition, the norm of the network diverges. (B) Same quantity computed after different learning times $t$ as indicated in the legend, as a function of the distance from the transition. One observes that finite times cut off the divergence in the norm. The black line indicates a power-law with slope -2 , that appears to fit the data satisfyingly. $N^{*}$ has been fine tuned to obtain straight curves (power law behavior).
ing times we expect that a singularity will occur near $N^{*}$, but will be blurred as for the hinge loss if $t<\infty$.

### 7.7 Conclusion

We have provided a description for the evolution of the generalization performance of by fixeddepth fully-connected deep neural networks, as a function of their number of parameters $N$. In the asymptotic regime of very large $N$, we find empirically that the network output displays reduced fluctuations with $\left\|f_{N}-\bar{f}_{N}\right\| \sim N^{-1 / 4}$. We have argued that this scaling behavior is expected from the finite $N$ fluctuations of the Neural Tangent Kernel known to control the dynamics at $N=\infty$. Next we have provided a general argument relating fluctuations of the network output to decreasing generalization performance, from which we predicted for the test error $\epsilon_{N}-\epsilon_{\infty}=$ $C_{0} N^{-1 / 2}+C_{1} N^{-3 / 4}+\mathcal{O}\left(N^{-1}\right)$, consistent with our observation on MNIST. Overall this approach explains the surprising finding that generalization keeps improving with the number of parameters.

Secondly, we have argued that this description breaks down at $N=N^{*}$ below which the training set is not fitted. For the hinge loss where this jamming transition is akin to a critical point, and in the case where no regularization (such as early stopping) is used, we observe the apparent divergence $\left\|f_{N}\right\| \sim\left(N-N^{*}\right)^{-\alpha}$. We have argued, based on reasonable assumptions, that $\alpha=1$, consistent with our observations. This predicted enhanced variance of $f$ explains the spike in error observed at $N^{*}$.

On the practical side, our analysis suggests that optimal generalization does not require to take $N$ much larger than $N^{*}$ : since improvement of generalization with $N$ stems from reduced variance in the output function, near-optimal generalization is readily obtained by performing an ensemble average of networks with $N$ fixed, e.g. taken to be a few times $N^{*}$. Interestingly, ensemble averaging turns out to be more efficient than increasing $N$ memory-wise, due to the very slow decay $\sim N^{-1 / 4} \gg N^{-1 / 2}$ of fluctuations in deep networks. The usefulness of averaging breaks down near $N^{*}$ where the variance of $f$ is too large. We thus recover the intuition that the optimal model complexity is reached just beyond the point where the data can be perfectly fitted, a result of practical importance that needs to be tested in a wide range of architectures and datasets.

## Chapter 8

# Implicit Regularization of Random Feature Models 


#### Abstract

Random Feature (RF) models are used as efficient parametric approximations of kernel methods. We investigate, by means of random matrix theory, the connection between Gaussian RF models and Kernel Ridge Regression (KRR). For a Gaussian RF model with $P$ features, $N$ data points, and a ridge $\lambda$, we show that the average (i.e. expected) RF predictor is close to a KRR predictor with an effective ridge $\tilde{\lambda}$. We show that $\tilde{\lambda}>\lambda$ and $\tilde{\lambda} \searrow \lambda$ monotonically as $P$ grows, thus revealing the implicit regularization effect of finite RF sampling. We then compare the risk (i.e. test error) of the $\tilde{\lambda}-\mathrm{KRR}$ predictor with the average risk of the $\lambda$ - RF predictor and obtain a precise and explicit bound on their difference. Finally, we empirically find an extremely good agreement between the test errors of the average $\lambda$-RF predictor and $\tilde{\lambda}$-KRR predictor.


### 8.1 Introduction

In this paper, we consider the Random Feature (RF) model which is an approximation of Kernel Methods [176] which has seen many recent theoretical developements.

The conventional wisdom suggests that to ensure good generalization performance, one should choose a model class that is complex enough to learn the signal from the training data, yet simple enough to avoid fitting spurious patterns therein [24]. This view has been questioned by recent developments in machine learning. First, [236 observed that modern neural network models can perfectly fit randomly labeled training data, while still generalizing well. Second, the test error as a function of parameters exhibits a so-called 'double-descent' curve for many models including neural networks, random forests, and random feature models [1, 211, 18, 152, 19, 157.

The above models share the feature that for fixed input, the learned predictor $\hat{f}$ is random: for neural networks, this is due to the random initialization of the parameters and/or to the stochasticity of the training algorithm; for random forests, to the random branching; for random feature models, to the sampling of random features. The somehow surprising generalization behavior of these models has recently been the subject of increasing attention. In general, the risk (i.e. test error) is a random variable with two sources of randomness: the usual one due to the sampling of the training set, and the second one due to the randomness of the model itself.

We consider the Random Feature (RF) model [176] with features sampled from a Gaussian Process (GP) and study the RF predictor $\hat{f}$ minimizing the regularized least squares error, isolating the randomness of the model by considering fixed training data points. RF models have been the subject of intense research activity: they are (randomized) approximations of Kernel Methods aimed at easing the computational challenges of Kernel Methods while being asymptotically equivalent to them [176, 232, 213, 234]. Unlike the asymptotic behavior, which is well studied, RF models with a finite number of features are much less understood.

## Contributions

We consider a model of Random Features (RF) approximating a kernel method with kernel $K$. This model consists of $P$ Gaussian features, sampled i.i.d. from a (centered) Gaussian process with covariance kernel $K$. For a given training set of size $N$, we study the distribution of the RF predictor $\hat{f}_{\lambda}^{(R F)}$ with ridge parameter $\lambda>0$ ( $L^{2}$ penalty on the parameters) and denote it by $\lambda$-RF. We show the following:

- The distribution of $\hat{f}_{\lambda}^{(R F)}$ is that of a mixture of Gaussian processes.
- The expected RF predictor is close to the $\tilde{\lambda}$-KRR (Kernel Ridge Regression) predictor for an effective ridge parameter $\tilde{\lambda}>0$.
- The effective ridge $\tilde{\lambda}>\lambda$ is determined by the number of features $P$, the ridge $\lambda$ and the Gram matrix of $K$ on the dataset; $\tilde{\lambda}$ decreases monotonically to $\lambda$ as $P$ grows, revealing the implicit regularization effect of finite RF sampling. Conversely, when using random features to approximate a kernel method with a specific ridge $\lambda^{*}$, one should choose a smaller ridge $\lambda<\lambda^{*}$ to ensure $\tilde{\lambda}(\lambda)=\lambda^{*}$.
- The test errors of the expected $\lambda$-RF predictor and of the $\tilde{\lambda}$-KRR predictor $\hat{f}_{\tilde{\lambda}}^{(K)}$ are numerically found to be extremely close, even for small $P$ and $N$.
- The RF predictor's concentration around its expectation can be explicitly controlled in terms of $P$ and of the data; this yields in particular $\mathbb{E}\left[L\left(\hat{f}_{\lambda}^{(R F)}\right)\right]=L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)+\mathcal{O}\left(P^{-1}\right)$ as $N, P \rightarrow \infty$ with a fixed ratio $\gamma=P / N$ where $L$ is the MSE risk.

Since we compare the behavior of $\lambda$-RF and $\tilde{\lambda}$-KRR predictors on the same fixed training set, our result does not rely on any probabilistic assumption on the training data (in particular, we do not assume that our training data is sampled i.i.d.). While our proofs currently require the features to be Gaussian processes, we are confident that they could be generalized to a more general setting [145, 23].

## Related works

Generalization of Random Features. The generalization behavior of Random Feature models has seen intense study in the Statistical Learning Theory framework. [177] find that $\mathcal{O}(N)$ features are sufficient to ensure the $\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)$ decay of the generalization error of Kernel Ridge Regression (KRR). [185] improve on their result and show that $\mathcal{O}(\sqrt{N} \log N)$ features is actually enough to obtain the $\mathcal{O}\left(\frac{1}{\sqrt{N}}\right)$ decay of the KRR error.

85] use random matrix theory tools to compute the asymptotic risk when both $P, N \rightarrow \infty$ with $\frac{P}{N} \rightarrow \gamma>0$. When the training data is sampled i.i.d. from a Gaussian distribution, the variance is shown to explode at $\gamma=1$. In the same linear regression setup, 17] establish general upper and lower bounds on the excess risk. [152] prove that the double-descent (DD) curve also arises for random ReLU features, and adding a ridge suppresses the explosion around $\gamma=1$.

Double-descent and the effect of regularization. For the cross-entropy loss, [162] observed that for two-layer neural networks the test error exhibits the double-descent (DD) curve as the network width increases (without regularizers, without early stopping). For MSE and hinge losses, the DD curve was observed also in multilayer networks on the MNIST dataset [1, 211] [158] study the variance due to stochastic training in neural networks and find that it increases until a certain width, but then decreases down to 0. [157] establish the DD phenomenon across various models including convolutional and recurrent networks on more complex datasets (e.g. CIFAR-10, CIFAR-100).
[18, [19] find that the DD curve is not peculiar to neural networks and observe the same for random Fourier features and decision trees. In [67], the DD curve for neural networks is related to the variance associated with the random initialization of the Neural Tangent Kernel [105]; as a result, ensembling is shown to suppress the DD phenomenon in this case, and the test error stays constant in the overparameterized regime. Recent theoretical work [43] study the same setting and derive formulas for the asymptotic error, relying on the so-called replica method.

General Wishart Matrices. Our theoretical analysis relies on the study of the spectrum of the so-called general Wishart matrices of the form $W \Sigma W^{T}$ (for $N \times N$ matrix $\Sigma$ and $P \times$ $N$ matrix $W$ with i.i.d. standard Gaussian entries) and in particular their Stieltjes transform $m_{P}(z)=\frac{1}{P} \operatorname{Tr}\left(W \Sigma W^{T}-z I_{P}\right)^{-1}$. A number of asymptotic results [203, 11] about the spectrum and Stieltjes transform of such matrices can be understood using the asymptotic freeness of $W^{T} W$ and $\Sigma$ [65, 210]. In this paper, we provide non-asymptotic variants of these results for an arbitrary matrix $\Sigma$ (which in our setting is the kernel Gram matrix); the proofs in our setting are detailed in the Supp. Mat.

## Outline

The rest of this paper is organized as follows:

- In Section 8.2, the setup (linear regression, Gaussian RF model, $\lambda$-RF predictor, and $\lambda$-KRR predictor) is introduced.
- In Section 8.3, preliminary results on the distribution of the $\lambda$-RF model are provided: the RF predictors are Gaussian mixtures (Proposition 8.3.1) and the $\lambda \searrow 0-\mathrm{RF}$ model is unbiased in the overparameterized regime (Corollary 8.3.2). Graphical illustrations of the RF predictors in various regimes are presented (Figure 8.2.1).
- In Section 8.4, the first main theorem is stated (Theorem 8.4.1): the average (expected) $\lambda$-RF predictor is close to the $\tilde{\lambda}$-KRR predictor for an explicit $\tilde{\lambda}>\lambda$. As a consequence (Corollary 8.4.3), the test errors of these two predictors are close. Finally, numerical experiments show that the test errors are in fact virtually identical (Figure 8.3.1).
- In Section 8.5, the second main theorem is stated (Theorem H.3): a bound on the variance of the $\lambda-R \bar{F}$ predictor is given, which show that it concentrates around the average $\lambda-R F$ predictor. As a consequence, the test error of the $\lambda$-RF predictor is shown to be close to that
of the $\tilde{\lambda}$-KRR predictor (Corollary H.3.16. The ridgeless $\lambda \searrow 0$ case is then investigated (Section 8.5): a lower bound on the variance of the $\lambda$-RF predictor is given, suggesting an explanation for the double-descent curve in the ridgeless case.
- In Section 8.6 we summarize our results and discuss potential implications and extensions.


### 8.2 Setup

Linear regression is a parametric model consisting of linear combinations

$$
f_{\theta}=\frac{1}{\sqrt{P}}\left(\theta_{1} \phi^{(1)}+\cdots+\theta_{P} \phi^{(P)}\right)
$$

of (deterministic) features $\phi^{(1)}, \ldots, \phi^{(P)}: \mathbb{R}^{d} \rightarrow \mathbb{R}$. We consider an arbitrary training dataset $(X, y)$ with $X=\left[x_{1}, \ldots, x_{N}\right] \in \mathbb{R}^{d \times N}$ and $y=\left[y_{1}, \ldots, y_{N}\right] \in \mathbb{R}^{N}$, where the labels could be noisy observations. For a ridge parameter $\lambda>0$, the linear estimator corresponds to the parameters $\hat{\theta}=\left[\hat{\theta}_{1}, \ldots, \hat{\theta}_{P}\right] \in \mathbb{R}^{P}$ that minimize the (regularized) Mean Square Error (MSE) functional $\hat{L}_{\lambda}$ defined by

$$
\begin{equation*}
\hat{L}_{\lambda}\left(f_{\theta}\right)=\frac{1}{N} \sum_{i=1}^{N}\left(f_{\theta}\left(x_{i}\right)-y_{i}\right)^{2}+\frac{\lambda}{N}\|\theta\|^{2} . \tag{8.2.1}
\end{equation*}
$$

The data matrix $F$ is defined as the $N \times P$ matrix with entries $F_{i j}=\frac{1}{\sqrt{P}} \phi^{(j)}\left(x_{i}\right)$. The minimization of 8.2.1 can be rewritten in terms of $F$ as

$$
\begin{equation*}
\hat{\theta}=\operatorname{argmin}_{\theta}\|F \theta-y\|^{2}+\lambda\|\theta\|^{2} . \tag{8.2.2}
\end{equation*}
$$

The optimal solution $\hat{\theta}$ is then given by

$$
\begin{equation*}
\hat{\theta}=F^{T}\left(F F^{T}+\lambda I_{N}\right)^{-1} y \tag{8.2.3}
\end{equation*}
$$

and the optimal predictor $\hat{f}=f_{\hat{\theta}}$ by

$$
\begin{equation*}
\hat{f}(x)=\frac{1}{\sqrt{P}} \sum_{j=1}^{P} \phi^{(j)}(x) F_{:, j}^{T}\left(F F^{T}+\lambda I_{N}\right)^{-1} y . \tag{8.2.4}
\end{equation*}
$$

In this paper, we consider linear models of Gaussian random features associated with a kernel $K$ : $\mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$. We take $\phi^{(j)}=f^{(j)}$, where $f^{(1)}, \ldots, f^{(P)}$ are sampled i.i.d. from a Gaussian Process of zero mean (i.e. $\mathbb{E}\left[f^{(j)}(x)\right]=0$ for all $x \in \mathbb{R}^{d}$ ) and with covariance $K$ (i.e. $\mathbb{E}\left[f^{(j)}(x) f^{(j)}\left(x^{\prime}\right)\right]=$ $K\left(x, x^{\prime}\right)$ for all $\left.x, x^{\prime} \in \mathbb{R}^{d}\right)$. In our setup, the optimal parameter $\hat{\theta}$ still satisfies 8.2.3 where $F$ is now a random matrix. The associated predictor, called $\lambda$-RF predictor, is then given by
Definition 5 (Random Feature Predictor). Consider a kernel $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$, a ridge $\lambda>0$, and random features $f^{(1)}, \ldots, f^{(P)}$ sampled i.i.d. from a centered Gaussian Process of covariance K. Let $\hat{\theta}$ be the optimal solution to (8.2.1) taking $\phi^{(j)}=f^{(j)}$. The Random Feature predictor with ridge $\lambda$ is the random function $\hat{f}_{\lambda}^{(R F)}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\hat{f}_{\lambda}^{(R F)}(x)=\frac{1}{\sqrt{P}} \sum_{j=1}^{P} \hat{\theta}_{j} f^{(j)}(x) . \tag{8.2.5}
\end{equation*}
$$



Figure 8.2.1: Distribution of the RF Predictor. Red dots represent a sinusoidal dataset $y_{i}=\sin \left(x_{i}\right)$ for $N=4$ points $x_{i}$ in $[0,2 \pi)$. For selected $P$ and $\lambda$, we sample ten RF predictors (blue dashed lines) and compute empirically the average RF predictor (black lines) with $\pm 2$ standard deviations intervals (shaded regions).

The $\lambda$-RF can be viewed as an approximation of kernel ridge predictors: observing from (8.2.4) that $\hat{f}_{\lambda}^{(R F)}$ only depends on the scalar product $K_{P}\left(x, x^{\prime}\right)=\frac{1}{P} \sum_{j=1}^{P} f^{(j)}(x) f^{(j)}\left(x^{\prime}\right)$ between datapoints, we see that as $P \rightarrow \infty, K_{P} \rightarrow K$ and hence $\hat{f}_{\lambda}^{(R F)}$ converges [176] to a kernel predictor with ridge $\lambda$ [198], which we call $\lambda$-KRR predictor.
Definition 6 (Kernel Predictor). Consider a kernel function $K: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ and a ridge $\lambda>0$. The Kernel Predictor is the function $\hat{f}_{\lambda}^{(K)}: \mathbb{R}^{d} \rightarrow \mathbb{R}$

$$
\hat{f}_{\lambda}^{(K)}(x)=K(x, X)\left(K(X, X)+\lambda \mathrm{I}_{N}\right)^{-1} y
$$

where $K(X, X)$ is the $N \times N$ matrix of entries $(K(X, X))_{i j}=K\left(x_{i}, x_{j}\right)$ and $K(\cdot, X): \mathbb{R}^{d} \rightarrow \mathbb{R}^{N}$ is the $\operatorname{map}(K(x, X))_{i}=K\left(x, x_{i}\right)$.

## Bias-Variance Decomposition.

Let us assume that there exists a true regression function $f^{*}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and a data generating distribution $\mathcal{D}$ on $\mathbb{R}^{d}$. The risk of a predictor $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is measured by the MSE defined as

$$
L(f)=\mathbb{E}_{\mathcal{D}}\left[\left(f(x)-f^{*}(x)\right)^{2}\right]
$$

Let $\pi$ denote the joint distribution of the i.i.d. sample $f^{(1)}, \ldots, f^{(P)}$ from the centered Gaussian process with covariance kernel $K$. The risk of $\hat{f}_{\lambda}^{(R F)}$ can be decomposed into a bias-variance form
as

$$
\mathbb{E}_{\pi}\left[L\left(\hat{f}_{\lambda}^{(R F)}\right)\right]=L\left(\mathbb{E}_{\pi}\left[\hat{f}_{\lambda}^{(R F)}\right]\right)+\mathbb{E}_{\mathcal{D}}\left[\operatorname{Var}_{\pi}\left(\hat{f}_{\lambda}^{(R F)}(x)\right)\right]
$$

This decomposition into the risk of the average RF predictor and of the $\mathcal{D}$-expectation of its variance will play a crucial role in the next sections. This is in contrast with the classical bias-variance decomposition in 71

$$
\mathbb{E}_{\mathcal{D} \otimes N}[L(f)]=L\left(\mathbb{E}_{\mathcal{D} \otimes N}[f]\right)+\mathbb{E}_{\mathcal{D}}\left[\operatorname{Var}_{\mathcal{D} \otimes N}[f(x)]\right]
$$

where $\mathcal{D}^{\otimes N}$ denotes the joint distribution on $x_{1}, \ldots, x_{N}$, sampled i.i.d. from $\mathcal{D}$. Note that in our decomposition no probabilistic assumption is made on the data, which is fixed.

## Additional Notation

In this paper, we consider a fixed dataset $(X, y)$ with distinct data points and a kernel $K$ (i.e. a positive definite symmetric function $\left.\mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}\right)$. We denote by $\|y\|_{K^{-1}}$ the inverse kernel norm of the labels defined as $y^{T}(K(X, X))^{-1} y$.

Let $U D U^{T}$ be the spectral decomposition of the kernel matrix $K(X, X)$, with $D=\operatorname{diag}\left(d_{1}, \ldots, d_{N}\right)$. Let $D^{\frac{1}{2}}=\operatorname{diag}\left(\sqrt{d_{1}}, \ldots, \sqrt{d_{N}}\right)$ and set $K^{\frac{1}{2}}=U D^{\frac{1}{2}} U^{T}$. The law of the (random) data matrix $F$ is now that of $\frac{1}{\sqrt{P}} K^{\frac{1}{2}} W^{T}$ where $W$ is a $P \times N$ matrix of i.i.d. standard Gaussian entries, so that $\mathbb{E}\left[F F^{T}\right]=K(X, X)$.

We will denote by $\gamma=\frac{P}{N}$ the parameter-to-datapoint ratio: the underparameterized regime corresponds to $\gamma<1$, while the overparameterized regime corresponds to $\gamma \geq 1$. In order to stress the dependence on the ratio parameter $\gamma$, we write $\hat{f}_{\lambda, \gamma}^{(R F)}$ instead of $\hat{f}_{\lambda}^{(R F)}$.

### 8.3 First Observations

The distribution of the RF predictor features a variety of behaviors depending on $\gamma$ and $\lambda$, as displayed in Figure 8.2.1. In the underparameterized regime $P<N$, sample RF predictors induce some implicit regularization and do not interpolate the dataset 8.2.1a); at the interpolation threshold $P=N$, RF predictors interpolate the dataset but the variance explodes when there is no ridge 8.2 .1 b , however adding some ridge suppresses variance explosion 8.2.1c ; in the overparameterized regime $P \geq N$ with large $P$, the variance vanishes thus the RF predictor converges to its average 8.2.1d). We will investigate the average RF predictor (solid lines) in detail in Section 8.4 and study its variance in Section 8.5 .

We start by characterizing the distribution of the RF predictor as a Gaussian mixture:
Proposition 8.3.1. Let $\hat{f}_{\lambda, \gamma}^{(R F)}(x)$ be the random features predictor as in 8.2.5) and let $\hat{y}=F \hat{\theta}$ be the prediction vector on training data, i.e. $\hat{y}_{i}=\hat{f}_{\lambda, \gamma}^{(R F)}\left(x_{i}\right)$. The process $\hat{f}_{\lambda, \gamma}^{(R F)}$ is a mixture of Gaussians: conditioned on $F$, we have that $\hat{f}_{\lambda, \gamma}^{(R F)}$ is a Gaussian process. The mean and covariance of $\hat{f}_{\lambda, \gamma}^{(R F)}$ conditioned on $F$ are given by

$$
\begin{align*}
& \mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x) \mid F\right]=K(x, X) K(X, X)^{-1} \hat{y}  \tag{8.3.1}\\
& \operatorname{Cov}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x), \hat{f}_{\lambda, \gamma}^{(R F)}\left(x^{\prime}\right) \mid F\right]=\frac{\|\hat{\theta}\|^{2}}{P} \tilde{K}\left(x, x^{\prime}\right) \tag{8.3.2}
\end{align*}
$$

with $\tilde{K}\left(x, x^{\prime}\right)=K\left(x, x^{\prime}\right)-K(x, X) K(X, X)^{-1} K\left(X, x^{\prime}\right)$ denoting the posterior covariance kernel.


Figure 8.3.1: Comparison of the test errors of the average $\lambda-R F$ predictor and the $\tilde{\lambda}-K R R$ predictor. We train the RF predictors on $N=100$ MNIST data points where $K$ is the RBF kernel, i.e. $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|^{2} / \ell\right)$. We approximate the average $\lambda$-RF on 100 random test points for various ridges $\lambda$. In (a), given $\underset{\sim}{\gamma}$ and $\lambda$, the effective ridge $\tilde{\lambda}$ is computed numerically using 8.4.2. In (b), the test errors of the $\tilde{\lambda}$-KRR predictor (blue lines) and the empirical average of the $\lambda$-RF predictor (red dots) agree perfectly.

The proof of Proposition 8.3.1 relies on the fact that $f^{(j)}$ conditioned on $\left(f^{(j)}\left(x_{i}\right)\right)_{i=1, \ldots, N}$ is a Gaussian Process.

Note that 8.3.1 and 8.3.2 depend on $\lambda$ and $P$ through $\hat{y}$ and $\|\hat{\theta}\|^{2}$; in fact, as the proof shows, these identities extend to the ridgeless case $\lambda \searrow 0$. For the ridgeless case, when one is in the overparameterized regime $(P \geq N)$, one can (with probability one) fit the labels $y$ and hence $\hat{y}=y:$

Corollary 8.3.2. When $P \geq N$, the average ridgeless $R F$ predictor is equivalent to the ridgeless KRR predictor

$$
\mathbb{E}\left[\hat{f}_{\lambda \searrow 0, \gamma}^{(R F)}(x)\right]=K(x, X) K(X, X)^{-1} y=\hat{f}_{\lambda \searrow 0}^{(K)}(x)
$$

This corollary shows that in the overparameterized case, the ridgeless RF predictor is an unbiased estimator of the ridgeless kernel predictor. The difference between the expected loss of ridgeless RF predictor and that of the ridgeless KRR predictor is hence equal to the variance of the RF predictor. As will be demonstrated in this article, outside of this specific regime, a systematic bias appears, which reveals an implicit regularizing effect of random features.

### 8.4 Average Predictor

In this section, we study the average RF predictor $\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}\right]$. As shown by Corollary 8.3.2 above, in the ridgeless overparmeterized regime, the RF predictor is an unbiased estimator of the ridgeless kernel predictor. However, in the presence of a non-zero ridge, we see the following implicit regularization effect: the average $\lambda$-RF predictor is close to the $\tilde{\lambda}$-KRR predictor for an effective ridge
$\tilde{\lambda}>\lambda$ (in other words, sampling a finite number $P$ of features amounts to taking a greater kernel ridge $\tilde{\lambda})$.
Theorem 8.4.1. For $N, P>0$ and $\lambda>0$, we have

$$
\begin{equation*}
\left|\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right]-\hat{f}_{\hat{\lambda}}^{(K)}(x)\right| \leq \frac{c \sqrt{K(x, x)}\|y\|_{K^{-1}}}{P} \tag{8.4.1}
\end{equation*}
$$

where the effective ridge $\tilde{\lambda}(\lambda, \gamma)>\lambda$ is the unique positive number satisfying

$$
\begin{equation*}
\tilde{\lambda}=\lambda+\frac{\tilde{\lambda}}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}}, \tag{8.4.2}
\end{equation*}
$$

and where $c>0$ depends on $\lambda, \gamma$, and $\frac{1}{N} \operatorname{Tr} K(X, X)$ only.
Proof. (Sketch; see Supp. Mat. for details) Set $A_{\lambda}=F\left(F^{T} F+\lambda I_{P}\right)^{-1} F^{T}$. The vector of the predictions on the training set is given by $\hat{y}=A_{\lambda} y$ and the expected predictor is given by

$$
\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right]=K(x, X) K(X, X)^{-1} \mathbb{E}\left[A_{\lambda}\right] y .
$$

By a change of basis, we may assume the kernel Gram matrix to be diagonal, i.e. $K(X, X)=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{N}\right)$. In this basis $\mathbb{E}\left[A_{\lambda}\right]$ turns out to be diagonal too. For each $i=1, \ldots, N$ we can isolate the contribution of the $i$-th row of $F$ : by the Sherman-Morrison formula, we have $\left(A_{\lambda}\right)_{i i}=\frac{d_{i} g_{i}}{1+d_{i} g_{i}}$, where

$$
g_{i}=\frac{1}{P} W_{i}^{T}\left(F_{(i)}^{T} F_{(i)}+\lambda \mathrm{I}_{P}\right)^{-1} W_{i},
$$

with $W_{i}$ denoting the $i$-th column of $W=\sqrt{P} F^{T} K^{-\frac{1}{2}}$ and $F_{(i)}$ being obtained by removing the $i$-th row of $F$. The $g_{i}$ 's are all within $\mathcal{O}(1 / \sqrt{P})$ distance to the Stieltjes transform

$$
m_{P}(-\lambda)=\frac{1}{P} \operatorname{Tr}\left(F^{T} F+\lambda \mathrm{I}_{P}\right)^{-1} .
$$

By a fixed point argument, the Stieltjes transform $m_{P}(-\lambda)$ is itself within $\mathcal{O}(1 / \sqrt{P})$ distance to the deterministic value $\tilde{m}(-\lambda)$, where $\tilde{m}$ is the unique positive solution to

$$
\gamma=\frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}-\gamma z \tilde{m}(z) .
$$

(The detailed proof in the Supp. Mat. uses non-asymptotic variants of arguments found in [11; the constants in the $\mathcal{O}$ bounds are in particular made explicit).

As a consequence, from the above results, we obtain

$$
\mathbb{E}\left[\left(A_{\lambda}\right)_{i i}\right]=\mathbb{E}\left[\frac{d_{i} g_{i}}{1+d_{i} g_{i}}\right] \approx \frac{d_{i} \tilde{m}}{1+d_{i} \tilde{m}}=\frac{d_{i}}{\tilde{\lambda}+d_{i}},
$$

revealing the effective ridge $\tilde{\lambda}=1 / \tilde{m}(-\lambda)$.
This implies that $\mathbb{E}\left[A_{\lambda}\right] \approx K(X, X)\left(K(X, X)+\tilde{\lambda} \mathrm{I}_{N}\right)^{-1}$ and

$$
\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right] \approx K(x, X)\left(K(X, X)+\tilde{\lambda} \mathrm{I}_{N}\right)^{-1} y=\hat{f}_{\hat{\lambda}}^{(K)}(x),
$$

yielding the desired result.

Note that asymptotic forms of equations similar to the ones in the above proof appear in different settings [48, 152, 144], related to the study of the Stieltjes transform of the product of asymptotically free random matrices.

While the above theorem does not make assumptions on $P, N$, and $K$, the case of interest is when the right hand side $\frac{c K(x, x)\|y\|_{K^{-1}}}{P}$ is small. The constant $c>0$ is uniformly bounded whenever $\gamma$ and $\lambda$ are bounded away from 0 and $\frac{1}{N} \operatorname{Tr} K(X, X)$ is bounded from above. As a result, to bound the right hand side of 8.4.1, the two quantities we need to bound are $T=\frac{1}{N} \operatorname{Tr} K(X, X)$ and $\|y\|_{K^{-1}}$.

- The boundedness of $T$ is guaranteed for kernels that are translation-invariant, i.e. of the form $K(x, y)=k(\|x-y\|):$ in this case, one has $T=k(0)$.
- If we assume $\mathbb{E}_{\mathcal{D}}[K(x, x)]<\infty$ (as is commonly done in the literature [185]), $T$ converges to $\mathbb{E}_{\mathcal{D}}[K(x, x)]$ as $N \rightarrow \infty$ (assuming i.i.d. data points).
- For $\|y\|_{K^{-1}}$, under the assumption that the labels are of the form $y_{i}=f^{*}\left(x_{i}\right)$ for a true regression function $f^{*}$ lying in Reproducing Kernel Hilbert Space (RKHS) $\mathcal{H}$ of the kernel $K$ [198], we have $\|y\|_{K^{-1}} \leq\left\|f^{*}\right\|_{\mathcal{H}}$.

Our numerical experiments in Figure 8.3.1b show excellent agreement between the test error of the expected $\lambda$-RF predictor and the one of the $\tilde{\lambda}$-KRR predictor suggesting that the two functions are indeed very close, even for small $N, P$.

Thanks to the implicit definition of the effective ridge $\tilde{\lambda}$ (which depends on $\lambda, \gamma, N$ and on the eigenvalues $d_{i}$ of $K(X, X)$ ) we obtain the following:

Proposition 8.4.2. The effective ridge $\tilde{\lambda}$ satisfies the following properties:

1. for any $\gamma>0$, we have $\lambda<\tilde{\lambda}(\lambda, \gamma) \leq \lambda+\frac{1}{\gamma} T$;
2. the function $\gamma \mapsto \tilde{\lambda}(\lambda, \gamma)$ is decreasing;
3. for $\gamma>1$, we have $\tilde{\lambda} \leq \frac{\gamma}{\gamma-1} \lambda$;
4. for $\gamma<1$, we have $\tilde{\lambda} \geq \frac{1-\sqrt{\gamma}}{\sqrt{\gamma}} \min _{i} d_{i}$.

The above proposition shows the implicit regularization effect of the RF model: sampling fewer features (i.e. decreasing $\gamma$ ) increases the effective ridge $\tilde{\lambda}$.

Furthermore, as $\lambda \rightarrow 0$ (ridgeless case), the effective ridge $\tilde{\lambda}$ behave as follows:

- in the overparameterized regime $(\gamma>1), \tilde{\lambda}$ goes to 0 ;
- in the underparameterized regime $(\gamma<1), \tilde{\lambda}$ goes to a limit $\tilde{\lambda}_{0}>0$.

These observations match the profile of $\tilde{\lambda}$ in Figure 8.3.1a.
Remark. When $\lambda \searrow 0$, the constant $c$ in our bound (8.4.1) explodes (see Supp. Mat.). As a result, this bound is not directly useful when $\lambda=0$. However, we know from Corollary 8.3 .2 that in the ridgeless overparametrized case $(\gamma>1)$, the average RF predictor is equal to the ridgeless KRR predictor. In the underparametrized case $(\gamma<1)$, our numerical experiments suggest that the ridgeless RF predictor is an excellent approximation of the $\tilde{\lambda}_{0}-\mathrm{KRR}$ predictor.


Figure 8.4.1: Average test error of the ridgeless vs. ridge $\lambda$ - RF predictors. In (a), the average test errors of the ridgeless and the ridge RF predictors (solid lines) and the effect of ensembling (dashed lines) for $N=100$ MNIST data points. In (b), the variance of the RF predictors and in (c), the evolution of $\partial_{\lambda} \tilde{\lambda}$ in the ridgeless and ridge cases. The experimental setup is the same as in Figure 1.8.2.

## Effective Dimension

The effective ridge $\tilde{\lambda}$ is closely related to the so-called effective dimension appearing in statistical learning theory. For a linear (or kernel) model with ridge $\lambda$, the effective dimension $\mathcal{N}(\lambda) \leq N$ is defined as $\sum_{i=1}^{N} \frac{d_{i}}{\lambda+d_{i}}$ 238, 29. It allows one to measure the effective complexity of the Hilbert space in the presence of a ridge.

For a given $\lambda>0$, the effective ridge $\tilde{\lambda}$ introduced in Theorem 8.4.1 is related to the effective dimension $\mathcal{N}(\tilde{\lambda})$ by

$$
\mathcal{N}(\tilde{\lambda})=P\left(1-\frac{\lambda}{\tilde{\lambda}}\right)
$$

In particular, we have that $\mathcal{N}(\tilde{\lambda}) \leq \min (N, P)$ : this shows that the choice of a finite number of features corresponds to an automatic lowering of the effective dimension of the related kernel method.

Note that in the ridgeless underparameterized case ( $\lambda \searrow 0$ and $\gamma<1$ ), the effective dimension $\mathcal{N}(\tilde{\lambda})$ equals precisely the number of features $P$.

## Risk of the Average Predictor

A corollary of Theorem 8.4.1 is that the loss of the expected RF predictor is close to the loss of the KRR predictor with ridge $\lambda$ :

Corollary 8.4.3. If $\mathbb{E}_{\mathcal{D}}[K(x, x)]<\infty$, we have that the difference of errors $\delta_{E}=\left|L\left(\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}\right]\right)-L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)\right|$ is bounded from above by

$$
\delta_{E} \leq \frac{C\|y\|_{K^{-1}}}{P}\left(2 \sqrt{L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)}+\frac{C\|y\|_{K^{-1}}}{P}\right)
$$

where $C$ is given by $c \sqrt{\mathbb{E}_{\mathcal{D}}[K(x, x)]}$, with $c$ the constant appearing in 8.4.1) above.

As a result, $\delta_{E}$ can be bounded in terms of $\lambda, \gamma, T,\|y\|_{K^{-1}}$, which are discussed above, and of the kernel generalization error $L\left(f_{\tilde{\lambda}}^{(K)}\right)$. Such a generalization error can be controlled in a number of settings as $N$ grows: in [29, 150, for instance, the loss is shown to vanish as $N \rightarrow \infty$. Figure 8.3 .1 b shows that the two test losses are indeed very close.

### 8.5 Variance

In the previous sections, we analyzed the loss of the expected predictor $\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}\right]$. In order to analyze the expected loss of the RF predictor $\hat{f}_{\lambda, \gamma}^{(R F)}$, it remains to control the variance of the RF predictor: this follows from the bias-variance decomposition

$$
\mathbb{E}\left[L\left(\hat{f}_{\lambda, \gamma}^{(R F)}\right)\right]=L\left(\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}\right]\right)+\mathbb{E}_{\mathcal{D}}\left[\operatorname{Var}\left(\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right)\right]
$$

introduced in Section 8.2,
The variance $\operatorname{Var}\left(\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right)$ of the RF predictor can itself be written as the sum

$$
\operatorname{Var}\left(\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x) \mid F\right]\right)+\mathbb{E}\left[\operatorname{Var}\left(\hat{f}_{\lambda, \gamma}^{(R F)}(x) \mid F\right)\right]
$$

By Proposition 8.3.1, we have

$$
\begin{aligned}
\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x) \mid F\right] & =K(x, X) K(X, X)^{-1} \hat{y} \\
\operatorname{Var}\left(\hat{f}_{\lambda, \gamma}^{(R F)}(x) \mid F\right) & =\frac{\|\hat{\theta}\|^{2}}{P} \tilde{K}(x, x)
\end{aligned}
$$

## RF Predictor Concentration

The following theorem allows us to bound both terms:
Theorem 8.5.1. There are constants $c_{1}, c_{2}>0$ depending on $\lambda, \gamma, T$ only such that

$$
\begin{aligned}
& \operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right) \leq \frac{c_{1} K(x, x)\|y\|_{K^{-1}}^{2}}{P} \\
& \left|\mathbb{E} \|\left[\hat{\theta} \|^{2}\right]-\partial_{\lambda} \tilde{\lambda} y^{T} M_{\tilde{\lambda}} y\right| \leq \frac{c_{2}\|y\|_{K^{-1}}^{2}}{P}
\end{aligned}
$$

where $\partial_{\lambda} \tilde{\lambda}$ is the derivative of $\tilde{\lambda}$ with respect to $\lambda$ and for $M_{\tilde{\lambda}}=K(X, X)\left(K(X, X)+\tilde{\lambda} I_{N}\right)^{-2}$. As a result

$$
\operatorname{Var}\left(\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right) \leq \frac{c_{3} K(x, x)\|y\|_{K^{-1}}^{2}}{P}
$$

where $c_{3}>0$ depends on $\lambda, \gamma, T$.
Putting the pieces together, we obtain the following bound on the difference $\Delta_{E}=\mid \mathbb{E}\left[L\left(\hat{f}_{\lambda, \gamma}^{(R F)}\right)\right]-$ $L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right) \mid$ between the expected RF loss and the KRR loss:
Corollary 8.5.2. If $\mathbb{E}_{\mathcal{D}}[K(x, x)]<\infty$, we have

$$
\Delta_{E} \leq \frac{C_{1}\|y\|_{K^{-1}}}{P}\left(\sqrt{L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)}+C_{2}\|y\|_{K^{-1}}\right)
$$

where $C_{1}$ and $C_{2}$ depend on $\lambda, \gamma, T$ and $\mathbb{E}_{\mathcal{D}}[K(x, x)]$ only.

## Double Descent Curve

We now investigate the neighborhood of the frontier $\gamma=1$ between the under- and overparameterized regimes, known empirically to exhibit a double descent curve, where the test error explodes at $\gamma=1$ (i.e. when $P \approx N$ ) as exhibited in Figure 8.4.1.

Thanks to Theorem H.3. we get a lower bound on the variance of $\hat{f}_{\lambda, \gamma}^{(R F)}$ :
Corollary 8.5.3. There exists $c_{4}>0$ depending on $\lambda, \gamma, T$ only such that $\operatorname{Var}\left(\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right)$ is bounded from below by

$$
\partial_{\lambda} \tilde{\lambda} \frac{y^{T} M_{\tilde{\lambda}} y}{P} \tilde{K}(x, x)-\frac{c_{4} K(x, x)\|y\|_{K^{-1}}^{2}}{P^{2}} .
$$

If we assume the second term of Corollary H.3.17 to be negligible, then the only term which depends on $P$ is $\partial_{\lambda} \tilde{\lambda} \frac{y^{T} M_{\tilde{\lambda}} y}{P}$. The derivative $\partial_{\lambda} \tilde{\lambda}$ has an interesting behavior as a function of $\lambda$ and $\gamma$ :

Proposition 8.5.4. For $\gamma>1$, as $\lambda \rightarrow 0$, the derivative $\partial_{\lambda} \tilde{\lambda}$ converges to $\frac{\gamma}{\gamma-1}$. As $\lambda \gamma \rightarrow \infty$, we have $\partial_{\lambda} \tilde{\lambda}(\lambda, \gamma) \rightarrow 1$.

The explosion of $\partial_{\lambda} \tilde{\lambda}$ in $(\gamma=1, \lambda=0)$ is displayed in Figure 8.4.1c.
Corollary H.3.17 can be used to explain the double-descent curve numerically observed for small $\lambda>0$. It is natural to assume that in this case $\partial_{\lambda} \tilde{\lambda} \gg 1$ around $\gamma=1$, dominating the lower bound in Corollary H.3.17. In turn, by Proposition H.3.11 this implies that the variance of $\hat{f}^{(R F)}$ gets large. Finally, by the bias-variance decomposition, we obtain a sharp increase of the test error around $\gamma=1$, which is in line with the results of [85, 152].

### 8.6 Conclusion

In this paper, we have identified the implicit regularization arising from the finite sampling of Random Features (RF): using a Gaussian RF model with ridge parameter $\lambda>0$ ( $\lambda$-RF) and feature-to-datapoints ratio $\gamma=\frac{P}{N}$ is essentially equivalent to using a Kernel Ridge Regression with effective ridge $\tilde{\lambda}>\lambda(\tilde{\lambda}-\mathrm{KRR})$ which we characterize explicitly. More precisely, we have shown the following:

- The expectation of the $\lambda$-RF predictor is very close to the $\tilde{\lambda}$-KRR predictor (Theorem 8.4.1).
- The $\lambda$-RF predictor concentrates around its expectation when $\lambda$ is bounded away from zero (Theorem H.3); this implies in particular that the test errors of the $\lambda$-RF and $\tilde{\lambda}$-KRR predictors are close to each other (Corollary H.3.16).

Both theorems are proven using tools from random matrix theory, in particular finite-size results on the concentration of the Stieltjes transform of general Wishart matrix models. While our current proofs require the assumption that the RF model is Gaussian, it seems natural to postulate that the results and the proofs extend to more general setups, along the lines of [145, 23].

Our numerical verifications on the expected $\lambda$-RF predictor and the $\bar{\lambda}$-KRR predictor have shown that both are in excellent agreement. This shows in particular that in order to use RF predictors to approximate KRR predictors with a given ridge, one should choose both the number of features and the explicit ridge appropriately.


Figure 8.6.1: Average test error of the $\lambda-R F$ predictor for two values of $N$ and $\lambda=10^{-4}$. For $N=1000$, the test error is naturally lower and the cusp at $\gamma=1$ is narrower than for $N=100$. The experimental setup is the same as in Figure 8.3.1.

Finally, we investigate the ridgeless limit case $\lambda \searrow 0$. In this case, we see a sharp transition at $\gamma=1$ : in the overparameterized regime $\gamma>1$, the effective ridge goes to zero, while in the underparameterized regime $\gamma<1$, it converges to a positive value. At the interpolation threshold $\gamma=1$, the variance of the $\lambda$-RF explodes, leading to the double descent curve emphasized in [1, 211, 18, 157. We investigate this numerically and prove a lower bound yielding a plausible explanation for this phenomenon.

## Chapter 9

# Saddle-to-Saddle Dynamics in Deep Linear Networks: Small Initialization Training, Symmetry and Sparsity 


#### Abstract

The dynamics of Deep Linear Networks (DLNs) is dramatically affected by the variance $\sigma^{2}$ of the parameters at initialization $\theta_{0}$. For DLNs of width $w$, we show a phase transition w.r.t. the scaling $\gamma$ of the variance $\sigma^{2}=w^{-\gamma}$ as $w \rightarrow \infty$ : for large variance $(\gamma<1), \theta_{0}$ is very close to a global minimum but far from any saddle point, and for small variance $(\gamma>1), \theta_{0}$ is close to a saddle point and far from any global minimum. While the first case corresponds to the well-studied NTK regime, the second case is less understood. This motivates the study of the case $\gamma \rightarrow+\infty$, where we conjecture a Saddle-to-Saddle dynamics: throughout training, gradient descent visits the neighborhoods of a sequence of saddles, each corresponding to linear maps of increasing rank, until reaching a sparse global minimum. We support this conjecture with a theorem for the dynamics between the first two saddles, as well as some numerical experiments.


### 9.1 Introduction

In spite of their widespread usage, the theoretical understanding of Deep Neural Networks (DNNs) remains limited. In contrast to more common statistical methods which are built (and proven) to recover the specific structure of the data, the development of DNNs techniques has been mostly driven by empirical results. This has led to a great variety of models which perform consistently well, but without a theory explaining why. In this paper, we provide a theoretical analysis of Deep Linear (Neural) Networks (DLNs), whose simplicity makes them particularly attractive as a first step towards the development of such a theory.

DLNs have a non-convex loss landscape and the behavior of training dynamics can be subtle. For shallow networks, the convergence of gradient descent is guaranteed by the fact that the saddles are strict and that all minima are global [13, 115, [131, [130]. In contrast, the deep case features nonstrict saddles [115] and no general proof of convergence exists at the moment, though convergence to a global minimum can be guaranteed in some cases [4, [54.

A recent line of work focuses on the implicit bias of DLNs, and consistently reveals some form of incremental learning and implicit sparsity as in 75 . Diagonal networks are known to learn minimal $L_{1}$ solutions [156, 221]. With a specific initialization and the MSE loss, DLNs learn the singular components of the signal one by one [195, 1, 196, 74, 5]. Recently, it has been shown that with losses such as the cross-entropy and the exponential loss, the parameters diverge towards infinity, but end up following the direction of the max-margin classifier w.r.t. the $L_{p}$-Schatten (quasi)norm [80, 81, 209, 108, 109, 36, 147, 156, 235].

In parallel, recent works have shown the existence of two regimes in large-width DNNs: a kernel regime (also called NTK or lazy regime) where learning is described by the so-called Neural Tangent Kernel (NTK) guaranteeing linear convergence [105, 51, 34, 6, 128, 95], and an active regime where the dynamics is nonlinear [35, 183, 153, 151, 36]. For DLNs, both regimes can be observed as well, with evidence that while the linear regime exhibits no sparsity, the active regime favors solutions with some kind of sparsity [221, 156].

## Contributions

We study deep linear networks $x \mapsto A_{\theta} x$ of depth $L \geq 1$ and widths $n_{0}, \cdots, n_{L}$, that is $A_{\theta}=$ $W_{L} \cdots W_{1}$ where $W_{1}, \ldots, W_{L}$ are matrices such that $W_{i} \in \mathbb{R}^{n_{i} \times n_{i-1}}$ and $\theta$ is a vector that consists of all the (learnable) parameters of the DLN, i.e. the components of the matrices $W_{1}, \cdots, W_{L}$. For any general convex cost $C: \mathbb{R}^{n_{L} \times n_{0}} \rightarrow \mathbb{R}$ on matrices such that the zero matrix is not a global minimum, we investigate the gradient flow minimizing the loss $\mathcal{L}(\theta)=C\left(A_{\theta}\right)$. To ease the notation, suppose that the hidden layers have the same size, that is $w=n_{1}=\cdots=n_{L-1}$ for some $w \in \mathbb{N}$.

The variance of the parameters at initialization has a profound effect on the training dynamics. If the parameters are initialized with variance $\sigma^{2}=w^{-\gamma}$, where $w$ is the size of the hidden layers, we observe a phase transition in the infinite width limit as $w \rightarrow \infty$ and show in Theorem 9.1 that:

- when $\gamma<1$, the random initialization $\theta_{0}$ is (with high probability) very close to a global minimum and very far from any saddle,
- when $\gamma>1$, the initialization is very close to a saddle and far from any global minimum.

The case $\gamma<1$ corresponds to the NTK regime (or kernel/lazy regime, described in Section 9.4) and the case $\gamma=1$ corresponds to the Mean-Field limit (or the Maximal Update parametrization of [228]). It appears that the case $\gamma>1$ has been much less studied in previous works.

To understand this regime, we investigate in Section 9.5 the case $\gamma \rightarrow+\infty$. More precisely, we fix the width of the network and let the variance at initialization go to zero. We show in Theorem 9.2 that the gradient flow trajectory asymptotically goes from the saddle at the origin $\vartheta^{0}=0$ to a rank-one saddle $\vartheta^{1}$, i.e. a saddle where the matrices $W_{1}, \ldots, W_{L}$ are of rank 1 . The proof is based on a new description (Theorem 9.4), in the spirit of the Hartman-Grobman theorem, of the so-called fast escape paths at the origin. This theorem may be of independent interest.

We propose the Conjecture 9.3 , backed by numerical experiments, describing the full gradient flow when the variance at initialization is very small, suggesting that it goes from saddle to saddle, visiting the neighborhoods of a sequence of critical points $\vartheta^{0}, \ldots, \vartheta^{K}$ (the first $K$ ones being saddle points, the last one being either a global minimum or a point at infinity) corresponding to matrices of increasing ranks. This is consistent with [75] which shows that incremental learning occurs in a toy model of DLNs and that gradient-based optimization hence has an implicit bias towards simple (sparse) solutions.

In Section 9.5, we show how this Saddle-to-Saddle dynamics can be described using a greedy low-rank algorithm which bears similarities with that of 135 and leads to a low-rank bias of the final learned function. This is in stark contrast to the NTK regime which features no low-rank bias.

## Related Works

The existence of distinct regimes in the training dynamics of DNNs has been explored in previous works, both theoretically [34, 228] and empirically [70]. The theoretical works [34, 228] have mostly focused on the transition from the NTK regime $(\gamma<1)$ to the Mean-Field regime $(\gamma=1)$. This paper is focused on the regime beyond the critical one $(\gamma>1)$.

Our study of the Saddle-to-Saddle dynamics can also be understood as a generalization of the works [195, 1, 196, 74, 5] which describe a similar plateau effect in a very specific setting and with a very carefully chosen initialization.

Shortly after the initial publication of this article, we came aware of the paper [135] which provides a similar description to our Saddle-to-Saddle dynamics. For shallow networks, the results are almost equivalent, although the techniques are very different, especially when dealing with the fact that the escape directions (and escape paths) are unique only up to rotations. The paper [135] uses a clever trick that allows them to both study the dynamics of the output matrix $A_{\theta(t)}$, without the need to keep track of the parameters, and obtain a unicity property for the asymptotic dynamics. Instead, we focus on the dynamics of the parameters, give an identification of all optimal escape paths, and show that the path followed by the parameters' dynamics is unique up to symmetries of the network. Note also that, as in our paper, [135] only proves the first step of the Saddle-to-Saddle regime: for the subsequent steps, it is assumed that the next saddle is not approached along a bad' direction (as we discuss in Section 9.5). For deep networks, our results are more general as they hold for more general initializations than in [135]. Indeed, in order to avoid the non-uniqueness problem of the escape paths in the space of parameters, their analysis relies heavily on the assumption that the weights of the network are balanced at initialization, and thus during training. Because we do not rely on this trick, our analysis does not require a balanced initialization.

### 9.2 Deep Linear Networks

## Setup

A DLN of depth $L$ and widths $n_{0}, \ldots, n_{L}$ is the composition of $L$ matrices

$$
A_{\theta}=W_{L} \cdots W_{1}
$$

where $W_{\ell} \in \mathbb{R}^{n_{\ell} \times n_{\ell-1}}$. The number of parameters is $P=\sum_{\ell=1}^{L} n_{\ell-1} n_{\ell}$ and we denote by $\theta=$ $\left(W_{L}, \ldots, W_{1}\right) \in \mathbb{R}^{P}$ the vector of parameters. The input dimension, resp. the output dimension is $n_{0}$, resp. $n_{L}$. All parameters are initialized as i.i.d. $\mathcal{N}\left(0, \sigma^{2}\right)$ Gaussian random variables.

We will focus on the so-called rectangular networks, in which the number of neurons in all hidden layers is the same, i.e. $n_{1}=\cdots=n_{L-1}=w$. Such rectangular network is called a $(L, w)$-DLN, and its number of parameters is denoted by $P=P_{(L, w)}=n_{0} w+(L-2) w^{2}+w n_{L}$. The proofs given in this article can be extended to the non-rectangular case, but this leads to more complex notations.

We study the dynamics of gradient descent on the loss $\mathcal{L}(\theta)=C\left(A_{\theta}\right)$ for a general differentiable and convex cost $C$ on $n_{L} \times n_{0}$ matrices. To ensure a non-trivial minimisation problem, we assume that the null matrix is not a global minimum of $C$ : in this case, the origin in the parameter space




Figure 9.2.1: Saddle-to-Saddle dynamics: A DLN $(L=4, w=100)$ with a small initialization $(\gamma=2)$ trained on a MC loss fitting a $10 \times 10$ matrix of rank 3. Left: Projection onto a plane of the gradient flow path $\theta_{\alpha}$ in parameter space (in blue) and of the sequence of 3 paths $\theta^{1}, \theta^{2}, \theta^{3}$ (in orange, green and red), described by Algorithm $\mathcal{A}_{\epsilon, T, \eta}$, starting from the origin $(+)$ and passing through 2 saddles ( $\cdot$ ) before converging. Middle: Train (solid) and test (dashed) MC costs through training. We observe three plateaus, corresponding to the three saddles visited. Right: The train (solid) and test (dashed) losses of the three paths plotted sequentially, in the saddle-to-saddle limit; the dots represent an infinite amount of steps separating these paths.
is a saddle of $\mathcal{L}$. Given a starting point $\theta_{0} \in \mathbb{R}^{P}$, we denote by $t \mapsto \Gamma\left(t, \theta_{0}\right)$ the gradient flow path on the cost $\mathcal{L}(\theta)$ starting from $\theta_{0}$, i.e. $\Gamma\left(0, \theta_{0}\right)=\theta_{0}$ and $\partial_{t} \Gamma\left(t, \theta_{0}\right)=-\nabla \mathcal{L}\left(\Gamma\left(t, \theta_{0}\right)\right)$.

While our analysis applies to general twice differentiable costs $C$, the typical costs used in practice are:

The Mean-Squared Error (MSE) loss $C(A)=\frac{1}{N}\|A X-Y\|_{F}^{2}$ for some inputs $X \in \mathbb{R}^{n_{0} \times N}$ and labels $Y \in \mathbb{R}^{n_{L} \times N}$, where $\|\cdot\|_{F}$ is the Frobenius norm.

The Matrix Completion (MC) loss $C(A)=\frac{1}{N} \sum_{i=1}^{N}\left(A_{k_{i}, m_{i}}-A_{k_{i}, m_{i}}^{*}\right)^{2}$ for some true matrix $A^{*}$ of which we observe only the $N$ entries $A_{k_{1}, m_{1}}^{*}, \ldots, A_{k_{N}, m_{N}}^{*}$.

## Symmetries and Invariance

A key tool in this paper is the use of two important symmetries of the parametrization map $\theta \mapsto A_{\theta}$ in DLNs: rotations of hidden layers and inclusions in wider DLNs.

Rotations: A $L-1$ tuple $R=\left(O_{1}, \ldots, O_{L-1}\right)$ of orthogonal $w \times w$ matrices is called a $w$-width network rotation, or in short a rotation. A rotation $R$ acts on a parameter vector $\theta=$ $\left(W_{L}, \ldots, W_{1}\right)$ as $R \theta=\left(W_{L} O_{L-1}^{T}, O_{L-1} W_{L-1} O_{L-2}^{T}, \ldots, O_{1} W_{1}\right)$. The space of rotations is an important symmetry of DLN: indeed, for any parameter $\theta$, and any cost $C$, the two following important properties hold:

$$
A_{R \theta}=A_{\theta}, \quad \nabla_{\theta} C\left(A_{R \theta}\right)=R \nabla_{\theta} C\left(A_{\theta}\right)
$$

where we considered $\nabla_{\theta} C\left(A_{\theta}\right) \in \mathbb{R}^{P_{L, w}}$ as another vector of parameters. These properties imply that if $\theta(t)=\Gamma\left(t, \theta_{0}\right)$ is a gradient flow path, then so is $R \theta(t)=\Gamma\left(t, R \theta_{0}\right)$.

Inclusion: The inclusion $I^{\left(w \rightarrow w^{\prime}\right)}$ of a network of width $w$ into a network of width $w^{\prime}>w$ (by adding zero weights on the new neurons) is defined as $I^{\left(w \rightarrow w^{\prime}\right)}(\theta)=\left(V_{L}, \ldots, V_{1}\right)$ with

$$
V_{1}=\binom{W_{1}}{0}, V_{\ell}=\left(\begin{array}{cc}
W_{\ell} & 0 \\
0 & 0
\end{array}\right), V_{L}=\left(\begin{array}{ll}
W_{L} & 0
\end{array}\right)
$$

For any parameters $\theta$ and any cost $C$, we have $A_{I^{\left(w \rightarrow w^{\prime}\right) \theta}}=A_{\theta}$ and $\nabla C\left(A_{I^{\left(w \rightarrow w^{\prime}\right) \theta}}\right)=$ $I^{\left(w \rightarrow w^{\prime}\right)} \nabla C\left(A_{\theta}\right)$ : the image of the inclusion map $I^{\left(w \rightarrow w^{\prime}\right)}$ (as well as any rotation $R \operatorname{Im} I^{\left(w \rightarrow w^{\prime}\right)}$ thereof) is invariant under gradient flow.

### 9.3 Proximity of Critical Points at Initialization

It has already been observed that in the infinite width limit, when the width $w$ of the network grows to infinity, the scale at which the variance $\sigma^{2}$ of the parameters at initialization scales with the width can lead to very different behaviors [34, 70, 228. Let us consider scaling of the variance $\sigma^{2}=w^{-\gamma}$ for $\gamma \geq 1-\frac{1}{L}$. The reason we lower bound $\gamma$ is that any smaller $\gamma$ would lead to an explosion of the variance of the matrix $A_{\theta}$ at initialization as the width $w$ grows.

Let $d_{\mathrm{m}}$ and $d_{\mathrm{s}}$ be the Euclidean distances between the initialization $\theta$ and, respectively, the set of global minima and the set of all saddles. For random variables $f(w), g(w)$ which depend on $w$, we write $f \asymp g$ if both $f(w) / g(w)$ and $g(w) / f(w)$ are stochastically bounded as $w \rightarrow \infty$. The following theorem studies how $d_{\mathrm{m}}$ and $d_{\mathrm{s}}$ scale as $w \rightarrow \infty$ :

Theorem 9.1. Suppose that the set of matrices that minimize $C$ is non-empty, has Lebesgue measure zero, and does not contain the zero matrix. Let $\theta$ be i.i.d. centered Gaussian r.v. of variance $\sigma^{2}=w^{-\gamma}$ where $1-\frac{1}{L} \leq \gamma<\infty$. Then:

1. if $1-\frac{1}{L} \leq \gamma<1$, we have $d_{\mathrm{m}} \asymp w^{-\frac{(1-\gamma)(L-1)}{2}}$ and $d_{\mathrm{s}} \asymp w^{\frac{1-\gamma}{2}}$,
2. if $\gamma=1$, we have $d_{\mathrm{m}}, d_{\mathrm{s}} \asymp 1$,
3. if $\gamma>1$ we have $d_{\mathrm{m}} \asymp 1$ and $d_{\mathrm{s}} \asymp w^{-\frac{\gamma-1}{2}}$.

This theorem shows an important change of behavior between the case $\gamma<1$ and $\gamma>1$. When $\gamma<1$, the network is initialized very close to a global minimum and far from any saddle. When $\gamma>1$, the parameters are initialized very close to a saddle but far away from any global minimum. The critical case $\gamma=1$ is the unique limit where both types of critical points are at the same distance from the initialization.

Hence, the landscape of the loss near the initialization displays distinct features in the three regimes highlighted in the previous theorem. In fact, the dynamics of the gradient descent also exhibits very distinctive characteristics in the different regimes. In Appendix I.2, we show that the largest initialization, corresponding to the choice $\gamma=1-\frac{1}{L}$, is equivalent to the so-called NTK parametrization of [105], up to a rescaling of the learning rate. In the range $1-\frac{1}{L}<\gamma<1$, [229] obtain a similar, yet slightly different, kernel regime. The initialization $\gamma=1$ corresponds to the Mean-Field limit for shallow networks [35, 183] or, more generally, to the Maximal Update parametrization [229] (see Appendix I.2]. The case $\gamma>1$ is however much less studied and is difficult to study since the initialization approaches a saddle as $w \rightarrow \infty$. Thus, in this regime, the wider the network, the longer it takes to escape this nearby saddle and, in the limit as $w \rightarrow \infty$, nothing happens over a finite number of gradient steps. With the right time parametrization, we
will observe interesting Saddle-to-Saddle dynamics in this regime, leading to some low-rank bias. This is regime is related to the condensed regime identified in 146 .

### 9.4 NTK regime: $\gamma<1$

The NTK for linear networks can be expressed easily using the tensor

$$
\Theta^{(L)}=\sum_{\theta} \partial_{\theta} A \otimes \partial_{\theta} A
$$

which entries are given by $\left[\Theta^{(L)}\right]_{i, k}^{j, l}=\left(\nabla_{\theta}\left(A_{\theta}\right)_{i, j}\right)^{T}\left(\nabla_{\theta}\left(A_{\theta}\right)_{k, l}\right)$, for $i, k=1, \ldots, n_{L}$ and $j, l=$ $1, \ldots, n_{0}$. For any $x, y$ in $\mathbb{R}^{n_{0}}$, the value of the NTK at $x$ and $y$ is $\Theta^{(L)}(x \otimes y)=\sum_{j, l}\left[\Theta^{(L)}\right]_{,,,}^{j, l} x_{j} y_{l}$.

When the parameters evolve according to the gradient flow on $\mathcal{L}(\theta)=C\left(A_{\theta}\right)$, the dynamics of $A_{\theta(t)}$ is:

$$
\begin{aligned}
\partial_{t} A_{\theta(t)} & =-\Theta^{(L)} \cdot \nabla_{A} C\left(A_{\theta(t)}\right) \\
& =-\sum_{k, l}\left[\Theta^{(L)}\right]_{\cdot, k}^{\cdot,} \frac{d}{d A_{k, l}} C\left(A_{\theta(t)}\right),
\end{aligned}
$$

where • denotes a contraction of the $k, l$ indices of $\Theta^{(L)}$ with the two indices of $\nabla_{A} C\left(A_{\theta(t)}\right)$.
At initialization, $\Theta^{(L)}$ concentrates around its expectation $\mathbb{E}\left[\Theta^{(L)}\right]=L w^{(1-\gamma)(L-1)} \delta_{i, k} \delta_{j, l}$ as the width grows. It was first proven in [105] that for an initialization equivalent to the case $\gamma=1-\frac{1}{L}$ (see Appendix I. 2 for more details), as $w \rightarrow \infty$ the NTK remains constant during training. Recent results [229] have shown that the NTK is asymptotically fixed for all $\gamma \in\left(1-\frac{1}{L}, 1\right)$. In this case, given the asymptotic behavior of the NTK, the evolution of $A_{\theta(t)}$ is the same (up to a change of learning rate) as the one obtained by performing directly a gradient flow on the cost $C$.

As a result, in the regime $\gamma<1$, if the cost $C$ is strictly convex (or satisfies the Polyak-Lojasievicz inequality [142]), the loss decays exponentially fast. Besides, the depth of the network has no effect in the infinite width limit (except for a change of learning rate) and the DLN structure adds no specific bias to the global minimum learned with gradient descent. In particular, this regime leads to no low-rank bias.

### 9.5 Saddle-to-Saddle Dynamics: $\gamma \gg 1$

We now study the dynamics of DLN during training as the variance at initialization goes to zero. Specifically, we sample some random parameters $\theta_{0}$ with i.i.d. $\mathcal{N}(0,1)$ entries, consider the gradient flow $\theta_{\alpha}(t)=\Gamma\left(t, \alpha \theta_{0}\right)$, and let $\alpha \searrow 0$. Since the origin is a saddle, for all fixed times $t$, $\lim _{\alpha \searrow 0} \theta_{\alpha}(t)=0$. We will show however that there is an escape time $t_{\alpha}$, which grows to infinity as $\alpha \searrow 0$, such that the limit $\lim _{\alpha \searrow 0} \theta_{\alpha}\left(t_{\alpha}+t\right)$ is non-trivial for all $t \in \mathbb{R}$.

The study of shallow networks $(L=2)$ is facilitated by the fact that the saddle at the origin is strict: its Hessian has negative eigenvalues. For deeper networks $(L>2)$, the saddle is highly degenerate: the $L-1$ first order derivatives vanish. In Section 9.5, we develop new theoretical tools to analyze the two types of saddles and their escape paths.


Figure 9.4.1: Training in (a) the NTK regime, (b) mean-field, (c) saddle-to-saddle regimes in deep linear networks for three widths $w=10,100,1000, L=4$, and 10 seeds. Parameters are initialized with variance $\sigma^{2}=w^{-\gamma}$. We observe that (a) in the NTK regime, the training loss shows typical linear convergence behavior for $w=1000$ and $w=100$; (b) in the mean-field regime, we observe that even the large width networks approach to a saddle at the beginning of the training and that the length of the plateaus remains constant between widths $w=1000$ and $w=100$; (c) in the saddle-to-saddle regime, the plateaus become longer as the width grows. In all cases, we see a reduction in the variation between the different seeds as $w \rightarrow \infty$.

## First Path

It turns out that gradient flow paths naturally escape the saddle at the origin along so-called optimal escape paths. We say that a gradient flow path $\theta(\cdot): \mathbb{R} \rightarrow \mathbb{R}^{P}$ is an escape path of a critical point $\theta^{*}$ if $\lim _{t \rightarrow-\infty} \theta(t)=\theta^{*}$. Informally, the optimal escape paths, whose precise definition is given in Section 9.5, are the escape paths that allow the fastest exit from a saddle. In DLNs, these optimal escape paths are of the form $R I^{(1 \rightarrow w)} \underline{\theta}^{1}(t)$ where $\underline{\theta}^{1}(t)$ is a path of a width 1 DLN which escapes from the origin:

Theorem 9.2. Assume that the largest singular value $s_{1}$ of the gradient of $C$ at the origin $\nabla C(0) \in$ $\mathbb{R}^{n_{L} \times n_{0}}$ has multiplicity 1. There is a deterministic gradient flow path $\underline{\theta}^{1}$ in the space of width-1 DLNs such that, with probability 1 if $L \leq 3$, and probability at least $1 / 2$ if $L>3$, there exists an escape time $t_{\alpha}^{1}$ and a rotation $R$ such that

$$
\lim _{\alpha \rightarrow 0} \theta_{\alpha}\left(t_{\alpha}^{1}+t\right)=R I^{(1 \rightarrow w)} \underline{\theta}^{1}(t)
$$

The unicity of the largest singular value of the gradient at the origin guarantees the unicity (up to rotation) of the optimal escape paths. For example, with the MSE loss, the gradient at the origin is $2 Y X^{T}$ : for generic $Y$ and $X$, the largest singular value of the gradient has a multiplicity of 1 .

The reason why, for DLN with $L>3$, we can only guarantee a probability of $\frac{1}{2}$ in the previous theorem, is that we need to ensure that gradient descent does not get stuck at the saddle at the origin or at other saddles connected to it. For $L=2$, this follows from the fact that the saddle is strict. When $L>2$, the saddle is not strict and we were only able to prove it in the case where $L=3$. We conjecture that the behavior described in Theorem 9.2 happens with probability 1 for all $L \geq 2$.

As shown in the Appendix I.3, the escape time $t_{\alpha}$ is of order $-\log \alpha$ for shallow networks and of order $\alpha^{-(L-2)}$ for networks of depth $L>2$. Hence, the deeper the network, the slower the gradient flow escapes the saddle.

Besides, as also discussed in the Appendix I.3. the norm $\left\|\theta^{1}(t)\right\|$ of the limiting escape path $\theta^{1}(t)=R I^{(1 \rightarrow w)} \underline{\theta}^{1}(t)$ grows at an optimal speed: as $e^{s^{*}(t+T)}$ for some $T$ when $L=2$ and as $\left(s^{*}(L-2)(T-t)\right)^{-\frac{1}{L-2}}$ for some $T$ when $L>2$, where $s^{*}$ is the optimal escape speed $s^{*}=L^{-\frac{L-2}{2}} s_{1}$. These are optimal in the sense that given an other gradient flow path $\theta(t)$ which exits from the origin, there exists a ball $B$ centered at the origin such that, for any small $\epsilon$, if $t_{1}$ and $t_{2}$ are the times such that $\left\|\theta^{1}\left(t_{1}\right)\right\|=\epsilon=\left\|\theta\left(t_{2}\right)\right\|$, then $\left\|\theta^{1}\left(t+t_{1}\right)\right\| \geq\left\|\theta\left(t+t_{2}\right)\right\|$ for any positive $t$, until one of the paths exits the ball $B$.

## Subsequent Paths

What happens after this first path? The width-1 gradient flow path $\underline{\theta}^{1}(t)$ converges to a width- 1 critical point $\underline{\vartheta}^{1}$ as $t \rightarrow \infty$. While $\underline{\vartheta}^{1}$ may be a local minimum amongst width- 1 DLNs, its inclusion $\vartheta^{1}=R I^{(1 \rightarrow \bar{w})}\left(\underline{\vartheta}^{1}\right)$ will be a saddle assuming it is not a global minimum already and that the network is wide enough, since if $w \geq \min \left\{n_{0}, n_{L}\right\}$ all critical points are either global minima or saddles [164.

Theorem 9.2 guarantees that, as $\alpha \searrow 0$, the gradient flow path $\theta_{\alpha}(t)$ will approach the saddle $\vartheta^{1}$. It is then natural to assume that $\theta_{\alpha}(t)$ will escape this saddle along an optimal escape path (which is the inclusion of a width-2 path). Repeating this process, we expect gradient flow to converge as $\alpha \searrow 0$ to the concatenation of paths going from saddle to saddle of increasing width:

Conjecture 9.3. With probability 1 , there exist $K+1$ critical points $\vartheta^{0}, \ldots, \vartheta^{K} \in \mathbb{R}^{P_{L, w}}$ (with $\vartheta^{0}=0$ ) and $K$ gradient flow paths $\theta^{1}, \ldots, \theta^{K}: \mathbb{R} \rightarrow \mathbb{R}^{P_{L, w}}$ connecting the critical points (i.e. $\lim _{t \rightarrow-\infty} \theta^{k}(t)=\vartheta^{k-1}$ and $\left.\lim _{t \rightarrow+\infty} \theta^{k}(t)=\vartheta^{k}\right)$ such that the path $\theta_{\alpha}(t)$ converges as $\alpha \rightarrow 0$ to the concatenation of $\theta^{1}(t), \ldots, \theta^{K}(t)$ in the following sense: for all $k<K$, there exist times $t_{\alpha}^{k}$ (which depend on $\theta_{0}$ ) such that

$$
\lim _{\alpha \rightarrow 0} \theta_{\alpha}\left(t_{\alpha}^{k}+t\right)=\theta^{k}(t)
$$

Furthermore, for all $k<K$, there is a deterministic path $\underline{\theta}^{k}(t)$ and a local minimum $\underline{\vartheta}^{k}$ of a width- $k$ network such that for some rotation $R$ (which depends on $\left.\theta_{0}\right), \theta^{k}(t)=R I^{(k \rightarrow w)}\left(\underline{\theta}^{k}(t)\right)$ and $\vartheta^{k}=R I^{(k \rightarrow w)}\left(\underline{\vartheta}^{k}\right)$ for all $k$ and $t$.

This Saddle-to-Saddle behavior explains why for small initialization scale, the train error gets stuck at plateaus during training (Figures 9.2 .1 and 9.4 .1 ). Conjecture 9.3 suggests that these plateaus correspond to the saddle visited.

Note that for losses such as the cross-entropy, the gradient descent may diverge towards infinity, as studied in [209, 80]. From now on, we focus on the case where $\vartheta^{K}$ is a finite global minimum. By the invariance under gradient flow of $\operatorname{Im}\left[I^{(k \rightarrow w)}\right]$ (the image of the inclusion map), the inclusion of a width- $k$ local minimum $\underline{\vartheta}^{k}$ into a larger network is a saddle $\vartheta^{k}$ (if $A_{\vartheta^{k}}$ is not a global minimum of $C$ ). These types of saddles are closely related to the symmetry-induced saddles studied in [204] in non-linear networks.
Remark 9.1. Note that each of the limiting paths $\theta^{k}$ and critical points $\vartheta^{k}$ will be balanced (i.e. their weight matrices satisfy $W_{\ell} W_{\ell}^{T}=W_{\ell+1}^{T} W_{\ell+1}$ for all $\ell=1, \ldots, L-1$ ). The origin is obviously balanced and since balancedness is an invariant of gradient flow and all other paths and saddles are connected to the origin by a sequence of gradient flow paths, they must be balanced too. Note however that for all $\alpha>0$, the path $\theta_{\alpha}(t)$ is almost surely not balanced.

```
\(\overline{\text { Algorithm }} \mathcal{A}_{\epsilon, T, \eta}\)
    \# Compute the first singular vectors of \(\nabla C(0)\) :
    \(u, s, v \leftarrow \mathrm{SVD}_{1}(\nabla C(0))\)
    \(\theta \leftarrow\left(-\epsilon v^{T}, \epsilon, \ldots, \epsilon u\right)\)
    \(w \leftarrow 1\)
    while \(C\left(A_{\theta}\right)<C_{\text {min }}+\epsilon\) do
        \(\# T\) steps of GD on the loss of width- \(w\) DLN with lr \(\eta\)
        \(\theta \leftarrow \operatorname{SGD}_{w, T, \eta}(\theta)\)
        \(u, s, v \leftarrow \operatorname{SVD}_{1}\left(\nabla C\left(A_{\theta}\right)\right)\)
        \(\theta \leftarrow\left(\binom{W_{1}}{-\epsilon v^{T}},\left(\begin{array}{cc}W_{2} & 0 \\ 0 & \epsilon\end{array}\right), \ldots,\left(\begin{array}{ll}W_{L} & \epsilon u\end{array}\right)\right)\)
        \(w \leftarrow w+1\)
    end while
```


## Greedy Low-Rank Algorithm

Conjecture 9.3 suggests that the gradient flow with vanishing initialization implements a greedy low-rank algorithm which performs a greedy search for a lowest-rank solution: it first tries to fit a width 1 network, then a width 2 network and so on until reaching a solution. Thus, we expect that as $\alpha \searrow 0$, the dynamics of gradient flow corresponds, up to inclusion and rotation, to the limit of the algorithm $\mathcal{A}_{\epsilon, T, \eta}$ as sequentially $T \rightarrow \infty, \eta \rightarrow 0$ and $\epsilon \rightarrow 0$. In particular, we used the Algorithm $\mathcal{A}_{\epsilon, T, \eta}$, with large $T$ and small $\eta$ and $\epsilon$ to approximate the paths $\underline{\theta}^{k}$ and points $\underline{\vartheta}^{k}$ in Figure 9.2.1. Note how this limiting algorithm is deterministic. This implies that even for finite widths the dynamics of gradient flow converge to a deterministic limit (up to random rotations $R$ ) as the variance at initialization goes to zero.

A similar algorithm has already been described in [135, however thanks to our different proof techniques, we are able to give a more precise description of the evolution of the parameters.

## Description of the paths that escape a saddle

Our proof relies on a theorem which relates the escape paths of the saddle at the origin of the cost $\mathcal{L}$ and the escape paths of the $L$-th order Taylor approximation $H$ of $\mathcal{L}$. This correspondence only applies to paths which escape the saddle sufficiently fast.

We define the set of fast escaping paths $\mathcal{F}_{\mathcal{L}}(s)$ of the cost $\mathcal{L}$ with speed at least $s$ as follows:

- for shallow networks $(L=2)$, it is the set of gradient flow paths that satisfy $\|\theta(t)\|=O\left(e^{s t}\right)$ as $t \rightarrow-\infty$,
- for deep networks $(L>2)$, it is the set of gradient flow paths that satisfy $\|\theta(t)\| \leq(s(L-2)(T-t))^{-\frac{1}{L-2}}$ for some $T$ and any small enough $t$.

The optimal escape speed is $s^{*}=L^{-\frac{L-2}{2}} s_{1}$ where $s_{1}$ is the largest singular value of $\nabla C(0)$. It is the optimal escape speed in the sense that there are no faster escape paths: $\mathcal{F}_{\mathcal{L}}(s)=\emptyset$ if $s>s^{*}$. Escape paths which exit the saddle at the optimal escape speed are called optimal escape paths.

There is a bijection between fast escaping paths of the loss $\mathcal{L}$ and those of its $L$ th order Taylor approximation $H$ :

Theorem 9.4. Shallow networks: for all s s.t. $s>\frac{1}{3} s^{*}$ there is a unique bijection $\Psi: \mathcal{F}_{\mathcal{L}}(s) \rightarrow$ $\mathcal{F}_{H}(s)$ such that for all paths $\theta \in \mathcal{F}_{\mathcal{L}}(s),\|\theta(t)-\Psi(\theta)(t)\|=O\left(e^{3 s t}\right)$ as $t \rightarrow-\infty$.

Deep networks: for all $s>\frac{L-1}{L+1} s^{*}$, there is a unique bijection $\Psi: \mathcal{F}_{\mathcal{L}}(s) \rightarrow \mathcal{F}_{H}(s)$ such that for all paths $\theta \in \mathcal{F}_{\mathcal{L}}(s),\|\theta(t)-\Psi(\theta)(t)\|=O\left((-t)^{-\frac{L+1}{L-2}}\right)$ as $t \rightarrow-\infty$.

We believe that this theorem is of independent interest, and it is stated in a more general setting in the Appendix. Theorem 9.4 is similar to the Hartman-Grobman Theorem, which shows a bijection, in the vicinity of a critical point, between the gradient flow paths of $\mathcal{F}$ and of its linearization. The bijection in Theorem 9.4 holds only between fast escaping paths, but it gives stronger guarantees regarding how close the paths $\theta(\cdot)$ and $\Psi(\theta)(\cdot)$ are. In particular, Theorem 9.4 guarantees that a fast escaping path $\theta(\cdot)$ and its image $\Psi(\theta)(\cdot)$ have the same 'escape speed', whereas the correspondence between paths of in the Hartman-Grobman theorem does not in general conserve speed. This is due to the fact that the homeomorphism which allows to construct the bijection in the Hartman-Grobman theorem is only Hölder continuous. This suggests that fast escaping paths can be guaranteed to conserve their speed after the Taylor approximation while slower paths can change speed. Finally, our result has the significant advantage that it may be applied to higher order Taylor approximations, whereas the Hartman-Grobman Theorem only applies to the linearization of the flow (i.e. it could only be useful in the shallow case $L=2$ ).

## Sketch of Proof

In this section, we provide a sketch of proof for Theorem 9.2 ,
We fix some small $r>0$ independent of $\alpha$. The escape time $t_{\alpha}$ is the earliest time such that $\left\|\theta_{\alpha}\left(t_{\alpha}\right)\right\|=r$. We show that the limiting escape path $\left(\theta^{1}(t)\right)_{t \in \mathbb{R}}$ as $\theta^{1}(t)=\lim _{\alpha \searrow 0} \theta_{\alpha}\left(t_{\alpha}+t\right)$ is well defined and non-trivial since $\theta^{1}(0) \neq 0$. The next step of the proof is to show that $\theta^{1}$ escapes the saddle at an almost optimal speed: for any $\epsilon>0$, for some $T$ and any small enough $t$, for shallow network $\left\|\theta^{1}(t)\right\|=O\left(e^{\left(s^{*}-\epsilon\right) t}\right)$, and for deeper networks $\left\|\theta^{1}(t)\right\| \leq\left[(L-2)\left(s^{*}-\epsilon\right)(T-t)\right]^{-\frac{1}{L-2}}$. We may therefore apply Theorem 9.4 there exists a unique optimal escape path for the $L$-th order Taylor approximation $H$ around the origin which is 'close', in the sense given in Theorem 9.4 to $\theta^{1}$.

For the Taylor approximation $H$, we have a precise description of the optimal escaping paths for the saddle at the origin. Assuming that the largest singular value $s_{1}$ of the gradient matrix $\nabla C(0)$ has multiplicity one, all optimal escape paths of $H$ (i.e. the set of paths that escape with the largest speed) are of the form $\theta_{H}(t)=d(t) R I^{(1 \rightarrow w)}(\rho)$ where $R$ is some rotation, the scalar function $d(t)$ is equal to $e^{s^{*}(t+T)}$ for shallow networks and $\left(s^{*}(L-2)(T-t)\right)^{-\frac{1}{L-2}}$ for deep networks, and the vector of parameters $\rho$ is given by:

$$
\rho=\left(v_{1}^{T}, 1, \ldots, 1, u_{1}\right)
$$

with $u_{1}, v_{1}$ the left and right singular vectors of the largest singular value $s_{1}$ of the gradient matrix $\nabla C(0)$.

Let us consider the unique optimal escape path $\theta_{H}(t)=d(t) R I^{(1 \rightarrow w)}(\rho)$ for $H$ which is 'close' to $\theta^{1}$. The path $\underline{\theta}_{H}(t)=d(t) \rho$ is also an optimal escape path for $H$ : from Theorem 9.4 , there exists a unique optimal escape path $\underline{\theta}(t)$ which is 'close' to $\underline{\theta}_{H}$. The former escape path corresponds to a 1-width DLN and it is easy to show that $R I^{(1 \rightarrow w)}(\underline{\theta})$ is an optimal escape path for $\mathcal{L}$ which is 'close' to $R I^{(1 \rightarrow w)}\left(\underline{\theta}_{H}\right)=\theta_{H}$.


Figure 9.6.1: Test errors and ranks at convergence as a function of initialization scale $\gamma$, matrix completion task. The task is finding a matrix of size $30 \times 30$ and rank 1 from $20 \%$ of its entries. The test error and ranks are averaged over 7 seeds ( $\pm 1$ standard deviations are reported in the error bar). In the NTK regime, the solutions at convergence are almost full-rank and the test error is roughly the same or worse than that of the zero predictor. On the other hand in the Saddle-toSaddle regime the test error approaches zero. As the width grows the transition between regimes becomes sharper and the test error becomes more consistent within each regimes.

In particular, we obtain that both $\theta^{1}$ and $R I^{(1 \rightarrow w)}(\theta)$ are optimal escape path for $\mathcal{L}$ which are 'close' to $\theta_{H}$. By the unicity property in Theorem 9.4 , we obtain that $\theta^{1}=R I^{(1 \rightarrow w)}(\underline{\theta})$ which allows us to conclude.

Remark 9.2. To prove Conjecture 9.3 , one needs to apply a similar argument to understand how gradient flow escapes the subsequent saddles $\vartheta^{1}, \ldots, \vartheta^{K}$. There are two issues:

First, even though Theorem 9.2 guarantees that gradient descent will come arbitrarily close to the next saddle $\vartheta^{1}$, it may not approach it along a generic direction: it could approach along a "bad" direction. For the first path, we relied on the fact that $\theta_{0}$ is Gaussian to guarantee that these bad directions are avoided with probability 1 (or $1 / 2$ ). Note that this problem c
ould be addressed using the so-called perturbed stochastic gradient descent described in [111, 50 since, in this learning algorithm, once in the vicinity of the saddle, a small Gaussian noise is added to the parameters: as a consequence, they end up being in a generic position in the neighborhood of the saddle.

Second, for deep networks $(L>2)$, the saddle $\vartheta^{1}$ has a different local structure to $\vartheta^{0}$. Indeed, at the origin, the $L-1$ first derivatives vanish, leading to an (approximately) $L$-homogeneous saddle at the origin. On the contrary, at the rank 1 saddle $\vartheta^{1}=R I^{(1 \rightarrow w)}\left(\underline{\vartheta}^{1}\right)$, if $\underline{\vartheta}^{1}$ is a local minimum of the width 1 network, the Hessian is positive along the inclusion $\operatorname{Im}\left[R I^{(\overline{1} \rightarrow w)}\right]$. This implies that the dynamics can only escape the saddle through the Hessian null-space, along which the first $L-1$ derivatives vanish. Although the loss restricted to this null-space around $\vartheta_{1}$ has a similar structure to the loss around the origin, the fact that the Hessian at $\vartheta_{1}$ is not null complexifies the analysis.

### 9.6 Characterization of the Regimes of Training

In light of the results presented in this paper, we discuss the three regimes that can be obtained by varying the initialization scale $\gamma$ : the kernel regime $(\gamma<1)$, the Mean-Field regime $(\gamma=1)$ and the Saddle-to-Saddle regime $(\gamma>1)$.

The NTK limit $\left(\gamma=1-\frac{1}{L}\right)$ [105, 128 is representative of the other scalings $1-\frac{1}{L} \leq \gamma<1$ [229]. The critical regime $\gamma=1$ corresponds to the Mean-Field limit for shallow networks [35, 183, or the Maximal Update parametrization for deep networks [229]. Finally, we conjecture that the last regime where $\gamma>1$, displays features very akin to the $\gamma=+\infty$ case studied in this article. Under this assumption, we obtain the following list of properties that characterize each of these regimes:

In the NTK regime $\left(1-\frac{1}{L} \leq \gamma<1\right)$ :

1. During training, the parameters converge to a nearby global minimum, and do not approach any saddle (Figure 9.4.1a shows how the plateaus disappear as $w$ grows).
2. If the cost on matrices $C$ is strictly convex, one can guarantee exponential decrease of the loss (i.e. linear convergence).
3. The NTK is asymptotically fixed during training.
4. No low-rank bias in the learned matrix - as a result the test error for matrix completion is the same (or even larger) than the zero predictor in the NTK regime, as shown in Figure 9.6.1.

The Saddle-to-Saddle regime $(\gamma>1)$ :

1. The parameters start in the vicinity of a saddle and visit a sequence of saddles during training. They come closer to each of these saddles as the width grows.
2. As the width grows, it takes longer to escape each saddle, leading to long plateaus for the training error. The training time is therefore asymptotically infinite (see Figure 9.4.1c).
3. The rate of change $\left\|\Theta\left(\theta_{T}\right)-\Theta\left(\theta_{0}\right)\right\|$ (where $T \in \mathbb{R}$ is the stopping time) of the NTK is infinitely larger than the NTK at initialization $\left\|\Theta\left(\theta_{0}\right)\right\|$. This follows from the fact that the NTK at initialization goes to zero, while it has finite size at the end of training.
4. The learned matrix is the result of a greedy algorithm that finds the lowest rank solution.

The Mean-Field regime $\gamma=1$ lies at the transition between the two previous regimes and is more difficult to characterize:

1. In this critical regime, the constant factor $c$ in the variance at initialization $\sigma^{2}=c w^{-\gamma}$ can have a strong effect on the dynamics.
2. Plateaus can still be observed (see Figure 9.4.1b), however in contrast to the Saddle-to-Saddle regime, the length of the plateaus does not increase as the width grows, but remains roughly constant.
3. The NTK and its rate of change are of same order.

In general, we observe some tradeoff: the NTK regime leads to fast convergence without lowrank bias, while the Saddle-to-Saddle regime leads to some low-rank bias, but at the cost of an asymptotically infinite training time.

### 9.7 Conclusion

We propose a simple criterion to identify three regimes in the training of large DLNs: the distances from the initialization to the nearest global minimum and to the nearest saddle. The NTK regime $\left(1-\frac{1}{L} \leq \gamma<1\right)$ is characterized by an initialization which is close to a global minimum and far from any saddle, the Saddle-to-Saddle regime $(\gamma>1)$ is characterized by an initialization which is close to a saddle and (comparatively) far from any global minimum and, finally, in the critical Mean-Field regime $(\gamma=1)$, these two distances are of the same order as the width grows.

While the NTK and Mean-Field limits are well-studied, the Saddle-to-Saddle regime is less understood. We therefore investigate the case $\gamma=+\infty$ (i.e. we fix the width and let the variance at initialization go to zero). In this limit, the initialization converges towards the saddle at the origin $\vartheta^{0}=0$. We show that gradient flow naturally escapes this saddle along an 'optimal escape path' along which the network behaves as a width-1 network. This leads the gradient flow to subsequently visit a second saddle $\vartheta^{1}$ which has the property that the matrix $A_{\vartheta^{1}}$ has rank 1 . We conjecture that the gradient flow next visits a sequence of critical points $\vartheta^{2}, \ldots, \vartheta^{K}$ of increasing rank, implementing some form of greedy low-rank algorithm. These saddles explain the plateaus in the loss curve which are characteristic of the Saddle-to-Saddle regime.

Similar plateaus can be observed in non-linear networks: this suggests that the regimes and dynamics described in this paper could be generalized to non-linear networks.

## Appendix A

## General Appendix

## A. 1 Simple Bound on the Variance of the Random Feature Predictor

In this Appendix we prove the bound on the variance $\operatorname{Var}\left(\hat{f}_{\lambda, P}^{R F}(x)\right)$ of the Random Feature predictor $\hat{f}_{\lambda, P}^{R F}(x)$.
Lemma A.1. We have
$\operatorname{Var}\left(\hat{f}_{\lambda, P}^{R F}(x)\right) \leq \frac{\|Y\|^{2}}{N^{2} \lambda^{2} P}\left[\left\|K(x, X) K(X, X)^{-1}\right\|^{2}\left(\|K(X, X)\|_{F}^{2}+(\operatorname{Tr} K(X, X))^{2}\right)+\operatorname{Tr} K(X, X) K(x, x)\right]$.
Proof. We know that

$$
\begin{aligned}
\operatorname{Var}\left(\hat{f}_{\lambda, P}^{R F}(x)\right) & =\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \tilde{K}(X, X)\left(\tilde{K}(X, X)+N \lambda I_{N}\right)^{-1} Y\right) \\
& +\frac{\mathbb{E}\left[\|\theta\|^{2}\right]}{P}\left(K(x, x)-K(x, X) K(X, X)^{-1} K(X, x)\right)
\end{aligned}
$$

The first term $\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \tilde{K}(X, X)\left(\tilde{K}(X, X)+N \lambda I_{N}\right)^{-1} Y\right)$ can bounded by $\left\|K(x, X) K(X, X)^{-1}\right\|^{2} \mathbb{E}\left[\left\|\tilde{K}(X, X)\left(\tilde{K}(X, X)+N \lambda I_{N}\right)^{-1} Y-K(X, X)\left(K(X, X)+N \lambda I_{N}\right)^{-1} Y\right\|^{2}\right]$.
Since $\tilde{K}(X, X)(\tilde{K}(X, X)+N \lambda I)^{-1}=I_{N}-N \lambda(\tilde{K}(X, X)+N \lambda I)^{-1}$ we can bound the expectation in the above by

$$
N^{2} \lambda^{2} \mathbb{E}\left[\left\|\left[\left(\tilde{K}(X, X)+N \lambda I_{N}\right)^{-1}-\left(K(X, X)+N \lambda I_{N}\right)^{-1}\right] Y\right\|^{2}\right]
$$

Since $\left(A+N \lambda I_{N}\right)^{-1}-\left(B+N \lambda I_{N}\right)^{-1}=\left(A+N \lambda I_{N}\right)^{-1}(B-A)\left(B+N \lambda I_{N}\right)^{-1}$ for any matrices $A, B$, we get the bound

$$
\mathbb{E}\left[\|K(X, X)-\tilde{K}(X, X)\|_{F}^{2}\right] \frac{\|Y\|^{2}}{\lambda^{2}}=\frac{\|K(X, X)\|_{F}^{2}+(\operatorname{Tr} K(X, X))^{2}}{P} \frac{\|Y\|^{2}}{N^{2} \lambda^{2}}
$$

In the second term $\frac{\mathbb{E}\left[\|\theta\|^{2}\right]}{P}\left(K(x, x)-K(x, X) K(X, X)^{-1} K(X, x)\right)$, we only need to compute the expected parameter norm $\mathbb{E}\left[\|\theta\|^{2}\right]$. We have

$$
\begin{aligned}
\mathbb{E}\left[\|\theta\|^{2}\right] & =Y^{T} \mathbb{E}\left[\tilde{K}(X, X)\left(\tilde{K}(X, X)+N \lambda I_{N}\right)^{-2}\right] Y \\
& \leq \frac{\mathbb{E}\left[\|\tilde{K}\|_{o p}\right]}{N^{2} \lambda^{2}}\|Y\|^{2}
\end{aligned}
$$

and the operator norm $\|\tilde{K}\|_{o p}$ is bounded by the trace $\operatorname{Tr} \tilde{K}(X, X)$ with mean $\operatorname{Tr} K(X, X)$. Putting it all together, we obtain
$\operatorname{Var}\left(\hat{f}_{\lambda, P}^{R F}(x)\right) \leq \frac{\|Y\|^{2}}{N^{2} \lambda^{2} P}\left[\left\|K(x, X) K(X, X)^{-1}\right\|^{2}\left(\|K(X, X)\|_{F}^{2}+(\operatorname{Tr} K(X, X))^{2}\right)+\operatorname{Tr} K(X, X) K(x, x)\right]$, where we used the fact that $K(x, X) K(X, X)^{-1} K(X, x) \geq 0$.

## Appendix B

## Neural Tangent Kernel: Convergence and Generalization in Neural Networks

## B. 1 Appendix

This appendix is dedicated to proving the key results of this paper, namely Proposition B. 1 and Theorems B.1 and B.2, which describe the asymptotics of neural networks at initialization and during training.

We study the limit of the NTK as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ sequentially, i.e. we first take $n_{1} \rightarrow \infty$, then $n_{2} \rightarrow \infty$, etc. This leads to much simpler proofs, but our results could in principle be strengthened to the more general setting when $\min \left(n_{1}, \ldots, n_{L-1}\right) \rightarrow \infty$.

A natural choice of convergence to study the NTK is with respect to the operator norm on kernels:

$$
\|K\|_{o p}=\max _{\|f\|_{p^{i n}} \leq 1}\|f\|_{K}=\max _{\|f\|_{p^{i n} \leq 1}} \sqrt{\mathbb{E}_{x, x^{\prime}}\left[f(x)^{T} K\left(x, x^{\prime}\right) f\left(x^{\prime}\right)\right]}
$$

where the expectation is taken over two independent $x, x^{\prime} \sim p^{i n}$. This norm depends on the input distribution $p^{i n}$. In our setting, $p^{i n}$ is taken to be the empirical measure of a finite dataset of distinct samples $x_{1}, \ldots, x_{N}$. As a result, the operator norm of $K$ is equal to the leading eigenvalue of the $N n_{L} \times N n_{L}$ Gram matrix $\left(K_{k k^{\prime}}\left(x_{i}, x_{j}\right)\right)_{k, k^{\prime}<n_{L}, i, j<N}$. In our setting, convergence in operator norm is hence equivalent to pointwise convergence of $K$ on the dataset.

## Asymptotics at Initialization

It has already been observed [159, 126] that the output functions $f_{\theta, i}$ for $i=1, \ldots, n_{L}$ tend to iid Gaussian processes in the infinite-width limit.

Proposition B.1. For a network of depth $L$ at initialization, with a Lipschitz nonlinearity $\sigma$, and in the limit as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ sequentially, the output functions $f_{\theta, k}$, for $k=1, \ldots, n_{L}$, tend (in law) to iid centered Gaussian processes of covariance $\Sigma^{(L)}$, where $\Sigma^{(L)}$ is defined recursively by:

$$
\begin{aligned}
\Sigma^{(1)}\left(x, x^{\prime}\right) & =\frac{1}{n_{0}} x^{T} x^{\prime}+\beta^{2} \\
\Sigma^{(L+1)}\left(x, x^{\prime}\right) & =\mathbb{E}_{f}\left[\sigma(f(x)) \sigma\left(f\left(x^{\prime}\right)\right)\right]+\beta^{2},
\end{aligned}
$$

taking the expectation with respect to a centered Gaussian process $f$ of covariance $\Sigma^{(L)}$.
Proof. We prove the result by induction. When $L=1$, there are no hidden layers and $f_{\theta}$ is a random affine function of the form:

$$
f_{\theta}(x)=\frac{1}{\sqrt{n_{0}}} W^{(0)} x+\beta b^{(0)}
$$

All output functions $f_{\theta, k}$ are hence independent and have covariance $\Sigma^{(1)}$ as needed.
The key to the induction step is to consider an $(L+1)$-network as the following composition: an $L$-network $\mathbb{R}^{n_{0}} \rightarrow \mathbb{R}^{n_{L}}$ mapping the input to the pre-activations $\tilde{\alpha}_{i}^{(L)}$, followed by an elementwise application of the nonlinearity $\sigma$ and then a random affine map $\mathbb{R}^{n_{L}} \rightarrow \mathbb{R}^{n_{L+1}}$. The induction hypothesis gives that in the limit as sequentially $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ the preactivations $\tilde{\alpha}_{i}^{(L)}$ tend to iid Gaussian processes with covariance $\Sigma^{(L)}$. The outputs

$$
f_{\theta, i}=\frac{1}{\sqrt{n_{L}}} W_{i}^{(L)} \alpha^{(L)}+\beta b_{i}^{(L)}
$$

conditioned on the values of $\alpha^{(L)}$ are iid centered Gaussians with covariance

$$
\tilde{\Sigma}^{(L+1)}\left(x, x^{\prime}\right)=\frac{1}{n_{L}} \alpha^{(L)}(x ; \theta)^{T} \alpha^{(L)}\left(x^{\prime} ; \theta\right)+\beta^{2} .
$$

By the law of large numbers, as $n_{L} \rightarrow \infty$, this covariance tends in probability to the expectation

$$
\tilde{\Sigma}^{(L+1)}\left(x, x^{\prime}\right) \rightarrow \Sigma^{(L+1)}\left(x, x^{\prime}\right)=\mathbb{E}_{f \sim \mathcal{N}\left(0, \Sigma^{(L)}\right)}\left[\sigma(f(x)) \sigma\left(f\left(x^{\prime}\right)\right)\right]+\beta^{2}
$$

In particular the covariance is deterministic and hence independent of $\alpha^{(L)}$. As a consequence, the conditioned and unconditioned distributions of $f_{\theta, i}$ are equal in the limit: they are iid centered Gaussian of covariance $\Sigma^{(L+1)}$.

In the infinite-width limit, the neural tangent kernel, which is random at initialization, converges in probability to a deterministic limit.

Theorem B.1. For a network of depth $L$ at initialization, with a Lipschitz nonlinearity $\sigma$, and in the limit as the layers width $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ sequentially, the NTK $\Theta^{(L)}$ converges in probability to a deterministic limiting kernel:

$$
\Theta^{(L)} \rightarrow \Theta_{\infty}^{(L)} \otimes I d_{n_{L}}
$$

The scalar kernel $\Theta_{\infty}^{(L)}: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}$ is defined recursively by

$$
\begin{aligned}
\Theta_{\infty}^{(1)}\left(x, x^{\prime}\right) & =\Sigma^{(1)}\left(x, x^{\prime}\right) \\
\Theta_{\infty}^{(L+1)}\left(x, x^{\prime}\right) & =\Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}^{(L+1)}\left(x, x^{\prime}\right)+\Sigma^{(L+1)}\left(x, x^{\prime}\right)
\end{aligned}
$$

where

$$
\dot{\Sigma}^{(L+1)}\left(x, x^{\prime}\right)=\mathbb{E}_{f \sim \mathcal{N}\left(0, \Sigma^{(L)}\right)}\left[\dot{\sigma}(f(x)) \dot{\sigma}\left(f\left(x^{\prime}\right)\right)\right]
$$

taking the expectation with respect to a centered Gaussian process $f$ of covariance $\Sigma^{(L)}$, and where $\dot{\sigma}$ denotes the derivative of $\sigma$.

Proof. The proof is again by induction. When $L=1$, there is no hidden layer and therefore no limit to be taken. The neural tangent kernel is a sum over the entries of $W^{(0)}$ and those of $b^{(0)}$ :

$$
\begin{aligned}
\Theta_{k k^{\prime}}\left(x, x^{\prime}\right) & =\frac{1}{n_{0}} \sum_{i=1}^{n_{0}} \sum_{j=1}^{n_{1}} x_{i} x_{i}^{\prime} \delta_{j k} \delta_{j k^{\prime}}+\beta^{2} \sum_{j=1}^{n_{1}} \delta_{j k} \delta_{j k^{\prime}} \\
& =\frac{1}{n_{0}} x^{T} x^{\prime} \delta_{k k^{\prime}}+\beta^{2} \delta_{k k^{\prime}}=\Sigma^{(1)}\left(x, x^{\prime}\right) \delta_{k k^{\prime}}
\end{aligned}
$$

Here again, the key to prove the induction step is the observation that a network of depth $L+1$ is an $L$-network mapping the inputs $x$ to the preactivations of the $L$-th layer $\tilde{\alpha}^{(L)}(x)$ followed by a nonlinearity and a random affine function. For a network of depth $L+1$, let us therefore split the parameters into the parameters $\tilde{\theta}$ of the first $L$ layers and those of the last layer $\left(W^{(L)}, b^{(L)}\right)$.

By Proposition B.1 and the induction hypothesis, as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ the pre-activations $\tilde{\alpha}_{i}^{(L)}$ are iid centered Gaussian with covariance $\Sigma^{(L)}$ and the neural tangent kernel $\Theta_{i i^{\prime}}^{(L)}\left(x, x^{\prime}\right)$ of the smaller network converges to a deterministic limit:

$$
\left(\partial_{\tilde{\theta}} \tilde{\alpha}_{i}^{(L)}(x ; \theta)\right)^{T} \partial_{\tilde{\theta}} \tilde{\alpha}_{i^{\prime}}^{(L)}\left(x^{\prime} ; \theta\right) \rightarrow \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \delta_{i i^{\prime}}
$$

We can split the neural tangent network into a sum over the parameters $\tilde{\theta}$ of the first $L$ layers and the remaining parameters $W^{(L)}$ and $b^{(L)}$.

For the first sum let us observe that by the chain rule:

$$
\partial_{\tilde{\theta}_{p}} f_{\theta, k}(x)=\frac{1}{\sqrt{n_{L}}} \sum_{i=1}^{n_{L}} \partial_{\tilde{\theta}_{p}} \tilde{\alpha}_{i}^{(L)}(x ; \theta) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right) W_{i k}^{(L)} .
$$

By the induction hypothesis, the contribution of the parameters $\tilde{\theta}$ to the neural tangent kernel $\Theta_{k k^{\prime}}^{(L+1)}\left(x, x^{\prime}\right)$ therefore converges as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ :

$$
\begin{aligned}
& \frac{1}{n_{L}} \sum_{i, i^{\prime}=1}^{n_{L}} \Theta_{i i^{\prime}}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right) \dot{\sigma}\left(\tilde{\alpha}_{i^{\prime}}^{(L)}\left(x^{\prime} ; \theta\right)\right) W_{i k}^{(L)} W_{i^{\prime} k^{\prime}}^{(L)} \\
& \rightarrow \frac{1}{n_{L}} \sum_{i=1}^{n_{L}} \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}\left(x^{\prime} ; \theta\right)\right) W_{i k}^{(L)} W_{i k^{\prime}}^{(L)}
\end{aligned}
$$

By the law of large numbers, as $n_{L} \rightarrow \infty$, this tends to its expectation which is equal to

$$
\Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}^{(L+1)}\left(x, x^{\prime}\right) \delta_{k k^{\prime}}
$$

It is then easy to see that the second part of the neural tangent kernel, the sum over $W^{(L)}$ and $b^{(L)}$ converges to $\Sigma^{(L+1)} \delta_{k k^{\prime}}$ as $n_{1}, \ldots, n_{L} \rightarrow \infty$.

## Asymptotics during Training

Given a training direction $t \mapsto d_{t} \in \mathcal{F}$, a neural network is trained in the following manner: the parameters $\theta_{p}$ are initialized as iid $\mathcal{N}(0,1)$ and follow the differential equation:

$$
\partial_{t} \theta_{p}(t)=\left\langle\partial_{\theta_{p}} F^{(L)}, d_{t}\right\rangle_{p^{i n}}
$$

In this context, in the infinite-width limit, the NTK stays constant during training:

Theorem B.2. Assume that $\sigma$ is a Lipschitz, twice differentiable nonlinearity function, with bounded second derivative. For any $T$ such that the integral $\int_{0}^{T}\left\|d_{t}\right\|_{p^{i n}} d t$ stays stochastically bounded, as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ sequentially, we have, uniformly for $t \in[0, T]$,

$$
\Theta^{(L)}(t) \rightarrow \Theta_{\infty}^{(L)} \otimes I d_{n_{L}}
$$

As a consequence, in this limit, the dynamics of $f_{\theta}$ is described by the differential equation

$$
\partial_{t} f_{\theta(t)}=\Phi_{\Theta_{\infty}^{(L)} \otimes I d_{n_{L}}}\left(\left\langle d_{t}, \cdot\right\rangle_{p^{i n}}\right)
$$

Proof. As in the previous theorem, the proof is by induction on the depth of the network. When $L=1$, the neural tangent kernel does not depend on the parameters, it is therefore constant during training.

For the induction step, we again split an $L+1$ network into a network of depth $L$ with parameters $\tilde{\theta}$ and top layer connection weights $W^{(L)}$ and bias $b^{(L)}$. The smaller network follows the training direction

$$
d_{t}^{\prime}=\dot{\sigma}\left(\tilde{\alpha}^{(L)}(t)\right)\left(\frac{1}{\sqrt{n_{L}}} W^{(L)}(t)\right)^{T} d_{t}
$$

for $i=1, \ldots, n_{L}$, where the function $\tilde{\alpha}_{i}^{(L)}(t)$ is defined as $\tilde{\alpha}_{i}^{(L)}(\cdot ; \theta(t))$. We now want to apply the induction hypothesis to the smaller network. For this, we need to show that $\int_{0}^{T}\left\|d_{t}^{\prime}\right\|_{p^{i n}} \mathrm{~d} t$ is stochastically bounded as $n_{1}, \ldots, n_{L} \rightarrow \infty$. Since $\sigma$ is a $c$-Lipschitz function, we have that

$$
\left\|d_{t}^{\prime}\right\|_{p^{i n}} \leq c\left\|\frac{1}{\sqrt{n_{L}}} W^{(L)}(t)\right\|_{o p}\left\|d_{t}\right\|_{p^{i n}}
$$

To apply the induction hypothesis, we now need to bound $\left\|\frac{1}{\sqrt{n_{L}}} W^{(L)}(t)\right\|_{o p}$. For this, we use the following lemma, which is proven in Appendix B. 1 below:
Lemma B.1. With the setting of Theorem B.2, for a network of depth $L+1$, for any $\ell=1, \ldots, L$, we have the convergence in probability:

$$
\lim _{n_{L} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \sup _{t \in[0, T]}\left\|\frac{1}{\sqrt{n_{\ell}}}\left(W^{(\ell)}(t)-W^{(\ell)}(0)\right)\right\|_{o p}=0
$$

From this lemma, to bound $\left\|\frac{1}{\sqrt{n_{L}}} W^{(L)}(t)\right\|_{o p}$, it is hence enough to bound $\left\|\frac{1}{\sqrt{n_{L}}} W^{(L)}(0)\right\|_{o p}$. From the law of large numbers, we obtain that the norm of each of the $n_{L+1}$ rows of $W^{(L)}(0)$ is bounded, and hence that $\left\|\frac{1}{\sqrt{n_{L}}} W^{(L)}(0)\right\|_{o p}$ is bounded (keep in mind that $n_{L+1}$ is fixed, while $n_{1}, \ldots, n_{L}$ grow).

From the above considerations, we can apply the induction hypothesis to the smaller network, yielding, in the limit as $n_{1}, \ldots, n_{L} \rightarrow \infty$ (sequentially), that the dynamics is governed by the constant kernel $\Theta_{\infty}^{(L)}$ :

$$
\partial_{t} \tilde{\alpha}_{i}^{(L)}(t)=\frac{1}{\sqrt{n_{L}}} \Phi_{\Theta_{\infty}^{(L)}}\left(\left\langle\dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(t)\right)\left(W_{i}^{(L)}(t)\right)^{T} d_{t}, \cdot\right\rangle_{p^{i n}}\right)
$$

At the same time, the parameters of the last layer evolve according to

$$
\partial_{t} W_{i j}^{(L)}(t)=\frac{1}{\sqrt{n_{L}}}\left\langle\alpha_{i}^{(L)}(t), d_{t, j}\right\rangle_{p^{i n}}
$$

We want to give an upper bound on the variation of the weights columns $W_{i}^{(L)}(t)$ and of the activations $\tilde{\alpha}_{i}^{(L)}(t)$ during training in terms of $L^{2}$-norm and $p^{i n}$-norm respectively. Applying the Cauchy-Schwarz inequality for each $j$, summing and using $\left.\partial_{t}\|\cdot\| \leq\left\|\partial_{t} \cdot\right\|\right)$, we have

$$
\partial_{t}\left\|W_{i}^{(L)}(t)-W_{i}^{(L)}(0)\right\|_{2} \leq \frac{1}{\sqrt{n_{L}}}\left\|\alpha_{i}^{(L)}(t)\right\|_{p^{i n}}\left\|d_{t}\right\|_{p^{i n}}
$$

Now, observing that the operator norm of $\Phi_{\Theta_{\infty}^{(L)}}$ is equal to $\left\|\Theta_{\infty}^{(L)}\right\|_{o p}$, defined in the introduction of Appendix H.3, and using the Cauchy-Schwarz inequality, we get

$$
\partial_{t}\left\|\tilde{\alpha}_{i}^{(L)}(t)-\tilde{\alpha}_{i}^{(L)}(0)\right\|_{p^{i n}} \leq \frac{1}{\sqrt{n_{L}}}\left\|\Theta_{\infty}^{(L)}\right\|_{o p}\left\|\dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(t)\right)\right\|_{\infty}\left\|W_{i}^{(L)}(t)\right\|_{2}\left\|d_{t}\right\|_{p^{i n}},
$$

where the sup norm $\|\cdot\|_{\infty}$ is defined by $\|f\|_{\infty}=\sup _{x}|f(x)|$.
To bound both quantities simultaneously, study the derivative of the quantity

$$
A(t)=\left\|\alpha_{i}^{(L)}(0)\right\|_{p^{i n}}+c\left\|\tilde{\alpha}_{i}^{(L)}(t)-\tilde{\alpha}_{i}^{(L)}(0)\right\|_{p^{i n}}+\left\|W_{i}^{(L)}(0)\right\|_{2}+\left\|W_{i}^{(L)}(t)-W_{i}^{(L)}(0)\right\|_{2} .
$$

We have

$$
\begin{aligned}
\partial_{t} A(t) & \leq \frac{1}{\sqrt{n_{L}}}\left(c^{2}\left\|\Theta_{\infty}^{(L)}\right\|_{o p}\left\|W_{i}^{(L)}(t)\right\|_{2}+\left\|\alpha_{i}^{(L)}(t)\right\|_{p^{i n}}\right)\left\|d_{t}\right\|_{p^{i n}} \\
& \leq \frac{\max \left\{c^{2}\left\|\Theta_{\infty}^{(L)}\right\|_{o p}, 1\right\}}{\sqrt{n_{L}}}\left\|d_{t}\right\|_{p^{i n}} A(t),
\end{aligned}
$$

where, in the first inequality, we have used that $|\dot{\sigma}| \leq c$ and, in the second inequality, that the sum $\left\|W_{i}^{(L)}(t)\right\|_{2}+\left\|\alpha_{i}^{(L)}(t)\right\|_{p^{i n}}$ is bounded by $A(t)$. Applying Grönwall's Lemma, we now get

$$
A(t) \leq A(0) \exp \left(\frac{\max \left\{c^{2}\left\|\Theta_{\infty}^{(L)}\right\|_{o p}, 1\right\}}{\sqrt{n_{L}}} \int_{0}^{t}\left\|d_{s}\right\|_{p^{i n}} d s\right) .
$$

Note that $\left\|\Theta_{\infty}^{(L)}\right\|_{o p}$ is constant during training. Clearly the value inside of the exponential converges to zero in probability as $n_{L} \rightarrow \infty$ given that the integral $\int_{0}^{t}\left\|d_{t}\right\|_{p^{\text {in }}} d s$ stays stochastically bounded. The variations of the activations $\left\|\tilde{\alpha}_{i}^{(L)}(t)-\tilde{\alpha}_{i}^{(L)}(0)\right\|_{p^{i n}}$ and weights $\left\|W_{i}^{(L)}(t)-W_{i}^{(L)}(0)\right\|_{2}$ are bounded by $c^{-1}(A(t)-A(0))$ and $A(t)-A(0)$ respectively, which converge to zero at rate $O\left(\frac{1}{\sqrt{n_{L}}}\right)$.

We can now use these bounds to control the variation of the NTK and to prove the theorem. To understand how the NTK evolves, we study the evolution of the derivatives with respect to the parameters. The derivatives with respect to the bias parameters of the top layer $\partial_{b_{j}^{(L)}} f_{\theta, j^{\prime}}$ are always equal to $\delta_{j j^{\prime}}$. The derivatives with respect to the connection weights of the top layer are given by

$$
\partial_{W_{i j}^{(L)}} f_{\theta, j^{\prime}}(x)=\frac{1}{\sqrt{n_{L}}} \alpha_{i}^{(L)}(x ; \theta) \delta_{j j^{\prime}} .
$$

The pre-activations $\tilde{\alpha}_{i}^{(L)}$ evolve at a rate of $\frac{1}{\sqrt{n_{L}}}$ and so do the activations $\alpha_{i}^{(L)}$. The summands $\partial_{W_{i j}^{(L)}} f_{\theta, j^{\prime}}(x) \otimes \partial_{W_{i j}^{(L)}} f_{\theta, j^{\prime \prime}}\left(x^{\prime}\right)$ of the NTK hence vary at rate of $n_{L}^{-3 / 2}$ which induces a variation of the NTK of rate $\frac{1}{\sqrt{n_{L}}}$.

Finally let us study the derivatives with respect to the parameters of the lower layers

$$
\partial_{\tilde{\theta}_{k}} f_{\theta, j}(x)=\frac{1}{\sqrt{n_{L}}} \sum_{i=1}^{n_{L}} \partial_{\tilde{\theta}_{k}} \tilde{\alpha}_{i}^{(L)}(x ; \theta) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right) W_{i j}^{(L)} .
$$

Their contribution to the NTK $\Theta_{j j^{\prime}}^{(L+1)}\left(x, x^{\prime}\right)$ is

$$
\frac{1}{n_{L}} \sum_{i, i^{\prime}=1}^{n_{L}} \Theta_{i i^{\prime}}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right) \dot{\sigma}\left(\tilde{\alpha}_{i^{\prime}}^{(L)}\left(x^{\prime} ; \theta\right)\right) W_{i j}^{(L)} W_{i^{\prime} j^{\prime}}^{(L)}
$$

By the induction hypothesis, the NTK of the smaller network $\Theta^{(L)}$ tends to $\Theta_{\infty}^{(L)} \delta_{i i^{\prime}}$ as $n_{1}, \ldots, n_{L-1} \rightarrow$ $\infty$. The contribution therefore becomes

$$
\frac{1}{n_{L}} \sum_{i=1}^{n_{L}} \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}\left(x^{\prime} ; \theta\right)\right) W_{i j}^{(L)} W_{i j^{\prime}}^{(L)}
$$

The connection weights $W_{i j}^{(L)}$ vary at rate $\frac{1}{\sqrt{n_{L}}}$, inducing a change of the same rate to the whole sum. We simply have to prove that the values $\dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta)\right)$ also change at rate $\frac{1}{\sqrt{n_{L}}}$. Since the second derivative of $\sigma$ is bounded, we have that

$$
\partial_{t}\left(\dot{\sigma}\left(\tilde{\alpha}_{i}^{(L)}(x ; \theta(t))\right)\right)=O\left(\partial_{t} \tilde{\alpha}_{i}^{(L)}(x ; \theta(t))\right) .
$$

Since $\partial_{t} \tilde{\alpha}_{i}^{(L)}(x ; \theta(t))$ goes to zero at a rate $\frac{1}{\sqrt{n_{L}}}$ by the bound on $A(t)$ above, this concludes the proof.

It is somewhat counterintuitive that the variation of the activations of the hidden layers $\alpha_{i}^{(\ell)}$ during training goes to zero as the width becomes larg $\underbrace{1}$. It is generally assumed that the purpose of the activations of the hidden layers is to learn "good" representations of the data during training. However note that even though the variation of each individual activation shrinks, the number of neurons grows, resulting in a significant collective effect. This explains why the training of the parameters of each layer $\ell$ has an influence on the network function $f_{\theta}$ even though it has asymptotically no influence on the individual activations of the layers $\ell^{\prime}$ for $\ell<\ell^{\prime}<L$.

## A Priori Control during Training

The goal of this section is to prove Lemma B.2, which is a key ingredient in the proof of Theorem B.2. Let us first recall it:

Lemma B.2. With the setting of Theorem B.2, for a network of depth $L+1$, for any $\ell=1, \ldots, L$, we have the convergence in probability:

$$
\lim _{n_{L} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \sup _{t \in[0, T]}\left\|\frac{1}{\sqrt{n_{\ell}}}\left(W^{(\ell)}(t)-W^{(\ell)}(0)\right)\right\|_{o p}=0
$$

[^23]Proof. We prove the lemma for all $\ell=1, \ldots, L$ simultaneously, by expressing the variation of the weights $\frac{1}{\sqrt{n_{\ell}}} W^{(\ell)}$ and activations $\frac{1}{\sqrt{n_{\ell}}} \tilde{\alpha}^{(\ell)}$ in terms of 'back-propagated' training directions $d^{(1)}, \ldots, d^{(L)}$ associated with the lower layers and the NTKs of the corresponding subnetworks:

1. At all times, the evolution of the preactivations and weights is given by:

$$
\begin{aligned}
\partial_{t} \tilde{\alpha}^{(\ell)} & =\Phi_{\Theta^{(\ell)}}\left(\left\langle d_{t}^{(\ell)}, \cdot>_{p^{i n}}\right)\right. \\
\partial_{t} W^{(\ell)} & =\frac{1}{\sqrt{n_{\ell}}}\left\langle\alpha^{(\ell)}, d_{t}^{(\ell+1)}>_{p^{i n}},\right.
\end{aligned}
$$

where the layer-wise training directions $d^{(1)}, \ldots, d^{(L)}$ are defined recursively by

$$
d_{t}^{(\ell)}= \begin{cases}d_{t} & \text { if } \ell=L+1 \\ \dot{\sigma}\left(\tilde{\alpha}^{(\ell)}\right)\left(\frac{1}{\sqrt{n_{\ell}}} W^{(\ell)}\right)^{T} d_{t}^{(\ell+1)} & \text { if } \ell \leq L,\end{cases}
$$

and where the sub-network NTKs $\Theta^{(\ell)}$ satisfy

$$
\begin{aligned}
\Theta^{(1)} & =\left[\left[\frac{1}{\sqrt{n_{0}}} \alpha^{(0)}\right]^{T}\left[\frac{1}{\sqrt{n_{0}}} \alpha^{(0)}\right]\right] \otimes I d_{n_{\ell}}+\beta^{2} \otimes I d_{n_{\ell}} \\
\Theta^{(\ell+1)} & =\frac{1}{\sqrt{n_{\ell}}} W^{(\ell)} \dot{\sigma}\left(\tilde{\alpha}^{(\ell)}\right) \Theta^{(\ell)} \dot{\sigma}\left(\tilde{\alpha}^{(\ell)}\right) \frac{1}{\sqrt{n_{\ell}}} W^{(\ell)} \\
& +\left[\left[\frac{1}{\sqrt{n_{\ell}}} \alpha^{(\ell)}\right]^{T}\left[\frac{1}{\sqrt{n_{\ell}}} \alpha^{(\ell)}\right]\right] \otimes I d_{n_{\ell}}+\beta^{2} \otimes I d_{n_{\ell}} .
\end{aligned}
$$

2. Set $w^{(k)}(t):=\left\|\frac{1}{\sqrt{n_{k}}} W^{(k)}(t)\right\|_{o p}$ and $a^{(k)}(t):=\left\|\frac{1}{\sqrt{n_{k}}} \alpha^{(k)}(t)\right\|_{p^{i n}}$. The identities of the previous step yield the following recursive bounds:

$$
\left\|d_{t}^{(\ell)}\right\|_{p^{i n}} \leq c w^{(\ell)}(t)\left\|d_{t}^{(\ell+1)}\right\|_{p^{i n}},
$$

where $c$ is the Lipschitz constant of $\sigma$. These bounds lead to

$$
\left\|d_{t}^{(\ell)}\right\|_{p^{i n}} \leq c^{L+1-\ell} \prod_{k=\ell}^{L} w^{(k)}(t)\left\|d_{t}\right\|_{p^{i n}}
$$

For the subnetworks NTKs we have the recursive bounds

$$
\begin{aligned}
\left\|\Theta^{(1)}\right\|_{o p} & \leq\left(a^{(0)}(t)\right)^{2}+\beta^{2} . \\
\left\|\Theta^{(\ell+1)}\right\|_{o p} & \leq c^{2}\left(w^{(\ell)}(t)\right)^{2}\left\|\Theta^{(\ell)}\right\|_{o p}+\left(a^{(\ell)}(t)\right)^{2}+\beta^{2},
\end{aligned}
$$

which lead to

$$
\left\|\Theta^{(\ell+1)}\right\|_{o p} \leq \mathcal{P}\left(a^{(1)}, \ldots, a^{(\ell)}, w^{(1)}, \ldots, w^{(\ell)}\right),
$$

where $\mathcal{P}$ is a polynomial which only depends on $\ell, c, \beta$ and $p^{i n}$.
3. Set

$$
\begin{aligned}
\tilde{a}^{(k)}(t) & :=\left\|\frac{1}{\sqrt{n_{k}}}\left(\tilde{\alpha}^{(k)}(t)-\tilde{\alpha}^{(k)}(0)\right)\right\|_{p^{i n}} \\
\tilde{w}^{(k)}(t) & :=\left\|\frac{1}{\sqrt{n_{k}}}\left(W^{(k)}(t)-W^{(k)}(0)\right)\right\|_{o p}
\end{aligned}
$$

and define

$$
A(t)=\sum_{k=1}^{L} a^{(k)}(0)+c \tilde{a}^{(k)}(t)+w^{(k)}(0)+\tilde{w}^{(k)}(t)
$$

Since $a^{(k)}(t) \leq a^{(k)}(0)+c \tilde{a}^{(k)}(t)$ and $w^{(k)}(t) \leq w^{(k)}(0)+\tilde{w}^{(k)}(t)$, controlling $A(t)$ will enable us to control the $a^{(k)}(t)$ and $w^{(k)}(t)$. Using the formula at the beginning of the first step, we obtain

$$
\begin{aligned}
& \partial_{t} \tilde{a}^{(\ell)}(t) \leq \frac{1}{\sqrt{n_{\ell}}}\left\|\Theta^{(\ell)}(t)\right\|_{o p}\left\|d_{t}^{(\ell)}\right\|_{p^{i n}} \\
& \partial_{t} \tilde{w}^{(\ell)}(t) \leq \frac{1}{\sqrt{n_{\ell}}} a^{(\ell)}(t)\left\|d_{t}^{(\ell+1)}\right\|_{p^{i n}}
\end{aligned}
$$

This allows one to bound the derivative of $A(t)$ as follows:

$$
\partial_{t} A(t) \leq \sum_{\ell=1}^{L} \frac{c}{\sqrt{n_{\ell}}}\left\|\Theta^{(\ell)}(t)\right\|_{o p}\left\|d_{t}^{(\ell)}\right\|_{p^{i n}}+\frac{1}{\sqrt{n_{\ell}}} a^{(\ell)}(t)\left\|d_{t}^{(\ell+1)}\right\|_{p^{i n}}
$$

Using the polynomial bounds on $\left\|\Theta^{(\ell)}(t)\right\|_{o p}$ and $\left\|d_{t}^{(\ell+1)}\right\|_{p^{i n}}$ in terms of the $a^{(k)}$ and $w^{(k)}$ for $k=1, \ldots \ell$ obtained in the previous step, we get that

$$
\partial_{t} A(t) \leq \frac{1}{\sqrt{\min \left\{n_{1}, \ldots, n_{L}\right\}}} \mathcal{Q}\left(w^{(1)}(t), \ldots, w^{(L)}(t), a^{(1)}(t), \ldots, a^{(L)}(t)\right)\left\|d_{t}\right\|_{p^{i n}}
$$

where the polynomial $Q$ only depends on $L, c, \beta$ and $p^{i n}$ and has positive coefficients. As a result, we can use $a^{(k)}(t) \leq a^{(k)}(0)+c \tilde{a}^{(k)}(t)$ and $w^{(k)}(t) \leq w^{(k)}(0)+\tilde{w}^{(k)}(t)$ to get the polynomial bound

$$
\partial_{t} A(t) \leq \frac{1}{\sqrt{\min \left\{n_{1}, \ldots, n_{L}\right\}}} \tilde{\mathcal{Q}}(A(t))\left\|d_{t}\right\|_{p^{i n}}
$$

4. Let us now observe that $A(0)$ is stochastically bounded as we take the sequential limit $\lim _{n_{L} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty}$ as in the statement of the lemma. In this limit, we indeed have that $w^{(\ell)}$ and $a^{(\ell)}$ are convergent: we have $w^{(\ell)} \rightarrow 0$, while $a^{(\ell)}$ converges by Proposition B.1.
The polynomial control we obtained on the derivative of $A(t)$ now allows one to use (a nonlinear form of, see e.g. [49]) GrÃ Inwall's Lemma: we obtain that $A(t)$ stays uniformly bounded on $[0, \tau]$ for some $\tau=\tau\left(n_{1}, \ldots, n_{L}\right)>0$, and that $\tau \rightarrow T$ as $\min \left(n_{1}, \ldots, n_{L}\right) \rightarrow \infty$, owing to the $\frac{1}{\sqrt{\min \left\{1, \ldots, n_{L}\right\}}}$ in front of the polynomial. Since $A(t)$ is bounded, the differential bound on $A(t)$ gives that the derivative $\partial_{t} A(t)$ converges uniformly to 0 on $[0, \tau]$ for any $\tau<T$, and hence $A(t) \rightarrow A(0)$. This concludes the proof of the lemma.

## Positive-Definiteness of $\Theta_{\infty}^{(L)}$

This subsection is devoted to the proof of Proposition B.2, which we now recall:
Proposition B.2. For a non-polynomial Lipschitz nonlinearity $\sigma$, for any input dimension $n_{0}$, the restriction of the limiting $N T K \Theta_{\infty}^{(L)}$ to the unit sphere $\mathbb{S}^{n_{0}-1}=\left\{x \in \mathbb{R}^{n_{0}}: x^{T} x=1\right\}$ is positive-definite if $L \geq 2$.

A key ingredient for the proof of Proposition B. 2 is the following Lemma, which comes from 42.

Lemma B. 3 (Lemma 12(a) in suppl. mat. of [42]). Let $\hat{\mu}:[-1,1] \rightarrow \mathbb{R}$ denote the dual of $a$ Lipschitz function $\mu: \mathbb{R} \rightarrow \mathbb{R}$, defined by $\hat{\mu}(\rho)=\mathbb{E}_{(X, Y)}[\mu(X) \mu(Y)]$ where $(X, Y)$ is a centered Gaussian vector of covariance $\Sigma$, with

$$
\Sigma=\left(\begin{array}{ll}
1 & \rho \\
\rho & 1
\end{array}\right)
$$

If the expansion of $\mu$ in Hermite polynomials $\left(h_{i}\right)_{i \geq 0}$ is given by $\mu=\sum_{i=0}^{\infty} a_{i} h_{i}$, we have

$$
\hat{\mu}(\rho)=\sum_{i=0}^{\infty} a_{i}^{2} \rho^{i}
$$

The other key ingredient for proving Proposition B. 2 is the following theorem, which is a slight reformulation of Theorem 1(b) in [77, which itself is a generalization of a classical result of Schönberg:

Theorem B.3. For a function $f:[-1,1] \rightarrow \mathbb{R}$ with $f(\rho)=\sum_{n=0}^{\infty} b_{n} \rho^{n}$, the kernel $K_{f}^{\left(n_{0}\right)}$ : $\mathbb{S}^{n_{0}-1} \times \mathbb{S}^{n_{0}-1} \rightarrow \mathbb{R}$ defined by

$$
K_{f}^{\left(n_{0}\right)}\left(x, x^{\prime}\right)=f\left(x^{T} x^{\prime}\right)
$$

is positive-definite for any $n_{0} \geq 1$ if and only if the coefficients $b_{n}$ are strictly positive for infinitely many even and infinitely many odd integers $n$.

With Lemma B. 3 and Theorem B. 3 above, we are now ready to prove Proposition B. 2 ,
Proof of Proposition B.2. We first decompose the limiting NTK $\Theta^{(L)}$ recursively, relate its positivedefiniteness to that of the activation kernels, then show that the positive-definiteness of the activation kernels at level 2 implies that of the higher levels, and finally show the positive-definiteness at level 2 using Lemma B. 3 and Theorem B. 3 .

1. Observe that for any $L \geq 1$, using the notation of Theorem 2.1, we have

$$
\Theta^{(L+1)}=\dot{\Sigma}^{(L)} \Theta^{(L)}+\Sigma^{(L+1)} .
$$

Note that the kernel $\dot{\Sigma}^{(L)} \Theta^{(L)}$ is positive semi-definite, being the product of two positive semi-definite kernels. Hence, if we show that $\Sigma^{(L+1)}$ is positive-definite, this implies that $\Theta^{(L+1)}$ is positive-definite.
2. By definition, with the notation of Proposition B.1 we have

$$
\Sigma^{(L+1)}\left(x, x^{\prime}\right)=\mathbb{E}_{f \sim \mathcal{N}\left(0, \Sigma^{(L)}\right)}\left[\sigma(f(x)) \sigma\left(f\left(x^{\prime}\right)\right)\right]+\beta^{2}
$$

This gives, for any collection of coefficients $c_{1}, \ldots, c_{d} \in \mathbb{R}$ and any pairwise distinct $x_{1}, \ldots, x_{d} \in$ $\mathbb{R}^{n_{0}}$, that

$$
\sum_{i, j=1}^{d} c_{i} c_{j} \Sigma^{(L+1)}\left(x_{i}, x_{j}\right)=\mathbb{E}\left[\left(\sum_{i} c_{i} \sigma\left(f\left(x_{i}\right)\right)\right)^{2}\right]+\left(\beta \sum_{i} c_{i}\right)^{2}
$$

Hence the left-hand side only vanishes if $\sum c_{i} \sigma\left(f\left(x_{i}\right)\right)$ is almost surely zero. If $\Sigma^{(L)}$ is positive-definite, the Gaussian $\left(f\left(x_{i}\right)\right)_{i=1, \ldots d}$ is non-degenerate, so this only occurs when $c_{1}=\cdots=c_{d}=0$ since $\sigma$ is assumed to be non-constant. This shows that the positivedefiniteness of $\Sigma^{(L+1)}$ is implied by that of $\Sigma^{(L)}$. By induction, if $\Sigma^{(2)}$ is positive-definite, we obtain that all $\Sigma^{(L)}$ with $L \geq 2$ are positive-definite as well. By the first step this hence implies that $\Theta^{(L)}$ is positive-definite as well.
3. By the previous steps, to prove the proposition, it suffices to show the positive-definitess of $\Sigma^{(2)}$ on the unit sphere $\mathbb{S}^{n_{0}-1}$. We have

$$
\Sigma^{(2)}\left(x, x^{\prime}\right)=\mathbb{E}_{(X, Y) \sim \mathcal{N}(0, \tilde{\Sigma})}[\sigma(X) \sigma(Y)]+\beta^{2}
$$

where

$$
\tilde{\Sigma}=\left(\begin{array}{cc}
\frac{1}{n_{0}}+\beta^{2} & \frac{1}{n_{0}} x^{T} x^{\prime}+\beta^{2} \\
\frac{1}{n_{0}} x^{T} x+\beta^{2} & \frac{1}{n_{0}}+\beta^{2}
\end{array}\right)
$$

A change of variables then yields

$$
\begin{equation*}
\mathbb{E}_{(X, Y) \sim \mathcal{N}(0, \tilde{\Sigma})}[\sigma(X) \sigma(Y)]+\beta^{2}=\hat{\mu}\left(\frac{n_{0} \beta^{2}+x^{T} x^{\prime}}{n_{0} \beta^{2}+1}\right)+\beta^{2} \tag{B.1.1}
\end{equation*}
$$

where $\hat{\mu}:[-1,1] \rightarrow \mathbb{R}$ is the dual in the sense of Lemma B.3 of the function $\mu: \mathbb{R} \rightarrow \mathbb{R}$ defined by $\mu(x)=\sigma\left(x \sqrt{\frac{1}{n_{0}}+\beta^{2}}\right)$.
4. Writing the expansion of $\mu$ in Hermite polynomials $\left(h_{i}\right)_{i \geq 0}$

$$
\mu=\sum_{i=0}^{\infty} a_{i} h_{i}
$$

we obtain that $\hat{\mu}$ is given by the power series

$$
\hat{\mu}(\rho)=\sum_{i=0}^{\infty} a_{i}^{2} \rho^{i}
$$

Since $\sigma$ is non-polynomial, so is $\mu$, and as a result, there is an infinite number of nonzero $a_{i}$ 's in the above sum.
5. Using (B.1.1 above, we obtain that

$$
\Sigma^{(2)}\left(x, x^{\prime}\right)=\nu\left(x^{T} x^{\prime}\right)
$$

where $\nu: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
\nu(\rho)=\beta^{2}+\sum_{i=0}^{\infty} a_{i}\left(\frac{n_{0} \beta^{2}+\rho}{n_{0} \beta^{2}+1}\right)^{i}
$$

where the $a_{i}$ 's are the coefficients of the Hermite expansion of $\mu$. Now, observe that by the previous step, the power series expansion of $\nu$ contains both an infinite number of nonzero even terms and an infinite number of nonzero odd terms. This enables one to apply Theorem B. 3 to obtain that $\Sigma^{(2)}$ is indeed positive-definite, thereby concluding the proof.

Remark B.1. Using similar techniques to the one applied in the proof above, one can show a converse to Proposition B.2 if the nonlinearity $\sigma$ is a polynomial, the corresponding NTK $\Theta^{(2)}$ is not positive-definite $\mathbb{S}^{n_{0}-1}$ for certain input dimensions $n_{0}$.

## Appendix C

## The Asymptotic Spectrum of the Hessian of DNN Throughout Training

## C. 1 Proofs

For the proofs of the theorems and propositions presented in the main text, we reformulate the setup of [105]. For a fixed training set $x_{1}, \ldots, x_{N}$, we consider a (possibly random) time-varying training direction $D(t) \in \mathbb{R}^{N n_{L}}$ which describes how each of the outputs must be modified. In the case of gradient descent on a cost $C(Y)$, the training direction is $D(t)=\nabla C(Y(t))$. The parameters are updated according to the differential equation

$$
\partial_{t} \theta(t)=\left(\partial_{\theta} Y(t)\right)^{T} D(t)
$$

Under the condition that $\int_{0}^{T}\|D(t)\|_{2} d t$ is stochastically bounded as the width of the network goes to infinity, the NTK $\Theta^{(L)}$ converges to its fixed limit uniformly over $[0, T]$.

The reason we consider a general training direction (and not only a gradient of a loss) is that we can split a network in two at a layer $\ell$ and the training of the smaller network will be according to the training direction $D_{i}^{(\ell)}(t)$ given by

$$
D_{i}^{(\ell)}(t)=\operatorname{diag}\left(\dot{\sigma}\left(\alpha^{(\ell)}\left(x_{i}\right)\right)\right)\left(\frac{1}{\sqrt{n_{\ell}}} W^{(\ell)}\right)^{T} \ldots \operatorname{diag}\left(\dot{\sigma}\left(\alpha^{(L-1)}\left(x_{i}\right)\right)\right)\left(\frac{1}{\sqrt{n_{L-1}}} W^{(L-1)}\right)^{T} D_{i}(t)
$$

because the derivatives $\dot{\sigma}$ are bounded and by Lemma 1 of the Appendix of [105], this training direction satisfies the constraints even though it is not the gradient of a loss. As a consequence, as $n_{1} \rightarrow \infty, \ldots, n_{\ell-1} \rightarrow \infty$ the NTK of the smaller network $\Theta^{(\ell)}$ also converges to its limit uniformly over $[0, T]$. As we let $n_{\ell} \rightarrow \infty$ the pre-activations $\tilde{\alpha}_{i}^{(\ell)}$ and weights $W_{i j}^{(\ell)}$ move at a rate of $1 / \sqrt{n_{\ell}}$. We will use this rate of change to prove that other types of kernels are constant during training.

When a network is trained with gradient descent on a loss $C$ with BGOSS, the integral $\int_{0}^{T}\|D(t)\|_{2} d t$ is stochastically bounded. Because the loss is decreasing during training, the outputs $Y(t)$ lie in the sublevel set $U_{C(Y(0))}$ for all times $t$. The norm of the gradient is hence bounded for all times $t$. Because the distribution of $Y(0)$ converges to a multivariate Gaussian, $b(C(Y(0)))$ is stochastically bounded as the width grows, where $b(a)$ is a bound on the norm of the gradient on $U_{a}$. We then have the bound $\int_{0}^{T}\|D(t)\|_{2} d t \leq T b(C(Y(0)))$ which is itself stochastically bounded.

For the binary and softmax cross-entropy losses the gradient is uniformly bounded:

Proposition C.1. For the binary cross-entropy loss $C$ and any $Y \in \mathbb{R}^{N},\|\nabla C(Y)\|_{2} \leq \frac{1}{\sqrt{N}}$.
For the softmax cross-entropy loss $C$ on $c \in \mathbb{N}$ classes and any $Y \in \mathbb{R}^{N c},\|\nabla C(Y)\|_{2} \leq \frac{\sqrt{2 c}}{\sqrt{N}}$.
Proof. The binary cross-entropy loss with labels $Y^{*} \in\{0,1\}^{N}$ is

$$
C(Y)=-\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{Y_{i} Y_{i}^{*}}}{1+e^{Y_{i}}}=\frac{1}{N} \sum_{i=1}^{N} \log \left(1+e^{Y_{i}}\right)-Y_{i} Y_{i}^{*}
$$

and the gradient at an input $i$ is

$$
\partial_{i} C(Y)=\frac{1}{N} \frac{e^{Y_{i}}-Y_{i}^{*}\left(1+e^{Y_{i}}\right)}{1+e^{Y_{i}}}
$$

which is bounded in absolute value by $\frac{1}{N}$ for both $Y_{i}^{*}=0,1$ such that $\|\nabla C(Y)\|_{2} \leq \frac{1}{\sqrt{N}}$.
The softmax cross-entropy loss over $c$ classes with labels $Y^{*} \in\{1, \ldots, c\}^{N}$ is defined by

$$
C(Y)=-\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{Y_{i Y_{i}^{*}}}}{\sum_{k=1}^{c} e^{Y_{i k}}}=\frac{1}{N} \sum_{i=1}^{N} \log \left(\sum_{k=1}^{c} e^{Y_{i k}}\right)-Y_{i Y_{i}^{*}}
$$

The gradient is at an input $i$ and output class $m$ is

$$
\partial_{i m} C(Y)=\frac{1}{N}\left(\frac{e^{Y_{i m}}}{\sum_{k=1}^{c} e^{Y_{i k}}}-\delta_{Y_{i}^{*} m}\right)
$$

which is bounded in absolute value by $\frac{2}{N}$ such that $\|\nabla C(Y)\|_{2} \leq \frac{\sqrt{2 c}}{\sqrt{N}}$.

## C. 2 Preliminaries

To study the moments of the matrix $S$, we first have to show that two tensors vanish as $n_{1}, \ldots, n_{L-1} \rightarrow$ $\infty$ :

$$
\begin{aligned}
\Omega_{k_{0}, k_{1}, k_{2}}^{(L)}\left(x_{0}, x_{1}, x_{2}\right) & =\left(\nabla f_{\theta, k_{0}}\left(x_{0}\right)\right)^{T} \mathcal{H} f_{\theta, k_{1}}\left(x_{1}\right) \nabla f_{\theta, k_{2}}\left(x_{2}\right) \\
\Gamma_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}\left(x_{0}, x_{1}, x_{2}, x_{4}\right) & =\left(\nabla f_{\theta, k_{0}}\left(x_{0}\right)\right)^{T} \mathcal{H} f_{\theta, k_{1}}\left(x_{1}\right) \mathcal{H} f_{\theta, k_{2}}\left(x_{2}\right) \nabla f_{\theta, k_{3}}\left(x_{3}\right)
\end{aligned}
$$

We study these tensors recursively, for this, we need a recursive definition for the first derivatives $\partial_{\theta_{p}} f_{\theta, k}(x)$ and second derivatives $\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta, k}(x)$. The value of these derivatives depend on the layer $\ell$ the parameters $\theta_{p}$ and $\theta_{p^{\prime}}$ belong to, and on whether they are connection weights $W_{m k}^{(\ell)}$ or biases $b_{k}^{(\ell)}$. The derivatives with respect to the parameters of the last layer are

$$
\begin{aligned}
\partial_{W_{m k}^{(L-1)}} f_{\theta, k^{\prime}}(x) & =\frac{1}{\sqrt{n_{L-1}}} \alpha_{m}^{(L-1)}(x) \delta_{k k^{\prime}} \\
\partial_{b_{k}^{(L-1)}} f_{\theta, k^{\prime}}(x) & =\beta^{2} \delta_{k k^{\prime}}
\end{aligned}
$$

for parameters $\theta_{p}$ which belong to the lower layers the derivatives can be defined recursively by

$$
\partial_{\theta_{p}} f_{\theta, k}(x)=\frac{1}{\sqrt{n_{L-1}}} \sum_{m=1}^{n_{L-1}} \partial_{\theta_{p}} \tilde{\alpha}_{m}^{(L-1)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L-1)}(x)\right) W_{m k}^{(L-1)}
$$

For the second derivatives, we first note that if either of the parameters $\theta_{p}$ or $\theta_{p^{\prime}}$ are bias of the last layer, or if they are both connection weights of the last layer, then $\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta, k}(x)=0$. Two cases are left: when one parameter is a connection weight of the last layer and the others belong to the lower layers, and when both belong to the lower layers. Both cases can be defined recursively in terms of the first and second derivatives of $\tilde{\alpha}_{m}^{(L-1)}$ :

$$
\begin{aligned}
\partial_{\theta_{p} W_{m k}^{(L)}}^{2} f_{\theta, k^{\prime}}(x) & =\frac{1}{\sqrt{n_{L-1}}} \partial_{\theta_{p}} \tilde{\alpha}_{m}^{(L-1)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L-1)}(x)\right) \delta_{k k^{\prime}} \\
\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta, k^{\prime}}(x) & =\frac{1}{\sqrt{n_{L-1}}} \sum_{m=1}^{n_{L-1}} \partial_{\theta_{p} \theta_{p^{\prime}}}^{2} \tilde{\alpha}_{m}^{(L-1)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L-1)}(x)\right) W_{m k}^{(L-1)} \\
& +\frac{1}{\sqrt{n_{L-1}}} \sum_{m=1}^{n_{L-1}} \partial_{\theta_{p}} \tilde{\alpha}_{m}^{(L-1)}(x) \partial_{\theta_{p^{\prime}}} \tilde{\alpha}_{m}^{(L-1)}(x) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L-1)}(x)\right) W_{m k}^{(L-1)} .
\end{aligned}
$$

Using these recursive definitions, the tensors $\Omega^{(L+1)}$ and $\Gamma^{(L+1)}$ are given in terms of $\Theta^{(L)}, \Omega^{(L)}$ and $\Gamma^{(L)}$, in the same manner that the NTK $\Theta^{(L+1)}$ is defined recursively in terms of $\Theta^{(L)}$ in [105].

Lemma C.1. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, we have uniformly over $[0, T]$

$$
\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \Omega_{k_{0}, k_{1}, k_{2}}^{(L)}\left(x_{0}, x_{1}, x_{2}\right)=0
$$

Proof. The proof is done by induction. When $L=1$ the second derivatives $\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta, k}(x)=0$ and $\Omega_{k_{0}, k_{1}, k_{2}}^{(L)}\left(x_{0}, x_{1}, x_{2}\right)=0$.

For the induction step, we write $\Omega_{k_{0}, k_{1}, k_{2}}^{(\ell+1)}\left(x_{0}, x_{1}, x_{2}\right)$ recursively as

$$
\begin{aligned}
& n_{\ell}^{-3 / 2} \sum_{m_{0}, m_{1}, m_{2}} \Theta_{m_{0}, m_{1}}^{(\ell)}\left(x_{0}, x_{1}\right) \Theta_{m_{1}, m_{2}}^{(\ell)}\left(x_{1}, x_{2}\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(\ell)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(\ell)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(\ell)}\left(x_{2}\right)\right) W_{m_{0} k_{0}}^{(\ell)} W_{m_{1} k_{1}}^{(\ell)} W_{m_{2} k_{2}}^{(\ell)} \\
& +n_{\ell}^{-3 / 2} \sum_{m_{0}, m_{1}, m_{2}} \Omega_{m_{0}, m_{1}, m_{2}}^{(\ell)}\left(x_{0}, x_{1}, x_{2}\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(\ell)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(\ell)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(\ell)}\left(x_{2}\right)\right) W_{m_{0} k_{0}}^{(\ell)} W_{m_{1} k_{1}}^{(\ell)} W_{m_{2} k_{2}}^{(\ell)} \\
& +n_{\ell}^{-3 / 2} \sum_{m_{0}, m_{1}} \Theta_{m_{0}, m_{1}}^{(\ell)}\left(x_{0}, x_{1}\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(\ell)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(\ell)}\left(x_{1}\right)\right) \sigma\left(\tilde{\alpha}_{m_{1}}^{(\ell)}\left(x_{2}\right)\right) W_{m_{0} k_{0}}^{(\ell)} \delta_{k_{1} k_{2}} \\
& +n_{\ell}^{-3 / 2} \sum_{m_{1}, m_{2}} \Theta_{m_{1}, m_{2}}^{(\ell)}\left(x_{1}, x_{2}\right) \sigma\left(\tilde{\alpha}_{m_{1}}^{(\ell)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(\ell)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(\ell)}\left(x_{2}\right)\right) \delta_{k_{0} k_{1}} W_{m_{2} k_{2}}^{(\ell)} .
\end{aligned}
$$

As $n_{1}, \ldots, n_{\ell-1} \rightarrow \infty$ and for any times $t<T$, the NTK $\Theta^{(\ell)}$ converges to its limit while $\Omega^{(\ell)}$ vanishes. The second summand hence vanishes and the others converge to

$$
\begin{aligned}
& n_{\ell}^{-3 / 2} \sum_{m} \Theta_{\infty}^{(\ell)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(\ell)}\left(x_{1}, x_{2}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{2}\right)\right) W_{m k_{0}}^{(\ell)} W_{m k_{1}}^{(\ell)} W_{m k_{2}}^{(\ell)} \\
& +n_{\ell}^{-3 / 2} \sum_{m} \Theta_{\infty}^{(\ell)}\left(x_{0}, x_{1}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{1}\right)\right) \sigma\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{2}\right)\right) W_{m k_{0}}^{(\ell)} \delta_{k_{1} k_{2}} \\
& +n_{\ell}^{-3 / 2} \sum_{m} \Theta_{\infty}^{(\ell)}\left(x_{1}, x_{2}\right) \sigma\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(\ell)}\left(x_{2}\right)\right) \delta_{k_{0} k_{1}} W_{m k_{2}}^{(\ell)}
\end{aligned}
$$

At initialization, all terms vanish as $n_{\ell} \rightarrow \infty$ because all summands are independent with zero mean and finite variance: in the $n_{1} \rightarrow \infty, \ldots, n_{\ell-1} \rightarrow \infty$ limit, the $\tilde{\alpha}_{m}^{(\ell)}(x)$ are independent for different $m$, see [105]. During training, the weights $W^{(\ell)}$ and preactivations $\tilde{\alpha}^{(\ell)}$ move at a rate of $1 / \sqrt{n_{\ell}}$ (see the proof of convergence of the NTK in [105]). Since $\dot{\sigma}$ is Lipschitz, we obtain that the motion during training of each of the sums is of order $n_{\ell}^{-3 / 2+1 / 2}=n_{\ell}^{-1}$. As a result, uniformly over times $t \in[0, T]$, all the sums vanish.

Similarily, we have
Lemma C.2. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, we have uniformly over $[0, T]$

$$
\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \Gamma_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)=0
$$

Proof. The proof is done by induction. When $L=1$ the hessian $\mathcal{H} F^{(1)}=0$, such that $\Gamma_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)=$ 0.

For the induction step, $\Gamma^{(\ell+1)}$ can be defined recursively:

$$
\begin{aligned}
& \Gamma_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L+1)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right) \\
& =n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}} \Gamma_{m_{0}, m_{1}, m_{2}, m_{3}}^{(L)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) \\
& W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}} \Theta_{m_{0}, m_{1}}^{(L)}\left(x_{0}, x_{1}\right) \Omega_{m_{1}, m_{2}, m_{3}}^{(L)}\left(x_{1}, x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}} \Omega_{m_{0}, m_{1}, m_{2}}^{(L)}\left(x_{0}, x_{1}, x_{2}\right) \Theta_{m_{2}, m_{3}}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}} \Theta_{m_{0}, m_{1}}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{m_{1}, m_{2}}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{m_{2}, m_{3}}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{1}, m_{2}, m_{3}} \Omega_{m_{1}, m_{2}, m_{3}}^{(L)}\left(x_{1}, x_{2}, x_{3}\right) \sigma\left(\alpha_{m_{1}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) \\
& \delta_{k_{0} k_{1}} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{1}, m_{2}, m_{3}} \Theta_{m_{1}, m_{2}}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{m_{2}, m_{3}}^{(L)}\left(x_{2}, x_{3}\right) \sigma\left(\alpha_{m_{1}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \ddot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) \\
& \delta_{k_{0} k_{1}} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}} \Omega_{m_{0}, m_{1}, m_{2}}^{(L)}\left(x_{0}, x_{1}, x_{2}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \sigma\left(\alpha_{m_{2}}^{(L)}\left(x_{3}\right)\right) \\
& W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} \delta_{k_{2} k_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}} \Theta_{m_{0}, m_{1}}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{m_{1}, m_{2}}^{(L)}\left(x_{1}, x_{2}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \sigma\left(\alpha_{m_{2}}^{(L)}\left(x_{3}\right)\right) \\
& +n_{L}^{-2} \sum_{m_{1}, m_{2}} \Theta_{m_{1}, m_{2}}^{(L)}\left(x_{1}, x_{2}\right) \sigma\left(\alpha_{m_{1}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m_{2}}^{(L)}\left(x_{2}\right)\right) \sigma\left(\alpha_{m_{2}}^{(L)}\left(x_{3}\right)\right) \delta_{k_{0} k_{1}}^{(L)} \delta_{k_{2} k_{3}}^{(L)} \delta_{k_{2} k_{3}} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{3}} \Theta_{m_{0}, m_{1}}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{m_{1}, m_{3}}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m_{1}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m_{3}}^{(L)}\left(x_{3}\right)\right) \\
& W_{m_{0} k_{0}}^{(L)} \delta_{k_{1} k_{2}} W_{m_{3} k_{3}}^{(L)}
\end{aligned}
$$

As $n_{1}, \ldots, n_{\ell-1} \rightarrow \infty$ and for any times $t<T$, the NTK $\Theta^{(\ell)}$ converges to its limit while $\Omega^{(\ell)}$ and $\Gamma^{(\ell)}$ vanishes. $\Gamma_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L+1)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ therefore converges to:

$$
\begin{aligned}
& +n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{1}\right)\right) \ddot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{3}\right)\right) \\
& +n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \sigma\left(\alpha_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{1}\right)\right) \ddot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{3}\right)\right) \\
& W_{m k_{0}}^{(L)} W_{m k_{1}}^{(L)} W_{m k_{2}}^{(L)} W_{m k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{2}\right)\right) \sigma\left(\alpha_{m}^{(L)}\left(x_{3}\right)\right) \\
& +n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \sigma\left(\alpha_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{2}\right)\right) \sigma\left(\alpha_{m}^{(L)}\left(x_{3}\right)\right) \delta_{k_{0} k_{1} \delta_{k_{2} k_{3}}^{(L)}}^{W_{m k_{0}}^{(L)} W_{m k_{1}}^{(L)} \delta_{k_{2} k_{3}}} \\
& +n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\alpha_{m}^{(L)}\left(x_{3}\right)\right) \\
& W_{m k_{0}}^{(L)} \delta_{k_{1} k_{2}} W_{m k_{3}}^{(L)}
\end{aligned}
$$

For the convergence during training, we proceed similarily to the proof of Lemma C. 1 . At initialization, all terms vanish as $n_{\ell} \rightarrow \infty$ because all summands are independent (after taking the $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ limit) with zero mean and finite variance. During training, the weights $W^{(\ell)}$ and preactivations $\tilde{\alpha}^{(\ell)}$ move at a rate of $1 / \sqrt{n_{\ell}}$ which leads to a change of order $n_{\ell}^{-2+1 / 2}=n_{\ell}^{-1.5}$, which vanishes for all times $t$ too.

## C. 3 The Matrix $S$

We now have the theoretical tools to describe the moments of the matrix $S$. We first give a bound for the rank of $S$ :

Proposition C.2. $\operatorname{Rank}(S) \leq 2\left(n_{1}+\ldots+n_{L-1}\right) N n_{L}$

Proof. We first observe that $S$ is given by a sum of $N n_{L}$ matrices:

$$
S_{p p^{\prime}}=\sum_{i=1}^{N} \sum_{k=1}^{n_{L}} \partial_{i k} C \partial_{\theta_{p} \theta_{p}}^{2} f_{\theta, k}\left(x_{i}\right)
$$

It is therefore sufficiant to show that the rank of each matrices $\mathcal{H} f_{\theta, k}(x)=\left(\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta, k}\left(x_{i}\right)\right)_{p, p^{\prime}}$ is bounded by $2\left(n_{1}+\ldots+n_{L}\right)$.

The derivatives $\partial_{\theta_{p}} f_{\theta, k}(x)$ have different definition depending on whether the parameter $\theta_{p}$ is a connection weight $W_{i j}^{(\ell)}$ or a bias $b_{j}^{(\ell)}$ :

$$
\begin{aligned}
\partial_{W_{i j}^{(\ell)}} f_{\theta, k}(x) & =\frac{1}{\sqrt{n_{\ell}}} \alpha_{i}^{(\ell)}(x ; \theta) \partial_{\tilde{\alpha}_{j}^{(\ell+1)}(x ; \theta)} f_{\theta, k}(x) \\
\partial_{b_{j}^{(\ell)}} f_{\theta, k}(x) & =\beta \partial_{\tilde{\alpha}_{j}^{(\ell+1)}(x ; \theta)} f_{\theta, k}(x)
\end{aligned}
$$

These formulas only depend on $\theta$ through the values $\left(\alpha_{i}^{(\ell)}(x ; \theta)\right)_{\ell, i}$ and $\left(\partial_{\tilde{\alpha}_{i}^{(\ell)}(x ; \theta)} f_{\theta, k}(x)\right)_{\ell, i}$ for $\ell=1, \ldots, L-1$ (note that both $\alpha_{i}^{(0)}(x)=x_{i}$ and $\partial_{\tilde{\alpha}_{i}^{(L)}(x ; \theta)} f_{\theta, k}(x)=\delta_{i k}$ do not depend on $\theta$ ). Together there are $2\left(n_{1}+\ldots+n_{L-1}\right)$ of them. As a consequence, the map $\theta \mapsto\left(\partial_{\theta_{p}} f_{\theta, k}\left(x_{i}\right)\right)_{p}$ can be written as a composition

$$
\theta \in \mathbb{R}^{P} \mapsto\left(\alpha_{i}^{(\ell)}(x ; \theta), \partial_{\tilde{\alpha}_{i}^{(\ell)}(x ; \theta)} f_{\theta, k}(x)\right)_{\ell, i} \in \mathbb{R}^{2\left(n_{1}+\ldots+n_{L-1}\right)} \mapsto\left(\partial_{\theta_{p}} f_{\theta, k}\left(x_{i}\right)\right)_{p} \in \mathbb{R}^{P}
$$

and the matrix $\mathcal{H} f_{\theta, k}(x)$ is equal to the Jacobian of this map. By the chain rule, $\mathcal{H} f_{\theta, k}(x)$ is the matrix multiplication of the Jacobians of the two submaps, whose rank are bounded by $2\left(n_{1}+\ldots+\right.$ $n_{L-1}$ ), hence bounding the rank of $\mathcal{H} f_{\theta, k}(x)$. And because $S$ is a sum of $N n_{L}$ matrices of rank smaller than $2\left(n_{1}+\ldots+n_{L-1}\right)$, the rank of $S$ is bounded by $2\left(n_{1}+\ldots+n_{L-1}\right) N n_{L}$.

## Moments

Let us now prove Proposition C. 3 .
Proposition C.3. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, the first two moments of $S$ take the form

$$
\begin{aligned}
\operatorname{Tr}(S(t)) & =G(t)^{T} \nabla C(t) \\
\operatorname{Tr}\left(S(t)^{2}\right) & =\nabla C(t)^{T} \tilde{\Upsilon}(t) \nabla C(t)
\end{aligned}
$$

- At initialization, $g_{\theta}$ and $f_{\theta}$ converge to a (centered) Gaussian pair with covariances

$$
\begin{aligned}
& \mathbb{E}\left[g_{\theta, k}(x) g_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[g_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[f_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Sigma_{\infty}^{(L)}\left(x, x^{\prime}\right)
\end{aligned}
$$

and during training $g_{\theta}$ evolves according to

$$
\partial_{t} g_{\theta, k}(x)=\sum_{i=1}^{N} \Lambda_{\infty}^{(L)}\left(x, x_{i}\right) \partial_{i k} C(Y(t))
$$

- Uniformly over any interval $[0, T]$ where $\int_{0}^{T}\|\nabla C(t)\|_{2} d t$ is stochastically bounded, the kernel $\Upsilon^{(L)}$ has a deterministic and fixed limit $\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \Upsilon_{k k^{\prime}}^{(L)}\left(x, x^{\prime}\right)=\delta_{k k^{\prime}} \Upsilon_{\infty}^{(L)}\left(x, x^{\prime}\right)$ with limiting kernel:

$$
\Upsilon_{\infty}^{(L)}\left(x, x^{\prime}\right)=\sum_{\ell=1}^{L-1}\left(\Theta_{\infty}^{(\ell)}\left(x, x^{\prime}\right)^{2} \ddot{\Sigma}^{(\ell)}\left(x, x^{\prime}\right)+2 \Theta_{\infty}^{(\ell)}\left(x, x^{\prime}\right) \dot{\Sigma}^{(\ell)}\left(x, x^{\prime}\right)\right) \dot{\Sigma}^{(\ell+1)}\left(x, x^{\prime}\right) \cdots \dot{\Sigma}^{(L-1)}\left(x, x^{\prime}\right)
$$

- The higher moment $k>2$ vanish: $\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \operatorname{Tr}\left(S^{k}\right)=0$.

Proof. The first moment of $S$ takes the form

$$
\operatorname{Tr}(S)=\sum_{p}(\nabla C)^{T} \mathcal{H}_{p, p} Y=(\nabla C)^{T} G
$$

where $G$ is the restriction to the training set of the function $g_{\theta}(x)=\sum_{p} \partial_{\theta_{p} \theta_{p}}^{2} f_{\theta}(x)$. This process is random at initialization and varies during training. Lemma C. 3 below shows that, in the infinite width limit, it is a Gaussian process at initialization which then evolves according to a simple differential equation, hence describing the evolution of the first moment during training.

The second moment of $S$ takes the form:

$$
\begin{aligned}
\operatorname{Tr}\left(S^{2}\right) & =\sum_{p_{1}, p_{2}=1}^{P} \sum_{i_{1}, i_{2}=1}^{N} \partial_{\theta_{p_{1}}, \theta_{p_{2}}}^{2} f_{\theta, k_{1}}\left(x_{1}\right) \partial_{\theta_{p_{2}}, \theta_{p_{1}}}^{2} f_{\theta, k_{2}}\left(x_{2}\right) c_{i_{1}}^{\prime}\left(x_{i_{1}}\right) c_{i_{2}}^{\prime}\left(x_{i_{2}}\right) \\
& =(\nabla C)^{T} \tilde{\Upsilon} \nabla C
\end{aligned}
$$

where $\Upsilon_{k_{1}, k_{2}}^{(L)}\left(x_{1}, x_{2}\right)=\sum_{p_{1}, p_{2}=1}^{P} \partial_{\theta_{p_{1}}, \theta_{p_{2}}}^{2} f_{\theta, k_{1}}\left(x_{1}\right) \partial_{\theta_{p_{2}}, \theta_{p_{1}}}^{2} f_{\theta, k_{2}}\left(x_{2}\right)$ is a multidimensional kernel and $\tilde{\Upsilon}$ is its Gram matrix. Lemma C.4 below shows that in the infinite-width limit, $\Upsilon_{k_{1}, k_{2}}^{(L)}\left(x_{1}, x_{2}\right)$ converges to a deterministic and time-independent limit $\Upsilon_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \delta_{k_{1} k_{2}}$.

To show that $\operatorname{Tr}\left(S^{k}\right) \rightarrow 0$ for all $k>2$, it suffices to show that $\left\|S^{2}\right\|_{F} \rightarrow 0$ as $\left|\operatorname{Tr}\left(S^{k}\right)\right|<$ $\left\|S^{2}\right\|_{F}\|S\|_{F}^{k-2}$ and we know that $\|S\|_{F} \rightarrow\left(\partial_{Y} C\right)^{T} \tilde{\Upsilon} \partial_{Y} C$ is finite. We have that

$$
\begin{aligned}
\left\|S^{2}\right\|_{F} & =\sum_{i_{0}, i_{1}, i_{2}, i_{3}=1}^{N} \sum_{k_{0}, k_{1}, k_{2}, k_{3}=1}^{n_{L}} \Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right) \partial_{f_{\theta, k_{0}\left(x_{i_{0}}\right)} C \partial_{f_{\theta, k_{1}\left(x_{i_{1}}\right)} C} C} \\
& =\tilde{\Psi} \cdot\left(\partial_{Y} C\right)^{\otimes 4}
\end{aligned}
$$

for $\tilde{\Psi}$ the $N n_{L} \times N n_{L} \times N n_{L} \times N n_{L}$ finite version of

$$
\begin{array}{r}
\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)=\sum_{p_{0}, p_{1}, p_{2}, p_{3}=1}^{P} \partial_{\theta_{p_{0}}, \theta_{p_{1}}}^{2} f_{\theta, k_{0}}\left(x_{0}\right) \partial_{\theta_{p_{1}}, \theta_{p_{2}}}^{2} f_{\theta, k_{1}}\left(x_{1}\right) \\
\partial_{\theta_{p_{2}}, \theta_{p_{3}}}^{2} f_{\theta, k_{2}}\left(x_{2}\right) \partial_{\theta_{p_{3}}, \theta_{p_{0}}}^{2} f_{\theta, k_{3}}\left(x_{3}\right)
\end{array}
$$

which vanishes in the infinite width limit by Lemma C. 5 below.

Lemma C.3. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, at initialization $g_{\theta}$ and $f_{\theta}$ converge to a (centered) Gaussian pair with covariances

$$
\begin{aligned}
& \mathbb{E}\left[g_{\theta, k}(x) g_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[g_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[f_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right)\right]=\delta_{k k^{\prime}} \Sigma_{\infty}^{(L)}\left(x, x^{\prime}\right)
\end{aligned}
$$

and during training $g_{\theta}$ evolves according to

$$
\partial_{t} g_{\theta}(x)=\sum_{i=1}^{N} \Lambda_{\infty}^{(L)}\left(x, x_{i}\right) D_{i}(t)
$$

Proof. When $L=1, g_{\theta}(x)$ is 0 for any $x$ and $\theta$.
For the inductive step, the trace $g_{\theta, k}^{(L+1)}(x)$ is defined recursively as

$$
\frac{1}{\sqrt{n_{L}}} \sum_{m=1}^{n_{L}} g_{\theta, m}^{(L)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) W_{m k}^{(L)}+\operatorname{Tr}\left(\nabla f_{\theta, m}(x)\left(\nabla f_{\theta, m}(x)\right)^{T}\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) W_{m k}^{(L)}
$$

First note that $\operatorname{Tr}\left(\nabla f_{\theta, m}(x)\left(\nabla f_{\theta, m}(x)\right)^{T}\right)=\Theta_{m m}^{(L)}(x, x)$. Now let $n_{1}, \ldots n_{L-1} \rightarrow \infty$, by the induction hypothesis, the pairs $\left(g_{\theta, m}^{(L)}, \tilde{\alpha}_{m}^{(L)}\right)$ converge to iid Gaussian pairs of processes with covariance $\Phi_{\infty}^{(L)}$ at initialization.

At initialization, conditioned on the values of $g_{m}^{(L)}, \tilde{\alpha}_{m}^{(L)}$ the pairs $\left(g_{k}^{(L+1)}, f_{\theta}\right)$ follow a centered Gaussian distribution with (conditioned) covariance

$$
\begin{array}{r}
\mathbb{E}\left[g_{\theta, k}^{(L+1)}(x) g_{\theta, k^{\prime}}^{(L+1)}\left(x^{\prime}\right) \mid g_{\theta, m}^{(L)}, \tilde{\alpha}_{m}^{(L)}\right]= \\
\frac{\delta_{k k^{\prime}}}{n_{L}} \sum_{m=1}^{n_{L}}\left(g_{\theta, m}^{(L)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right)+\Theta_{\infty}^{(L)}(x, x) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right)\right) \\
\mathbb{E}\left[g_{\theta, k}^{(L+1)}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right) \mid g_{\theta, m}^{(L)}\left(x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right)+\Theta_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right)\right) \\
n_{L} \sum_{m=1}^{\delta_{k k^{\prime}}}\left(g_{\theta, m}^{(L)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right)+\Theta_{\infty}^{(L)}(x, x) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right)\right) \\
\sigma\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) \\
\mathbb{E}\left[f_{\theta, k}(x) f_{\theta, k^{\prime}}\left(x^{\prime}\right) \mid g_{\theta, m}^{(L)}, \tilde{\alpha}_{m}^{(L)}\right]=\frac{\delta_{k k^{\prime}}}{n_{L}} \sum_{m=1}^{n_{L}} \sigma\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \sigma\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right)+\beta^{2} .
\end{array}
$$

As $n_{L} \rightarrow \infty$, by the law of large number, these (random) covariances converge to their expectations which are deterministic, hence the pairs $\left(g_{k}^{(L+1)}, f_{\theta k}\right)$ have asymptotically the same Gaussian distribution independent of $g_{m}^{(L)}, \tilde{\alpha}_{m}^{(L)}$ :

$$
\begin{aligned}
& \mathbb{E}\left[g_{\theta, k}^{(L)}(x) g_{\theta, k^{\prime}}^{(L)}\left(x^{\prime}\right)\right] \rightarrow \delta_{k k^{\prime}} \Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& \mathbb{E}\left[g_{\theta, k}^{(L)}(x) f_{\theta, k^{\prime}}^{(L)}\left(x^{\prime}\right)\right] \rightarrow \delta_{k k^{\prime}} \Phi_{\infty}^{(L)}(x, x)
\end{aligned}
$$

$$
\mathbb{E}\left[f_{\theta, k}^{(L)}(x) f_{\theta, k^{\prime}}^{(L)}\left(x^{\prime}\right)\right] \rightarrow \delta_{k k^{\prime}} \Sigma_{\infty}^{(L)}(x, x)
$$

with $\Xi_{\infty}^{(1)}\left(x, x^{\prime}\right)=\Phi_{\infty}^{(1)}\left(x, x^{\prime}\right)=0$ and

$$
\begin{aligned}
\Xi_{\infty}^{(L+1)}\left(x, x^{\prime}\right) & =\mathbb{E}\left[g g^{\prime} \dot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right] \\
& +\Theta_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \mathbb{E}\left[g \dot{\sigma}(\alpha) \ddot{\sigma}\left(\alpha^{\prime}\right)\right] \\
& +\Theta_{\infty}^{(L)}(x, x) \mathbb{E}\left[g^{\prime} \dot{\sigma}\left(\alpha^{\prime}\right) \ddot{\sigma}(\alpha)\right] \\
& +\Theta_{\infty}^{(L)}(x, x) \Theta_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \mathbb{E}\left[\ddot{\sigma}\left(\alpha^{\prime}\right) \ddot{\sigma}(\alpha)\right] \\
& =\Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)+\left(\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \Phi_{\infty}^{(L)}\left(x^{\prime}, x\right)+\Phi_{\infty}^{(L)}(x, x) \Phi_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right)\right) \ddot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
& +\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \Phi_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \mathbb{E}\left[\dot{\sigma}(\alpha) \dddot{\sigma}\left(\alpha^{\prime}\right)\right]+\Phi_{\infty}^{(L)}(x, x) \Phi_{\infty}^{(L)}\left(x^{\prime}, x\right) \mathbb{E}\left[\dddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right] \\
& +\Theta_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right)\left(\Phi_{\infty}^{(L)}(x, x) \ddot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)+\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \mathbb{E}\left[\dot{\sigma}(\alpha) \dddot{\sigma}\left(\alpha^{\prime}\right)\right]\right) \\
& +\Theta_{\infty}^{(L)}(x, x)\left(\Phi_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \ddot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)+\Phi_{\infty}^{(L)}\left(x^{\prime}, x\right) \mathbb{E}\left[\dddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right]\right) \\
& +\Theta_{\infty}^{(L)}(x, x) \Theta_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \ddot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{\infty}^{(L+1)}\left(x, x^{\prime}\right) & =\mathbb{E}\left[g \dot{\sigma}(\alpha) \sigma\left(\alpha^{\prime}\right)\right]+\Theta_{\infty}^{(L)}(x, x) \mathbb{E}\left[\ddot{\sigma}(\alpha) \sigma\left(\alpha^{\prime}\right)\right] \\
& =\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}^{(L+1)}\left(x, x^{\prime}\right)+\left(\Phi_{\infty}^{(L)}(x, x)+\Theta_{\infty}^{(L)}(x, x)\right) \mathbb{E}\left[\ddot{\sigma}(\alpha) \sigma\left(\alpha^{\prime}\right)\right]
\end{aligned}
$$

where $\left(g, g^{\prime}, \alpha, \alpha^{\prime}\right)$ is a Gaussian quadruple of covariance

$$
\left(\begin{array}{cccc}
\Xi_{\infty}^{(L)}(x, x) & \Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) & \Phi_{\infty}^{(L)}(x, x) & \Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
\Xi_{\infty}^{(L)}\left(x, x^{\prime}\right) & \Xi_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) & \Phi_{\infty}^{(L)}\left(x^{\prime}, x\right) & \Phi_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) \\
\Phi_{\infty}^{(L)}(x, x) & \Phi_{\infty}^{(L)}\left(x^{\prime}, x\right) & \Sigma_{\infty}^{(L)}(x, x) & \Sigma_{\infty}^{(L)}\left(x, x^{\prime}\right) \\
\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) & \Phi_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right) & \Sigma_{\infty}^{(L)}\left(x, x^{\prime}\right) & \Sigma_{\infty}^{(L)}\left(x^{\prime}, x^{\prime}\right)
\end{array}\right)
$$

During training, the parameters follow the gradient $\partial_{t} \theta(t)=\left(\partial_{\theta} Y(t)\right)^{T} D(t)$. By the induction hypothesis, the traces $g_{\theta, m}^{(L)}$ then evolve according to the differential equation

$$
\partial_{t} g_{\theta, m}^{(L)}(x)=\frac{1}{\sqrt{n_{L}}} \sum_{i=1}^{N} \sum_{m=1}^{n_{L}} \Lambda_{m m^{\prime}}^{(L)}\left(x, x_{i}\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}(x)\right)\left(W_{m^{\prime}}^{(L)}\right)^{T} D_{i}(t)
$$

and in the limit as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, the kernel $\Lambda_{m m^{\prime}}^{(L)}\left(x, x_{i}\right)$ converges to a deterministic and fixed limit $\delta_{m m^{\prime}} \Lambda_{\infty}^{(L)}\left(x, x_{i}\right)$. Note that as $n_{L}$ grows, the $g_{\theta, m}^{(L)}(x)$ move at a rate of $1 / \sqrt{n_{L}}$ just like the pre-activations $\tilde{\alpha}_{m}^{(L)}$. Even though they move less and less, together they affect the trace $g_{\theta, k}^{(L+1)}$ which follows the differential equation

$$
\partial_{t} g_{\theta, k}^{(L+1)}(x)=\sum_{i=1}^{N} \sum_{k^{\prime}=1}^{n_{L}} \Lambda_{k k^{\prime}}^{(L+1)}\left(x, x_{i}\right) D_{i k^{\prime}}(t)
$$

where

$$
\begin{aligned}
\Lambda_{k k^{\prime}}^{(L+1)}\left(x, x^{\prime}\right) & =\frac{1}{n_{L}} \sum_{m, m^{\prime}} \Lambda_{m m^{\prime}}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m, m^{\prime}} g_{\theta, m}^{(L)}(x) \Theta_{m m^{\prime}}^{(L)}\left(x, x^{\prime}\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m} g_{\theta, m}^{(L)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \sigma\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) \delta_{k k^{\prime}} \\
& +\frac{2}{n_{L}} \sum_{m, m^{\prime}} \Omega_{m^{\prime} m m}^{(L)}\left(x^{\prime}, x, x\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m, m^{\prime}} \Theta_{m m}^{(L)}(x, x) \Theta_{m m^{\prime}}^{(L)}\left(x, x^{\prime}\right) \dddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m} \Theta_{m m}^{(L)}(x, x) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \sigma\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) \delta_{k k^{\prime}} .
\end{aligned}
$$

As $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, the kernels $\Theta_{m m^{\prime}}^{(L)}\left(x, x^{\prime}\right)$ and $\Lambda_{m m^{\prime}}^{(L)}\left(x, x^{\prime}\right)$ converge to their limit and $\Omega_{m^{\prime} m m}^{(L)}\left(x^{\prime}, x, x\right)$ vanishes:

$$
\begin{aligned}
\Lambda_{k k^{\prime}}^{(L)}\left(x, x^{\prime}\right) & \rightarrow \frac{1}{n_{L}} \sum_{m} \Lambda_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m} g_{\theta, m}^{(L)}(x) \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m} g_{\theta, m}^{(L)}(x) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \sigma\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) \delta_{k k^{\prime}} \\
& +\frac{1}{n_{L}} \sum_{m} \Theta_{\infty}^{(L)}(x, x) \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m} \Theta_{\infty}^{(L)}(x, x) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \sigma\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) \delta_{k k^{\prime}}
\end{aligned}
$$

By the law of large numbers, as $n_{L} \rightarrow \infty$, at initialization $\Lambda_{k k^{\prime}}^{(L+1)}\left(x, x^{\prime}\right) \rightarrow \delta_{k k^{\prime}} \Lambda_{\infty}^{(L+1)}\left(x, x^{\prime}\right)$ where

$$
\begin{aligned}
\Lambda_{\infty}^{(L+1)}\left(x, x^{\prime}\right) & =\Lambda_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(L+1)}\left(x, x^{\prime}\right) \\
& +\Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \mathbb{E}\left[g \ddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right] \\
& +\mathbb{E}\left[g \dot{\sigma}(\alpha) \sigma\left(\alpha^{\prime}\right)\right] \\
& +\Theta_{\infty}^{(L)}(x, x) \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \mathbb{E}\left[\dddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right] \\
& +\Theta_{\infty}^{(L)}(x, x) \mathbb{E}\left[\ddot{\sigma}(\alpha) \sigma\left(\alpha^{\prime}\right)\right] \\
& =\Lambda_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(L+1)}\left(x, x^{\prime}\right) \\
& +\Theta_{\infty}^{(L)}\left(x, x^{\prime}\right)\left(\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \ddot{\Sigma}_{\infty}^{(L+1)}\left(x, x^{\prime}\right)+\Phi_{\infty}^{(L)}(x, x) \mathbb{E}\left[\dddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right]\right) \\
& +\Phi_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(L+1)}\left(x, x^{\prime}\right)+\Phi_{\infty}^{(L)}(x, x) \mathbb{E}\left[\ddot{\sigma}(\alpha) \sigma\left(\alpha^{\prime}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\Theta_{\infty}^{(L)}(x, x) \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \mathbb{E}\left[\dddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right] \\
& +\Theta_{\infty}^{(L)}(x, x) \mathbb{E}\left[\ddot{\sigma}(\alpha) \dot{\sigma}\left(\alpha^{\prime}\right)\right]
\end{aligned}
$$

During training $\Theta_{\infty}^{(L)}$ and $\Lambda_{\infty}^{(L)}$ are fixed in the limit $n_{1}, . ., n_{L-1} \rightarrow \infty$, and the values $g_{\theta, m}^{(L)}(x)$, $\tilde{\alpha}_{m}^{(L)}(x)$ and $W_{m k}^{(L)}$ vary at a rate of $1 / \sqrt{n_{L}}$ which induce a change of the same rate to $\Lambda_{k k^{\prime}}^{(L)}\left(x, x^{\prime}\right)$, which is therefore asymptotically fixed during training as $n_{L} \rightarrow \infty$.

The next lemma describes the asymptotic limit of the kernel $\Upsilon^{(L)}$ :
Lemma C.4. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, the second moment of the Hessian of the realization function $\mathcal{H} F^{(L)}$ converges uniformly over $[0, T]$ to a fixed limit as $n_{1}, \ldots n_{L-1} \rightarrow \infty$
$\Upsilon_{k k^{\prime}}^{(L)}\left(x, x^{\prime}\right) \rightarrow \delta_{k k^{\prime}} \sum_{\ell=1}^{L-1}\left(\Theta_{\infty}^{(\ell)}\left(x, x^{\prime}\right)^{2} \ddot{\Sigma}_{\infty}^{(\ell)}\left(x, x^{\prime}\right)+2 \Theta_{\infty}^{(\ell)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(\ell)}\left(x, x^{\prime}\right)\right) \dot{\Sigma}_{\infty}^{(\ell+1)}\left(x, x^{\prime}\right) \cdots \dot{\Sigma}_{\infty}^{(L-1)}\left(x, x^{\prime}\right)$.
Proof. The proof is by induction on the depth $L$. The case $L=1$ is trivially true because $\partial_{\theta_{p} \theta_{p^{\prime}}}^{2} f_{\theta, k}(x)=0$ for all $p, p^{\prime}, k, x$. For the induction step we observe that

$$
\begin{aligned}
& \Upsilon_{k, k^{\prime}}^{(L)}\left(x, x^{\prime}\right) \\
& =\sum_{p_{1}, p_{2}=1}^{P} \partial_{\theta_{p_{1}}, \theta_{p_{2}}}^{2} f_{\theta, k}(x) \partial_{\theta_{p_{2}}, \theta_{p_{1}}}^{2} f_{\theta, k^{\prime}}\left(x^{\prime}\right) \\
& =\frac{1}{n_{L}} \sum_{m, m^{\prime}=1}^{n_{L}} \Upsilon_{m, m^{\prime}}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m, m^{\prime}=1}^{n_{L}} \Omega_{m^{\prime}, m, m^{\prime}}^{(L)}\left(x^{\prime}, x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m, m^{\prime}=1}^{n_{L}} \Omega_{m, m^{\prime}, m}^{(L)}\left(x, x^{\prime}, x\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m, m^{\prime}=1}^{n_{L}} \Theta_{m, m^{\prime}}^{(L)}\left(x, x^{\prime}\right) \Theta_{m^{\prime}, m}^{(L)}\left(x^{\prime}, x\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m^{\prime} k^{\prime}}^{(L)} \\
& +\frac{2}{n_{L}} \sum_{m=1}^{n_{L}} \Theta_{m, m^{\prime}}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x^{\prime}\right)\right) \delta_{k k^{\prime}}
\end{aligned}
$$

if we now let the width of the lower layers grow to infinity $n_{1}, \ldots n_{L-1} \rightarrow \infty$, the tensor $\Omega^{(L)}$ vanishes and $\Upsilon_{m, m^{\prime}}^{(L)}$ and the NTK $\Theta_{m, m^{\prime}}^{(L)}$ converge to limits which are non-zero only when $m=m^{\prime}$. As a result, the term above converges to

$$
\begin{aligned}
& \frac{1}{n_{L}} \sum_{m=1}^{n_{L}} \Upsilon_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m k^{\prime}}^{(L)} \\
& +\frac{1}{n_{L}} \sum_{m=1}^{n_{L}} \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right)^{2} \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) W_{m k}^{(L)} W_{m k^{\prime}}^{(L)}
\end{aligned}
$$

$$
+\frac{2}{n_{L}} \sum_{m=1}^{n_{L}} \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x^{\prime}\right)\right) \delta_{k k^{\prime}}
$$

At initialization, we can apply the law of large numbers as $n_{L} \rightarrow \infty$ such that it converges to $\Upsilon_{\infty}^{(L+1)}\left(x, x^{\prime}\right) \delta_{k k^{\prime}}$, for the kernel $\Upsilon_{\infty}^{(L+1)}\left(x, x^{\prime}\right)$ defined recursively by

$$
\Upsilon_{\infty}^{(L+1)}\left(x, x^{\prime}\right)=\Upsilon_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)+\Theta_{\infty}^{(L)}\left(x, x^{\prime}\right)^{2} \ddot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)+2 \Theta_{\infty}^{(L)}\left(x, x^{\prime}\right) \dot{\Sigma}_{\infty}^{(L)}\left(x, x^{\prime}\right)
$$

and $\Upsilon_{\infty}^{(1)}\left(x, x^{\prime}\right)=0$.
For the convergence during training, we proceed similarily to the proof of Lemma C. 1 the activations $\tilde{\alpha}_{m}^{(L)}(x)$ and weights $W_{m k}^{(L)}$ move at a rate of $1 / \sqrt{n_{L}}$ and the change to $\Upsilon_{k k^{\prime}}^{(L+1)}$ is therefore of order $1 / \sqrt{n_{L}}$ and vanishes as $n_{L} \rightarrow 0$.

Finally, the next lemma shows the vanishing of the tensor $\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}$ to prove that the higher moments of $S$ vanish.

Lemma C.5. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, uniformly over $[0, T]$

$$
\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)=0
$$

Proof. When $L=1$ the Hessian is zero and $\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(1)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)=0$.
For the induction step, we write $\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L+1)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)$ recursively, because it contains many terms, we change the notation, writing $\left[\begin{array}{cc}x_{0} & x_{1} \\ m_{0} & m_{1}\end{array}\right]$ for $\Theta_{m_{0}, m_{1}}^{(L)}\left(x_{0}, x_{1}\right),\left[\begin{array}{ccc}x_{0} & x_{1} & x_{2} \\ m_{0} & m_{1} & m_{2}\end{array}\right]$ for $\Omega_{m_{0}, m_{1}, m_{2}}^{(L)}\left(x_{0}, x_{1}, x_{2}\right)$ and $\left[\begin{array}{cccc}x_{0} & x_{1} & x_{2} & x_{3} \\ m_{0} & m_{1} & m_{2} & m_{3}\end{array}\right]$ for $\Gamma_{m_{0}, m_{1}, m_{2}, m_{3}}^{(L)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$. The value $\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L+1)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)$ is then equal to

$$
\begin{aligned}
& n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}} \Psi_{m_{0}, m_{1}, m_{2}, m_{3}}^{(L)}\left(x_{0}, x_{1}, x_{2}, x_{3}\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m_{1}
\end{array}\right]\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{ccc}
x_{0} & x_{1} & x_{2} \\
m_{0} & m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m_{1}
\end{array}\right]\left[\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)}
\end{aligned}
$$

$$
\begin{aligned}
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m_{1}
\end{array}\right]\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{ccc}
x_{2} & x_{3} & x_{0} \\
m_{2} & m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{ccc}
x_{3} & x_{0} & x_{1} \\
m_{3} & m_{0} & m_{1}
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{ccc}
x_{0} & x_{1} & x_{2} \\
m_{0} & m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{ccc}
x_{2} & x_{3} & x_{0} \\
m_{2} & m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{ccc}
x_{3} & x_{0} & x_{1} \\
m_{3} & m_{0} & m_{1}
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cccc}
x_{0} & x_{1} & x_{2} & x_{3} \\
m_{0} & m_{1} & m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m_{1}
\end{array}\right]\left[\begin{array}{cccc}
x_{1} & x_{2} & x_{3} & x_{0} \\
m_{1} & m_{2} & m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{cccc}
x_{2} & x_{3} & x_{0} & x_{1} \\
m_{2} & m_{3} & m_{0} & m_{1}
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m_{0}, m_{1}, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cccc}
x_{3} & x_{0} & x_{1} & x_{2} \\
m_{3} & m_{0} & m_{1} & m_{2}
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \\
& +n_{L}^{-2} \sum_{m, m_{1}, m_{2}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m & m_{1}
\end{array}\right]\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} \delta_{k_{0} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{1} & x_{2} \\
m & m_{2}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{0} k_{1}}
\end{aligned}
$$

$$
\begin{aligned}
& +n_{L}^{-2} \sum_{m, m_{3}, m_{0}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{1} k_{2}} \\
& +n_{L}^{-2} \sum_{m, m_{0}, m_{1}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m_{1}
\end{array}\right]\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} \delta_{k_{2} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m_{1}, m_{2}}\left[\begin{array}{ccc}
x_{0} & x_{1} & x_{2} \\
m & m_{1} & m_{2}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m_{2} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} \delta_{k_{0} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m_{2}, m_{3}}\left[\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
m & m_{2} & m_{3}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m_{3} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{0} k_{1}} \\
& +n_{L}^{-2} \sum_{m, m_{3}, m_{0}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m_{0} & m
\end{array}\right]\left[\begin{array}{ccc}
x_{2} & x_{3} & x_{0} \\
m & m_{3} & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{1} k_{2}} \\
& +n_{L}^{-2} \sum_{m, m_{0}, m_{1}}\left[\begin{array}{cc}
x_{1} & x_{2} \\
m_{1} & m
\end{array}\right]\left[\begin{array}{ccc}
x_{3} & x_{0} & x_{1} \\
m & m_{0} & m_{1}
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} \delta_{k_{2} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m_{1}, m_{2}}\left[\begin{array}{cc}
x_{0} & x_{1} \\
m & m_{1}
\end{array}\right]\left[\begin{array}{ccc}
x_{1} & x_{2} & x_{3} \\
m_{1} & m_{2} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} \delta_{k_{0} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m_{2}, m_{3}}\left[\begin{array}{cc}
x_{1} & x_{2} \\
m & m_{2}
\end{array}\right]\left[\begin{array}{ccc}
x_{2} & x_{3} & x_{0} \\
m_{2} & m_{3} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
& \ddot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{0} k_{1}} \\
& +n_{L}^{-2} \sum_{m, m_{3}, m_{0}}\left[\begin{array}{cc}
x_{2} & x_{3} \\
m & m_{3}
\end{array}\right]\left[\begin{array}{ccc}
x_{3} & x_{0} & x_{1} \\
m_{3} & m_{0} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{1} k_{2}} \\
& +n_{L}^{-2} \sum_{m, m_{0}, m_{1}}\left[\begin{array}{ccc}
x_{0} & x_{1} & x_{2} \\
m_{0} & m_{1} & m
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m & m_{0}
\end{array}\right] \ddot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \\
& \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m_{0} k_{0}}^{(L)} W_{m_{1} k_{1}}^{(L)} \delta_{k_{2} k_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& +n_{L}^{-2} \sum_{m, m_{1}, m_{2}}\left[\begin{array}{llll}
x_{0} & x_{1} & x_{2} & x_{3} \\
m & m_{1} & m_{2} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) \\
& W_{m_{1} k_{1}}^{(L)} W_{m_{2} k_{2}}^{(L)} \delta_{k_{0} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m_{2}, m_{3}}\left[\begin{array}{llll}
x_{1} & x_{2} & x_{3} & x_{0} \\
m & m_{2} & m_{3} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{2}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) \\
& W_{m_{2} k_{2}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{0} k_{1}} \\
& +n_{L}^{-2} \sum_{m, m_{3}, m_{0}}\left[\begin{array}{llll}
x_{2} & x_{3} & x_{0} & x_{1} \\
m & m_{3} & m_{0} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{3}}^{(L)}\left(x_{3}\right)\right) \\
& W_{m_{0} k_{0}}^{(L)} W_{m_{3} k_{3}}^{(L)} \delta_{k_{1} k_{2}} \\
& +n_{L}^{-2} \sum_{m, m_{0}, m_{1}}\left[\begin{array}{lll}
x_{3} & x_{0} & x_{1} \\
m & x_{2} \\
m_{1} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m_{0}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m_{1}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) \\
& +n_{m_{1} k_{1}}^{-2} \delta_{k_{2} k_{3}} \\
& +\sum_{m, m^{\prime}}\left[\begin{array}{ll}
x_{0} & x_{1} \\
m & m^{\prime}
\end{array}\right]\left[\begin{array}{cc}
x_{2} & x_{3} \\
m^{\prime} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) \\
& \delta_{k_{0} k_{1}} \delta_{k_{2} k_{3}} \\
& +n_{L}^{-2} \sum_{m, m^{\prime}}\left[\begin{array}{ll}
x_{1} & x_{2} \\
m & m^{\prime}
\end{array}\right]\left[\begin{array}{cc}
x_{3} & x_{0} \\
m^{\prime} & m
\end{array}\right] \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m^{\prime}}^{(L)}\left(x_{3}\right)\right) \\
& \delta_{k_{0} k_{3}} \delta_{k_{1} k_{2}}
\end{aligned}
$$

Even though this is a very large formula one can notice that most terms are "rotation of each other". Moreover, as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$, all terms containing either an $\Psi^{(L)}$, an $\Omega^{(L)}$ or a $\Gamma^{(L)}$ vanish. For the remaining terms, we may replace the NTKs $\Theta^{(L)}$ by their limit and as a result $\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L+1)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)$ converges to

$$
\begin{array}{r}
n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \Theta_{\infty}^{(L)}\left(x_{3}, x_{0}\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
\ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m k_{0}}^{(L)} W_{m k_{1}}^{(L)} W_{m k_{2}}^{(L)} W_{m k_{3}}^{(L)} \\
+n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
\ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m k_{1}}^{(L)} W_{m k_{2}}^{(L)} \delta_{k_{0} k_{3}} \\
+n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \Theta_{\infty}^{(L)}\left(x_{3}, x_{0}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
\left.\left.+n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \Theta_{\infty}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(x_{3}, x_{0}\right) \ddot{\alpha}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m k_{2}}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
\dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m k_{0}}^{(L)} W_{m k_{3}}^{(L)} \delta_{k_{1} k_{2}}
\end{array}
$$

$$
\begin{gathered}
+n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{3}, x_{0}\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \ddot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
\dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) W_{m k_{0}}^{(L)} W_{m k_{1}}^{(L)} \delta_{k_{2} k_{3}} \\
+n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{0}, x_{1}\right) \Theta_{\infty}^{(L)}\left(x_{2}, x_{3}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right) \\
\dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) \delta_{k_{0} k_{1} \delta_{k_{2} k_{3}}}^{+n_{L}^{-2} \sum_{m} \Theta_{\infty}^{(L)}\left(x_{1}, x_{2}\right) \Theta_{\infty}^{(L)}\left(x_{3}, x_{0}\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{0}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{1}\right)\right)} \\
\dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{2}\right)\right) \dot{\sigma}\left(\tilde{\alpha}_{m}^{(L)}\left(x_{3}\right)\right) \delta_{k_{0} k_{3}} \delta_{k_{1} k_{2}}
\end{gathered}
$$

And all these sums vanish as $n_{L} \rightarrow \infty$ thanks to the prefactor $n_{L}^{-2}$, proving the vanishing of $\Psi_{k_{0}, k_{1}, k_{2}, k_{3}}^{(L+1)}\left(x_{i_{0}}, x_{i_{1}}, x_{i_{2}}, x_{i_{3}}\right)$ in the infinite width limit.

During training, the activations $\tilde{\alpha}_{m}^{(L)}(x)$ and weights $W_{m k}^{(L)}$ move at a rate of $1 / \sqrt{n_{L}}$ which induces a change to $\Psi^{(L+1)}$ of order $n_{L}^{-3 / 2}$ which vanishes in the infinite width limit.

## C. 4 Orthogonality of $I$ and $S$

From Lemma C. 2 and the vanishing of the tensor $\Gamma^{(L)}$ as proven in Lemma C.2 we can easily prove the orthogonality of $I$ and $S$ of Proposition C.4

Proposition C.4. For any loss $C$ with $B G O S S$ and $\sigma \in C_{b}^{4}(\mathbb{R})$, we have uniformly over $[0, T]$

$$
\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty}\|I S\|_{F}=0 .
$$

As a consequence $\lim _{n_{L-1} \rightarrow \infty} \cdots \lim _{n_{1} \rightarrow \infty} \operatorname{Tr}\left([I+S]^{k}\right)-\left[\operatorname{Tr}\left(I^{k}\right)+\operatorname{Tr}\left(S^{k}\right)\right]=0$.
Proof. The Frobenius norm of $I S$ is equal to

$$
\begin{aligned}
\|I S\|_{F}^{2} & =\left\|\mathcal{D} Y \mathcal{H} C(\mathcal{D} Y)^{T}(\nabla C \cdot \mathcal{H} Y)\right\|_{F}^{2} \\
& =\sum_{p_{1}, p_{2}=1}^{P}\left(\sum_{p=1}^{P} \sum_{i_{1}, i_{2}=1}^{N} \sum_{k_{1}, k_{2}=1}^{n_{L}} \partial_{\theta_{p_{1}}} f_{\theta_{\theta, k_{1}}}\left(x_{i_{1}}\right) c_{k_{1}}^{\prime \prime}\left(x_{i_{1}}\right) \partial_{\theta_{p}} f_{\theta, k_{1}}\left(x_{i_{1}}\right) \partial_{\theta_{p}, \theta_{p}}^{2} f_{\theta, k_{2}}\left(x_{2}\right)\left(x_{i_{2}}\right) c_{k_{2}}^{\prime}\left(x_{i_{2}}\right)\right)^{2} \\
& =\sum_{i_{1}, i_{2}, i_{1}^{\prime}, i_{2}^{\prime}=1}^{N} \sum_{k_{1}, k_{2}, k_{1}^{\prime}, k_{2}^{\prime}=1}^{n_{L}} c_{k_{1}}^{\prime \prime}\left(x_{i_{1}}\right) c_{k_{1}^{\prime}}^{\prime \prime}\left(x_{i_{1}^{\prime}}\right) c_{k_{2}}^{\prime}\left(x_{i_{2}}\right) c_{k_{2}^{\prime}}^{\prime}\left(x_{i_{2}^{\prime}}\right) \Theta_{k_{1}, k_{1}^{\prime}}\left(x_{i_{1}}, x_{i_{1}^{\prime}}\right) \Gamma_{k_{1}, k_{2}, k_{2}^{\prime}, k_{1}^{\prime}}\left(x_{i_{1}}, x_{i_{2}}, x_{i_{2}^{\prime}}, x_{i_{1}^{\prime}}\right)
\end{aligned}
$$

and $\Gamma$ vanishes as $n_{1}, \ldots, n_{L-1} \rightarrow \infty$ by Lemma C.2.
The $k$-th moment of the sum $\operatorname{Tr}(I+S)^{k}$ is equal to the sum over all $\operatorname{Tr}\left(A_{1} \cdots A_{k}\right)$ for any word $A_{1} \ldots A_{k}$ of $A_{i} \in\{I, S\}$. The difference $\operatorname{Tr}\left([I+S]^{k}\right)-\left[\operatorname{Tr}\left(I^{k}\right)+\operatorname{Tr}\left(S^{k}\right)\right]$ is hence equal to the sum over all mixed words, i.e. words $A_{1} \ldots A_{k}$ which contain at least one $I$ and one $S$. Such words
must contain two consecutive terms $A_{m} A_{m+1}$ one equal to $I$ and the other equal to $S$. We can then bound the trace by

$$
\left|\operatorname{Tr}\left(A_{1} \cdots A_{k}\right)\right| \leq N n_{L}\left\|A_{1}\right\|_{F} \cdots\left\|A_{m-1}\right\|_{F}\left\|A_{m} A_{m+1}\right\|_{F}\left\|A_{m+2}\right\|_{F} \cdots\left\|A_{k}\right\|_{F}
$$

which vanishes in the infinite width limit because $\|I\|_{F}$ and $\|S\|_{F}$ are bounded and $\left\|A_{m} A_{m+1}\right\|_{F}=$ $\|I S\|_{F}$ vanishes.

## Appendix D

## Kernel Alignment Ridge Estimator: Risk Prediction From Training Data

We organize the Supplementary Material (Supp. Mat.) as follows:

1. In Section D.1, we present the details for the numerical results presented in the main text (and in the Supp. Mat.) and we present additional experiments and some discussions.
2. In Section H.3, we present the proofs of the mathematical results presented in the main text.

## D. 1 Numerical Results

## Empirical Methods

For the MNIST dataset. We sample $N$ images of digits 7 and 9 from the MNIST training dataset (image size $d=24 \times 24$, edge pixels cropped, all pixels rescaled down to $[0,1]$ and recentered around the mean value) and label each of them with +1 and -1 labels. We perform KRR with various ridge $\lambda$ on this dataset with the selected kernel $k$ times and calculate the MSE training error, risk, and the KARE for every trial ( $k=10$ for small $N$ and $k=5$ for $N=2000$ ). The risk is approximated using other $N_{2}=1000$ random samples of the MNIST training data.

For the Higgs Dataset. We randomly choose $N$ samples among those that do not have any missing features marked with -999 from the Higgs training dataset. The samples have $d=31$ features, and we normalize each feature column down to $[0,1]$ by dividing by the maximum absolute value observed among the selected samples. We replace the categorical labels ' $s$ ' and ' $b$ ' with regression values +1 and -1 respectively and perform KRR with various ridge $\lambda$. We repeat this procedure $k$ times, which corresponds to sampling $k$ different training datasets of $N=1000$ samples to perform kernel regression, and calculate the MSE training error, the risk, and the KARE for every trial ( $k=10$ for small $N$ and $k=5$ for $N=1000$ ). The risk is approximated using other $N_{2}=1000$ random samples of the Higgs training data.

KARE predicts risk for various Kernels


Figure D.1.1: Comparison between the KRR risk and the KARE for various choices of normalized lengthscale $\ell / d$ and ridge $\lambda$ on the MNIST dataset (restricted to the digits 7 and 9 , labeled by 1 and -1 respectively, $N=2000$ ) and on the Higgs dataset (classes 'b' and 's', labeled by -1 and 1 , $N=1000$ ). We present the results for the Laplacian Kernel $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|_{2} / \ell\right)$ (top row) and the $\ell_{1}$-norm Kernel $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|_{1} / \ell\right)$ (bottom row). KRR predictor risks, and KARE curves (shown as dashed lines, 5 samples) concentrate around their respective averages (solid lines).

## KRR predictor in function space



Figure D.1.2: KRR predictor in function space for various $N$ and $\lambda$ for the $R B F$ Kernel $K$ with $\ell=d=1$. Observations $o=\delta_{x}$ are sampled with uniform distribution on $x \sim U[-1,3]$ (shown in blue) $\hat{f}_{\lambda}^{\epsilon}$ is calculated 500 times for different realizations of the training data ( 10 example predictors are shown in dashed lines), its mean and $\pm 2$ standard deviation are shown in red. The true function $f^{*}(x)=x^{2}+2 \cos (4 x)$ is shown in black. Second row. Observations $o=\delta_{x}$ are sampled with uniform distribution $x \sim U[0,1.5]$ (shown in blue) and $\hat{f}_{\lambda}^{\epsilon}$ is calculated 100 times. The true function $f^{*}(x)=x^{2}$ is shown in black.

KARE predicts risk in average for small $N$

$$
N=100
$$


(a) $\ell=d$

(e) $\ell=d$

(i) $\ell=d$

(b) $\lambda=10^{-3}$

(f) $\lambda=10^{-5}$

(j) $\lambda=10^{-4}$

(c) $\ell=d$

(g) $\ell=d$

(k) $\ell=d$

(d) $\lambda=10^{-4}$

(h) $\lambda=10^{-5}$

(l) $\lambda=10^{-5}$

Figure D.1.3: The estimation predicts the risk in average for small $N=\{100,500\}$ on MNIST data. In the top row, we used the RBF Kernel $K(x, z)=\exp \left(-\|x-z\|_{2}^{2} / \ell\right)$, in the second row, we used the Laplacian Kernel $K(x, z)=\exp \left(-\|x-z\|_{2} / \ell\right)$, and in the bottom row, we used the $\ell_{1}$-norm Kernel $K(x, z)=\exp \left(-\|x-z\|_{1} / \ell\right)$ for various choices of $\ell$ and $\lambda$. The optimal predictor is calculated using $N$ random samples ( $N=100$ for the plots on the left and $N=500$ for the ones on the right) from the training data 10 times (dashed curves) and their average is plotted in the solid curves.

## SCT and its behavior

In general, it is hard to compute the spectrum $\left(d_{k}\right)_{k \in \mathbb{N}}$ of $T_{K}$ even when one has the knowledge of the true data distribution. Luckily, following an adaptation from [220, 58, we can obtain an explicit formula for $d_{k}$ for centered $d$-dimensional Gaussian distribution with covariance matrix $\sigma^{2} I_{d}$, and RBF Kernel $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|^{2} / \ell\right)$. The formula for the distinct eigenvalues $\lambda_{k}$ is

$$
\begin{equation*}
\lambda_{k}=\left(\sqrt{\frac{1}{2 A \sigma^{2}}}\right)^{d} B^{k} \tag{D.1.1}
\end{equation*}
$$

where $A=\frac{1}{4 \sigma^{2}}+\frac{1}{\ell}+c, B=\frac{1}{A \ell}$ with $c=\frac{1}{2 \sigma} \sqrt{\frac{1}{4 \sigma^{2}}+\frac{2}{\ell}}$. Each $\lambda_{k}$ has multiplicity

$$
\begin{equation*}
n_{d}(k)=\sum_{j=1}^{k}\binom{d}{j}\binom{k-1}{j-1} \tag{D.1.2}
\end{equation*}
$$

for $k \geq 1$. In particular, we have $n_{d}(0)=1, n_{d}(1)=\binom{d}{1}, n_{d}(2)=\binom{d}{2}+d, \ldots$ In general, $n_{d}(k)$ is the number of ways to partition $k$ into $d$ non-negative integers.

The true SCT is therefore approximated solving the following equation numerically

$$
\begin{equation*}
\vartheta=\lambda+\frac{\vartheta}{N} \sum_{i=1}^{k} \frac{n_{d}(k) \lambda_{k}}{\lambda_{k}+\vartheta} \tag{D.1.3}
\end{equation*}
$$



Figure D.1.4: Behavior of SCT as a function of $\lambda$ and $N$. True SCT is calculated on the $k=50$ biggest distinct eigenvalues using the formula D.1.3 for $\ell=d=5$ and $\sigma=1$. Red dots are the approximations obtained using Proposition 5 in the main text, i.e. $\vartheta \approx 1 / \operatorname{Tr}\left[\left(\frac{1}{N} K(X, X)-\lambda I\right)^{-1}\right]$.

Note that in the Figure 2 in the main text, we limit the approximation to $k=10$ for $d=20$ because the multiplicity $n_{d}(k)$ grows polynomially with $d^{k}$.

## D. 2 Proofs

## Preliminary: Big-P notation

Throughout our proofs, we will frequently rely on a polynomial analogue of the big-O notation, which we call big-P:

Definition 7. For two functions $f$ and $g$ (of one or several variables, defined on an arbitrary common domain $\mathcal{D}$ ), we write $f=\mathcal{P}(g)$ if $g$ is nonnegative over $\mathcal{D}$ and there exists a polynomial $\mathbf{P}$ with nonnegative coefficients and $\mathbf{P}(0)=0$ such that $|f| \leq \mathbf{P}(g)$ over $\mathcal{D}$.

Note that the big-O notation corresponds to the case when the polynomial $\mathbf{P}$ is of degree at most one.

## Gaussianity Assumption

For the sake of simplicity, our proof are made under the assumptions that the observations are Gaussian. However we conjecture that as long as the higher moments are bounded/small enough, the general non-Gaussian case can be reduced to the Gaussian case, up to a small error (as it is common in random matrix theory).

There are two special cases where a weaker Gaussianity property applies, i.e. that the $o_{i} K \in \mathcal{C}$ are Gaussian processes, and is enough for our proofs as everytime $\mathcal{O}$ appears in the formulas, it is composed with $K$. These two special cases are:

1. For the linear kernel $K(x, y)=x^{T} y, o_{i} K$ is the linear function $x \mapsto x_{i}^{T} x$, which is Gaussian whenever the inputs $x_{i}$ are sampled from a Gaussian distribution.
2. As noted in [56], this linear case can be generalized to a broader (non-linear) family kernel $K$ in the large input space limit: as shown in [55], in the large width limit the kernel Gram matrix $G$ for such kernel $K$ can be approximated by the Gram matrix of a linear kernel (up to scaling) hence leading back to the previous point.

Let us observe that all the quantities we study (the predictor, the risk and empirical risk) stay the same if any observation $o_{i}$ is replaced by $-o_{i}$. Hence a posteriori, by a symmetrization trick we may remove the assumption that the observations are centered (as in general they are not).

## Objects of Interest and general strategy

The central object of our analysis is the $N \times N$ Gram matrix $\mathcal{O} K \mathcal{O}^{T}$, in particular the related Stieltjes transform:

$$
m(z)=\frac{1}{N} \operatorname{Tr}\left[B(z)^{-1}\right]
$$

where $B(z)=\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}-z I_{N}$ and $z \in \mathbb{C} \backslash \mathbb{R}_{+}$.
From now on, we consider only $z \in \mathbb{H}_{<0}=\{z: \Re(z)<0\}$. Note that $m(z)=\frac{1}{N} \sum_{\ell} \frac{1}{\lambda_{\ell}-z}$ where $\lambda_{\ell} \geq 0$ are the real eigenvalues of $\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}$, hence $m(z)$ lies in the cone $\Gamma$ spanned by 1 and $-1 / z$, i.e. $\Gamma=\left\{\left.a-b \frac{1}{z} \right\rvert\, a, b \geq 0\right\}$. We will first show that for $z \in \mathbb{H}_{<0}$, the Stieltjes transform concentrates around the unique solution $\tilde{m}(z)$ to the equation

$$
\begin{equation*}
\tilde{m}(z)=-\frac{1}{z}\left(1-\frac{1}{N} \operatorname{Tr}\left[\tilde{m}(z) T_{K}\left(I_{\mathcal{C}}+\tilde{m}(z) T_{K}\right)^{-1}\right]\right) \tag{D.2.1}
\end{equation*}
$$

and then show that the linear map

$$
A(z)=\frac{1}{N} K \mathcal{O}^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}-z I_{N}\right)^{-1} \mathcal{O}=\frac{1}{N} K \mathcal{O}^{T} B(z)^{-1} \mathcal{O}
$$

concentrates around the map $\tilde{A}_{\vartheta(-z)}=T_{K}\left(T_{K}+\vartheta(-z) I_{\mathcal{C}}\right)^{-1}$, where $\left(T_{K} f\right)(x)=\mathbb{E}_{o \sim \pi}[o(K(x, \cdot)) o(f)]=$ $\langle K(x, \cdot), f\rangle_{S}$ and $\vartheta(-z)=\frac{1}{\tilde{m}(z)}$ is the Signal Capture Threshold. From Equation D.2.1, the SCT can be also defined as the solution to the equation

$$
\begin{equation*}
\vartheta(-z)=-z+\frac{\vartheta(-z)}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(-z) I_{\mathcal{C}}\right)^{-1}\right] \tag{D.2.2}
\end{equation*}
$$

From now on, we denote $\vartheta(-z)$ by $\vartheta$. Note that here, in the Appendix, we use the resolvent notation: in particular the KRR reconstruction operator $A_{\lambda}$ is equal to $A(-\lambda)$.

## Spectral decomposition and generalized matrix representation

Throughout this paper it is assumed that there exists an orthonormal basis of continuous functions $\left(f^{(k)}\right)_{k}$ for the scalar product $\langle\cdot, \cdot\rangle_{S}$ such that $K=\sum_{k \in \mathbb{N}} d_{k} f^{(k)} \otimes f^{(k)}$ and $\sum_{k \in \mathbb{N}} d_{k}<\infty$. For a linear map $M: \mathcal{C} \rightarrow \mathcal{C}$, we define the $(k, \ell)$-entry of $M$ as:

$$
M_{k \ell}=\left\langle f^{(k)}, M f^{(\ell)}\right\rangle_{S}
$$

With this notation, the trace of a linear map $M$ becomes $\operatorname{Tr}(M)=\sum_{k \in \mathbb{N}} M_{k k}$.
Similarly, using the canonical basis $\left(b_{i}\right)_{i=1, \ldots, N}$ of $\mathbb{R}^{N}$, we define the entries of $\mathcal{O}: \mathcal{C} \rightarrow \mathbb{R}^{N}$ and $\mathcal{O}^{T}: \mathbb{R}^{N} \rightarrow \mathcal{C}^{*}$ by

$$
\mathcal{O}_{i k}=b_{i} \cdot \mathcal{O} f^{(k)}=o_{i}\left(f^{(k)}\right), \quad \mathcal{O}_{i k}^{T}=\mathcal{O}^{T} b_{k}\left(f^{(i)}\right)=b_{k} \cdot \mathcal{O} f^{(i)}=o_{k}\left(f^{(i)}\right)
$$

Since the observations $o_{i}$ are i.i.d. Gaussians with zero mean and covariance $\mathbb{E}\left[o_{i}(f) o_{i}(g)\right]=\langle f, g\rangle_{S}$ and since $\left(f^{(k)}\right)_{k}$ is an orthonormal basis for the scalar product $\langle\cdot, \cdot\rangle_{S}$, the entries $\mathcal{O}_{i k}$ are i.i.d standard Gaussians.

Using the spectral decomposition of $K$, the entries of $\mathcal{O} K \mathcal{O}^{T}$ are given by:

$$
\left(\mathcal{O} K \mathcal{O}^{T}\right)_{i, j}=\sum_{\ell} d_{\ell} o_{i}\left(f^{(\ell)}\right) o_{j}\left(f^{(\ell)}\right)
$$

where the sum converges absolutely (thanks to the trace assumption on $K$ ) and the entries of $A$ are then given by:

$$
\begin{equation*}
A_{k \ell}(z)=\frac{d_{k}}{N}\left(\mathcal{O}_{\cdot k}\right)^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}-z I_{N}\right)^{-1} \mathcal{O}_{\cdot \ell} \tag{D.2.3}
\end{equation*}
$$

where $\mathcal{O}_{\cdot k}=\left(o_{i}\left(f^{(k)}\right)\right)_{i=1, \ldots, N}$.

## Shermann-Morrison Formula

The Shermann-Morrison formula allows one to study how the inverse of a matrix is modified by a rank one perturbation of the matrix. The matrix $\mathcal{O} K \mathcal{O}^{T}$ can be seen as a perturbation of $\mathcal{O} K_{(k)} \mathcal{O}^{T}$
by the rank one matrix $d_{k} \mathcal{O}_{\cdot k} \mathcal{O}_{\cdot k}^{T}$, where $K_{(k)}:=\sum_{\ell \neq k} d_{\ell} f^{(\ell)} \otimes f^{(\ell)}$. By doing so, one isolates the contribution of the $k$-th eigenvalue of $K$. Thus, one can compute $B(z)^{-1}=\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}-z I_{N}\right)^{-1}$ using the Shermann-Morrison formula:

$$
\begin{equation*}
B(z)^{-1}=B_{(k)}(z)^{-1}-\frac{1}{N} \frac{d_{k}}{1+d_{k} g_{k}(z)} B_{(k)}(z)^{-1} \mathcal{O}_{\cdot k} \mathcal{O}_{\cdot k}^{T} B_{(k)}(z)^{-1} \tag{D.2.4}
\end{equation*}
$$

where $B_{(k)}(z)=\frac{1}{N} \mathcal{O} K_{(k)} \mathcal{O}^{T}-z I_{N}$ and $g_{k}(z)=\frac{1}{N} \mathcal{O}_{\cdot k}^{T} B_{(k)}(z)^{-1} \mathcal{O}_{\cdot k}$. A crucial property is that, since $o_{i}\left(f^{(k)}\right)$ does not appear anymore in $\mathcal{O} K_{(k)} \mathcal{O}^{T}$ and, since for any $\ell \neq k$ and any $i, j$, we have that $o_{i}\left(f^{(k)}\right)$ is independent from $o_{j}\left(f^{(\ell)}\right)$, we obtain that the matrix $B_{(k)}(z)^{-1}$ is independent of $\mathcal{O}{ }_{k}$.
Remark D.1. Using the diagonalization of $B_{(k)}(z)^{-1}=U^{T} \operatorname{diag}\left(\frac{1}{\nu_{\ell}-z}\right) U$ with $U$ orthogonal and $\nu_{\ell} \geq 0$, we have that $g_{k}(z)=\frac{1}{N} \sum_{\ell} \frac{\left[\sum_{i} U_{\ell, i} o_{i}\left(f^{(k)}\right)\right]^{2}}{\nu_{\ell}-z}$ lies in the cone spanned by 1 and $-1 / z$, in particular, $\Re\left(g_{k}\right) \geq 0$ on $\mathbb{H}_{<0}$.

As a result of Equations D.2.3 and D.2.4, the diagonal entries of the operator $A(z)=$ $\frac{1}{N} K \mathcal{O}^{T} B(z)^{-1} \mathcal{O}$ are equal to

$$
\begin{equation*}
A_{k k}(z)=\frac{d_{k} g_{k}(z)}{1+d_{k} g_{k}(z)} \tag{D.2.5}
\end{equation*}
$$

Remark D.2. For any $z \in \mathbb{H}_{<0}$, the sum $\sum_{k}\left|A_{k k}(z)\right|$ is almost surely finite. Indeed, notice that

$$
\left|\frac{d_{k} g_{k}(z)}{1+d_{k} g_{k}(z)}\right| \leq\left|d_{k} g_{k}(z)\right| \leq \frac{1}{N} d_{k}\left\|\mathcal{O}_{\cdot k}\right\|^{2}\left\|B_{(k)}(z)^{-1}\right\|_{\mathrm{op}}
$$

For any $z \in \mathbb{H}_{<0},\left\|B_{(k)}(z)^{-1}\right\|_{\mathrm{op}} \leq \frac{1}{|z|}$ and thus

$$
\left|\frac{d_{k} g_{k}(z)}{1+d_{k} g_{k}(z)}\right| \leq \frac{1}{N|z|} d_{k}\left\|\mathcal{O}_{\cdot k}\right\|^{2}
$$

Since $\mathbb{E}\left[\sum_{k} d_{k}\left\|\mathcal{O}_{\cdot k}\right\|^{2}\right]=N \operatorname{Tr}\left[T_{K}\right]<\infty$, we have that $\sum_{k}\left|A_{k k}(z)\right|$ is almost surely finite.
The operator $A$ is therefore a.s. trace-class and $\operatorname{Tr}(A)=\sum_{k} \frac{d_{k} g_{k}(z)}{1+d_{k} g_{k}(z)}$, where the sum is absolutely convergent.

Another important observation is that the Stieltjes transform $m(z)$ and the $g_{k}(z)$ are closely related.

Lemma D.1. For any $z \in \mathbb{H}_{<0}$, a.s. we have

$$
\begin{equation*}
m(z)=-\frac{1}{z}\left(1-\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k} g_{k}(z)}{1+d_{k} g_{k}(z)}\right) \tag{D.2.6}
\end{equation*}
$$

Proof. Indeed, using the trivial relation $\operatorname{Tr}\left[B(z) B(z)^{-1}\right]=N$, expanding $B(z)$, we obtain $\operatorname{Tr}\left[\frac{1}{N} \mathcal{O} K \mathcal{O}^{T} B(z)^{-1}\right]-$ $z \operatorname{Tr}\left[B(z)^{-1}\right]=N$. Since $\mathcal{O}$ is an operator from $\mathcal{C}$ to $\mathbb{R}^{N}$, which is a finite dimensional space, we can apply the cyclic property of the trace and obtain $\operatorname{Tr}\left[\frac{1}{N} \mathcal{O} K \mathcal{O}^{T} B(z)^{-1}\right]=\operatorname{Tr}[A(z)]$. Thus,

$$
\operatorname{Tr}[A(z)]-z \operatorname{Tr}\left[B(z)^{-1}\right]=N
$$

Dividing both sides by $N$ and using Equation D.2.5, we obtain

$$
1=\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k} g_{k}(z)}{1+d_{k} g_{k}(z)}-z m(z)
$$

hence the result.

## Concentration of the Stieltjes Transform

We will now show that $g_{k}(z)=\frac{1}{N} \mathcal{O}_{\cdot k}^{T} B_{(k)}(z)^{-1} \mathcal{O}_{\cdot k}$ is close to $\frac{1}{N} \operatorname{Tr}\left(B_{(k)}(z)^{-1}\right)$, as suggested by the fact that by Wick's formula $\mathbb{E}\left[g_{k}\right]=\frac{1}{N} \operatorname{Tr}\left(\mathbb{E}\left[B_{(k)}(z)^{-1}\right]\right)$. Since $B(z)$ is obtained using a rank one permutation of $B_{(k)}(z), \frac{1}{N} \operatorname{Tr}\left(B_{(k)}(z)^{-1}\right)$ is close to the Stieltjes transform $m$. As a result, all the $g_{k}$ 's are close to the Stieltjes transform $m$ : it is natural to think that for $z \in \mathbb{H}_{<0}$, both $g_{k}(z)$ 's and $m(z)$ should concentrate around the unique solution $\tilde{m}(z)$ in the cone spanned by 1 and $-1 / z$ of the equation

$$
\begin{equation*}
\tilde{m}(z)=-\frac{1}{z}\left(1-\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k} \tilde{m}(z)}{1+d_{k} \tilde{m}(z)}\right) \tag{D.2.7}
\end{equation*}
$$

Remark D.3. The existence and the uniqueness of the solution in the cone spanned by 1 and $-1 / z$ of the equation can be argued as follows. If in Equation D.2.7 we truncate the series and consider the sum of the first $M$ terms, one can show that there exists a unique fixed point $\tilde{m}_{M}(z)$ in the region $R$ given by intersection between the cone spanned by 1 and $-1 / z$ and the cone spanned by $z$ and $1 / z$ translated by +1 and multiplied by $-1 / z$ (see Lemma C. 6 in the Supplementary Material of [102]). Since $R$ is a compact region, we can extract a converging subsequence that solves Equation (D.2.7), the limit of which can be showed to be unique, again using the same arguments of Lemma C. 6 in the Supplementary Material of (102].

From now on we omit the $z$ dependence and we set $m=m(z), \tilde{m}=\tilde{m}(z)$ and $g_{k}(z)=g_{k}$.

## Concentration bounds

Using Equation D.2.6 and the definition of the fixed point $\tilde{m}$ (Equation D.2.7), we obtain the following formula for the difference between the Stieltjes transform $m$ and $\tilde{m}$ :

$$
\begin{aligned}
\tilde{m}-m & =\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(\tilde{m}-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)} \\
& =\frac{\tilde{m}-m}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}+\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(m-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)},
\end{aligned}
$$

where the well-posedness of the two infinite sums of the r.h.s is granted by the fact that:

1. $\left|\frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}\right| \leq d_{k}$ since $\Re(\tilde{m}), \Re\left(g_{k}\right)$ are positive, thus the first sum is absolutely convergent,
2. being the difference of two absolutely convergent series, the second sum is also absolutely convergent.

As a consequence, the difference $\tilde{m}-m$ can be expressed as

$$
\begin{equation*}
\tilde{m}-m=\frac{\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(m-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}}{z-\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}} \tag{D.2.8}
\end{equation*}
$$

which allows us to show the concentration of $m$ around $\tilde{m}$ from the concentration of $g_{k}$ around $m$.
Regarding the concentration of the $g_{k}$ 's around $m$, we have the following result:
Lemma D.2. For any $N, s \in \mathbb{N}$ and any $z \in \mathbb{H}_{<0}$, we have

$$
\begin{aligned}
\mathbb{E}\left[\left|m-g_{k}\right|^{2 s}\right] & \leq \frac{c_{s}}{|z|^{2 s} N^{s}}, \\
\mathbb{E}\left[\left|m-m_{(k)}\right|^{2 s}\right] & \leq \frac{1}{|z|^{2 s} N^{2 s}} .
\end{aligned}
$$

where $\boldsymbol{c}_{s}$ only depends on $s$.
Proof. The second inequality will be proven while proving the first one. Let $m_{(k)}=\frac{1}{N} \operatorname{Tr}\left[B_{(k)}^{-1}\right]$ where $B_{(k)}$ was defined in Section D.2. By convexity:

$$
\begin{equation*}
\mathbb{E}\left[\left|m-g_{k}\right|^{2 s}\right] \leq 2^{2 s-1} \mathbb{E}\left[\left|m-m_{(k)}\right|^{2 s}\right]+2^{2 s-1} \mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right] . \tag{D.2.9}
\end{equation*}
$$

Bound on $\mathbb{E}\left[\left|m-m_{(k)}\right|^{2 s}\right]$ : We obtain the bound on the expectation by showing that a deterministic bound holds for the random variable $\left|m-m_{(k)}\right|^{2 s}$. Using the Sherman-Morrison formula (Equation (D.2.4), and using the cyclic property of the trace,

$$
m=m_{(k)}-\frac{1}{N} \frac{d_{k} g_{k}^{\prime}}{1+d_{k} g_{k}}
$$

since the derivative $g_{k}^{\prime}(z)$ of $g_{k}(z)$ is equal to $\frac{1}{N} \mathcal{O}_{\cdot k}^{T} B(z)^{-2} \mathcal{O}_{\cdot k}$. As a result, we obtain $\left|m-m_{(k)}\right|^{2 s}=$ $\frac{1}{N^{2 s}} \frac{\frac{d}{k}_{2 s}\left|g_{k}^{\prime}\right|^{2 s}}{\left|1+d_{k} g_{k}\right|^{2 s}}$. Using the fact that $\left|1+d_{k} g_{k}\right| \geq\left|d_{k} g_{k}\right|$ since $\Re\left(g_{k}\right) \geq 0$,

$$
\left|m-m_{(k)}\right|^{2 s} \leq \frac{1}{N^{2 s}} \left\lvert\, \frac{\left|g_{k}^{\prime}\right|^{2 s}}{\left|g_{k}\right|^{2 s}} .\right.
$$

Notice now that

$$
\left|\frac{g_{k}^{\prime}}{g_{k}}\right|=\left|\frac{\mathcal{O}_{\cdot k}^{T} B_{(k)}(z)^{-2} \mathcal{O}_{\cdot k}}{\mathcal{O}_{\cdot k}^{T} B_{(k)}(z)^{-1} \mathcal{O}_{\cdot k}}\right| \leq \max _{w \in \mathbb{R}^{N}}\left|\frac{w^{T} B_{(k)}(z)^{-2} w}{w^{T} B_{(k)}(z)^{-1} w}\right| \leq\left\|B_{(k)}(z)^{-1}\right\|_{\mathrm{op}} .
$$

The eigenvalues of $B_{(k)}(z)^{-1}$ are given by $\frac{1}{\lambda_{i}-z}$ where the $\lambda_{i}>0$ are the eigenvalues of the symmetric matrix $\frac{1}{N} \mathcal{O} K_{(k)} \mathcal{O}^{T}:\left\|B_{(k)}(z)^{-1}\right\|_{\text {op }} \leq \max _{i} \frac{1}{\left|\lambda_{i}-z\right|}$ is also bounded by $\frac{1}{|z|}$ if $z \in \mathbb{H}_{<0}$. Thus we get

$$
\left|m-m_{(k)}\right|^{2 s} \leq \frac{1}{|z|^{2 s} N^{2 s}} .
$$

Bound on $\mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right]$ : The term $\mathbb{E}\left[\left(\left(m_{(k)}-g_{k}\right) \overline{\left(m_{(k)}-g_{k}\right)}\right)^{s}\right]$ is equal to

$$
\mathbb{E}\left[\left(\left(\frac{1}{N} \operatorname{Tr}\left[B_{(k)}^{-1}\right]-\frac{1}{N} \mathcal{O}_{\cdot k}^{T} B_{(k)}^{-1} \mathcal{O}_{\cdot k}\right)\left(\frac{1}{N} \operatorname{Tr}\left[\overline{B_{(k)}^{-1}}\right]-\frac{1}{N} \mathcal{O}_{\cdot k}^{T} \overline{B_{(k)}^{-1}} \mathcal{O}_{\cdot k}\right)\right)^{s}\right]
$$

Let $\boldsymbol{B}=\left(B_{(k)}, \overline{B_{(k)}}, \ldots, B_{(k)}, \overline{B_{(k)}}\right)$ and let us denote by $\boldsymbol{B}(i)$ the $i^{\text {th }}$ element of $\boldsymbol{B}$. Using Wick's formula (Lemma D.9), we have

$$
\mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right]=\frac{1}{N^{s}} \sum_{\sigma \in \mathfrak{S}_{2 s}^{\dagger}} \frac{1}{N^{s-c(\sigma)}} 2^{2 s-\boldsymbol{c}(\sigma)} \mathbb{E}\left[\prod_{c \text { cycle of } \sigma} \frac{1}{N} \operatorname{Tr}\left[\prod_{i \in c} \boldsymbol{B}(i)\right]\right]
$$

where we recall that $\mathfrak{S}_{2 s}^{\dagger}$ is the set of permutations with no fixed points and the product over $i$ is taken according to the order given by the cycle $c$ and does not depend on the starting point. Using the fact that the eigenvalues of $B_{(k)}$ are of the form $1 /\left(\lambda_{i}-z\right)$ with $\lambda_{i} \geq 0$,

$$
\left|\frac{1}{N} \operatorname{Tr}\left[\prod_{i \in c} \boldsymbol{B}(i)\right]\right| \leq \frac{1}{|z|^{\# c}}
$$

Hence,

$$
\mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right] \leq \frac{1}{N^{s}} \frac{1}{|z|^{2 s}} \sum_{\sigma \in \mathfrak{S}_{2 s}^{\dagger}} \frac{2^{2 s-c(\sigma)}}{N^{s-c(\sigma)}}
$$

Note that, since $\sigma \in \mathfrak{S}_{2 s}^{\dagger}$, it has no fixed point, hence $\boldsymbol{c}(\sigma) \leq s$ and thus $K_{s}:=\sup _{N} \sum_{\sigma \in \mathfrak{S}_{2 s}^{\dagger}} \frac{2^{2 s-c(\sigma)}}{N^{s-c(\sigma)}}$ is finite. This yields the inequality

$$
\mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right] \leq \frac{K_{s}}{|z|^{2 s} N^{s}}
$$

Using the two bounds on $\mathbb{E}\left[\left|m-m_{(k)}\right|^{2 s}\right]$ and $\mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right]$ in Equation $\sqrt{\text { D.2.9 }}$, we get

$$
\mathbb{E}\left[\left|m-g_{k}\right|^{2 s}\right] \leq \frac{\boldsymbol{c}_{s}}{|z|^{2 s} N^{s}}
$$

where $\boldsymbol{c}_{s}=2^{2 s-1}\left[1+K_{s}\right]$.
As a result, we can show the concentration of the Stieltjes transform $m$ and of the $g_{k}$ 's around the fixed point $\tilde{m}$ :

Proposition D.1. For any $N, s \in \mathbb{N}$, and any $z \in \mathbb{H}_{<0}$, we have

$$
\begin{aligned}
& \mathbb{E}\left[|\tilde{m}-m|^{2 s}\right] \leq \frac{\boldsymbol{c}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}} \\
& \mathbb{E}\left[\left|\tilde{m}-g_{k}\right|^{2 s}\right] \leq \frac{2^{2 s-1} \boldsymbol{c}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}}+\frac{2^{2 s-1} \boldsymbol{c}_{s}}{|z|^{2 s} N^{s}}
\end{aligned}
$$

where $\boldsymbol{c}_{s}$ is the same constant as in Lemma D.2.

Proof. The second bound is a direct consequence of the first one, Lemma D. 2 and convexity. It remains to prove the first bound. Recall Equation D.2.8

$$
\tilde{m}-m=\frac{\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(m-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}}{z-\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}} .
$$

We first bound from below the norm of the denominator using Lemma D.12: since $\tilde{m}$ and $g_{k}$ all lie in the cone spanned by 1 and $-1 / z$ we have

$$
\left|z-\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}\right| \geq|z|
$$

Using this bound, we can bound from below $\mathbb{E}\left[|\tilde{m}-m|^{2 s}\right]$ by:

$$
\frac{1}{|z|^{2 s} N^{2 s}} \sum_{k_{1}, \ldots, k_{2 s}=1}^{\infty} \frac{d_{k_{1}} \cdots d_{k_{2 s}}}{\left|1+d_{k_{1}} \tilde{m}\right| \cdots\left|1+d_{k_{2 s}} \tilde{m}\right|} \mathbb{E}\left[\left|m-g_{k_{1}}\right| \cdots\left|m-g_{k_{2 s}}\right|\right]
$$

and hence, using a generalization of Cauchy-Schwarz inequality (Lemma D.11), by:

$$
\frac{1}{|z|^{2 s} N^{2 s}} \sum_{k_{1}, \ldots, k_{2 s}=1}^{\infty} \frac{d_{k_{1}} \cdots d_{k_{2 s}}}{\left|1+d_{k_{1}} \tilde{m}\right| \cdots\left|1+d_{k_{2 s}} \tilde{m}\right|}\left(\mathbb{E}\left[\left|m-g_{k_{1}}\right|^{2 s}\right] \cdots \mathbb{E}\left[\left|m-g_{k_{2 s}}\right|^{2 s}\right]\right)^{\frac{1}{2 s}}
$$

Using the fact that $\Re(\tilde{m}) \geq 0$ and hence $\left|1+d_{k_{1}} \tilde{m}\right| \geq 1$, and using Lemma D.2 this gives the following upper bound:

$$
\mathbb{E}\left[\left|m-g_{k}\right|^{2 s}\right] \leq \frac{\boldsymbol{c}_{s}}{|z|^{4 s} N^{3 s}}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}
$$

We now give tighter bounds for $|\tilde{m}-\mathbb{E}[m]|$ and $\left|\tilde{m}-\mathbb{E}\left[g_{k}\right]\right|$ :
Proposition D.2. For any $N \in \mathbb{N}$ and any $z \in \mathbb{H}_{<0}$, we have

$$
\begin{aligned}
|\tilde{m}-\mathbb{E}[m]| & \leq \frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}} \\
\left|\tilde{m}-\mathbb{E}\left[g_{k}\right]\right| & \leq \frac{1}{|z| N}+\frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}
\end{aligned}
$$

where $\boldsymbol{c}_{1}$ is the constant in Lemma D.2.
Proof. First bound: Following similar ideas to the one which provided Equation (D.2.8), notice that

$$
\tilde{m}-m=\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(\tilde{m}-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}
$$

$$
\begin{aligned}
& =\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(\tilde{m}-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)^{2}}+\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}^{2}\left(\tilde{m}-g_{k}\right)^{2}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{k} g_{k}\right)} \\
& =\frac{\tilde{m}-m}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)^{2}}+\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(m-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)^{2}}+\frac{1}{z} \frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}^{2}\left(\tilde{m}-g_{k}\right)^{2}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{k} g_{k}\right)},
\end{aligned}
$$

hence the new identity:

$$
\tilde{m}-m=\frac{\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}\left(m-g_{k}\right)}{\left(1+d_{k} \tilde{m}\right)^{2}}+\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}^{2}\left(\tilde{m}-g_{k}\right)^{2}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{k} g_{k}\right)}}{z-\frac{1}{N} \sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+d_{k} \tilde{m}\right)^{2}}} .
$$

Again, using Lemma D.12, the norm of the denominator is bounded from below by $|z|$. From Lemma D.9 $\mathbb{E}\left[g_{k}\right]=\mathbb{E}\left[m_{(k)}\right]$, and thus from Lemma D.2, $\left|\mathbb{E}\left[m-g_{k}\right]\right| \leq \mathbb{E}\left[\left|m-m_{(k)}\right|\right] \leq \frac{1}{|z| N}$. Furthermore, from Proposition D.1. $\mathbb{E}\left[\left|g_{k}-\tilde{m}\right|^{2}\right] \leq \frac{2 c_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{3}}+\frac{2 c_{1}}{|z|^{2} N}$. Thus, the expectation of the numerator is bounded by

$$
\frac{1}{|z| N^{2}} \sum_{k=1}^{\infty} \frac{d_{k}}{\left|1+d_{k} \tilde{m}\right|^{2}}+\left(\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{4}}+\frac{2 \boldsymbol{c}_{1}}{|z|^{2} N^{2}}\right) \sum_{k=1}^{\infty} \frac{d_{k}^{2}}{\left|1+d_{k} \tilde{m}\right|^{2}}
$$

Hence, using again the inequality $\left|1+d_{k} \tilde{m}\right| \geq 1$, it is bounded by

$$
\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{4} N^{4}}
$$

This allows us to conclude that

$$
|\tilde{m}-\mathbb{E}[m]| \leq \frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}
$$

Second bound: Since $\mathbb{E}\left[g_{k}\right]=\mathbb{E}\left[m_{(k)}\right]$, one has

$$
\left|\tilde{m}-\mathbb{E}\left[g_{k}\right]\right| \leq\left|\tilde{m}-\tilde{m}_{(k)}\right|+\left|\tilde{m}_{(k)}-\mathbb{E}\left[m_{(k)}\right]\right|,
$$

where $\tilde{m}_{(k)}$ is the unique solution in the cone spanned by 1 and $-1 / z$ to the equation

$$
\tilde{m}_{(k)}=-\frac{1}{z}\left(1-\frac{1}{N} \sum_{m \neq k}^{\infty} \frac{d_{m} \tilde{m}_{(k)}}{1+d_{m} \tilde{m}_{(k)}}\right) .
$$

From Lemma D.13, $\left|\tilde{m}-\tilde{m}_{(k)}\right| \leq \frac{1}{|z| N}$. The second term $\left|\tilde{m}_{(k)}-\mathbb{E}\left[m_{(k)}\right]\right|$ is bounded by applying the first bound of this proposition to the Stieltjes transform $m_{(k)}$. As a result, we obtain

$$
\left|\tilde{m}-\mathbb{E}\left[g_{k}\right]\right| \leq \frac{1}{|z| N}+\frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}
$$

## Properties of the effective dimension and SCT

## General properties

We begin with general properties on the Signal Capture Threshold $\vartheta$ (which depends on $\lambda, N$ and on the eigenvalues $d_{k}$ of $T_{K}$ ), valid for any kernel $K$.

Proposition D.3. For any $\lambda>0$, we have

$$
\lambda<\vartheta(\lambda, N) \leq \lambda+\frac{1}{N} \operatorname{Tr}\left[T_{K}\right], \quad 1 \leq \partial_{\lambda} \vartheta(\lambda, N) \leq \frac{1}{\lambda} \vartheta(\lambda, N)
$$

moreover $\vartheta(\lambda, N)$ is decreasing as a function of $N$ and $\partial_{\lambda} \vartheta(\lambda, N)$ is decreasing as a function of $\lambda$.
Proof. Let $\lambda>0$.

1. Recall that $\vartheta(\lambda)$ is the unique positive real number such that

$$
\vartheta(\lambda)=\lambda+\frac{\vartheta(\lambda)}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right] .
$$

Since $T_{K}$ is a positive operator, $\operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right] \geq 0$ and thus $\vartheta(\lambda) \geq \lambda$. Moreover, $T_{K}+\vartheta(\lambda) I_{\mathcal{C}} \geq \vartheta(\lambda) I_{\mathcal{C}}$, thus

$$
T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1} \leq \frac{T_{K}}{\vartheta(\lambda)}
$$

and thus $\vartheta(\lambda) \leq \lambda+\frac{1}{N} \operatorname{Tr}\left[T_{K}\right]$, which gives the desired inequality.
2. Differentiating Equation D.2.2, the derivative $\partial_{\lambda} \vartheta(\lambda)$ is given by:

$$
\begin{equation*}
\partial_{\lambda} \vartheta(\lambda)=\frac{1}{\left(1-\frac{1}{N} \operatorname{Tr}\left[\left(T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right)^{2}\right]\right)} \tag{D.2.10}
\end{equation*}
$$

Using the fact that $T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1} \leq I_{\mathcal{C}}$, one has

$$
\left(T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right)^{2} \leq T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}
$$

thus $0 \leq \frac{1}{N} \operatorname{Tr}\left[\left(T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right)^{2}\right] \leq \frac{1}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right]$. Using Equation D.2.2 , $\frac{1}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right]=1-\frac{\lambda}{\vartheta(\lambda)}$. This yields

$$
0 \leq \frac{\lambda}{\vartheta(\lambda)} \leq 1-\frac{1}{N} \operatorname{Tr}\left[\left(T_{K}\left(T_{K}+\vartheta(\lambda) I_{\mathcal{C}}\right)^{-1}\right)^{2}\right] \leq 1
$$

Inverting this inequality yields the desired inequalities.
3. In order to study the variation of $\vartheta(\lambda, N)$ as a function of $N$, we take the derivatives of Equation D.2.2 w.r.t $\lambda$ and $N$, and notice that

$$
\partial_{N} \vartheta(\lambda, N)=\frac{1}{N}(\lambda-\vartheta) \partial_{\lambda} \vartheta(\lambda, N)
$$

In particular, since $\vartheta>\lambda$ and $\partial_{\lambda} \vartheta \geq 1$, we get that $\partial_{N} \vartheta(\lambda, N)<0$ hence $\vartheta(\lambda, N)$ is decreasing as a function of $N$.
4. Finally, we conclude by noting that since $\partial_{\lambda} \vartheta(\lambda, N)>0, \vartheta(\lambda, N)$ is an increasing function of $\lambda$ and thus, from the Equation D.2.10 we have that $\partial_{\lambda} \vartheta(\lambda, N)$ is decreasing as a function of $\vartheta$ and thus as a function of $\lambda$.

## Bounds under polynomial decay hypothesis

In this subsection only, we assume that $d_{k}=\Theta\left(k^{-\beta}\right)$ with $\beta>1$, i.e, there exist $c_{\ell}$ and $c_{h}$ positive such that for any $k \geq 1, c_{\ell} k^{-\beta} \leq d_{k} \leq c_{h} k^{-\beta}$. We first study the asymptotic behavior of $\vartheta(0, N)$ and $\partial_{\lambda} \vartheta(0, N)$ as $N$ goes to infinity, then using these results, we investigate the asymptotic behavior of $\vartheta(\lambda, N)$ and $\partial_{\lambda} \vartheta(\lambda, N)$ as $N$ goes to infinity.

For any $t \in \mathbb{R}^{+}$, let $\mathcal{N}(t)$ denote the $t$-effective dimension [238, 29] defined by

$$
\mathcal{N}(t):=\sum_{k=1}^{\infty} \frac{d_{k}}{t+d_{k}}
$$

For any $\lambda>0$, the SCT is the unique solution of $\vartheta(\lambda, N)=\lambda+\frac{\vartheta(\lambda, N)}{N} \mathcal{N}(\vartheta(\lambda, N))$. In particular, $\vartheta(0, N)$ is the unique solution of $\mathcal{N}(\vartheta(0, N))=N$.

Since $\mathcal{N}(t)$ is decreasing from $\infty$ to 0 , in order to study the asymptotic behavior of $\vartheta(0, N)$ as $N$ goes to infinity, one has to understand the rate of explosion of $\mathcal{N}(t)$ as $t$ goes to zero, as given by the following Lemma (also found in [9, 239]):

Lemma D.3. If $d_{k}=\Theta\left(k^{-\beta}\right)$ with $\beta>1$, then $\mathcal{N}(t)=\Theta\left(t^{-\frac{1}{\beta}}\right)$ when $t \rightarrow 0$.
Proof. For any $m \in \mathbb{R}_{+}, \mathcal{N}(t)=\sum_{k \leq m} \frac{d_{k}}{t+d_{k}}+\sum_{k>m}^{\infty} \frac{d_{k}}{t+d_{k}} \leq m+t^{-1} \sum_{k>m} d_{k}$. Then there exists $c, d>0$ such that $\sum_{k>m} d_{k} \leq c \sum_{k>m} k^{-\beta} \leq d m^{1-\beta}$. Thus $\mathcal{N}(t)$ is bounded by $m+d t^{-1} m^{1-\beta}$ for any $m$. Taking $m=t^{-1} m^{1-\beta}$, i.e. $m=t^{-\frac{1}{\beta}}$, one gets that $\mathcal{N}(t) \leq C t^{-\frac{1}{\beta}}$.

For the lower bound, notice that $\mathcal{N}(t) \geq \sum_{k \mid d_{k} \geq t} \frac{d_{k}}{t+d_{k}} \geq \frac{1}{2} \#\left\{k \mid d_{k} \geq t\right\}$. Using the fact that there exists $c_{\ell}>0$ such that $d_{k} \geq c_{\ell} k^{-\beta}, \#\left\{k \mid d_{k} \geq t\right\} \geq \#\left\{k \mid c_{\ell} k^{-\beta} \geq t\right\}=\left\lfloor\left(t / c_{\ell}\right)^{-\frac{1}{\beta}}\right\rfloor$. This yields the lower bound on $\mathcal{N}(t)$.

Lemma D.4. If $d_{k}=\Theta\left(k^{-\beta}\right)$ with $\beta>1$, then $\vartheta(0, N)=\Theta\left(N^{-\beta}\right)$.
Proof. From the previous lemma, there exist $b_{\ell}, b_{h}>0$ such that $b_{\ell} \vartheta(0, N)^{-\frac{1}{\beta}} \leq \mathcal{N}(\vartheta(0, N)) \leq$ $b_{h} \vartheta(0, N)^{-\frac{1}{\beta}}$. From the definition of $\vartheta(0, N), \mathcal{N}(\vartheta(0, N))=N$, thus we get $\left(N / b_{\ell}\right)^{-\beta} \leq \vartheta(0, N) \leq$ $\left(N / b_{h}\right)^{-\beta}$.

With no assumption on the spectrum of $T_{K}$, the upper bound for the derivative of the SCT $\partial_{\lambda} \vartheta$ obtained in Proposition D.3, becomes useless in the ridgeless limit $\lambda \rightarrow 0$. Yet, with the assumption of power-law decay of the eigenvalues of $T_{K}$ we can refine the bound with a meaningful one. In order to obtain this we first prove a technical lemma.

Lemma D.5. If $d_{k}=\Theta\left(k^{-\beta}\right)$ with $\beta>1$, then $\sup _{N} \partial_{\lambda} \vartheta(0, N)<\infty$.

Proof. The derivative of the SCT with respect to $\lambda$ at $\lambda=0$ is given by:

$$
\partial_{\lambda} \vartheta(0, N)=\frac{N}{\vartheta(0, N) \sum_{k=1}^{\infty} \frac{d_{k}}{\left(\vartheta(0, N)+d_{k}\right)^{2}}}
$$

Set $\alpha>1$, then for all $d_{k} \in\left[\alpha^{-1} t, \alpha t\right]$, we have that $\frac{d_{k}}{\left(t+d_{k}\right)^{2}} \geq \frac{\alpha t}{(t+\alpha t)^{2}}=\frac{\alpha}{(1+\alpha)^{2}} \frac{1}{t}$. Thus,

$$
t \sum_{k=1}^{\infty} \frac{d_{k}}{\left(t+d_{k}\right)^{2}} \geq t \sum_{\alpha^{-1} t<d_{k}<\alpha t} \frac{d_{k}}{\left(t+d_{k}\right)^{2}} \geq \frac{\alpha}{(1+\alpha)^{2}} \#\left\{k \mid \alpha^{-1} t<d_{k}<\alpha t\right\}
$$

It follows that

$$
\partial_{\lambda} \vartheta(0, N) \leq N \frac{(1+\alpha)^{2}}{\alpha} \frac{1}{\#\left\{k \mid \alpha^{-1} \vartheta(0, N)<d_{k}<\alpha \vartheta(0, N)\right\}}
$$

Now, using Lemma D.4. we are going to find a value of $\alpha$ such that $\#\left\{k \mid \alpha^{-1} \vartheta(0, N)<d_{k}<\right.$ $\alpha \vartheta(0, N)\} \geq c N$ for some universal constant $c$ : this will conclude the proof.

By using the assumption that there exist $c_{\ell}, c_{h}>0$ such that $c_{\ell} k^{-\beta} \leq d_{k} \leq c_{h} k^{-\beta}$, in Lemma D. 4 we saw that there exist $c_{\ell}^{\prime}, c_{h}^{\prime}>0$ such that $c_{\ell}^{\prime} N^{-\beta} \leq \vartheta(0, N) \leq c_{h}^{\prime} N^{-\beta}$. For sake of simplicity, let us assume that the ratios $\frac{c_{\ell}}{c_{\ell}^{\prime}}$ and $\frac{c_{h}}{c_{h}^{\prime}}$ are not integer. Hence we have

$$
\begin{aligned}
\#\left\{k \mid \alpha^{-1} \vartheta(0, N) \leq d_{k} \leq \alpha \vartheta(0, N)\right\} & \geq \#\left\{k \left\lvert\, \frac{1}{\alpha c_{\ell}} \vartheta(0, N) \leq k^{-\beta} \leq \frac{\alpha}{c_{h}} \vartheta(0, N)\right.\right\} \\
& \geq \#\left\{k \left\lvert\, \frac{1}{\alpha c_{\ell}} c_{h}^{\prime} N^{-\beta} \leq k^{-\beta} \leq \frac{\alpha}{c_{h}} c_{\ell}^{\prime} N^{-\beta}\right.\right\} \\
& =\left(\left\lfloor\left(\frac{\alpha c_{\ell}}{c_{h}^{\prime}}\right)^{\frac{1}{\beta}}\right\rfloor-\left\lfloor\left(\frac{c_{h}}{\alpha c_{\ell}^{\prime}}\right)^{\frac{1}{\beta}}\right\rfloor\right) N
\end{aligned}
$$

For one of the two values $\alpha \in\left\{\frac{c_{h}}{c_{\ell}}, \alpha=\frac{c_{h}^{\prime}}{c_{\ell}^{\prime}}\right\}$, we have a meaningful (positive) bound:

$$
\left.\#\left\{k \mid \alpha^{-1} \vartheta(0, N) \leq d_{k} \leq \alpha \vartheta(0, N)\right\} \geq \|\left(\frac{c_{h}}{c_{h}^{\prime}}\right)^{\frac{1}{\beta}}\right\rfloor \left.-\left\lfloor\left(\frac{c_{\ell}}{c_{\ell}^{\prime}}\right)^{\frac{1}{\beta}}\right\rfloor \right\rvert\, N
$$

This allows us to conclude.
Proposition D.4. If there exist $\beta>1$ and $c_{\ell}, c_{h}>0$ s.t. for any $k \in \mathbb{N}, c_{\ell} k^{-\beta} \leq d_{k} \leq c_{h} k^{-\beta}$, then for any integer $N$,

1. $\lambda+a_{\ell} N^{-\beta} \leq \vartheta(\lambda, N) \leq c \lambda+a_{h} N^{-\beta}$,
2. $1 \leq \partial_{\lambda} \vartheta(\lambda, N) \leq c$,
where $a_{\ell}, a_{h} \geq 0$ and $c \geq 1$ depend only on $c_{\ell}, c_{h}, \beta$.
Proof. We start by proving the inequalities for the derivative of the SCT $\partial_{\lambda} \vartheta(\lambda, N)$. The left side of the inequality has already been proven in Proposition D.3. For the right side, from Proposition D.3, the derivative $\partial_{\lambda} \vartheta(\lambda, N)$ is decreasing in $\lambda$. In particular, by Lemma D.5, $\partial_{\lambda} \vartheta(\lambda, N) \leq$ $\sup _{N} \partial_{\lambda} \vartheta(0, N)<\infty$. Thus, the right side holds with $c:=\sup _{N} \partial_{\lambda} \vartheta(0, N)$.

The inequality for the $\operatorname{SCT} \vartheta(\lambda, N)$ is then obtained by integrating the second inequality and by using the initial value condition $a_{\ell} N^{-\beta} \leq \vartheta(0, N) \leq a_{h} N^{-\beta}$ provided by Lemma D. 4

## The Operator $A(z)$

We have now the tools to describe the moments of the operator $A(z)$ which allow us to describe the moments of the predictor $\hat{f}_{\lambda}$.

## Expectation

Writing $\tilde{A}_{\vartheta(-z)}=T_{K}\left(T_{K}+\vartheta(-z) I_{\mathcal{C}}\right)^{-1}$ and for any diagonalizable operator $A$ writing $|A|$ for the operator with the same eigenfunctions but with eigenvalues replaced by their absolute values, we have:

Theorem D.1. For any $z \in \mathbb{H}_{<0}$, for any $f, g \in \mathcal{C}$, we have

$$
\begin{equation*}
\left.\left|\left\langle f,\left(\mathbb{E}[A(z)]-\tilde{A}_{\vartheta(-z)}\right) g\right\rangle_{S}\right| \leq\left|\langle f,| \tilde{A}_{\vartheta(-z)}\right|\left|I_{\mathcal{C}}-\tilde{A}_{\vartheta(-z)}\right| g\right\rangle_{S} \left\lvert\,\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}[K]}{|z| N}\right)\right)\right. \tag{D.2.11}
\end{equation*}
$$

using the big-P notation of Definition 7 .
Remark D.4. Note that in particular since the polynomial implicitly embedded in $\mathcal{P}$ vanishes at 0 , the right hand side tends to 0 as $N \rightarrow \infty$.

Proof. As before, let $\left(f^{(k)}\right)_{k \in \mathbb{N}}$ be the orthonormal basis of $\mathcal{C}$ defined above and $A_{k \ell}(z)=\left\langle f^{(k)}, A(z) f^{(\ell)}\right\rangle_{S}$. Using a symmetry argument, we first show that for any $\ell \neq k, \mathbb{E}\left[A_{\ell k}(z)\right]=0$ : this implies that $\mathbb{E}[A(z)]$ and $\tilde{A}_{\vartheta(-z)}$ have the same eigenfunctions $f^{(k)}$. Thus, to conclude the proof, we only need to prove Equation D.2.11 for $f=g=f^{(k)}$.

- Off-Diagonal terms: By a symmetry argument, we show that the off-diagonal terms are null. Consider the map $s_{k}: \mathcal{C} \rightarrow \mathcal{C}$ defined by $s_{k}: f \mapsto f-2\left\langle f, f^{(k)}\right\rangle_{S} f^{(k)}$, and note that $s_{k}\left(f^{(m)}\right)=$ $f^{(m)}$ if $m \neq k$ and $s_{k}\left(f^{(k)}\right)=-f^{(k)}$. The map $s_{k}$ is a symmetry for the observations, i.e. for any observations $o_{1}, \ldots, o_{N}$, and any functions $f_{1}, \ldots, f_{N}$, the vector $\left(o_{i}\left(s_{k}\left(f_{i}\right)\right)_{i=1, \ldots, N}\right.$ and $\left(o_{i}\left(f_{i}\right)\right)_{i=1, \ldots, N}$ have the same law. Thus, the sampling operator $\mathcal{O}$ and the operator $\mathcal{O} s_{k}$ have the same law, hence so do $A(z)$ and $A^{s_{k}}(z)$, where

$$
A^{s_{k}}(z):=\frac{1}{N} K s_{k}^{T} \mathcal{O}^{T}\left(\frac{1}{N} \mathcal{O} s_{k} K s_{k}^{T} \mathcal{O}^{T}-z I_{N}\right)^{-1} \mathcal{O} s_{k}
$$

Note that $K s_{k}^{T}=s_{k} K$ and since $s_{k}^{2}=\operatorname{Id}, s_{k} K s_{k}^{T}=K$. This implies that $A^{s_{k}}(z)=s_{k} A(z) s_{k}$. For any $\ell \neq k, A_{\ell k}^{s_{k}}(z)=-A_{\ell k}(z)$, hence $\mathbb{E}\left[A_{\ell k}(z)\right]=0$.

- Diagonal terms: Using Equation D.2.5, we have

$$
\begin{aligned}
A_{k k}(z)=\frac{d_{k} g_{k}}{1+d_{k} g_{k}} & =\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}+\frac{d_{k}\left(g_{k}-\tilde{m}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)} \\
& =\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}+\frac{d_{k}\left(g_{k}-\tilde{m}\right)}{\left(1+d_{k} \tilde{m}\right)^{2}}-\frac{d_{k}^{2}\left(g_{k}-\tilde{m}\right)^{2}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{k} g_{k}\right)}
\end{aligned}
$$

From this, using the fact that $\Re\left(g_{k}\right)>0$, we obtain

$$
\left|\mathbb{E}\left[A_{k k}(z)\right]-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right| \leq \frac{d_{k}\left|\mathbb{E}\left[g_{k}\right]-\tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{2}}+\frac{d_{k}^{2} \mathbb{E}\left[\left|g_{k}-\tilde{m}\right|^{2}\right]}{\left|1+d_{k} \tilde{m}\right|^{2}}
$$

Using Proposition D.2, we can bound the first fraction by

$$
\begin{aligned}
\frac{d_{k}\left|\mathbb{E}\left[g_{k}\right]-\tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{2}} & \leq \frac{d_{k}}{\left|1+d_{k} \tilde{m}\right|^{2}}\left(\frac{1}{|z| N}+\frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}\right) \\
& \leq \frac{d_{k}|\vartheta(-z)|^{2}}{\left|\vartheta(-z)+d_{k}\right|^{2}}\left(\frac{1}{|z| N}+\frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}\right) \\
& \leq \frac{d_{k}}{\left|\vartheta(-z)+d_{k}\right|}\left|1-\frac{d_{k}}{\vartheta(-z)+d_{k}}\right|\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)\right)
\end{aligned}
$$

by substituting $\vartheta(-z)=\frac{1}{\tilde{m}(z)}$, using the bound $|\vartheta(-z)| \leq|z|+\frac{\operatorname{Tr}\left[T_{K}\right]}{N}$ (see Proposition D.3.).
Using Proposition D.1, the inequality $d_{k}^{2} \leq d_{k} \operatorname{Tr}\left[T_{K}\right]$ and similar arguments as above, we can bound the second fraction by

$$
\begin{aligned}
\frac{d_{k}^{2} \mathbb{E}\left[\left|g_{k}-\tilde{m}\right|^{2}\right]}{\left|1+d_{k} \tilde{m}\right|^{2}} & \leq \frac{d_{k}^{2}}{\left|1+d_{k} \tilde{m}\right|^{2}}\left(\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{3}}+\frac{2 \boldsymbol{c}_{1}}{|z|^{2} N}\right) \\
& \leq \frac{d_{k}|\vartheta(-z)|^{2}}{\left|\vartheta(-z)+d_{k}\right|^{2}}\left(\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{3}}{|z|^{4} N^{3}}+\frac{2 \boldsymbol{c}_{1} \operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N}\right) \\
& \leq \frac{d_{k}}{\left|\vartheta(-z)+d_{k}\right|}\left|1-\frac{d_{k}}{\vartheta(-z)+d_{k}}\right| \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)
\end{aligned}
$$

Finally, putting everything together, we get:

$$
\begin{equation*}
\left|\mathbb{E}\left[A_{k k}(z)\right]-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right| \leq \frac{d_{k}}{\left|\vartheta(-z)+d_{k}\right|}\left|1-\frac{d_{k}}{\vartheta(-z)+d_{k}}\right|\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)\right) \tag{D.2.12}
\end{equation*}
$$

## Variance

To study the variance of $A(z)$ we will need to apply the Shermann-Morrison formula twice, to isolate the contribution of the two eigenfunctions $f^{(k)}$ and $f^{(\ell)}$. Similarly to above, we set $K_{(k \ell)}=$ $\sum_{n \notin\{k, \ell\}} d_{n} f^{(n)} \otimes f^{(n)}$ and we define

$$
B_{(k \ell)}(z)=\frac{1}{N} \mathcal{O} K_{(k \ell)} \mathcal{O}^{T}-z I_{N}, \quad m_{(k \ell)}(z)=\frac{1}{N} \operatorname{Tr}\left[B_{(k \ell)}(z)^{-1}\right]
$$

Note that the concentration results of Section D.2 apply to $m_{(k \ell)}$ : it concentrates around $\tilde{m}_{(k \ell)}$, the unique solution, in the cone spanned by 1 and $-1 / z$, to the equation

$$
\tilde{m}_{(k \ell)}=-\frac{1}{z}\left(1-\frac{\tilde{m}_{(k \ell)}}{N} \operatorname{Tr}\left[T_{K_{(k \ell)}}\left(T_{K_{(k \ell)}}+\tilde{m}_{(k \ell)} I_{\mathcal{C}}\right)^{-1}\right]\right)
$$

In order to compute the off-diagonal entry $A_{k \ell}(z)=\frac{1}{N} d_{k} \mathcal{O}_{k}^{T} B(z)^{-1} \mathcal{O}_{. \ell}$, we use the ShermannMorrison formula twice: when applied to $B(z)=B_{(k)}(z)+\frac{d_{k}}{N} \mathcal{O}_{. k} \mathcal{O}_{. k}^{T}$ we get

$$
B(z)^{-1}=B_{(k)}(z)^{-1}-\frac{d_{k}}{N} \frac{B_{(k)}(z)^{-1} \mathcal{O}_{. k} \mathcal{O}_{. k}^{T} B_{(k)}(z)^{-1}}{1+\frac{d_{k}}{N} \mathcal{O}_{. k}^{T} B_{(k)}(z)^{-1} \mathcal{O}_{. k}}
$$

thus, recalling that $g_{(k)}=\frac{1}{N} \mathcal{O}_{., k}^{T} B_{(k)}(z)^{-1} \mathcal{O}_{., k}$, we have

$$
A_{k \ell}(z)=\frac{d_{k}}{1+d_{k} g_{k}} \frac{1}{N} \mathcal{O}_{. k}^{T} B_{(k)}(z)^{-1} \mathcal{O}_{. \ell}
$$

We then apply the Shermann-Morrison formula to $B_{(k)}(z)=B_{(k \ell)}(z)+\frac{d_{\ell}}{N} \mathcal{O}_{. \ell} \mathcal{O}_{. \ell}^{T}$ and obtain

$$
B_{(k)}(z)^{-1}=B_{(k \ell)}(z)^{-1}-\frac{d_{\ell}}{N} \frac{B_{(k \ell)}(z)^{-1} \mathcal{O}_{. \ell} \mathcal{O}_{. \ell}^{T} B_{(k \ell)}(z)^{-1}}{1+\frac{d_{\ell}}{N} \mathcal{O}_{. \ell}^{T} B_{(k \ell)}(z)^{-1} \mathcal{O}_{. \ell}}
$$

Thus, we obtain the following formula for the off-diagonal entry:

$$
\begin{equation*}
A_{k \ell}(z)=\frac{d_{k}}{1+d_{k} g_{k}} \frac{h_{k \ell}}{1+d_{\ell} h_{\ell}} \tag{D.2.13}
\end{equation*}
$$

where $h_{\ell}=\frac{1}{N}\left(\mathcal{O}_{. \ell}\right)^{T} B_{(k \ell)}^{-1}(z) \mathcal{O}_{. \ell}$ and $h_{k \ell}=\frac{1}{N}\left(\mathcal{O}_{. k}\right)^{T} B_{(k \ell)}^{-1}(z) \mathcal{O}_{. \ell}$.
We can apply the results of Section D.2 showing the concentration of $g_{k}$ around $\tilde{m}_{(k)}$ : $h_{\ell}$ concentrates around $\tilde{m}_{(k)}$ which itself is close to $\tilde{m}$ :

Lemma D.6. For $z \in \mathbb{H}_{<0}$, and $s \in \mathbb{N}$, we have

$$
\mathbb{E}\left[\left|h_{\ell}-\tilde{m}\right|^{2 s}\right] \leq \frac{\boldsymbol{a}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}}+\frac{\boldsymbol{b}_{s}}{|z|^{2 s} N^{s}}
$$

where $\boldsymbol{a}_{s}, \boldsymbol{b}_{s}$ only depend on $s$.
Proof. By convexity, for $k \neq \ell$,

$$
\begin{aligned}
\mathbb{E}\left[\left|h_{\ell}-\tilde{m}\right|^{2 s}\right] & \leq 2^{2 s-1} \mathbb{E}\left[\left|h_{\ell}-\tilde{m}_{(k)}\right|^{2 s}\right]+2^{2 s-1}\left|\tilde{m}_{(k)}-\tilde{m}\right|^{2 s} \\
& \leq 2^{2 s-1}\left(\frac{2^{2 s-1} \boldsymbol{c}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}}+\frac{2^{2 s-1} \boldsymbol{c}_{s}}{|z|^{2 s} N^{s}}\right)+\frac{2^{2 s-1}}{|z|^{2 s} N^{2 s}}
\end{aligned}
$$

where for the first term, we applied Proposition D. 1 to the matrix $B_{(k)}$ instead of $B$ and the second term is bounded by $\left|\tilde{m}_{(k)}-\tilde{m}\right| \leq \frac{1}{|z| N}$ by Lemma D.13. Finally, letting $\boldsymbol{a}_{s}=4^{2 s-1} \boldsymbol{c}_{s}$ and $\boldsymbol{b}_{s}=4^{2 s-1} \boldsymbol{c}_{s}+2^{2 s-1}$, we obtain the result.

The scalar $h_{k \ell}$ on the other hand has 0 expectation and, using Wick's formula (LemmaD.9), its variance $\mathbb{E}\left[h_{k \ell}^{2}\right]$ is equal to $\frac{1}{N^{2}} \mathbb{E}\left[\operatorname{Tr}\left[B_{(k \ell)}^{-2}\right]\right]=\frac{1}{N} \mathbb{E}\left[\partial_{z} m_{(k \ell)}(z)\right]$. Since $\mathbb{E}\left[m_{(k \ell)}(z)\right]$ is close to $\tilde{m}(z)$, from Lemma D.10, its derivative, and hence the variance of $h_{k \ell}$, is close to $\frac{1}{N} \partial_{z} \tilde{m}$ :

Lemma D.7. For $z \in \mathbb{H}_{<0}$, we have:

$$
\left|\mathbb{E}\left[m_{(k \ell)}(z)\right]-\tilde{m}(z)\right| \leq \frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}+\frac{2}{|z| N}
$$

where $\boldsymbol{c}_{1}$ is as in Proposition D.2.

Proof. We use Proposition D. 2 and Lemma D. 13 twice to obtain

$$
\begin{aligned}
\left|\mathbb{E}\left[m_{(k \ell)}(z)\right]-\tilde{m}(z)\right| & \leq\left|\mathbb{E}\left[m_{(k \ell)}(z)\right]-\tilde{m}_{(k \ell)}(z)\right|+\left|\tilde{m}_{(k \ell)}(z)-\tilde{m}_{(k)}(z)\right|+\left|\tilde{m}_{(k)}(z)-\tilde{m}(z)\right| \\
& \leq \frac{\operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2 \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}+\frac{2}{|z| N},
\end{aligned}
$$

which yields the desired result.
To approximate the variance $\operatorname{Var}\left(\left\langle f^{(k)}, A_{\lambda} f^{*}\right\rangle_{S}\right)$ of the coordinate of the noiseless predictor, we need the following results regarding the covariance of the entries of $A(z)$.

Proposition D.5. For $z \in \mathbb{H}_{<0}$, any $k, \ell \in \mathbb{N}$, we have

$$
\begin{aligned}
\left|\operatorname{Var}\left(A_{k k}(z)\right)-\frac{2}{N} \frac{d_{k}^{2} \partial_{z} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{4}}\right| & \leq \frac{1}{N} \frac{d_{k}^{2}\left|\partial_{z} \tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{4}}\left(\frac{1}{N}+\frac{|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)\right) \\
\left|\operatorname{Var}\left(A_{k \ell}(z)\right)-\frac{1}{N} \frac{d_{k}^{2} \partial_{z} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right| & \leq \frac{1}{N} \frac{d_{k}^{2}\left|\partial_{z} \tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{2}\left|1+d_{\ell} \tilde{m}\right|^{2}} \frac{|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right) \\
\left|\operatorname{Cov}\left(A_{k \ell}(z), A_{\ell k}(z)\right)-\frac{1}{N} \frac{d_{k} d_{\ell} \partial_{z} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right| & \leq \frac{1}{N} \frac{d_{k} d_{\ell}\left|\partial_{z} \tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{2}\left|1+d_{\ell} \tilde{m}\right|^{2}} \frac{|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)
\end{aligned}
$$

where we use the big-P notation of Definition 7. Whenever a value in the quadruple $(k, h, n, \ell)$ appears an odd number of times, we have

$$
\operatorname{Cov}\left(A_{k h}(z), A_{n \ell}(z)\right)=0
$$

Proof. Let $s_{k}$ be the symmetry map in the proof of Theorem D.1: the matrices $A(z)$ and $A^{s_{k}}(z)$ have the same law. Since $A_{\ell n}^{s_{k}}(z)=-A_{\ell n}(z)$ whenever exactly one of $\ell, n$ is equal to $k$, we have for $h, n, \ell$ distinct from $k$ :

$$
\operatorname{Cov}\left(A_{k h}(z), A_{n \ell}(z)\right)=\operatorname{Cov}\left(A_{k h}^{s_{k}}(z), A_{n \ell}^{s_{k}}(z)\right)=\operatorname{Cov}\left(-A_{k h}(z), A_{n \ell}(z)\right)
$$

which implies that $\operatorname{Cov}\left(A_{k h}(z), A_{n \ell}(z)\right)=0$ when $h, n, \ell$ are distinct from $k$. More generally, it is easy to see that $\operatorname{Cov}\left(A_{k h}(z), A_{n \ell}(z)\right)=0$ whenever a value in the quadruple $(k, h, n, \ell)$ appears an odd number of times.

Approximation of $\operatorname{Var}\left(A_{k k}(z)\right)$ : Since $\mathbb{E}\left[A_{k k}(z)\right] \approx \frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}$ (Theorem D.1 , we decompose the variance of $A_{k k}(z)$ as follows:

$$
\operatorname{Var}\left(A_{k k}\right)=\mathbb{E}\left[\left(A_{k k}-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right)^{2}\right]-\left[\mathbb{E}\left[A_{k k}\right]-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right]^{2}
$$

This gives us an approximation $\operatorname{Var}\left(A_{k k}\right) \approx \mathbb{E}\left[\left(A_{k k}-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right)^{2}\right]$ since the term $\left|\mathbb{E}\left[A_{k k}\right]-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right|^{2}$, by using Theorem D.1 we get the following bound :

$$
\left|\mathbb{E}\left[A_{k k}\right]-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right|^{2} \leq\left|\frac{d_{k} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{2}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)\right)\right|^{2}
$$

$$
=\frac{1}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}}\left(\frac{1}{N}+2 \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)+N \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)^{2}\right)
$$

Since $\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)=\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{1 / 2}}\right)$ and $N \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)^{2}=\mathcal{P}\left(\frac{\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{2} N}\right)$, we can bound $\left|\mathbb{E}\left[A_{k k}\right]-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right|^{2}$ by

$$
\frac{1}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)\right) .
$$

Using Formula D.2.5 for the diagonal entries of $A$, we have:

$$
\left(A_{k k}-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right)^{2}=\frac{d_{k}^{2}\left[g_{k}-\tilde{m}\right]^{2}}{\left(1+d_{k} g_{k}\right)^{2}\left(1+d_{k} \tilde{m}\right)^{2}}
$$

which can be also expressed as:

$$
\left(\frac{d_{k}\left[g_{k}-\tilde{m}\right]}{\left(1+d_{k} g_{k}\right)\left(1+d_{k} \tilde{m}\right)}\right)^{2}=\left(\frac{d_{k}\left[g_{k}-\tilde{m}\right]}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} \tilde{m}\right)}-\frac{d_{k}^{2}\left[g_{k}-\tilde{m}\right]^{2}}{\left(1+d_{k} g_{k}\right)\left(1+d_{k} \tilde{m}\right)^{2}}\right)^{2}
$$

This yields

$$
\begin{aligned}
\mathbb{E}\left[\left(A_{k k}-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right)^{2}\right] & -\mathbb{E}\left[\left(\frac{d_{k}\left[g_{k}-\tilde{m}\right]}{\left(1+d_{k} \tilde{m}\right)^{2}}\right)^{2}\right] \\
& =-\mathbb{E}\left[\frac{d_{k}^{2}\left[g_{k}-\tilde{m}\right]^{2}}{\left(1+d_{k} g_{k}\right)\left(1+d_{k} \tilde{m}\right)^{2}}\left(\frac{2 d_{k}\left[g_{k}-\tilde{m}\right]}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} \tilde{m}\right)}-\frac{d_{k}^{2}\left[g_{k}-\tilde{m}\right]^{2}}{\left(1+d_{k} g_{k}\right)\left(1+d_{k} \tilde{m}\right)^{2}}\right)\right]
\end{aligned}
$$

Using Proposition D.1 the absolute value of the r.h.s. can now be bounded by

$$
\begin{aligned}
\frac{d_{k}^{3}\left(2 \mathbb{E}\left[\left|g_{k}-\tilde{m}\right|^{3}\right]+d_{k} \mathbb{E}\left[\left|g_{k}-\tilde{m}\right|^{4}\right]\right)}{\left|1+d_{k} \tilde{m}\right|^{4}} \leq & \frac{d_{k}^{3}}{\left|1+d_{k} \tilde{m}\right|^{4}} 2\left(\frac{2^{3} \boldsymbol{c}_{2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{8} N^{6}}+\frac{2^{3} \boldsymbol{c}_{2}}{|z|^{4} N^{2}}\right)^{\frac{3}{4}} \\
& +\frac{d_{k}^{4}}{\left|1+d_{k} \tilde{m}\right|^{4}}\left(\frac{2^{3} \boldsymbol{c}_{2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{8} N^{6}}+\frac{2^{3} \boldsymbol{c}_{2}}{|z|^{4} N^{2}}\right) \\
\leq & \frac{2}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}} \frac{\operatorname{Tr}\left[T_{K}\right]}{|\tilde{m}|^{2}}\left(\frac{2^{\frac{9}{4}} \boldsymbol{c}_{2}^{\frac{3}{4}}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{3}}{|z|^{6} N^{\frac{7}{2}}}+\frac{2^{\frac{9}{4}} \boldsymbol{c}_{2}^{\frac{3}{4}}}{|z|^{3} N^{\frac{1}{2}}}\right) \\
& +\frac{1}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}} \frac{\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|\tilde{m}|^{2}}\left(\frac{2^{3} \boldsymbol{c}_{2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{8} N^{5}}+\frac{2^{3} \boldsymbol{c}_{2}}{|z|^{4} N}\right)
\end{aligned}
$$

using the inequality $(a+b)^{\frac{3}{4}} \leq a^{\frac{3}{4}}+b^{\frac{3}{4}}$ and the fact that $d_{k} \leq \operatorname{Tr}\left[T_{K}\right]$. From Proposition D.3. we have $\frac{1}{\tilde{m}^{2}} \leq\left(|z|+\frac{\operatorname{Tr}\left[T_{K}\right]}{N}\right)^{2}$, so that

$$
\left|\mathbb{E}\left[\left(A_{k k}-\frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right)^{2}\right]-\mathbb{E}\left[\left(\frac{d_{k}\left[g_{k}-\tilde{m}\right]}{\left(1+d_{k} \tilde{m}\right)^{2}}\right)^{2}\right]\right| \leq \frac{1}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right) .
$$
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This yields the approximation $\operatorname{Var}\left(A_{k k}\right) \approx \frac{d_{k}^{2} \mathbb{E}\left[\left(g_{k}-\tilde{m}\right)^{2}\right]}{\left(1+d_{k} \tilde{m}\right)^{4}}$.
Using Wick's formula (Lemma D.9),

$$
\mathbb{E}\left[\left(g_{k}-\tilde{m}\right)^{2}\right]=\mathbb{E}\left[\left(m_{(k)}-\tilde{m}\right)^{2}\right]+\frac{2}{N} \mathbb{E}\left[\partial_{z} m_{(k)}(z)\right]
$$

hence we get:

$$
\frac{d_{k}^{2} \mathbb{E}\left[\left(g_{k}-\tilde{m}\right)^{2}\right]}{\left(1+d_{k} \tilde{m}\right)^{4}}=\frac{\frac{2}{N} d_{k}^{2} \partial_{z} \mathbb{E}\left[m_{(k)}(z)\right]}{\left(1+d_{k} \tilde{m}\right)^{4}}+\frac{d_{k}^{2} \mathbb{E}\left[\left(m_{(k)}-\tilde{m}\right)^{2}\right]}{\left(1+d_{k} \tilde{m}\right)^{4}}
$$

Using Proposition D.1,

$$
\begin{aligned}
\frac{d_{k}^{2} \mathbb{E}\left[\left|m_{(k)}-\tilde{m}\right|^{2}\right]}{\left|1+d_{k} \tilde{m}\right|^{4}} & \leq \frac{d_{k}^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}}\left|\frac{\boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{3}}\right| \\
& \leq \frac{1}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)
\end{aligned}
$$

hence the approximation $\operatorname{Var}\left(A_{k k}\right) \approx \frac{\frac{2}{N} d_{k}^{2} \partial_{z} \mathbb{E}\left[m_{(k)}(z)\right]}{\left(1+d_{k} \tilde{m}\right)^{4}}$.
At last, by using the approximation $\mathbb{E}\left[\partial_{z} m_{(k)}(z)\right]=\mathbb{E}\left[\partial_{z} g_{k}(z)\right] \approx \partial_{z} \tilde{m}(z)$ (Proposition D. 2 and Lemma D.10, we obtain

$$
\begin{aligned}
& \left|\frac{\frac{2}{N} d_{k}^{2} \partial_{z} \mathbb{E}\left[m_{(k)}(z)\right]}{\left(1+d_{k} \tilde{m}\right)^{4}}-\frac{\frac{2}{N} d_{k}^{2} \partial_{z} \tilde{m}(z)}{\left(1+d_{k} \tilde{m}(z)\right)^{4}}\right| \\
& \leq \frac{2}{N} \frac{d_{k}^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}} \frac{2}{-\Re(z)}\left(\frac{2^{2} \operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2^{4} \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2^{6} \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}+\frac{2^{2}}{|z| N}\right) \\
& \leq \frac{2}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}} \frac{2|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right) .
\end{aligned}
$$

Hence we get the approximation $\operatorname{Var}\left(A_{k k}\right) \approx \frac{\frac{2}{N} d_{k}^{2} \partial_{z} \tilde{m}(z)}{\left(1+d_{k} \tilde{m}(z)\right)^{4}}$, more precisely $\left|\operatorname{Var}\left(A_{k k}\right)-\frac{\frac{2}{N} d_{k}^{2} \partial_{z} \tilde{m}(z)}{\left(1+d_{k} \tilde{m}(z)\right)^{4}}\right|$ is bounded by

$$
\frac{2}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)+\frac{|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)\right) .
$$

Putting everything together, we get

$$
\left|\operatorname{Var}\left(A_{k k}\right)-\frac{\frac{2}{N} d_{k}^{2} \partial_{z} \tilde{m}(z)}{\left(1+d_{k} \tilde{m}(z)\right)^{4}}\right| \leq \frac{2}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{4}}\left(\frac{1}{N}+\frac{|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)\right)
$$

Since $\partial_{z} \vartheta=\frac{\partial_{z} \tilde{m}}{\tilde{m}^{2}}$, from Proposition D.3 we have $\left|\partial_{\lambda} \vartheta(\lambda)\right| \geq 1$, i.e. $|\tilde{m}|^{2} \leq\left|\partial_{\lambda} \tilde{m}\right|$ and thus we conclude.

Approximation of $\operatorname{Cov}\left(A_{k \ell}(z), A_{\ell k}(z)\right)$ : Note that $A_{k \ell}(z)=\frac{d_{k}}{N} \mathcal{O}_{. k}^{T} B(z)^{-1} \mathcal{O}_{. \ell}$, hence, since $B(z)$ is symmetric,

$$
A_{k \ell}(z)=\frac{d_{k}}{d_{\ell}} A_{\ell k}(z)
$$

In particular, we have $\operatorname{Cov}\left(A_{k \ell}(z), A_{\ell k}(z)\right)=\frac{d_{\ell}}{d_{k}} \operatorname{Var}\left(A_{k \ell}(z)\right)$. Hence the approximation of $\operatorname{Cov}\left(A_{k \ell}(z), A_{\ell k}(z)\right)$ follows from the one of $\operatorname{Var}\left(A_{k \ell}(z)\right)$.

Approximation of $\operatorname{Var}\left(A_{k \ell}(z)\right)$ : We have seen in Theorem D. 1 that $\mathbb{E}\left(A_{k \ell}(z)\right)=0$ : we need to bound $\mathbb{E}\left(A_{k \ell}(z)^{2}\right)$. Using Equation (D.2.13):

$$
\mathbb{E}\left[A_{k \ell}(z)^{2}\right]=\mathbb{E}\left[\left(\frac{d_{k}}{1+d_{k} g_{k}} \frac{h_{k \ell}}{1+d_{\ell} h_{\ell}}\right)^{2}\right]
$$

where we recall that $h_{\ell}=\frac{1}{N} \mathcal{O}^{T, \ell}{ }_{\ell} B_{(k \ell)}(z)^{-1} \mathcal{O}_{., \ell}$ and $h_{k \ell}=\frac{1}{N} \mathcal{O}^{T, k}{ }^{T} B_{(k \ell)}(z)^{-1} \mathcal{O}_{., \ell}$. Since
$\frac{d_{k}}{1+d_{k} g_{k}} \frac{h_{k \ell}}{1+d_{\ell} h_{\ell}}=\frac{d_{k}}{1+d_{k} \tilde{m}} \frac{h_{k \ell}}{1+d_{\ell} \tilde{m}}-d_{k} h_{k \ell}\left(\frac{d_{k}\left(g_{k}-\tilde{m}\right)\left(1+d_{\ell} h_{\ell}\right)+d_{\ell}\left(1+d_{k} \tilde{m}\right)\left(h_{\ell}-\tilde{m}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{\ell} \tilde{m}\right)\left(1+d_{k} g_{k}\right)\left(1+d_{\ell} h_{\ell}\right)}\right)$,
using Lemma D. 8 below, we get the approximation $\mathbb{E}\left[A_{k \ell}(z)^{2}\right] \approx \mathbb{E}\left[\frac{d_{k}^{2} h_{k \ell}^{2}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right]$. Using Wick's formula (Lemma D. 9 below):

$$
\mathbb{E}\left[h_{k \ell}^{2}\right]=\frac{1}{N} \partial_{z} \mathbb{E}\left[m_{(k \ell)}(z)\right]
$$

Hence the approximation $\mathbb{E}\left[A_{k \ell}(z)^{2}\right] \approx \frac{\frac{1}{N} d_{k}^{2} \partial_{z} \mathbb{E}\left[m_{(k \ell)}(z)\right]}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}$. At last, by using the approximation $\mathbb{E}\left[\partial_{z} m_{(k l)}(z)\right] \approx \partial_{z} \tilde{m}(z)$ (Lemma D.7 above and the technical complex analysis Lemma D. 10 below), we can bound the difference $\left|\frac{\frac{1}{N} d_{k}^{2} \partial_{z} \mathbb{E}\left[m_{(k \ell)}(z)\right]}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}-\frac{\frac{1}{N} d_{k}^{2} \partial_{z} \tilde{m}(z)}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right|$ by

$$
\begin{aligned}
& \frac{1}{N} \frac{d_{k}^{2}}{\left|1+d_{k} \tilde{m}\right|^{2}\left|1+d_{\ell} \tilde{m}\right|^{2}} \frac{2}{-\Re(z)}\left(\frac{2^{2} \operatorname{Tr}\left[T_{K}\right]}{|z|^{2} N^{2}}+\frac{2^{4} \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{3} N^{2}}+\frac{2^{6} \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{5} N^{4}}+\frac{2^{2}}{|z| N}\right) \\
& \leq \frac{1}{N} \frac{d_{k}^{2}|\tilde{m}|^{2}}{\left|1+d_{k} \tilde{m}\right|^{2}\left|1+d_{\ell} \tilde{m}\right|^{2}} \frac{2|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)
\end{aligned}
$$

Finally, we can bound the error $\left|\mathbb{E}\left[\left(A_{k \ell}(z)\right)^{2}\right]-\frac{1}{N} \frac{d_{k}^{2} \partial_{z} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right|$ by

$$
\begin{aligned}
& \frac{1}{N} \frac{d_{k}^{2}\left|\partial_{z} \tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{2}\left|1+d_{\ell} \tilde{m}\right|^{2}}\left(\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)+\frac{2|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)\right) \\
& \leq \frac{1}{N} \frac{d_{k}^{2}\left|\partial_{z} \tilde{m}\right|}{\left|1+d_{k} \tilde{m}\right|^{2}\left|1+d_{\ell} \tilde{m}\right|^{2}} \frac{|z|}{-\Re(z)} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right) .
\end{aligned}
$$

Lemma D.8. Using the same notation as in the proof of Proposition D.5,

$$
\epsilon_{k \ell}=\mathbb{E}\left[A_{k \ell}(z)^{2}\right]-\frac{d_{k}^{2} h_{k \ell}^{2}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}
$$

is bounded by:

$$
\left|\epsilon_{k \ell}\right| \leq \frac{1}{N} \frac{d_{k}^{2} \partial_{\lambda} \tilde{m}}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)
$$

Proof. Using Equation D.2.14, by setting $c=2 \frac{1}{1+d_{k} \tilde{m}} \frac{1}{1+d_{\ell} \tilde{m}}, X_{1}=d_{k} h_{k \ell}$, and

$$
X_{2}=\frac{d_{k}\left(g_{k}-\tilde{m}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{\ell} \tilde{m}\right)\left(1+d_{k} g_{k}\right)}+\frac{d_{\ell}\left(h_{\ell}-\tilde{m}\right)}{\left(1+d_{\ell} \tilde{m}\right)\left(1+d_{k} g_{k}\right)\left(1+d_{\ell} h_{\ell}\right)}
$$

we have that $\epsilon_{k \ell}$ is equal to:

$$
\epsilon_{k \ell}=\mathbb{E}\left[-X_{1}^{2} X_{2}\left(c-X_{2}\right)\right]
$$

we can thus control $\epsilon_{k \ell}$ with the following bound

$$
\begin{aligned}
\left|\epsilon_{k \ell}\right| & \leq c \mathbb{E}\left[\left|X_{1}\right|^{2}\left|X_{2}\right|\right]+\mathbb{E}\left[\left|X_{1}\right|^{2}\left|X_{2}\right|^{2}\right] \\
& \leq \mathbb{E}\left[\left|X_{1}\right|^{4}\right]^{\frac{1}{2}}\left(c \mathbb{E}\left[\left|X_{2}\right|^{2}\right]^{\frac{1}{2}}+\mathbb{E}\left[\left|X_{2}\right|^{4}\right]^{\frac{1}{2}}\right)
\end{aligned}
$$

- Bound on $\mathbb{E}\left[\left|X_{1}\right|^{4}\right]$ : using the same argument as for $\mathbb{E}\left[\left|m_{(k)}-g_{k}\right|^{2 s}\right]$ and Wick's formula (Lemma D.9), there exists a constant $\boldsymbol{a}$ such that

$$
\mathbb{E}\left[\left|X_{1}\right|^{4}\right]^{\frac{1}{2}}=\mathbb{E}\left[\left|d_{k} h_{k \ell}\right|^{4}\right]^{\frac{1}{2}}=d_{k}^{2} \mathbb{E}\left[\left|h_{k \ell}\right|^{4}\right]^{\frac{1}{2}} \leq \frac{\boldsymbol{a} d_{k}^{2}}{|z|^{2} N}
$$

- Bound on $\mathbb{E}\left[\left|X_{2}\right|^{2 s}\right]$ : in order to bound $\mathbb{E}\left[\left|X_{2}\right|^{2 s}\right]$ we decompose $X_{2}$ as $X_{2}=Y_{1}+Y_{2}+Y_{3}$ where

$$
\begin{aligned}
Y_{1} & =\frac{d_{k}\left(g_{k}-\tilde{m}\right)}{\left(1+d_{k} \tilde{m}\right)\left(1+d_{\ell} \tilde{m}\right)\left(1+d_{k} g_{k}\right)} \\
Y_{2} & =\frac{d_{\ell}\left(h_{\ell}-\tilde{m}\right)}{\left(1+d_{\ell} \tilde{m}\right)\left(1+d_{k} \tilde{m}\right)\left(1+d_{\ell} h_{\ell}\right)} \\
Y_{3} & =\frac{d_{\ell} d_{k}\left(h_{\ell}-\tilde{m}\right)\left(\tilde{m}-g_{k}\right)}{\left(1+d_{\ell} \tilde{m}\right)\left(1+d_{k} \tilde{m}\right)\left(1+d_{k} g_{k}\right)\left(1+d_{\ell} h_{\ell}\right)}
\end{aligned}
$$

so that by Minkowski inequality,

$$
\mathbb{E}\left[\left|X_{2}\right|^{2 s}\right]^{\frac{1}{2 s}} \leq \mathbb{E}\left[\left|Y_{1}\right|^{2 s}\right]^{\frac{1}{2 s}}+\mathbb{E}\left[\left|Y_{2}\right|^{2 s}\right]^{\frac{1}{2 s}}+\mathbb{E}\left[\left|Y_{3}\right|^{2 s}\right]^{\frac{1}{2 s}}
$$

We can bound the terms in the r.h.s. of the above by applying Proposition D.1 and Lemma D. 6

- Bound on $\mathbb{E}\left[\left|Y_{1}\right|^{2 s}\right]$ :

$$
\mathbb{E}\left[\left|Y_{1}\right|^{2 s}\right]^{\frac{1}{2 s}} \leq \frac{d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|} \mathbb{E}\left[\left|\left(g_{k}-\tilde{m}\right)\right|^{2 s}\right]^{\frac{1}{2 s}} \leq \frac{d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{2^{2 s-1} \boldsymbol{c}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}}+\frac{2^{2 s-1} \boldsymbol{c}_{s}}{|z|^{2 s} N^{s}}\right]^{\frac{1}{2}}
$$

- Bound on $\mathbb{E}\left[\left|Y_{2}\right|^{2 s}\right]$ :

$$
\mathbb{E}\left[\left|Y_{2}\right|^{2 s}\right]^{\frac{1}{2 s}} \leq \frac{d_{\ell}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|} \mathbb{E}\left[\left|\left(h_{\ell}-\tilde{m}\right)\right|^{2 s}\right]^{\frac{1}{2 s}} \leq \frac{d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{\boldsymbol{a}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}}+\frac{\boldsymbol{b}_{s}}{|z|^{2 s} N^{s}}\right]^{\frac{1}{2 s}}
$$

- Bound on $\mathbb{E}\left[\left|Y_{3}\right|^{2 s}\right]^{\frac{1}{2 s}}$ :

$$
\begin{aligned}
\mathbb{E}\left[\left|Y_{3}\right|^{2 s}\right]^{\frac{1}{2 s}} & \leq \frac{d_{\ell} d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|} \mathbb{E}\left[\left|\left(h_{\ell}-\tilde{m}\right)\right|^{2 s}\left|\left(\tilde{m}-g_{k}\right)\right|^{2 s}\right]^{\frac{1}{2 s}} \\
& \leq \frac{d_{\ell} d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|} \mathbb{E}\left[\left|\left(h_{\ell}-\tilde{m}\right)\right|^{4 s}\right]^{\frac{1}{4 s}} \mathbb{E}\left[\left|\left(\tilde{m}-g_{k}\right)\right|^{4 s}\right]^{\frac{1}{4 s}} \\
& \leq \frac{d_{\ell} d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{\boldsymbol{a}_{2 s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4 s}}{\left.|z|\right|^{s s} N^{6 s}}+\frac{\boldsymbol{b}_{2 s}}{|z|^{4 s} N^{2 s}}\right]^{\frac{1}{4 s}}\left[\frac{2^{4 s-1} c_{2 s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4 s}}{|z|^{8 s} N^{6 s}}+\frac{2^{4 s-1} c_{2 s}}{|z|^{4 s} N^{2 s}}\right]^{\frac{1}{4 s}}
\end{aligned}
$$

Let $\boldsymbol{r}_{s}=\max \left\{2^{2 s-1} \boldsymbol{c}_{s}, \boldsymbol{a}_{s}\right\}$ and $\boldsymbol{t}_{s}=\max \left\{2^{2 s-1} \boldsymbol{c}_{s}, \boldsymbol{b}_{s}\right\}$; then putting the pieces together we have

$$
\mathbb{E}\left[\left|X_{2}\right|^{2 s}\right]^{\frac{1}{2 s}} \leq \frac{d_{\ell}+d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{\boldsymbol{r}_{s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2 s}}{|z|^{4 s} N^{3 s}}+\frac{\boldsymbol{t}_{s}}{|z|^{2 s} N^{s}}\right]^{\frac{1}{2 s}}+\frac{d_{\ell} d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{\boldsymbol{r}_{2 s}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4 s}}{|z|^{8 s} N^{6 s}}+\frac{\boldsymbol{t}_{2 s}}{|z|^{4 s} N^{2 s}}\right]^{\frac{1}{2 s}}
$$

and thus

$$
\begin{aligned}
& \mathbb{E}\left[\left|X_{2}\right|^{2}\right]^{\frac{1}{2}} \leq \frac{d_{\ell}+d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{\boldsymbol{r}_{1}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)}{|z|^{2} N^{3 / 2}}+\frac{\boldsymbol{t}_{1}^{1 / 2}}{|z| \sqrt{N}}\right]+\frac{d_{\ell} d_{k}}{\left|1+d_{\ell} \tilde{m}\right|\left|1+d_{k} \tilde{m}\right|}\left[\frac{\boldsymbol{r}_{2}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{3}}+\frac{\boldsymbol{t}_{2}^{1 / 2}}{|z|^{2} N^{1}}\right] \\
& \mathbb{E}\left[\left|X_{4}\right|^{4}\right]^{\frac{1}{2}} \leq \frac{2\left(d_{\ell}+d_{k}\right)^{2}}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}}\left[\frac{\boldsymbol{r}_{2}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{3}}+\frac{\boldsymbol{t}_{2}^{1 / 2}}{|z|^{2} N}\right]+\frac{2 d_{\ell}^{2} d_{k}^{2}}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}}\left[\frac{\boldsymbol{r}_{4}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{8} N^{6}}+\frac{\boldsymbol{t}_{4}^{1 / 2}}{|z|^{4} N^{2}}\right]
\end{aligned}
$$

And finally, putting all the pieces together, we have

$$
\begin{aligned}
\left|\epsilon_{k \ell}\right| \leq & \mathbb{E}\left[\left|X_{1}\right|^{4}\right]^{\frac{1}{2}}\left(c \mathbb{E}\left[\left|X_{2}\right|^{2}\right]^{\frac{1}{2}}+\mathbb{E}\left[\left|X_{2}\right|^{4}\right]^{\frac{1}{2}}\right) \\
\leq & \frac{\boldsymbol{a} d_{k}^{2}}{|z|^{2} N} \frac{2\left(d_{\ell}+d_{k}\right)}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}}\left[\frac{\boldsymbol{r}_{1}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)}{|z|^{2} N^{3 / 2}}+\frac{\boldsymbol{t}_{1}^{1 / 2}}{|z| \sqrt{N}}\right] \\
& +\frac{\boldsymbol{a} d_{k}^{2}}{|z|^{2} N} \frac{2\left(d_{\ell}+d_{k}\right)^{2}+2 d_{\ell} d_{k}}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}}\left[\frac{\boldsymbol{r}_{2}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{3}}+\frac{\boldsymbol{t}_{2}^{1 / 2}}{|z|^{2} N}\right] \\
& +\frac{\boldsymbol{a} d_{k}^{2}}{|z|^{2} N} \frac{2 d_{\ell}^{2} d_{k}^{2}}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}}\left[\frac{\boldsymbol{r}_{4}^{1 / 2}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{8} N^{6}}+\frac{\boldsymbol{t}_{4}^{1 / 2}}{|z|^{4} N^{2}}\right] .
\end{aligned}
$$

Using the fact that $\left|\partial_{z} \tilde{m}\right| \leq|\tilde{m}|^{2}$ and Proposition D.3 we get:

$$
\frac{1}{|z|^{2}} \leq \frac{\left|\partial_{z} \tilde{m}\right|}{|z|^{2}|\tilde{m}|^{2}} \leq\left|\partial_{z} \tilde{m}\right|\left(1+2 \frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}+\frac{\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{2} N^{2}}\right)
$$

we conclude saying that

$$
\left|\epsilon_{k \ell}\right| \leq \frac{1}{N} \frac{d_{k}^{2} \partial_{z} \tilde{m}}{\left|1+d_{\ell} \tilde{m}\right|^{2}\left|1+d_{k} \tilde{m}\right|^{2}} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right) .
$$

Remark D.5. Since $\tilde{m}(z)=\frac{1}{\vartheta(-z)}$, the derivative $\partial_{z} \tilde{m}(z)$ can also be expressed in terms of the SCT: $\partial_{z} \tilde{m}(z)=\partial_{z} \vartheta(-z) \frac{1}{\vartheta(-z)^{2}}$, hence the previous approximations can also be written as:

$$
\operatorname{Var}\left(A_{k k}(z)\right) \approx \frac{2}{N} \frac{d_{k}^{2} \vartheta(-z)^{2} \partial_{z} \vartheta(-z)}{\left(\vartheta(-z)+d_{k}\right)^{4}} \quad \operatorname{Var}\left(A_{k \ell}(z)\right) \approx \frac{1}{N} \frac{d_{k}^{2} \vartheta(-z)^{2} \partial_{z} \vartheta(-z)}{\left(\vartheta(-z)+d_{k}\right)^{2}\left(\vartheta(-z)+d_{\ell}\right)^{2}}
$$

We can now describe the variance of the predictor. The variance of the predictor along the eigenfunction $f^{(k)}$ is estimated by $V_{k}$, where

$$
V_{k}\left(f^{*}, \lambda, N, \epsilon\right)=\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}
$$

Theorem D.2. There is a constant $\boldsymbol{C}_{1}>0$ such that, with the notation of Definition 7, we have

$$
\left|\operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)-V_{k}\left(f^{*}, \lambda, N, \epsilon\right)\right| \leq\left(\frac{C_{1}}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) V_{k}\left(f^{*}, \lambda, N, \epsilon\right)
$$

Proof. Using the law of total variance, we decompose the variance with respect to the observations $\mathcal{O}$ and the vector of noise $E=\left(e_{1}, \ldots, e_{N}\right)^{T}$

$$
\begin{aligned}
\operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right) & =\operatorname{Var}_{\mathcal{O}}\left(\left\langle f^{(k)}, \mathbb{E}_{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right\rangle_{S}\right)+\epsilon^{2} \mathbb{E}_{\mathcal{O}}\left[\operatorname{Var}_{E}\left(\frac{d_{k}}{N}\left(\mathcal{O}_{\cdot k}\right)^{T}\left(\frac{1}{N} \mathcal{O} K \mathcal{O}^{T}+\lambda I_{N}\right)^{-1} E\right)\right] \\
& =\operatorname{Var}_{\mathcal{O}}\left(\left\langle f^{(k)}, A(-\lambda) f^{*}\right\rangle_{S}\right)+\epsilon^{2} \mathbb{E}_{\mathcal{O}}\left[\frac{d_{k}}{N} \partial_{\lambda} A_{k k}(-\lambda)\right]
\end{aligned}
$$

Since the randomness is now only on $A$ through $\mathcal{O}$, from now on, we will lighten the notation by sometimes omitting the $\mathcal{O}$ dependence in the expectations.

We first show how the approximation $V_{k}\left(f^{*}, \lambda, N, \epsilon\right)$ appears, and then establish the bounds which allow one to study the quality of this approximation.

Approximations: Decomposing the true function along the principal components $f^{*}=\sum_{k=1}^{\infty} b_{k} f^{(k)}$ with $b_{k}=\left\langle f^{(k)}, f^{*}\right\rangle_{S}$, we have

$$
\operatorname{Var}\left(\left\langle f^{(k)}, A(-\lambda) f^{*}\right\rangle_{S}\right)=\sum_{\ell} b_{\ell}^{2} \operatorname{Var}\left(A_{k \ell}(-\lambda)\right)
$$

From Proposition D.5 and the remark after, we have two different approximations for $\operatorname{Var}\left(A_{k \ell}(-\lambda)\right)$. For any $\ell \neq k$, we have

$$
\operatorname{Var}\left(A_{k k}(-\lambda)\right) \approx \frac{2}{N} \frac{d_{k}^{2} \vartheta(\lambda)^{2} \partial_{\lambda} \vartheta(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{4}}, \quad \operatorname{Var}\left(A_{k \ell}(-\lambda)\right) \approx \frac{1}{N} \frac{d_{k}^{2} \vartheta(\lambda)^{2} \partial_{\lambda} \vartheta(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}\left(\vartheta(\lambda)+d_{\ell}\right)^{2}}
$$

Hence

$$
\begin{aligned}
\operatorname{Var}\left(\left\langle f^{(k)}, A_{\lambda} f^{*}\right\rangle_{S}\right) & \approx \frac{b_{k}^{2}}{N} \frac{d_{k}^{2} \vartheta(\lambda)^{2} \partial_{\lambda} \vartheta(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{4}}+\sum_{\ell} \frac{b_{\ell}^{2}}{N} \frac{d_{k}^{2} \vartheta(\lambda)^{2} \partial_{\lambda} \vartheta(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}\left(\vartheta(\lambda)+d_{\ell}\right)^{2}} \\
& =\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}+\sum_{\ell} b_{\ell}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{\ell}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}
\end{aligned}
$$

Since $\sum_{\ell} b_{\ell}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{\ell}\right)^{2}}=\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}$, this provides the approximation:

$$
\begin{equation*}
\operatorname{Var}\left(\left\langle f^{(k)}, A_{\lambda} f^{*}\right\rangle_{S}\right) \approx \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}} . \tag{D.2.15}
\end{equation*}
$$

Now, using Lemma D. 10 and Theorem D. 1 .

$$
\begin{equation*}
\epsilon^{2} \mathbb{E}_{\mathcal{O}}\left[\frac{d_{k}}{N} \partial_{\lambda} A_{k k}(-\lambda)\right] \approx \epsilon^{2} \frac{\partial_{\lambda} \vartheta(\lambda)}{N} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}} . \tag{D.2.16}
\end{equation*}
$$

Combining Equations D.2.15 and D.2.16 we obtain the approximation

$$
\operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right) \approx V_{k}\left(f^{*}, \lambda, N, \epsilon\right)
$$

Now, we explain how to quantify the quality of the approximations, and thus how to get the bound stated in the theorem. Recall that we decomposed $\operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)$ into two terms using the law of total variance.

First term: We have seen that:

$$
\operatorname{Var}\left(\left\langle f^{(k)}, A_{\lambda} f^{*}\right\rangle_{S}\right)=b_{k}^{2} \operatorname{Var}\left(A_{k k}(-\lambda)\right)+\sum_{\ell \neq k} b_{\ell}^{2} \operatorname{Var}\left(A_{k \ell}(-\lambda)\right) .
$$

By Proposition D.5. we have

$$
\begin{aligned}
\left|b_{k}^{2} \operatorname{Var}\left(A_{k k}(-\lambda)\right)-2 b_{k}^{2} \frac{\partial_{\lambda} \vartheta(\lambda)}{N} \frac{\vartheta(\lambda)^{2} d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{4}}\right| & =b_{k}^{2}\left|\operatorname{Var}\left(A_{k k}(-\lambda)\right)-\frac{2}{N} \frac{d_{k}^{2} \partial_{\lambda} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{4}}\right| \\
& \leq b_{k}^{2} \frac{\left|\partial_{\lambda} \vartheta(\lambda)\right|}{N} \frac{|\vartheta(\lambda)|^{2} d_{k}^{2}}{\left|\vartheta(\lambda)+d_{k}\right|^{4}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)
\end{aligned}
$$

and

$$
\left|b_{\ell}^{2} \operatorname{Var}\left(A_{k \ell}(-\lambda)\right)-\frac{1}{N} b_{\ell}^{2} \frac{d_{k}^{2} \partial_{\lambda} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right| \leq b_{\ell}^{2} \frac{1}{N} \frac{d_{k}^{2}|\vartheta(\lambda)|^{2}\left|\partial_{\lambda} \vartheta(\lambda)\right|}{\left|\vartheta(\lambda)+d_{k}\right|^{2}\left|\vartheta(\lambda)+d_{\ell}\right|^{2}} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right) .
$$

Thus we have

$$
\begin{aligned}
& \left|\sum_{\ell} b_{\ell}^{2} \operatorname{Var}\left(A_{k \ell}(-\lambda)\right)-\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\left(2 b_{k}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}+\sum_{\ell \neq k} b_{\ell}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{\ell}\right)^{2}}\right)\right| \\
& \leq b_{k}^{2}\left|\operatorname{Var}\left(A_{k k}(-\lambda)\right)-\frac{2}{N} \frac{d_{k}^{2} \partial_{\lambda} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{4}}\right|+\sum_{\ell \neq k} b_{\ell}^{2}\left|\operatorname{Var}\left(A_{k \ell}(-\lambda)\right)-\frac{1}{N} \frac{d_{k}^{2} \partial_{\lambda} \tilde{m}}{\left(1+d_{k} \tilde{m}\right)^{2}\left(1+d_{\ell} \tilde{m}\right)^{2}}\right| \\
& \leq b_{k}^{2} \frac{1}{N} \frac{d_{k}^{2}|\vartheta(\lambda)|^{2}\left|\partial_{\lambda} \vartheta(\lambda)\right|}{\left|\vartheta(\lambda)+d_{k}\right|^{4}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)+\sum_{\ell \neq k} b_{\ell}^{2} \frac{1}{N} \frac{d_{k}^{2}|\vartheta(\lambda)|^{2}\left|\partial_{\lambda} \vartheta(\lambda)\right|}{\left|\vartheta(\lambda)+d_{k}\right|^{2}\left|\vartheta(\lambda)+d_{\ell}\right|^{2}} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right) \\
& \leq \frac{\left|\partial_{\lambda} \vartheta(\lambda)\right|}{N} \frac{d_{k}^{2}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}} \sum_{\ell} b_{\ell}^{2} \frac{|\vartheta(\lambda)|^{2}}{\left|\vartheta(\lambda)+d_{\ell}\right|^{2}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)
\end{aligned}
$$
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$$
\leq \frac{\left|\partial_{\lambda} \vartheta(\lambda)\right|}{N} \frac{d_{k}^{2}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)
$$

We deduce:

$$
\begin{aligned}
& \left|\operatorname{Var}_{\mathcal{O}}\left(\left\langle f^{(k)}, A_{\lambda} f^{*}\right\rangle_{S}\right)-\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\lambda}\right) f^{*}\right\|_{S}^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| \\
& \leq \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) \\
& \leq \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) .
\end{aligned}
$$

Second term: To approximate, we apply Cauchy's inequality to Equation D.2.12 of Theorem D. 1 .

$$
\begin{aligned}
\left|\mathbb{E}\left[\partial_{z} A_{k k}(z)\right]-\partial_{z} \vartheta(-z) \frac{d_{k}}{\left(\vartheta(-z)+d_{k}\right)^{2}}\right| & \leq \frac{2}{-\Re(z)} \sup _{|w-z|=-\frac{1}{2} \Re(z)}\left|\mathbb{E}\left[A_{k k}(w)\right]-\frac{d_{k}}{\vartheta(-w)+d_{k}}\right| \\
& \leq \frac{2}{-\Re(z)} \sup _{|w-z|=-\frac{1}{2} \Re(z)} \frac{d_{k}|\vartheta(-w)|}{\left|\vartheta(-w)+d_{k}\right|^{2}}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|w| N}\right)\right) .
\end{aligned}
$$

By choosing $z=-\lambda$, in the region $\left\{w \in \mathbb{C}\left||w+\lambda|=\frac{\lambda}{2}\right\}\right.$ the polynomial $\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|w| N}\right)$ is uniformly bounded by $\mathcal{P}\left(\frac{2 \operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)$ and $\frac{d_{k}|\vartheta(-w)|}{\left|\vartheta(-w)+d_{k}\right|^{2}} \leq \frac{d_{k}|\vartheta(\lambda)|}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}$. Thus we get

$$
\begin{aligned}
\left|\mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right]-\partial_{\lambda} \vartheta(\lambda) \frac{d_{k}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| & \leq 2 \frac{d_{k}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}} \frac{\vartheta(\lambda)}{\lambda}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) \\
& \leq 2 \frac{d_{k}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}\left(1+\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) \\
& \leq \frac{d_{k}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) .
\end{aligned}
$$

By using the fact that $1 \leq\left|\partial_{\lambda} \vartheta(\lambda)\right|$ (see Proposition D.3), we have that

$$
\left|\frac{d_{k}}{N} \mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right]-\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| \leq \frac{\left|\partial_{\lambda} \vartheta(\lambda)\right|}{N} \frac{d_{k}^{2}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N}\right)\right) .
$$

Finally, by putting the bounds for the two terms together we have

$$
\begin{aligned}
& \left|\operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)-\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\left(2 b_{k}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}+\sum_{\ell \neq k} b_{\ell}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{\ell}\right)^{2}}+\epsilon^{2}\right)\right| \\
& \leq\left|\operatorname{Var}\left(\left\langle f^{(k)}, A_{\lambda} f^{*}\right\rangle_{S}\right)-\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\left(2 b_{k}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}+\sum_{\ell \neq k} b_{\ell}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{\ell}\right)^{2}}\right)\right| \\
& +\epsilon^{2} \frac{d_{k}}{N}\left|\partial_{\lambda} \mathbb{E}\left[A_{k k}(-\lambda)\right]-\partial_{\lambda} \vartheta(\lambda) \frac{d_{k}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right|
\end{aligned}
$$

$$
\leq \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)
$$

This concludes the proof.

## Expected Risk

We now have all the tools required to describe the expected risk and empirical risk. In particular, we now show that the distance between the expected risk $\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]$ and

$$
\tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)=\partial_{\lambda} \vartheta(\lambda)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)
$$

is relatively small:
Theorem D.3. We have

$$
\left|\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]-\tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\right| \leq \tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)
$$

Proof. The expected risk can be written as $\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]=\mathbb{E}\left[\left\|\hat{f}_{\lambda}^{\epsilon}-f^{*}\right\|_{S}^{2}\right]+\epsilon^{2}=\sum_{k} \mathbb{E}\left[\left(a_{k}-b_{k}\right)^{2}\right]+\epsilon^{2}$, where $a_{k}=\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}$ and $b_{k}=\left\langle f^{(k)}, f^{*}\right\rangle_{S}$. Hence, using the classical bias-variance decomposition for each summand, we get that the expected risk is equal to:

$$
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]=R^{\epsilon}\left(\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)+\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)
$$

Similarly to the proof of Theorem D.2, we explain how the approximation of the expected arises, then we establish the bounds which allow one to study the quality of this approximation.

Approximations: The bias term $R^{\epsilon}\left(\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)$ is equal to $\left\|\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]-f^{*}\right\|_{S}^{2}+\epsilon^{2}=\left\|\left(I_{\mathcal{C}}-\mathbb{E}\left[A_{\lambda}\right]\right) f^{*}\right\|_{S}^{2}+$ $\epsilon^{2}$. Using Theorem D.1, one gets the approximation of the bias term:

$$
R^{\epsilon}\left(\mathbb{E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right) \approx\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}
$$

As for the variance term $\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)$, we use Theorem D. 2 .

$$
\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right) \approx \sum_{k=1}^{\infty} V_{k}\left(f^{*}, \lambda, N, \epsilon\right)
$$

where

$$
V_{k}\left(f^{*}, \lambda, N, \epsilon\right)=\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}
$$

Thus the variance term is approximately equal to:

$$
\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right) \frac{\partial_{\lambda} \vartheta(\lambda)}{N} \sum_{k=1}^{\infty} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}+\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \sum_{k=1}^{\infty}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda) d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{4}}
$$
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Noting that from Equation D.2.10 we have $\left(\partial_{\lambda} \vartheta(\lambda)-1\right)=\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \sum_{k=1}^{\infty} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}$, we get:

$$
\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right) \approx\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)+\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \sum_{k=1}^{\infty}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda) d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{4}}
$$

The second term in the r.h.s. is a residual term: using the fact that $\frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}} \leq 1$, this term is bounded by $\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}$.

Hence, we get the following approximation of the variance term:

$$
\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right) \approx\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)
$$

Putting the approximations of the bias and variance terms together, we obtain:

$$
\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right] \approx \tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)
$$

Now, we explain how to quantify the quality of the approximations, and thus how to get the bound stated in the theorem. Recall that, using the bias-variance decomposition, we split the expected risk into two terms, the bias term and the variance term. We show now that:

$$
\left|R^{\epsilon}\left(\mathbb{E}_{\mathcal{O}, E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)-\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right| \leq\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)
$$

and

$$
\begin{aligned}
\left|\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)-\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right| \leq \\
\partial_{\lambda} \vartheta(\lambda)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)
\end{aligned}
$$

Combining the two inequations, and using the fact that $1 \leq \partial_{\lambda} \vartheta(\lambda)$, we then get the desired inequality.

Bias term: Since $\left|\tilde{A}_{\vartheta(\lambda), k k}\right| \leq 1$, Equation D.2.12 of Theorem D.1 implies that

$$
\left|\tilde{A}_{\vartheta(\lambda), k k}-\mathbb{E}\left[A_{k k}(-\lambda)\right]\right| \leq\left|1-\tilde{A}_{\vartheta(\lambda), k k}\right|\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)
$$

We then get

$$
1-\mathbb{E}\left[A_{\lambda, k k}\right] \leq 1-\tilde{A}_{\lambda, k k}+\frac{c}{\lambda^{2} N}\left(1-\tilde{A}_{\lambda, k k}\right) \tilde{A}_{\lambda, k k} \leq\left(1-\tilde{A}_{\lambda, k k}\right)\left(1+\frac{c}{\lambda^{2} N}\right)
$$

We decompose the true function $f^{*}$ into $f^{*}=\sum_{k=1}^{\infty} b_{k} f^{(k)}$ for $b_{k}=\left\langle f^{*}, f^{(k)}\right\rangle_{S}$, and obtain $\left|R^{\epsilon}\left(\mathbb{E}_{\mathcal{O}, E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)-\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right|=\left|\left\|\left(I_{\mathcal{C}}-\mathbb{E}\left[A_{\lambda}\right]\right) f^{*}\right\|_{S}^{2}-\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\right|$

$$
\begin{aligned}
& =\left|\sum_{k=1}^{\infty} b_{k}^{2}\left(\left(1-\mathbb{E}\left[A_{\lambda, k k}\right]\right)^{2}-\left(1-\tilde{A}_{\vartheta(\lambda), k k}\right)^{2}\right)\right| \\
& \leq \sum_{k=1}^{\infty} b_{k}^{2}\left|\tilde{A}_{\vartheta(\lambda), k k}-\mathbb{E}\left[A_{\lambda, k k}\right]\right| 2-\tilde{A}_{\vartheta(\lambda), k k}-\mathbb{E}\left[A_{\vartheta(\lambda), k k}\right] \mid .
\end{aligned}
$$

By the triangular inequality, we get that

$$
\left|2-\tilde{A}_{\vartheta(\lambda), k k}-\mathbb{E}\left[A_{\vartheta(\lambda), k k}\right]\right| \leq\left|1-\tilde{A}_{\vartheta(\lambda), k k}\right|\left(2+\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)\right)
$$

and thus

$$
\begin{aligned}
& \left|R^{\epsilon}\left(\mathbb{E}_{\mathcal{O}, E}\left[\hat{f}_{\lambda}^{\epsilon}\right]\right)-\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right| \\
& \leq \sum_{k=1}^{\infty} b_{k}^{2}\left|1-\tilde{A}_{\vartheta(\lambda), k k}\right|^{2}\left(2+\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) \\
& \leq \sum_{k=1}^{\infty} b_{k}^{2}\left|1-\tilde{A}_{\vartheta(\lambda), k k}\right|^{2}\left(\frac{C_{2}}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) .
\end{aligned}
$$

Variance term: For the second term, recall that $\left(\partial_{\lambda} \vartheta(\lambda)-1\right)=\frac{\partial_{\lambda} \vartheta(\lambda)}{N} \sum_{k=1}^{\infty} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}$, and that

$$
\begin{aligned}
& \left|\sum_{k=1}^{\infty} \operatorname{Var}\left(\left\langle f^{(k)}, \hat{f}_{\lambda}^{\epsilon}\right\rangle_{S}\right)-\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right| \\
& \leq \sum_{k=1}^{\infty}\left|\operatorname{Var}_{\mathcal{O}}\left(\left\langle f^{(k)}, A(-\lambda) f^{*}\right\rangle_{S}\right)-\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| \\
& +\sum_{k=1}^{\infty} \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2} d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{4}} .
\end{aligned}
$$

Using Theorem D.2, we can control the terms in the first series: there is a constant $\boldsymbol{C}_{1}>0$ such that

$$
\begin{aligned}
& \sum_{k=1}^{\infty}\left|\operatorname{Var}_{\mathcal{O}}\left(\left\langle f^{(k)}, A(-\lambda) f^{*}\right\rangle_{S}\right)-\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| \\
& \leq\left(\frac{\boldsymbol{C}_{1}}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) \frac{\partial_{\lambda} \vartheta(\lambda)}{N} \sum_{k=1}^{\infty}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}+\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta^{2}(\lambda)}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}} \\
& \leq\left(\frac{\boldsymbol{C}_{1}}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right) \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) \tilde{A}_{\vartheta(\lambda)} f^{*}\right\|_{S}^{2}+\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right) \sum_{k=1}^{\infty} \frac{d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right) \\
& \leq\left(\frac{\boldsymbol{C}_{1}}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)\left(\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) \tilde{A}_{\vartheta(\lambda)} f^{*}\right\|_{S}^{2}+\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right) \\
& \leq\left(\frac{\boldsymbol{C}_{1}}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N^{\frac{1}{2}}}\right)\right)\left(\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\left(\partial_{\lambda} \vartheta(\lambda)-1\right)\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)\right),
\end{aligned}
$$

whereas for the second series, as explained already above, we have

$$
\sum_{k=1}^{\infty} \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2} d_{k}^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{4}}=\frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) \tilde{A}_{\vartheta(\lambda)} f^{*}\right\|_{S}^{2} \leq \frac{\partial_{\lambda} \vartheta(\lambda)}{N}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}
$$

Finally, putting the pieces together, we conclude.

## Expected Empirical Risk

The expected empirical risk can be approximated as follows:
Theorem D.4. We have

$$
\left|\mathbb{E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda, E}^{\epsilon}\right)\right]-\frac{\lambda^{2}}{\vartheta(\lambda)^{2}} \tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\right| \leq \tilde{R}^{\epsilon}\left(f^{*}, \lambda\right) \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)
$$

Proof. A small computation allows one to show that:

$$
\hat{R}^{\epsilon}\left(\hat{f}_{\lambda, E}^{\epsilon}\right)=\frac{\lambda^{2}}{N}\left(y^{\epsilon}\right)^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} y^{\epsilon}
$$

Using the definition of $y^{\epsilon}$ and the fact that the noise on the labels is centered and independent from the observations, this yields:

$$
\begin{aligned}
\mathbb{E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda, E}^{\epsilon}\right)\right] & =\frac{\lambda^{2}}{N} f^{*} \mathbb{E}\left[\mathcal{O}^{T}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2} \mathcal{O}\right] f^{*}+\lambda^{2} \epsilon^{2} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\frac{1}{N} G+\lambda I_{N}\right)^{-2}\right] \\
& =\lambda^{2} \sum_{k=1}^{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right]}{d_{k}}+\lambda^{2} \epsilon^{2} \mathbb{E}\left[\partial_{z} m(-\lambda)\right]
\end{aligned}
$$

Similarly to the proof of Theorem D.2, we explain how the approximation of the expected empirical risk appears, then we establish the bounds which allow one to study the quality of this approximation.

Approximations: Using Equation D.2.16, $\mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right] \approx \partial_{\lambda} \vartheta(\lambda) \frac{d_{k}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}$ hence

$$
\begin{aligned}
\lambda^{2} \sum_{k=1}^{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right]}{d_{k}} & \approx \frac{\partial_{\lambda} \vartheta(\lambda) \lambda^{2}}{\vartheta(\lambda)^{2}} \sum_{k=1}^{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}} \\
& =\frac{\partial_{\lambda} \vartheta(\lambda) \lambda^{2}}{\vartheta(\lambda)^{2}}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}
\end{aligned}
$$

The second term can be approximated using Proposition D.2 and Lemma D.10 this yields

$$
\mathbb{E}\left[\partial_{\lambda} m(-\lambda)\right] \approx \partial_{\lambda} \tilde{m}(-\lambda)=\frac{\partial_{\lambda} \vartheta(\lambda)}{\vartheta(\lambda)^{2}}
$$

Hence, putting the two approximations together, the expected empirical risk is approximated by:

$$
\mathbb{E}\left[\hat{R}^{\epsilon}\left(\hat{f}_{\lambda, E}^{\epsilon}\right)\right] \approx \frac{\partial_{\lambda} \vartheta(\lambda) \lambda^{2}}{\vartheta(\lambda)^{2}}\left(\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}+\epsilon^{2}\right)=\frac{\lambda^{2}}{\vartheta(\lambda)^{2}} R^{\epsilon}\left(f^{*}, \lambda\right)
$$

Now, we explain how to quantify the quality of the approximations, and thus how to get the bound stated in the theorem. Recall that, we split the expected empirical risk into two terms.

First term: We have already seen in Theorem D.2 that by applying Lemma D. 10 to Equation D.2.12 of Theorem D.1 we get

$$
\left|\mathbb{E}\left[\partial_{z} A_{k k}(-\lambda)\right]-\partial_{\lambda} \vartheta(\lambda) \frac{d_{k}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| \leq \frac{d_{k}}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)
$$

and thus

$$
\begin{aligned}
& \left|\lambda^{2} \sum_{k=1}^{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{\mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right]}{d_{k}}-\frac{\partial_{\lambda} \vartheta(\lambda) \lambda^{2}}{\vartheta(\lambda)^{2}}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\right| \\
& \leq \lambda^{2} \sum_{k=1}^{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2}\left|\frac{\mathbb{E}\left[\partial_{\lambda} A_{k k}(-\lambda)\right]}{d_{k}}-\frac{\partial_{\lambda} \vartheta(\lambda)}{\vartheta(\lambda)^{2}} \frac{\vartheta(\lambda)^{2}}{\left(\vartheta(\lambda)+d_{k}\right)^{2}}\right| \\
& \leq \lambda^{2} \sum_{k=1}^{N}\left\langle f^{(k)}, f^{*}\right\rangle_{S}^{2} \frac{1}{\left|\vartheta(\lambda)+d_{k}\right|^{2}}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) \\
& =\frac{\lambda^{2}}{\vartheta(\lambda)^{2}}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right) \\
& \leq \frac{\partial_{\lambda} \vartheta(\lambda) \lambda^{2}}{\vartheta(\lambda)^{2}}\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta(\lambda)}\right) f^{*}\right\|_{S}^{2}\left(\frac{2}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)\right)
\end{aligned}
$$

Second Term: Using Proposition D. 2 and Lemma D. 10 .

$$
\left|\mathbb{E}\left[\partial_{z} m(z)\right]-\partial_{z} \tilde{m}(z)\right| \leq \frac{|z|}{-\Re(z)}\left(\frac{2^{3} \operatorname{Tr}\left[T_{K}\right]}{|z|^{3} N^{2}}+\frac{2^{4} \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{2}}{|z|^{4} N^{2}}+\frac{2^{6} \boldsymbol{c}_{1}\left(\operatorname{Tr}\left[T_{K}\right]\right)^{4}}{|z|^{6} N^{4}}\right)
$$

Thus, since $\partial_{\lambda} \tilde{m}(-\lambda)=\frac{\partial_{\lambda} \vartheta(\lambda)}{\vartheta(\lambda)^{2}}$,

$$
\left|\lambda^{2} \epsilon^{2} \mathbb{E}\left[\partial_{\lambda} m(-\lambda)\right]-\frac{\lambda^{2} \epsilon^{2}}{\vartheta(\lambda)^{2}} \partial_{\lambda} \vartheta(\lambda)\right| \leq \epsilon^{2} \mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{\lambda N}\right)
$$

## Bayesian Setting

In this section, we consider the following Bayesian setting: let the true function $f^{*}$ be random with zero mean and covariance kernel $\Sigma(x, y)=\mathbb{E}_{f^{*}}\left[f^{*}(x) f^{*}(y)\right]$. We will first show that in this setting the KRR predictor with kernel $K=\Sigma$ and ridge $\lambda=\frac{\epsilon^{2}}{N}$ is optimal amongst all predictors which depend linearly on the noisy labels $y^{\epsilon}$. Second, given a kernel $K$ and a ridge $\lambda$, we provide a simple formula for the expected risk.

Let us consider predictors $\hat{f}$ that depend linearly on the labels $y^{\epsilon}$, i.e. for all $x$, there is a $M_{x} \in \mathbb{R}^{N}$ such that $\hat{f}(x)=M_{x}^{T} y^{\epsilon}$. Clearly, the KRR predictor belongs to this family of predictors. The pointwise expected squared error can be expressed for any such predictors in terms of the Gram matrix $\mathcal{O} \Sigma \mathcal{O}^{T}+\epsilon^{2} I_{N}$ and the vector $\mathcal{O} \Sigma(\cdot, x)$

$$
\mathbb{E}\left[\left(M_{x}^{T} y^{\epsilon}-f^{*}(x)\right)^{2}\right]=M_{x}^{T}\left(\mathcal{O} \Sigma \mathcal{O}^{T}+\epsilon^{2} I_{N}\right) M_{x}-2 M_{x}^{T} \mathcal{O} \Sigma(\cdot, x)+\Sigma(x, x)
$$

Differentiating w.r.t. $M_{x}$, we obtain that the above error is minimized when

$$
M_{x}=\Sigma(x, \cdot) \mathcal{O}^{T}\left(\mathcal{O} \Sigma \mathcal{O}^{T}+\epsilon^{2} I_{N}\right)^{-1}
$$

In other terms, in this Bayesian setting, the KRR predictor with kernel $K=\Sigma$ and ridge $\lambda=\frac{\epsilon^{2}}{N}$ minimizes the expected squared error at all points $x$.

Using Theorem D.3, we obtain the following approximation of the expected risk for a general kernel $K$ and ridge $\lambda$ :

Corollary 2. For a random true function of zero mean and covariance kernel $\Sigma$ the expected risk is approximated by

$$
B\left(\lambda, K ; \epsilon^{2}, \Sigma\right)=N \vartheta(\lambda, K)+N \partial_{\lambda} \vartheta(\lambda, K)\left(\frac{\epsilon^{2}}{N}-\lambda\right)+\left.\partial_{\tau} \vartheta(\lambda, K+\tau(\Sigma-K))\right|_{\tau=0}
$$

in the sense that

$$
\left|\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]-B\left(\lambda, K ; \epsilon^{2}, \Sigma\right)\right| \leq B\left(\lambda, K ; \epsilon^{2}, \Sigma\right)\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)\right)
$$

Proof. Denoting by $\mathbb{E}$ the expectation taken with respect to the data points and the noise, and by $\mathbb{E}_{f^{*}}$ the expectation taken with respect to the random true function $f^{*}$, from Theorem D.3 we obtain

$$
\begin{aligned}
\left|\mathbb{E}_{f^{*}}\left[\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]\right]-\mathbb{E}_{f^{*}}\left[\tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\right]\right| & \leq \mathbb{E}_{f^{*}}\left[\left|\mathbb{E}\left[R^{\epsilon}\left(\hat{f}_{\lambda}^{\epsilon}\right)\right]-\tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\right|\right] \\
& \leq \mathbb{E}_{f^{*}}\left[\tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\right]\left(\frac{1}{N}+\mathcal{P}\left(\frac{\operatorname{Tr}\left[T_{K}\right]}{|z| N^{\frac{1}{2}}}\right)\right)
\end{aligned}
$$

it therefore suffices to show that $\mathbb{E}_{f^{*}}\left[\tilde{R}^{\epsilon}\left(f^{*}, \lambda\right)\right]=B\left(\lambda, K ; \epsilon^{2}, \Sigma\right)$.

$$
\begin{aligned}
\mathbb{E}_{f^{*}}\left[\tilde{R}^{\epsilon}\left(f^{*}, \lambda, N\right)\right] & =\partial_{\lambda} \vartheta(\lambda)\left(\mathbb{E}_{f^{*}}\left[\left\|\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right) f^{*}\right\|_{S}^{2}\right]+\epsilon^{2}\right) \\
& =\partial_{\lambda} \vartheta(\lambda, K)\left(\operatorname{Tr}\left[T_{\Sigma}\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right)^{2}\right]+\epsilon^{2}\right) \\
& =\partial_{\lambda} \vartheta(\lambda, K)\left(\vartheta^{2} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda, K) I_{\mathcal{C}}\right)^{-2}\right]+\epsilon^{2}\right) \\
& +\partial_{\lambda} \vartheta(\lambda, K) \operatorname{Tr}\left[\left(T_{\Sigma}-T_{K}\right)\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right)^{2}\right]
\end{aligned}
$$

This formula can be further simplified. First note that differentiating both sides of Equation D.2.2 w.r.t. to $\lambda$, we obtain that

$$
\frac{\vartheta^{2}}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta(\lambda, K) I_{\mathcal{C}}\right)^{-2}\right]=\frac{\vartheta}{\partial_{\lambda} \vartheta}-\lambda
$$

Secondly, differentiating both sides of Equation D.2.2, we obtain, writing $K(\tau)=K+\tau(\Sigma-K)$

$$
\begin{aligned}
\partial_{\tau} \vartheta(\lambda, K(\tau)) & =\frac{\partial_{\tau} \vartheta}{N} \operatorname{Tr}\left[\tilde{A}_{\vartheta}\right]+\frac{\vartheta}{N} \operatorname{Tr}\left[\partial_{\tau} \tilde{A}_{\vartheta}\right] \\
& =\frac{\partial_{\tau} \vartheta}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-1}\right]+\frac{\vartheta^{2}}{N} \operatorname{Tr}\left[\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-1} T_{(\Sigma-K)}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-1}\right]
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{\partial_{\tau} \vartheta \vartheta}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right] \\
& =\frac{\partial_{\tau} \vartheta}{N} \operatorname{Tr}\left[T_{K}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-1}-\vartheta T_{K}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right]+\frac{\vartheta^{2}}{N} \operatorname{Tr}\left[T_{(\Sigma-K)}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right] \\
& =\frac{\partial_{\tau} \vartheta}{N} \operatorname{Tr}\left[T_{K}^{2}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right]+\frac{\vartheta^{2}}{N} \operatorname{Tr}\left[T_{(\Sigma-K)}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right] \\
& =\partial_{\tau} \vartheta-\frac{\partial_{\tau} \vartheta}{\partial_{\lambda} \vartheta}+\frac{\vartheta^{2}}{N} \operatorname{Tr}\left[T_{(\Sigma-K)}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right]
\end{aligned}
$$

where we used the fact that $\frac{1}{N} \operatorname{Tr}\left[T_{K}^{2}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right]=1-1 / \partial_{\lambda} \vartheta$. This implies that

$$
\begin{aligned}
\partial_{\tau} \vartheta & =\partial_{\lambda} \vartheta \frac{\vartheta^{2}}{N} \operatorname{Tr}\left[T_{(\Sigma-K)}\left(T_{K}+\vartheta I_{\mathcal{C}}\right)^{-2}\right] \\
& =\partial_{\lambda} \vartheta(\lambda, K) \operatorname{Tr}\left[\left(T_{\Sigma}-T_{K}\right)\left(I_{\mathcal{C}}-\tilde{A}_{\vartheta}\right)^{2}\right]
\end{aligned}
$$

Putting everything together, we obtain that

$$
\mathbb{E}_{f^{*}}\left[\tilde{R}^{\epsilon}\left(f^{*}, \lambda, N\right)\right]=N \vartheta(\lambda, K)+N \partial_{\lambda} \vartheta(\lambda, K)\left(\frac{\epsilon^{2}}{N}-\lambda\right)+\left.\partial_{\tau} \vartheta(\lambda, K+\tau(\Sigma-K))\right|_{\tau=0} .
$$

## Technical Lemmas

## Matricial observations and Wick formula

For any family $\boldsymbol{A}=\left(A^{(1)}, \ldots, A^{(k)}\right)$ of $k$ square matrices of same size, any permutation $\sigma \in \mathfrak{S}_{k}$, we define:

$$
\sigma(\boldsymbol{A})=\prod_{c \text { cycle of } \sigma} \operatorname{Tr}\left[\prod_{i \in c} A^{(i)}\right]
$$

where the product inside the trace is taken following the order given by the cycle and, by the cyclic property, does not depend on the starting point (see [65]). For example if $k=4$ and $\sigma$ is the product of transpositions $(1,3)(2,4)$,

$$
\sigma(\boldsymbol{A})=\operatorname{Tr}\left(A^{(1)} A^{(3)}\right) \operatorname{Tr}\left(A^{(2)} A^{(4)}\right)
$$

The number of cycles of $\sigma$ is denoted by $\mathrm{c}(\sigma)$. The set of permutations without fixed points, i.e. such that $\sigma(i) \neq i$ for any $i \in[1, \ldots, k]$ is denoted by $\mathfrak{S}_{k}^{\dagger}$ and the set of permutations with cycles of even size is denoted by $\mathfrak{S}_{k}^{\text {even }}$.

The following lemma, which is reminiscent of Lemma 4.5 in 8 and which is a rephrasing of Lemma C. 3 of [102], is a consequence of Wick's formula for Gaussian random variables and is key to study the $g_{k}$ and $h_{k, \ell}$.
Lemma D.9. If $\boldsymbol{A}=\left(A^{(1)}, \ldots, A^{(k)}\right)$ is a family of $k$ square symmetric random matrices of size $P$ independent from a standard Gaussian vector $w$ of size $P$, we have

$$
\begin{equation*}
\mathbb{E}\left[\prod_{i=1}^{k} w^{T} A^{(i)} w\right]=\sum_{\sigma \in \mathfrak{S}_{k}} 2^{k-c(\sigma)} \mathbb{E}[\sigma(\boldsymbol{A})] \tag{D.2.17}
\end{equation*}
$$

and,

$$
\begin{equation*}
\mathbb{E}\left[\prod_{i=1}^{k}\left(w^{T} A^{(i)} w-\operatorname{Tr}\left(A^{(i)}\right)\right)\right]=\sum_{\sigma \in \mathfrak{S}_{k}^{\dagger}} 2^{k-\mathrm{c}(\sigma)} \mathbb{E}[\sigma(\boldsymbol{A})] \tag{D.2.18}
\end{equation*}
$$

Furthermore, if $w$ and $v$ are independent Gaussian vectors of size $P$ and independent from $\boldsymbol{A}$, then

$$
\begin{equation*}
\mathbb{E}\left[\prod_{i=1}^{k} w^{T} A^{(i)} v\right]=\sum_{\sigma \in \mathfrak{S}_{k}^{\text {even }}} \mathbb{E}[\sigma(\boldsymbol{A})] \tag{D.2.19}
\end{equation*}
$$

Proof. The only differences with Lemma C. 3 of [102] are in the r.h.s. and the combinatorial sets used to express the left side. We only prove Equation H.3.3); Equations (H.3.4 and D.2.19) can be proven similarly. Let $\boldsymbol{P}_{2}(2 k)$ be the set of pair partitions of $\{1, \ldots, 2 k\}$ and let $p \in \boldsymbol{P}_{2}(2 k)$. Let $p[\boldsymbol{A}]=\sum_{\substack{p \leq \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right) \\ i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}}} \mathbb{E}\left[A_{i_{1} i_{2}}^{(1)} \ldots A_{i_{2 k-1} i_{2 k}}^{(k)}\right]$ where $\leq$ is the coarsed order (i.e. $p \leq q$ if $q$ is coarser than $p$ ) and where for any $i_{1}, \ldots, i_{2 k}$ in $1, \ldots, P, \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)$ is the partition of $\{1, \ldots, 2 k\}$ such that two elements $u$ and $v$ in $\{1, \ldots, 2 k\}$ are in the same block (i.e. pair) of $\operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)$ if and only if $i_{u}=i_{v}$. By Wick's formula, we have

$$
\mathbb{E}\left[\prod_{i=1}^{k} w^{T} A^{(i)} w\right]=\sum_{p \in \boldsymbol{P}_{2}(2 k)} p[\boldsymbol{A}] ;
$$

therefore, it is sufficient to prove that

$$
\sum_{p \in \boldsymbol{P}_{2}(2 k)} p[\boldsymbol{A}]=\sum_{\sigma \in \mathfrak{S}_{k}} 2^{k-\mathrm{c}(\sigma)} \sigma(\boldsymbol{A})
$$

Let Po be the set of polygons on $\{1, \ldots, k\}$, i.e. the set of collections of non-crossing loops (disjoint unoriented cycles) which cover $\{1, \ldots, k\}$. Consider the two maps $F: \boldsymbol{P}_{2}(2 k) \rightarrow$ Po and $G: \mathfrak{S}_{k} \mapsto$ Po obtained by forgetting the underlying structure: for any partition $p \in \boldsymbol{P}_{2}(2 k), F(p)$ is the collection of edges $(\ell, m)$ (viewed as collection of non-crossing loops) such that there exists $u \in\{2 \ell-1,2 \ell\}$ and $v \in\{2 m-1,2 m\}$ with $\{u, v\} \in p$; for any permutation $\sigma \in \mathfrak{S}_{k}, G(\sigma)$ is the set of its loops (unoriented cycles).

One can check that for any $\pi \in \mathrm{Po}$,

$$
\#\left\{p \in \boldsymbol{P}_{2}(2 k) \mid F(p)=\pi\right\}=2^{k-\mathrm{c}_{\leq 2}(\pi)}, \quad \#\left\{\sigma \in \mathfrak{S}_{k} \mid G(\sigma)=\pi\right\}=2^{\mathrm{c}(\pi)-\mathrm{c}_{\leq 2}(\pi)}
$$

where $\mathrm{c}(\pi)$, resp. $\mathrm{c}_{\leq 2}(\pi)$, is the number of unoriented cycles, resp. unoriented cycles of size smaller than or equal to 2 , of $\pi$. Note that $\mathrm{c}(\pi)$, resp. $\mathrm{c}_{\leq 2}(\pi)$ are also the number of cycles, resp. cycles of size smaller than or equal to 2 of any $\sigma$ such that $G(\sigma)=\pi$. Notice also that, since the matrices are symmetric, for any $p, p^{\prime} \in \boldsymbol{P}_{2}(2 k)$ and any $\sigma \in \mathfrak{S}_{k}$, if $F(p)=F\left(p^{\prime}\right)=G(\sigma)$, then $p[\boldsymbol{A}]=p^{\prime}[\boldsymbol{A}]=\sigma[\boldsymbol{A}]$. Hence:

$$
\sum_{p \in \boldsymbol{P}_{2}(2 k)} p[\boldsymbol{A}]=\sum_{p \in \boldsymbol{P}_{2}(2 k)} \sum_{\pi=F(p)} p[\boldsymbol{A}]=\sum_{\pi \in \mathrm{Po}} \sum_{p: F(p)=\pi} \pi[\boldsymbol{A}]=\sum_{\pi \in \mathrm{Po}} 2^{k-\mathrm{c} \leq 2(\pi)} \pi[\boldsymbol{A}]
$$

hence

$$
\sum_{p \in \boldsymbol{P}_{2}(2 k)} p[\boldsymbol{A}]=\sum_{\pi \in \mathrm{Po}} 2^{k-\mathrm{c} \leq 2(\pi)} \frac{1}{2^{\mathrm{c}(\pi)-\mathrm{c}_{\leq 2}(\pi)}} \sum_{\sigma: G(\sigma)=\pi} \pi[\boldsymbol{A}]=\sum_{\sigma \in \mathfrak{S}_{k}} 2^{k-\mathrm{c}(\pi)} \sigma[\boldsymbol{A}]
$$

as required.

## Bound on derivatives

Given a bound on a holomorphic function, one can obtain a bound on its derivative.
Lemma D.10. Let $f, g: \mathbb{H}_{<0} \rightarrow \mathbb{C}$ be two holomorphic functions such that for any $z \in \mathbb{H}_{<0}$,

$$
|f(z)-g(z)| \leq F(|z|)
$$

where $F: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a decreasing function, then for any $z \in \mathbb{H}_{<0}$ :

$$
\left|\partial_{z} f(z)-\partial_{z} g(z)\right| \leq \frac{2}{-\Re(z)} F\left(\frac{|z|}{2}\right)
$$

Proof. This is a consequence of Cauchy's inequality: for any $r<-\Re(z)$ (so that the circle of center $z$ and radius $r$ lies inside $\mathbb{H}_{<0}$ ),

$$
\left|\partial_{z} f(z)-\partial_{z} g(z)\right| \leq \frac{1}{r} \sup _{|w-z|=r}|f(w)-g(w)| \leq \frac{1}{r} \sup _{|w-z|=r} F(|w|)
$$

The inequality follows by considering $r=-\frac{1}{2} \Re(z)$ and using the fact that $F$ is decreasing.

## Generalized Cauchy-Schwarz inequality

Another result that we will use is the following generalization of the Cauchy-Schwarz inequality, which is a consequence of Hölder's inequality.

Lemma D.11. For complex random variables $a_{1}, \ldots, a_{s}$, we have

$$
\mathbb{E}\left[\left|a_{1} \cdots a_{s}\right|\right] \leq \sqrt[s]{\mathbb{E}\left[\left|a_{1}\right|^{s}\right] \cdots \mathbb{E}\left[\left|a_{s}\right|^{s}\right]}
$$

Proof. The proof is done using an induction argument. The initialization, i.e. when $s=1$, is trivial. For the induction step, assume that the result is true for $s$ terms and let us prove it for $s+1$ terms. By Hölder's inequality applied for $p=s+1$ and $q=\frac{s+1}{s}$, we obtain:

$$
\begin{aligned}
\mathbb{E}\left[\left|a_{0} a_{1} \cdots a_{s}\right|\right] & \leq\left(\mathbb{E}\left[\left|a_{0}\right|^{s+1}\right]\right)^{\frac{1}{s+1}}\left(\mathbb{E}\left[\left|a_{1} \cdots a_{s}\right|^{\frac{s+1}{s}}\right]\right)^{\frac{s}{s+1}} \\
& \leq\left(\mathbb{E}\left[\left|a_{0}\right|^{s+1}\right]\right)^{\frac{1}{s+1}}\left(\mathbb{E}\left[\left|a_{1}\right|^{s+1}\right] \cdots \mathbb{E}\left[\left|a_{s}\right|^{s+1}\right]\right)^{\frac{1}{s+1}}
\end{aligned}
$$

where the second inequality is obtained by the induction hypothesis.

## Control on fixed points

Lemma D.12. Let $z \in \mathbb{H}_{<0}$, let $\left(a_{k}\right)_{k}$ and $\left(b_{k}\right)_{k}$ be sequences of complex numbers in the cone spanned by 1 and $-1 / z$ and let $\left(d_{k}\right)_{k}$ be positive numbers. Then

$$
\left|z-\sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+a_{k}\right)\left(1+b_{k}\right)}\right| \geq|z| .
$$

Proof. For any complex numbers $z_{1}$ and $z_{2}$, let $\Gamma_{z_{1}, z_{2}}$ be the cone spanned by $z_{1}$ and $z_{2}$, i.e. $\Gamma_{z_{1}, z_{2}}=\left\{w \in \mathbb{C}: w=a z_{1}+b z_{2}\right.$ for $\left.a, b \geq 0\right\}$. Since $a_{k}, b_{k} \in \Gamma_{1,-1 / z}, 1 / 1+a_{k}$ and $1 / 1+b_{k}$ are in $\Gamma_{1,-z}$. All the summands $\frac{d_{k}}{\left(1+a_{k}\right)\left(1+b_{k}\right)}$ lie in $\Gamma_{1, z^{2}}$, hence so does $\sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+a_{k}\right)\left(1+b_{k}\right)}$. Since $\Re(z)<0$, the closest point to $z$ in this cone is 0 and this yields the lower bound:

$$
\left|z-\sum_{k=1}^{\infty} \frac{d_{k}}{\left(1+a_{k}\right)\left(1+b_{k}\right)}\right| \geq|z|
$$

hence the result.
Recall that $\tilde{m}(z)$, resp. $\tilde{m}_{(k)}(z)$, is the unique fixed point of the function $\psi(x):=-\frac{1}{z}\left(1-\frac{1}{N} \sum_{\ell=1}^{\infty} \frac{d_{\ell} x}{1+d_{\ell} x}\right)$, resp. $\psi_{(k)}(x):=-\frac{1}{z}\left(1-\frac{1}{N} \sum_{\ell \neq k} \frac{d_{\ell} x}{1+d_{\ell} x}\right)$, inside the cone spanned by 1 and $-1 / z$. We have the following control on the distance between $\tilde{m}(z)$ and $\tilde{m}_{(k)}(z)$.

Lemma D.13. For any $z \in \mathbb{H}_{<0}$,

$$
\left|\tilde{m}_{(k)}(z)-\tilde{m}(z)\right| \leq \frac{1}{|z| N}
$$

Proof. Let $z \in \mathbb{H}_{<0}, \tilde{m}=\tilde{m}(z)$ and $\tilde{m}_{(k)}=\tilde{m}_{(k)}(z)$. We have:

$$
\begin{aligned}
\tilde{m}_{(k)}-\tilde{m} & =-\frac{1}{z}\left(-\frac{1}{N} \sum_{\ell \neq k} \frac{d_{\ell} \tilde{m}_{(k)}}{1+d_{\ell} \tilde{m}_{(k)}}+\frac{1}{N} \sum_{m} \frac{d_{\ell} \tilde{m}}{1+d_{\ell} \tilde{m}}\right) \\
& =-\frac{1}{z}\left(\frac{1}{N} \sum_{\ell \neq k}^{\infty} \frac{d_{\ell}}{\left(1+d_{\ell} \tilde{m}_{(k)}\right)\left(1+d_{\ell} \tilde{m}\right)}\left(\tilde{m}-\tilde{m}_{(k)}\right)+\frac{1}{N} \frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right)
\end{aligned}
$$

which allows us to express the difference $\tilde{m}_{(k)}-\tilde{m}$ as

$$
\tilde{m}_{(k)}-\tilde{m}=\frac{\frac{1}{N} \frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}}{\left(\frac{1}{N} \sum_{\ell \neq k}^{\infty} \frac{d_{\ell}}{\left(1+d_{\ell} \tilde{m}_{(k)}\right)\left(1+d_{\ell} \tilde{m}\right)}-z\right)}
$$

Since $\tilde{m}_{(k)}$ and $\tilde{m}$ lie in the cone spanned by 1 and $-\frac{1}{z}$, from Lemma D. 12 , we have the lower bound on the norm of the denominator:

$$
\left|\frac{1}{N} \sum_{\ell \neq k}^{\infty} \frac{d_{\ell}}{\left(1+d_{\ell} \tilde{m}_{(k)}\right)\left(1+d_{\ell} \tilde{m}\right)}-z\right| \geq|z|
$$

Since $\Re(\tilde{m}) \geq 0,\left|1+d_{k} \tilde{m}\right| \geq\left|d_{k} \tilde{m}\right|$ and hence $\left|\frac{1}{N} \frac{d_{k} \tilde{m}}{1+d_{k} \tilde{m}}\right| \leq \frac{1}{N}$. This yields the inequality $\left|\tilde{m}_{(k)}(z)-\tilde{m}(z)\right| \leq \frac{1}{N|z|}$.

## Appendix E

## Freeze and Chaos: NTK views on DNN Normalization, Checkerboard and Boundary Artifacts

## E. 1 Choice of Parametrization

The NTK parametrization for FC-NNs introduced in Section 2 differs slightly from the one commonly used, yet it ensures that the training is consistent as the size of the layers grows. In the standard parametrization, for $\ell=0 . . L-1$, the activations are defined by

$$
\begin{aligned}
\alpha^{(0)}(x) & =x \\
\tilde{\alpha}^{(\ell+1)}(x) & =W^{(\ell)} \alpha^{(\ell)}(x)+b^{(\ell)} \\
\alpha^{(\ell+1)}(x) & =\sigma\left(\tilde{\alpha}^{(\ell+1)}(x)\right) .
\end{aligned}
$$

Let denote by $g_{\theta}$ the output function of the FC-NN thus parametrized, where $\theta$ is the concise notation for the vector of free parameters of the FC-NN, and $f_{\theta}$ that of the FC-NN with NTK parametrization. Note the absence of $\frac{1}{\sqrt{n_{\ell}}}$ in comparison to the NTK parametrization. With LeCun/He initialization [125], the parameters $W^{(\ell)}$ have standard deviation $\frac{1}{\sqrt{n_{\ell}}}$ (or $\frac{\sqrt{2}}{\sqrt{n_{\ell}}}$ for the ReLU but this does not change the general analysis). Using this initialization, the activations stay stochastically bounded as the widths of the FC-NN get large. In the forward pass, there is almost no difference between the two parametrizations and for each choice of parameters $\theta$, we can scale down the connection weights by $\frac{\sqrt{1-\beta^{2}}}{\sqrt{n_{\ell}}}$ and the bias weights by $\beta$ to obtain a new set of parameters $\hat{\theta}$ such that

$$
f_{\theta}=g_{\hat{\theta}}
$$

The two parametrizations will exhibit a difference during backpropagation since:

$$
\partial_{W_{i j}^{(\ell)}} g_{\hat{\theta}}(x)=\frac{\sqrt{n_{\ell}}}{\sqrt{1-\beta^{2}}} \partial_{W_{i j}^{(\ell)}} f_{\theta}(x), \quad \partial_{b_{j}^{(\ell)}} g_{\hat{\theta}}(x)=\frac{1}{\beta} \partial_{b_{j}^{(\ell)}} f_{\theta}(x)
$$

The NTK is a sum of products of these derivatives over all parameters:

$$
\Theta^{(L)}=\Theta^{\left(L: W^{(0)}\right)}+\Theta^{\left(L: b^{(0)}\right)}+\Theta^{\left(L: W^{(1)}\right)}+\Theta^{\left(L: b^{(1)}\right)}+\ldots+\Theta^{\left(L: W^{(L-1)}\right)}+\Theta^{\left(L: b^{(L-1)}\right)} .
$$



Figure E.1.1: Result of two GANs on CelebA. (Left) with Nonlinearity Normalization and (Right) with Batch Normalization. In both cases the discriminator uses a Normalized ReLU.

With our parametrization, all summands converge to a finite limit, while with the Le Cun or He parameterization we obtain

$$
\hat{\Theta}^{(L)}=\frac{n_{0}}{1-\beta^{2}} \Theta^{\left(L: W^{(0)}\right)}+\frac{1}{\beta^{2}} \Theta^{\left(L: b^{(0)}\right)}+\ldots+\frac{n_{L-1}}{1-\beta^{2}} \Theta^{\left(L: W^{(L-1)}\right)}+\frac{1}{\beta^{2}} \Theta^{\left(L: b^{(L-1)}\right)},
$$

where some summands, namely the $\left(\frac{n_{i}}{1-\beta^{2}} \Theta^{\left(L: W^{(i)}\right)}\right)_{i}$, explode in the infinite width limit. One must therefore take a learning rate of order $\frac{1}{\max \left(n_{1}, \ldots n_{L-1}\right)}[112,168$ to obtain a meaningful training dynamics, but in this case the contributions to the NTK of the first layers connections $W^{(0)}$ and the bias of all layers $b^{(\ell)}$ vanish, which implies that training these parameters has less and less effect on the function as the width of the network grows. As a result, the dynamics of the output function during training can still be described by a modified kernel gradient descent: the modified learning rate compensates for the absence of normalization in the usual parametrization.

The NTK parametrization is hence more natural for large networks, as it solves both the problem of having meaningful forward and backward passes, and to avoid tuning the learning rate, which is the problem that sparked multiple alternative initialization strategies in deep learning [76]. Note that in the standard parametrization, the importance of the bias parameters shrinks as the width gets large; this can be implemented in the NTK parametrization by taking a small value for the parameter $\beta$.

## E. 2 FC-NN Order and Chaos

In this section, we prove the existence of two regimes,'order' and 'chaos', in FC-NNs. First, we improve some results of [42], and study the rate of convergence of the activation kernels as the
depth grows to infinity. In a second step, this allows us to characterise the behavior of the NTK for large depth.

Let us consider a standardized differentiable nonlinearity $\sigma$, i.e. satisfying $\mathbb{E}_{x \sim \mathcal{N}(0,1)}\left[\sigma^{2}(x)\right]=$ 1. Recall that the the activation kernels are defined recursively by $\Sigma^{(1)}(x, y)=\frac{1-\beta^{2}}{n_{0}} x^{T} y+\beta^{2}$ and $\Sigma^{(\ell+1)}(x, y)=\left(1-\beta^{2}\right) \mathbb{L}_{\Sigma^{(\ell)}}^{\sigma}(x, y)+\beta^{2}$, where $\mathbb{L}_{\Sigma^{(L)}}^{\sigma}$ was introduced in Section 2.2. By induction, for any $x, y \in \mathbb{S}_{n_{0}}, \Sigma^{(\ell+1)}(x, y)$ is uniquely determined by $\rho_{x, y}=\frac{1}{n_{0}} x^{T} y$. Defining the two functions $R_{\sigma}, B_{\beta}:[-1,1] \rightarrow[-1,1]$ by:

$$
\begin{aligned}
& R_{\sigma}(\rho)=\mathbb{E} \underbrace{}_{v \sim \mathcal{N}}\left(0,\left(\begin{array}{ll}
1 & \rho \\
\rho & 1
\end{array}\right)\right)^{\left[\sigma\left(v_{0}\right) \sigma\left(v_{1}\right)\right]} \\
& B_{\beta}(\rho)=\beta^{2}+\left(1-\beta^{2}\right) \rho
\end{aligned}
$$

one can formulate the activation kernels as an alternate composition of $B_{\beta}$ and $R_{\sigma}$ :

$$
\Sigma^{(\ell)}(x, y)=\left(B_{\beta} \circ R_{\sigma}\right)^{\circ \ell-1} \circ B_{\beta}\left(\rho_{x, y}\right)
$$

In particular, this shows that for any $x, y \in \mathbb{S}_{n_{0}}, \Sigma^{(\ell)}(x, y) \leq 1$. Since the activation kernels are obtained by iterating the same function, we first study the fixed points of the composition $B_{\beta} \circ R_{\sigma}:[-1,1] \rightarrow[-1,1]$. When $\sigma$ is a standardized nonlinearity, the function $R_{\sigma}$, named the dual of $\sigma$, satisfies the following key properties proven in 42]:

1. $R_{\sigma}(1)=1$,
2. For any $\rho \in(-1,0), R_{\sigma}(\rho)>\rho$,
3. $R_{\sigma}$ is convex in $[0,1)$,
4. $R_{\sigma}^{\prime}(1)=\mathbb{E}\left[\dot{\sigma}(x)^{2}\right]$, where $R_{\sigma}^{\prime}$ denotes the derivative of $R_{\sigma}$,
5. $R_{\sigma}^{\prime}=R_{\dot{\sigma}}$.

By definition $B_{\beta}(1)=1$, thus 1 is a trivial fixed point: $B_{\beta} \circ R_{\sigma}(1)=1$. This shows that for any $x \in \mathbb{S}_{n_{0}}$ and any $\ell \geq 1$ :

$$
\Sigma^{(\ell)}(x, x)=1
$$

It appears that -1 is also a fixed point of $B_{\beta} \circ R_{\sigma}$ if and only if the nonlinearity $\sigma$ is antisymmetric and $\beta=0$. From now on, we will focus on the region $(-1,1)$. From the property 2 . of $R_{\sigma}$ and since $B_{\beta}$ is non decreasing, any non trivial fixed point must lie in $[0,1)$. Since $B_{\beta} \circ R_{\sigma}(0)>0$, $B_{\beta} \circ R_{\sigma}(1)=1$ and $R_{\sigma}$ is convex in $[0,1)$, there exists a non trivial fixed point of $B_{\beta} \circ R_{\sigma}$ if $\left(B_{\beta} \circ R_{\sigma}\right)^{\prime}(1)>1$ whereas if $\left(B_{\beta} \circ R_{\sigma}\right)^{\prime}(1)<1$ there is no fixed point in $(-1,1)$. This leads to two regimes shown in [42], depending on the value of $r_{\sigma, \beta}=\left(1-\beta^{2}\right) \mathbb{E}_{x \sim \mathcal{N}(0,1)}\left[\dot{\sigma}^{2}(x)\right]$ :

1. "Order" when $r_{\sigma, \beta}<1: B_{\beta} \circ R_{\sigma}$ has a unique fixed point equal to 1 and the activation kernels become constant at an exponential rate,
2. "Chaos" when $r_{\sigma, \beta}>1: B_{\beta} \circ R_{\sigma}$ has another fixed point $0 \leq a<1$ and the activation kernels converge to a kernel equal to 1 if $x=y$ and to $a$ if $x \neq y$ and, if the nonlinearity is antisymmetric and $\beta=0$, it converges to -1 if and only if $x=-y$.

To establish the existence of the two regimes for the NTK, we need the following bounds on the rate of convergence of $\Sigma^{(\ell)}(x, y)$ in the "order" region and on its values in the "chaos" region:
Lemma E.2.1. If $\sigma$ is a standardized differentiable nonlinearity,
If $r_{\sigma, \beta}<1$, then for any $x, y \in \mathbb{S}_{n_{0}}$,

$$
1 \geq \Sigma^{(\ell)}(x, y) \geq 1-2 r_{\sigma, \beta}^{\ell-1}\left(1-\beta^{2}\right)
$$

If $r_{\sigma, \beta}>1$, then there exists a fixed point $a \in[0,1)$ of $B_{\beta} \circ R_{\sigma}$ such that for any $x, y \in \mathbb{S}_{n_{0}}$,

$$
\left|\Sigma^{(\ell)}(x, y)\right| \leq \max \left\{\left|\beta^{2}+\frac{1-\beta^{2}}{n_{0}} x^{T} y\right|, a\right\}
$$

Proof. Let us denote $r=r_{\sigma, \beta}$ and suppose first that $r<1$. By 42, we know that $R_{\sigma}^{\prime}=R_{\dot{\sigma}}$ and $R_{\dot{\sigma}}(\rho) \in\left[-\mathbb{E}\left[\dot{\sigma}(z)^{2}\right], \mathbb{E}\left[\dot{\sigma}(z)^{2}\right]\right]$ where $z \sim \mathcal{N}(0,1)$. From now on, we will omit to specify the distribution asumption on $z$. The previous equalities and inequalities imply that $R_{\sigma}(\rho) \geq$ $1-\mathbb{E}\left[\dot{\sigma}(v)^{2}\right](1-\rho)$, thus we obtain:

$$
B_{\beta} \circ R_{\sigma}(\rho) \geq \beta^{2}+\left(1-\beta^{2}\right)\left(1-\mathbb{E}\left[\dot{\sigma}(z)^{2}\right](1-\rho)\right)=1-r(1-\rho)
$$

By definition, we then have $\Sigma^{(\ell)}(x, y)=\left(B_{\beta} \circ R_{\sigma}\right)^{\circ \ell-1} \circ B_{\beta}\left(\frac{1}{n_{0}} x^{T} y\right) \geq 1-2\left(1-\beta^{2}\right) r^{\ell-1}$. Using the bound $\Sigma^{(\ell)}(x, y) \leq 1$, this proves the first assertion.

When $r>1$, there exists a fixed point $a$ of $B_{\beta} \circ R_{\sigma}$ in $[0,1)$. By a convexity argument, for any $\rho$ in $[a, 1), a \leq B_{\beta} \circ R_{\sigma}(\rho) \leq \rho$ and because $R_{\sigma}(\rho)$ is increasing in $[0,1)$, for all $\rho \in[0, a]$, $0 \leq B_{\beta} \circ R_{\sigma}(\rho) \leq a$.

For negative $\rho$, we claim that $\left|B_{\beta} \circ R_{\sigma}(\rho)\right| \leq B_{\beta} \circ R_{\sigma}(|\rho|)$, which entails the second assertion. Since $R_{\sigma}(\rho)=\sum_{i=0}^{\infty} b_{i} \rho^{i}$ for positive $b_{i} \mathrm{~S}$ [42], and the composition $B_{\beta} \circ R_{\sigma}(\rho)=\sum_{i=0}^{\infty} c_{i} \rho^{i}$ for $c_{0}=b_{0}\left(1-\beta^{2}\right)+\beta^{2} \geq 0$ and $c_{i}=b_{i}\left(1-\beta^{2}\right) \geq 0$ when $i>0$, we have

$$
\left|B_{\beta} \circ R_{\sigma}(\rho)\right|=\left|\sum_{i=0}^{\infty} c_{i} \rho^{i}\right| \leq \sum_{i=0}^{\infty} c_{i}|\rho|^{i}=B_{\beta} \circ R_{\sigma}(|\rho|)
$$

This leads to the inequality in the chaos regime.
Before studying the normalized NTK, let us remark that the NTK on the diagonal (with $x=y$ in $\left.\mathbb{S}_{n_{0}}\right)$ is equal to:

$$
\begin{aligned}
\Theta_{\infty}^{(L)}(x, x) & =\sum_{\ell=1}^{L} \Sigma^{(\ell)}(x, x) \prod_{k=\ell+1}^{L} \dot{\Sigma}^{(k)}(x, x)=\sum_{\ell=1}^{L}\left(\left(1-\beta^{2}\right) \mathbb{E}\left[\dot{\sigma}(x)^{2}\right]\right)^{L-\ell} \\
& =\frac{1-r^{L}}{1-r}
\end{aligned}
$$

This shows that in the ordered regime, $\Theta_{\infty}^{(L)}(x, x) \underset{L \rightarrow \infty}{\longrightarrow} \frac{1}{1-r}$ and in the chaotic regime $\Theta_{\infty}^{(L)}(x, x)$ grows exponentially. At the transition, $r=1$ and thus $\Theta_{\infty}^{(L)}(x, x)=L$. Besides, if $x, y \in \mathbb{S}_{n_{0}}$, using the Cauchy-Schwarz inequality, for any $\ell,\left|\Sigma^{(\ell)}(x, y)\right| \leq\left|\Sigma^{(\ell)}(x, x)\right|$ and $\left|\dot{\Sigma}^{(\ell+1)}(x, y)\right| \leq$ $\left|\dot{\Sigma}^{(\ell+1)}(x, x)\right|$. This implies the following inequality: $\Theta_{\infty}^{(L)}(x, y) \leq \Theta_{\infty}^{(L)}(x, x)$.

We now study the normalized NTK $\vartheta_{L}(x, y)=\frac{\Theta_{\infty}^{(L)}(x, y)}{\Theta_{\infty}^{(L)}(x, x)} \leq 1$.

Theorem E.2.2. Suppose that $\sigma$ is twice differentiable and standardized.
If $r<1$, we are in the ordered regime: there exists $C_{1}$ such that for $x, y \in \mathbb{S}_{n_{0}}$,

$$
1-C_{1} L r^{L} \leq \vartheta^{(L)}(x, y) \leq 1
$$

If $r>1$, we are in the chaotic regime: for $x \neq y$ in $\mathbb{S}_{n_{0}}$, there exist $s<1$ and $C_{2}$, such that

$$
\left|\vartheta^{(L)}(x, y)\right| \leq C_{2} s^{L}
$$

Proof. First, let us suppose that $r<1$. Recall that the NTK is defined as

$$
\Theta_{\infty}^{(L)}(x, y)=\sum_{\ell=1}^{L} \Sigma^{(\ell)}(x, y) \dot{\Sigma}^{(\ell+1)}(x, y) \ldots \dot{\Sigma}^{(L)}(x, y)
$$

Several times in the appendix, we will use the following fact: for any $a_{1}, \cdots, a_{k} \in(0,1)$, we have

$$
\begin{equation*}
\prod_{i=1}^{k}\left(1-a_{i}\right) \geq 1-\sum_{i=1}^{k} a_{i} \tag{E.2.1}
\end{equation*}
$$

For all $\ell=1 . . L, \Sigma^{(\ell)}(x, y) \leq \Sigma^{(\ell)}(x, x)=1$ and $\dot{\Sigma}^{(\ell)}(x, y) \leq \dot{\Sigma}^{(\ell)}(x, x)=r$. Writing $\Sigma^{(\ell)}(x, y)=$ $1-\epsilon^{(\ell)}$ and $\dot{\Sigma}^{(\ell)}(x, y)=r-\dot{\epsilon}^{(\ell)}$ for $\epsilon^{(\ell)}, \dot{\epsilon}^{(\ell)} \geq 0$, we have that

$$
\begin{aligned}
\Theta_{\infty}^{(L)}(x, y) & =\sum_{\ell=1}^{L}\left(1-\epsilon^{(\ell)}\right) \prod_{k=\ell+1}^{L}\left(r-\dot{\epsilon}^{(\ell)}\right) \\
& \geq \sum_{\ell=1}^{L} r^{L-\ell}-r^{L-\ell} \epsilon^{(\ell)}-\sum_{k=\ell+1}^{L} r^{L-\ell-1} \dot{\epsilon}^{(\ell)}
\end{aligned}
$$

by E.2.1. Using the bound of Lemma E.2.1 and the fact that for any $x, y \in \mathbb{S}_{n_{0}}, \dot{\Sigma}^{(\ell)}(x, y)=$ $\left(1-\beta^{2}\right) R_{\dot{\sigma}}\left(\Sigma^{(\ell-1)}(x, y)\right) \geq r-\psi \epsilon^{(\ell-1)}$ for $\psi=\left(1-\beta^{2}\right) \mathbb{E}_{z \sim \mathcal{N}(0,1)}[\ddot{\sigma}(z)]$, we obtain $\epsilon^{(\ell)}<2\left(1-\beta^{2}\right) r^{\ell-1}$ and $\dot{\epsilon}^{(\ell)} \leq 2\left(1-\beta^{2}\right) \psi r^{\ell-2}$. As a result:

$$
\begin{aligned}
\Theta_{\infty}^{(L)}(x, y) & \geq \sum_{\ell=1}^{L} r^{L-\ell}-2\left(1-\beta^{2}\right) r^{L-\ell} r^{\ell-1}-\sum_{k=\ell+1}^{L} 2\left(1-\beta^{2}\right) \psi r^{L-\ell-1} r^{k-2} \\
& =\Theta_{\infty}^{(L)}(x, x)-2\left(1-\beta^{2}\right) \sum_{\ell=1}^{L} r^{L-1}+\psi \sum_{k=\ell+1}^{L} r^{L-\ell+k-3} \\
& =\Theta_{\infty}^{(L)}(x, x)-2\left(1-\beta^{2}\right)\left[L r^{L-1}+\psi r^{L-2} \sum_{\ell=1}^{L} \frac{1-r^{L-\ell}}{1-r}\right] \\
& \geq \Theta_{\infty}^{(L)}(x, x)-2\left(1-\beta^{2}\right)\left[r+\psi \frac{1}{1-r}\right] L r^{L-2} \\
& \geq \Theta_{\infty}^{(L)}(x, x)-C L r^{L} .
\end{aligned}
$$

Now, let us suppose that $r>1$. Recall that $B_{\beta} \circ R_{\sigma}$ has a unique fixed point $a$ on $[0,1)$. For any $x$ and $y$ in $\mathbb{S}_{n_{0}}$, the kernels $\Sigma^{(\ell)}(x, y)$ are bounded in norm by $v=\max \left\{\left|\beta^{2}+\frac{1-\beta^{2}}{n_{0}} x^{T} y\right|, a\right\}$
from Lemma E.2.1. For the kernels $\dot{\Sigma}^{(\ell)}$ we have $\left|\dot{\Sigma}^{(\ell)}(x, y)\right|=\left(1-\beta^{2}\right)\left|R_{\dot{\sigma}}\left(\Sigma^{(\ell-1)}(x, y)\right)\right| \leq$ $\left(1-\beta^{2}\right) R_{\dot{\sigma}}\left(\left|\Sigma^{(\ell-1)}(x, y)\right|\right) \leq\left(1-\beta^{2}\right) R_{\dot{\sigma}}(v)=: w$ where the first inequality follows from the fact that $R_{\dot{\sigma}}(\rho)=\sum_{i} b_{i} \rho^{i}$ for $b_{i} \geq 0$ and the second follows from the monotonicity of $R_{\dot{\sigma}}$ in $[0,1]$. Applying these two bounds, we obtain:

$$
\left|\Theta_{\infty}^{(L)}(x, y)\right| \leq \sum_{\ell=1}^{L} v \prod_{k=\ell+1}^{L} w=v \frac{1-w^{L}}{1-w}
$$

Since $\Theta_{\infty}^{(L)}(x, y)=\frac{1-r^{L}}{1-r}$, we have that $\left|\vartheta_{L}(x, y)\right| \leq v \frac{1-w^{L}}{1-r^{L}}$. If $x \neq y$ then $v<1$ and since $\sigma$ is nonlinear, $w=\left(1-\beta^{2}\right) R_{\dot{\sigma}}(v)<\left(1-\beta^{2}\right) R_{\dot{\sigma}}(1)=r$. This implies that $\left|\vartheta_{L}(x, y)\right|$ converges to zero at an exponential rate, as $L \rightarrow \infty$.

## ReLU FC-NN

For the standardized ReLU nonlinearity, $\sigma(x)=\sqrt{2} \max (x, 0)$, the dual activation is computed in 42]:

$$
R_{\sigma}(\rho)=\frac{\sqrt{1-\rho^{2}}+\left(\pi-\cos ^{-1}(\rho)\right) \rho}{\pi}
$$

and the dual activation of its derivative is given by:

$$
R_{\dot{\sigma}}(\rho)=\frac{\pi-\cos ^{-1}(\rho)}{\pi}
$$

The characteristic value $r=r_{\sigma, \beta}$ of the standardized $\operatorname{ReLU}$ is equal to $1-\beta^{2}$ : the ReLU nonlinearity therefore lies in the "order" regime as soon as $\beta>0$. More explicitly, Lemma E.2.1 still holds of the standardized $\operatorname{ReLU}$ and the following inequalities hold for any $x, y \in \mathbb{S}_{n_{0}}$ :

$$
1 \geq \Sigma^{(\ell)}(x, y) \geq 1-2 r^{\ell}
$$

Using these bounds, we can now prove Theorem E.2.3.
Theorem E.2.3. With the same notation as in Theorem E.2.2, taking $\sigma$ to be the standardized ReLU and $\beta>0$, we are in the weakly ordered regime: there exists a constant $C$ such that $1-$ $C L r^{L / 2} \leq \vartheta^{(L)}(x, y) \leq 1$.

Proof. The first inequality $\vartheta_{L}(x, y) \leq 1$ follows the same proof as in the differentiable case.
For the lower bound, using the fact that $(1-\beta) r=1$, we have $\epsilon^{(\ell)}=1-\Sigma^{(\ell)}(x, y) \leq 2 r^{\ell}$ and using the explicit value of $R_{\dot{\dot{\sigma}}}(\rho)$, we get that $R_{\dot{\sigma}}(\rho) \geq 1-\sqrt{1-\rho}$ which implies that $\overline{\dot{\epsilon}}^{(\ell)}=$ $r-\dot{\Sigma}^{(\ell)}(x, y) \leq r \sqrt{2} r^{\frac{\ell-1}{2}}$ : using E.2.1, we write

$$
\begin{aligned}
\Theta_{\infty}^{(L)}(x, y) & =\sum_{\ell=1}^{L}\left(1-\epsilon^{(\ell)}\right) \prod_{k=\ell+1}^{L}\left(r-\dot{\epsilon}^{(k)}\right) \geq \sum_{\ell=1}^{L} r^{L-\ell}-2 r^{L-\ell} r^{\ell}-\sqrt{2} \sum_{k=\ell+1}^{L} r^{L-\ell-1+\frac{k-1}{2}} \\
& \geq \Theta_{\infty}^{(L)}(x, x)-2 L r^{L}-\sqrt{2} \sum_{\ell=1}^{L} r^{L-\frac{\ell}{2}-1} \sum_{k=0}^{L-\ell-1} r^{\frac{k}{2}}
\end{aligned}
$$

Focusing on bounding the double sum from above, we have

$$
\begin{aligned}
\sqrt{2} \sum_{\ell=1}^{L} r^{L-\frac{\ell}{2}-1} \sum_{k=0}^{L-\ell-1} r^{\frac{k}{2}} & \leq \frac{\sqrt{2}}{1-\sqrt{r}} r^{\frac{L}{2}-1} \sum_{\ell=0}^{L-1} r^{\frac{\ell}{2}} \frac{\sqrt{2}}{1-\sqrt{r}} r^{\frac{L}{2}-1} \frac{1}{1-\sqrt{r}} \\
& \leq \frac{\sqrt{2}}{r(1-\sqrt{r})^{2}} r^{\frac{L}{2}}
\end{aligned}
$$

Hence, we see that

$$
\Theta_{\infty}^{(L)}(x, y) \geq \Theta_{\infty}^{(L)}(x, x)-\left[2 L r^{\frac{L}{2}}-\frac{\sqrt{2}}{r(1-\sqrt{r})^{2}}\right] r^{\frac{L}{2}}
$$

Recall that for any $x \in \mathbb{S}_{n_{0}}, \Theta_{\infty}^{(L)}(x, x)=\frac{1-r^{L}}{1-r}$ is bounded in $L$. Dividing the previous inequality by $\Theta_{\infty}^{(L)}(x, x)$ we get: $1-C r^{L / 2} \leq \vartheta_{L}(x, y) \leq 1$, as claimed, where the constant $C$ is explicit.

## E. 3 Layer Normalization and Nonlinearity Normalization

Layer normalization is asymptotically equivalent to nonlinearity normalization.
With Layer Normalization (LN), the coordinates of the normalized vectors of activations are $\check{\alpha}_{j}^{(\ell)}(x)=\sqrt{n_{\ell}} \frac{\alpha_{j}^{(\ell)}(x)-\mu^{(\ell)}(x)}{\left\|\alpha^{(\ell)}(x)-\underline{\mu}^{(\ell)}(x)\right\|}$, where $\mu^{(\ell)}:=\frac{1}{n_{\ell}} \sum_{i=1}^{n_{\ell}} \alpha_{i}^{(\ell)}(x)$ and $\underline{\mu}^{(\ell)}:=\left(\begin{array}{c}\mu^{(\ell)} \\ \vdots \\ \mu^{(\ell)}\end{array}\right)$. We simplify the notation by making the dependence on $x$ implicite and denote the standardized nonlinearity $\underline{\sigma}(\cdot):=\frac{\sigma(\cdot)-\mathbb{E}(\sigma(Z))}{\sqrt{\operatorname{Var}(\sigma(Z))}}$, where $Z \stackrel{d}{\sim} \mathcal{N}(0,1)$.

Suppose that $L=2$, that is we have a single hidden layer after which the LN is applied. More precisely, the output of the network function with LN is $\widetilde{\alpha}^{(2)}\left(\check{\alpha}^{(1)}(x)\right)$. We rewrite

$$
\begin{aligned}
\check{\alpha}^{(1)} & =\sqrt{n_{1}} \frac{\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|}=\underline{\sigma}\left(\widetilde{\alpha}^{(1)}\right) C_{1}+C_{2}, \\
\text { where } \quad C_{1} & =\sqrt{n_{1}} \frac{\sqrt{\operatorname{Var}(\sigma(\mathrm{Z}))}}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|}, \quad \text { and } \quad C_{2}=\sqrt{n_{1}} \frac{\mathbb{E}(\sigma(Z))-\mu^{(1)}}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|} .
\end{aligned}
$$

Note that $C_{1} \rightarrow 1$ and $C_{2} \rightarrow 0$ almost surely, as $n_{1} \rightarrow \infty$. Indeed, since the $\widetilde{\alpha}_{i}^{(1)}$ 's are independent standard Gaussian variables at initialization (recall that we assume that the inputs belong to $\mathbb{S}_{n_{0}}$ ), the law of large numbers entails that $\mu^{(1)} \rightarrow \mathbb{E}(\sigma(Z))$ almost surely, as $n_{1} \rightarrow \infty$, and similarly for $\frac{\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|^{2}}{n_{1}} \rightarrow \operatorname{Var}(\sigma(Z))$.

To show that LN is asymptotically equivalent to centering and standardizing the nonlinearity, we now establish that $C_{1}$ and $C_{2}$ are constant during training. We have

$$
\begin{equation*}
\frac{\partial}{\partial \widetilde{\alpha}_{j}^{(1)}}\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|=\frac{\dot{\sigma}\left(\widetilde{\alpha}_{j}^{(1)}\right) \sum_{i=1}^{n_{1}}\left(\delta_{i j}-1 / n_{1}\right)\left(\sigma\left(\widetilde{\alpha}_{i}^{(1)}\right)-\mu^{(1)}\right)}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|}=\frac{\dot{\sigma}\left(\widetilde{\alpha}_{j}^{(1)}\right)\left(\sigma\left(\widetilde{\alpha}_{j}^{(1)}\right)-\mu^{(1)}\right)}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}\right)-\underline{\mu}^{(1)}\right\|} \tag{E.3.1}
\end{equation*}
$$

Note that the absolute value of the latter is bounded by $2\|\dot{\sigma}\|_{\infty}$. We write $g(t)$ for any function $g$ that depends on the parameters $\theta(t)$ at time $t \geq 0$. Using twice the triangle inequality yields that

$$
\begin{align*}
\mid \| \sigma\left(\widetilde{\alpha}^{(1)}(t)\right) & -\underline{\mu}^{(1)}(t)\|-\| \sigma\left(\widetilde{\alpha}^{(1)}(0)\right)-\underline{\mu}^{(1)}(0)\|\mid \leq\| \sigma\left(\widetilde{\alpha}^{(1)}(t)\right)-\sigma\left(\widetilde{\alpha}^{(1)}(0)\right)\|+\| \underline{\mu}^{(1)}(t)-\underline{\mu}^{(1)}(0) \| \\
& \leq\|\dot{\sigma}\|_{\infty}\left(\left(\sum_{i=1}^{n_{1}}\left(\widetilde{\alpha}_{i}^{(1)}(t)-\widetilde{\alpha}_{i}^{(1)}(0)\right)^{2}\right)^{1 / 2}+\frac{1}{\sqrt{n_{1}}} \sum_{i=1}^{n_{1}}\left|\widetilde{\alpha}_{i}^{(1)}(t)-\widetilde{\alpha}_{i}^{(1)}(0)\right|\right) \leq c t, \tag{E.3.2}
\end{align*}
$$

for some constant $c>0$, where we used that $\left|\widetilde{\alpha}_{i}^{(1)}(t)-\widetilde{\alpha}_{i}^{(1)}(0)\right|=\mathcal{O}\left(t / \sqrt{n_{1}}\right)$, see Appendix A. 2 of [105]. Since $\left\|\sigma\left(\widetilde{\alpha}^{(1)}(0)\right)-\mu^{(1)}(0)\right\| \sim \sqrt{n_{1}}$ by the law of large numbers, we can always write $\left\|\sigma\left(\widetilde{\alpha}^{(1)}(t)\right)-\underline{\mu}^{(1)}(t)\right\|>\left\|\sigma\left(\widetilde{\alpha}^{(\overline{1})}(0)\right)-\underline{\mu}^{(1)}(0)\right\|-c t>0$. Hence, using E.3.1 then E.3.2), we get

$$
\begin{align*}
\left|\frac{\partial C_{1}(t)}{\partial \widetilde{\alpha}_{j}^{(1)}(t)}\right| & =\frac{\sqrt{n_{1} \operatorname{Var}(\sigma(Z))}}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}(t)\right)-\underline{\mu}^{(1)}(t)\right\|^{2}} \cdot\left|\frac{\dot{\sigma}\left(\widetilde{\alpha}_{j}^{(1)}(t)\right)\left(\sigma\left(\widetilde{\alpha}_{j}^{(1)}(t)\right)-\mu^{(1)}(t)\right)}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}(t)\right)-\underline{\mu}^{(1)}(t)\right\|}\right| \\
& \leq \frac{\sqrt{n_{1} \operatorname{Var}(\sigma(Z))}}{\left(\left\|\sigma\left(\widetilde{\alpha}^{(1)}(0)-\underline{\mu}^{(1)}(0)\right)\right\|-c t\right)^{2}}\|\dot{\sigma}\|_{\infty}=\mathcal{O}\left(1 / \sqrt{n_{1}}\right) \tag{E.3.3}
\end{align*}
$$

by the law of large numbers. The case of $C_{2}$ is similar:

$$
\begin{align*}
\frac{\partial C_{2}(t)}{\partial \widetilde{\alpha}_{j}^{(1)}(t)} & =\frac{-\dot{\sigma}\left(\widetilde{\alpha}_{j}^{(1)}(t)\right)}{\sqrt{n_{1}}\left\|\sigma\left(\widetilde{\alpha}^{(1)}(t)\right)-\underline{\mu}^{(1)}(t)\right\|}-\sqrt{n_{1}} \frac{\left(\mathbb{E}(\sigma(Z))-\mu^{(1)}(t)\right) \dot{\sigma}\left(\widetilde{\alpha}_{j}^{(1)}(t)\right)\left(\sigma\left(\widetilde{\alpha}_{j}^{(1)}(t)\right)-\mu^{(1)}(t)\right)}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}(t)\right)-\underline{\mu}^{(1)}(t)\right\|^{3}} \\
& \leq\|\dot{\sigma}\|_{\infty}\left(\frac{1}{n_{1}} \frac{\sqrt{n_{1}}}{\left\|\sigma\left(\widetilde{\alpha}^{(1)}(0)\right)-\underline{\mu}^{(1)}(0)\right\|-c t}-\frac{1}{\sqrt{n_{1}}} \frac{n_{1}\left(\mathbb{E}(\sigma(Z))-\mu^{(1)}(0)+c t\right)}{\left(\left\|\sigma\left(\widetilde{\alpha}^{(1)}(0)\right)-\underline{\mu}^{(1)}(0)\right\|-c t\right)^{2}}\right)=\mathcal{O}\left(1 / \sqrt{n_{1}}\right) \tag{E.3.4}
\end{align*}
$$

again by the law of large numbers. For $i=1,2$, we now write $\frac{\partial C_{i}(t)}{\partial t}=\frac{\partial \widetilde{\alpha}_{j}^{(1)}(t)}{\partial t} \frac{\partial C_{i}(t)}{\partial \widetilde{\alpha}_{j}^{(1)}(t)}$ and recall that the first term is changing at rate $\mathcal{O}\left(1 / \sqrt{n_{1}}\right)$. Therefore, $\left|C_{i}(t)-C_{i}(0)\right| \leq \mathcal{O}\left(t / n_{1}\right)$. The claim for $L \geq 3$ follows by induction.

## Pre-layer normalization has asymptotically no effect.

Normalizing the preactivations has asymptotically no effect on the network at initialization as well as during training. The output of the $\ell$-th layer becomes $\check{\alpha}_{j}^{(\ell)}=\sigma\left(\sqrt{n_{\ell}} \frac{\widetilde{\alpha}_{j}^{(\ell)}-\mu^{(\ell)}}{\left\|\widetilde{\alpha}^{(\ell)}-\mu^{(\ell)}\right\|}\right)$ where $\mu^{(\ell)}$ and $\underline{\mu}^{(\ell)}$ are computed similarily as before with $\widetilde{\alpha}^{(\ell)}$ in place of $\alpha^{(\ell)}$. As before, we assume $L=2$ and deduce the general case by induction. We write $\check{\alpha}_{j}^{(1)}=\sigma\left(\widetilde{\alpha}_{j}^{(1)} C_{1}+C_{2}\right)$, with $C_{1}=\sqrt{n_{1}} /\left\|\widetilde{\alpha}^{(\ell)}-\underline{\mu}^{(\ell)}\right\|$ and $C_{2}=-\sqrt{n_{1}} \mu^{(1)} /\left\|\widetilde{\alpha}^{(\ell)}-\mu^{(\ell)}\right\|$. Again, the law of large numbers show that $C_{1} \rightarrow 1$ and $C_{2} \rightarrow 0$ almost surely, as $n_{1} \rightarrow \infty$. Moreover, similarily as (E.3.1) and (E.3.2), we have that

$$
\begin{aligned}
& \frac{\partial}{\partial \widetilde{\alpha}_{j}^{(1)}}\left\|\widetilde{\alpha}^{(1)}-\underline{\mu}^{(1)}\right\|=\frac{\widetilde{\alpha}_{j}^{(1)}-\mu^{(1)}}{\left\|\widetilde{\alpha}^{(1)}-\underline{\mu}^{(1)}\right\|}, \\
& \left|\left\|\widetilde{\alpha}^{(1)}(t)-\underline{\mu}^{(1)}(t)\right\|-\left\|\widetilde{\alpha}^{(1)}(0)-\underline{\mu}^{(1)}(0)\right\|\right| \leq c t
\end{aligned}
$$

for some constant $c>0$. Using the same argument as in E.3.3) and E.3.4, one can thus show for $i=1,2$ that

$$
\left|\frac{\partial C_{i}(t)}{\partial \widetilde{\alpha}_{j}^{(1)}}\right|=\mathcal{O}\left(1 / \sqrt{n_{1}}\right)
$$

We conclude as previously, noting that

$$
\frac{\partial \check{\alpha}_{j}^{(1)}(t)}{\partial t}=\dot{\sigma}\left(\widetilde{\alpha}_{j}^{(1)}(t) C_{1}(t)+C_{2}(t)\right)\left(\frac{\partial \widetilde{\alpha}_{j}^{(1)}(t)}{\partial t} C_{1}(t)+\widetilde{\alpha}_{j}^{(1)}(t) \frac{\partial C_{1}(t)}{\partial t}+\frac{\partial C_{2}(t)}{\partial t}\right)
$$

## E. 4 Batch Normalization

If one adds a BatchNorm layer after the nonlinearity of the last hidden layer, we have:
Lemma E.4.1. Consider a FC-NN with L layers, with a PN-BN after the last nonlinearity. For any $k, k^{\prime} \in\left\{1, \ldots, n_{L}\right\}$ and any parameter $\theta_{p}$, we have $\sum_{i=1}^{N} \Theta_{\theta_{p}}^{(L)}\left(\cdot, x_{i}\right)=\beta^{2} \operatorname{Id}_{n_{L}}$.

Proof. This is an direct consequence of the definition of the NTK and of the following claim:
Claim. For a fully-connected DNN with a BatchNorm layer after the nonlinearity of the last hidden layer then $\frac{1}{N} \sum_{i=1}^{N} \partial_{\theta_{p}} f_{\theta, k}\left(x_{i}\right)$ is equal to $\beta$ if $\theta_{p}$ is $b_{k}^{(L-1)}$, the bias parameter of the last layer, and equal to 0 otherwise.

The average of $f_{\theta, k}$ on the training set, $\frac{1}{N} \sum_{i=1}^{N} \partial_{\theta_{p}} f_{\theta, k}\left(x_{i}\right)$, only depends on the bias of the last layer:

$$
\frac{1}{N} \sum_{i=1}^{N} f_{\theta, k}\left(x_{i}\right)=\frac{\sqrt{1-\beta^{2}}}{\sqrt{n_{L-1}}} W^{(L-1)} \frac{1}{N} \sum_{i=1}^{N} \hat{\alpha}^{(L-1)}\left(x_{i}\right)+\beta b_{k}^{(L-1)}=\beta b_{k}^{(L-1)}
$$

Thus for any parameter $\theta_{p}, \frac{1}{N} \sum_{i=1}^{N} \partial_{\theta_{p}} f_{\theta, k}\left(x_{i}\right)=\partial_{\theta_{p}}\left(\beta b_{k}^{(L-1)}\right)$ is equal to $\beta$ if the parameter is the bias $b_{k}^{(L-1)}$ and zero otherwise.

## E. 5 Graph-based Neural Networks

In this section, we prove the convergence of the NTK at initialization for a general family of DNNs which contain in particular CNNs and DC-NNs. We will consider the Graph-based parametrization introduced in the main.

For each layer $\ell=0, \ldots, L$, the neurons are indexed by a position $p \in I_{\ell}$ and a channel $i=1, \ldots, n_{\ell}$. We may assume that the sets of positions $I_{\ell}$ can be any set, in particular any subset of $\mathbb{Z}^{D}$. For any position $p \in I_{\ell+1}$, we consider a set of parents $P(p) \subset I_{\ell}$ and we define recursively the set $P^{\circ k}(p) \subset I_{\ell+1-k}$ of ancestors of level $k$ by $P^{\circ k}(p)=\left\{q \mid \exists q^{\prime} \in P^{\circ k-1}(p), q \in P\left(q^{\prime}\right)\right\}$. For each parent $q \in P(p)$, the connections from the position $(q, \ell)$ to the position $(p, \ell+1)$ are encoded in an $n_{\ell} \times n_{\ell+1}$ weight matrix $W^{(\ell, q \rightarrow p)}$. We define $\chi\left(q \rightarrow p, q^{\prime} \rightarrow p^{\prime}\right)$ which is equal to 1 if and only if $W^{(\ell, q \rightarrow p)}$ and $W^{\left(\ell, q^{\prime} \rightarrow p^{\prime}\right)}$ are shared (in the sense that the two matrices are forced to be equal at initialization and during training) and 0 otherwise. It satisfies $\chi(q \rightarrow p, q \rightarrow p)=1$ for any neuron $p$ and any $q \in P(p)$ and it is transitive. We will also suppose that for any neuron $p$ and any
$q, q^{\prime} \in P(p), \chi\left(q \rightarrow p, q^{\prime} \rightarrow p\right)=\delta_{q q^{\prime}}$ (i.e. no pair of connections connected to the same neuron $p$ are shared).

In this setting, the activations and preactivations $\alpha^{(\ell)}, \tilde{\alpha}^{(\ell)} \in\left(\mathbb{R}^{n_{\ell}}\right)^{I_{\ell}}$ are recursively constructed using the parent-based NTK parametrization: we set $\alpha^{(0)}(x)=x$ and for $\ell=0, \ldots, L-1$ and any position $p \in I_{\ell}$ :

$$
\tilde{\alpha}^{(\ell+1, p)}(x)=\beta b^{(\ell)}+\frac{\sqrt{1-\beta^{2}}}{\sqrt{|P(p)| n_{\ell}}} \sum_{q \in P(p)} W^{(\ell, q \rightarrow p)} x_{q}, \quad \alpha^{(\ell+1)}(x)=\sigma\left(\tilde{\alpha}^{(\ell+1)}(x)\right)
$$

where $\sigma$ is applied entry-wise, $\beta \geq 0$ and $|P(p)|$ is the cardinal of $P(p)$. This is a slightly more general formalism than the DC-NNs and it will allow us to obtain simpler formulae which generalize well to other architectures.

Remark. Notice that the parametrization is slightly different than the traditional one: we divide $b y \sqrt{|P(p)| n_{\ell}}$ instead of dividing by $\sqrt{n_{\ell} \frac{|\omega|}{s_{1} \ldots s_{d}}}$. This does not lead to any difference when one consider infinite-sized images as in Section E. 6 since in this case the number of parents is constant, equal to $\frac{|\omega|}{s_{1} \ldots s_{d}}$. The key difference between the two parametrizations will be investigated in Section E. 7 .

Recall, that for a kernel $K: \mathbb{R}^{n_{0}} \times \mathbb{R}^{n_{0}} \rightarrow \mathbb{R}$, and for any $z_{0}, z_{1} \in \mathbb{R}^{n_{0}}$, we defined:

$$
\mathbb{L}_{K}^{g}\left(z_{0}, z_{1}\right)=\mathbb{E}_{\left(y_{0}, y_{1}\right) \sim \mathcal{N}\left(0,\left(K\left(z_{i}, z_{j}\right)\right)_{i, j=0,1}\right)}\left[g\left(y_{0}\right) g\left(y_{1}\right)\right]
$$

Proposition E.5.1. In the above setting, as $n_{1} \rightarrow \infty, \ldots, n_{\ell-1} \rightarrow \infty$ sequentially, the preactivations $\left(\tilde{\alpha}_{i}^{(\ell, p)}(x)\right)_{i=1, \ldots, n_{\ell}, p \in I_{\ell}}$ of the $\ell^{\text {th }}$ layer converge to a centered Gaussian process with covariance $\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y) \delta_{i i^{\prime}}$, where $\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)$ is defined recursively as

$$
\begin{gathered}
\Sigma^{\left(1, p p^{\prime}\right)}(x, y)=\beta^{2}+\frac{1-\beta^{2}}{\sqrt{|P(p)|\left|P\left(p^{\prime}\right)\right|} n_{0}} \sum_{q \in P(p)} \sum_{q^{\prime} \in P\left(p^{\prime}\right)} \chi\left(q \rightarrow p, q^{\prime} \rightarrow p^{\prime}\right)\left(x_{q}\right)^{T} y_{q^{\prime}} \\
\Sigma^{\left(\ell+1, p p^{\prime}\right)}(x, y)=\beta^{2}+\frac{1-\beta^{2}}{\sqrt{|P(p)|\left|P\left(p^{\prime}\right)\right|}} \sum_{q \in P(p)} \sum_{q^{\prime} \in P\left(p^{\prime}\right)} \chi\left(q \rightarrow p, q^{\prime} \rightarrow p^{\prime}\right) \mathbb{L}_{\Sigma^{\left(\ell, q q^{\prime}\right)}}^{\sigma}(x, y) .
\end{gathered}
$$

Proof. The proof is done by induction on $\ell$. For $\ell=1$ and any $i \in\left\{1, \ldots, n_{1}\right\}$, the preactivation

$$
\tilde{\alpha}_{i}^{(1, p)}(x)=\beta b_{i}^{(0)}+\frac{\sqrt{1-\beta^{2}}}{\sqrt{|P(p)| n_{0}}} \sum_{q \in P(p)}\left(W_{p}^{(0, q \rightarrow p)} x_{q}\right)_{i}
$$

is a random affine function of $x$ and its coefficients are centered Gaussian: it is hence a centered Gaussian process whose covariance is easily shown to be equal to $\mathbb{E}\left[\tilde{\alpha}_{i}^{(1, p)}(x) \tilde{\alpha}_{i^{\prime}}^{\left(1, p^{\prime}\right)}(y)\right]=$ $\Sigma^{\left(1, p p^{\prime}\right)}(x, y) \delta_{i i^{\prime}}$.

For the induction step, we assume that the result holds for the pre-activations of the layer $\ell$. The pre-activations of the next layer are of the form

$$
\tilde{\alpha}_{i}^{(\ell+1, p)}(x)=\beta b_{i}^{(0)}+\frac{\sqrt{1-\beta^{2}}}{\sqrt{|P(p)| n_{\ell}}} \sum_{q \in P(p)}\left(W^{(\ell, q \rightarrow p)} \alpha^{(\ell, q)}(x)\right)_{i}
$$

Conditioned on the activations $\alpha^{(\ell, q)}$ of the last layer, $\tilde{\alpha}^{(\ell+1, p)}$ is a centered Gaussian process: in other terms, it is a mixture of centered Gaussians with a random covariance determined by the activations of the last layer. The random covariance between $\tilde{\alpha}_{i_{0}}^{\left(\ell+1, p_{0}\right)}(x)$ and $\tilde{\alpha}_{i_{1}}^{\left(\ell+1, p_{1}\right)}(y)$ is equal to

$$
\begin{aligned}
& \beta^{2} \delta_{i_{0} i_{1}}+\frac{1-\beta^{2}}{\sqrt{|P(p)|\left|P\left(p^{\prime}\right)\right|} n_{\ell}} \sum_{\substack{q_{0} \in P\left(p_{0}\right) \\
q_{1} \in P\left(p_{1}\right)}} \sum_{j_{0}, j_{1}=1}^{n_{\ell}} \mathbb{E}\left[W_{i_{0} j_{0}}^{\left(\ell, q_{0} \rightarrow p_{0}\right)} W_{i_{1} j_{1}}^{\left(\ell, q_{1} \rightarrow p_{1}\right)}\right] \alpha_{j_{0}}^{\left(\ell, q_{0}\right)}(x) \alpha_{j_{1}}^{\left(\ell, q_{1}\right)}(y) \\
& =\delta_{i_{0} i_{1}}\left[\begin{array}{l}
\left.\beta^{2}+\frac{1-\beta^{2}}{\sqrt{|P(p)|\left|P\left(p^{\prime}\right)\right|}} \sum_{\substack{q_{0} \in P\left(p_{0}\right) \\
q_{1} \in P\left(p_{1}\right)}} \chi \chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \frac{1}{n_{\ell}} \sum_{j=1}^{n_{\ell}} \sigma\left(\tilde{\alpha}_{j}^{\left(\ell, q_{0}\right)}(x)\right) \sigma\left(\tilde{\alpha}_{j}^{\left(\ell, q_{1}\right)}(y)\right)\right]
\end{array}\right.
\end{aligned}
$$

where we used the fact that $\mathbb{E}\left[W_{i_{0} j_{0}}^{\left(\ell, q_{0} \rightarrow p_{0}\right)} W_{i_{1} j_{1}}^{\left(\ell, q_{1} \rightarrow p_{1}\right)}\right]=\chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \delta_{i_{0} i_{1}} \delta_{j_{0} j_{1}}$. Using the induction hypothesis, as $n_{1} \rightarrow \infty, \ldots, n_{\ell-1} \rightarrow \infty$ sequentially, the preactivations $\left(\tilde{\alpha}_{j}^{\left(\ell, q_{0}\right)}(x), \tilde{\alpha}_{j}^{\left(\ell, q_{1}\right)}(y)\right)_{j}$ converge to independant centered Gaussian pairs. As $n_{\ell} \rightarrow \infty$, by the law of large numbers, the sum over $j$ along with the $\frac{1}{n_{\ell}}$ converges to $\mathbb{L}_{\sigma}^{\Sigma^{\left(\ell, q q^{\prime}\right)}}(x, y)$. In this limit, the random covariance of the Gaussian mixture becomes deterministic and as a consequence, the mixture of Gaussian processes tends to a centered Gaussian process with the right covariance.

Similarly to the activation kernels, one can prove that the NTK converges at initialization.
Proposition E.5.2. As $n_{1} \rightarrow \infty, \ldots, n_{L-1} \rightarrow \infty$ sequentially, the NTK $\Theta^{\left(L, p_{0} p_{1}\right)}$ of a general convolutional network converges to $\Theta_{\infty, p_{0} p_{1}}^{(L)} \otimes \operatorname{Id}_{n_{L}}$ where $\Theta_{\infty}^{\left(L, p_{0} p_{1}\right)}(x, y)$ is defined recursively by:

$$
\begin{aligned}
\Theta_{\infty}^{\left(1, p_{0} p_{1}\right)}(x, y)= & \Sigma^{\left(1, p_{0} p_{1}\right)}(x, y), \\
\Theta_{\infty}^{\left(L, p_{0} p_{1}\right)}(x, y)= & \frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|}} \sum_{\substack{q_{0} \in P\left(p_{0}\right) \\
q_{1} \in P\left(p_{1}\right)}} \chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \Theta_{\infty}^{\left(L-1, q_{0} q_{1}\right)}(x, y) \mathbb{L}_{\Sigma^{\left(L-1, q_{0} q_{1}\right)}}^{\dot{\sigma}}(x, y) \\
& +\Sigma^{\left(L, p_{0} p_{1}\right)}(x, y)
\end{aligned}
$$

Proof. The proof by induction on $L$ follows the one of [105] for fully-connected DNNs. We present the induction step and assume that the result holds for a general convolutional network with $L-1$ hidden layers. Following the same computations as in [105], the NTK $\Theta_{p_{0} p_{1}, j j^{\prime}}^{(L+1)}(x, y)$ is equal to

$$
\begin{gathered}
\frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|} n_{L}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \sum_{i i^{\prime}} \Theta_{i i^{\prime}}^{\left(L, q_{0} q_{1}\right)}(x, y) \dot{\sigma}\left(\tilde{\alpha}_{i}^{\left(L, q_{0}\right)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{i^{\prime}}^{\left(L, q_{1}\right)}(y)\right) \\
+W_{i j}^{\left(L, q_{0} \rightarrow p_{0}\right)} W_{i^{\prime} j^{\prime}}^{\left(L, q_{1} \rightarrow p_{1}\right)} \\
+\delta_{j j^{\prime}} \beta^{2}+\delta_{j j^{\prime}} \frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|} n_{L}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \sum_{i} \alpha_{i}^{\left(L, q_{0}\right)}(x) \alpha_{i}^{\left(L, q_{1}\right)}(y)
\end{gathered}
$$

which, by assumption, converges as $n_{1} \rightarrow \infty, \ldots, n_{L-1} \rightarrow \infty$ to

$$
\begin{gathered}
\frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|} n_{L}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \sum_{i} \Theta_{\infty}^{\left(L, q_{0} q_{1}\right)}(x, y) \dot{\sigma}\left(\tilde{\alpha}_{i}^{\left(L, q_{0}\right)}(x)\right) \dot{\sigma}\left(\tilde{\alpha}_{i}^{\left(L, q_{1}\right)}(y)\right) \\
W_{i j}^{\left(L, q_{0} \rightarrow p_{0}\right)} W_{i j^{\prime}}^{\left(L, q_{1} \rightarrow p_{1}\right)} \\
+\delta_{j j^{\prime}} \beta^{2}+\delta_{j j^{\prime}} \frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|} n_{L}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \sum_{i} \alpha_{i}^{\left(L, q_{0}\right)}(x) \alpha_{i}^{\left(L, q_{1}\right)}(y) .
\end{gathered}
$$

As $n_{L} \rightarrow \infty$, using the previous results on the preactivations and the law of large number, the NTK converges to

$$
\begin{aligned}
& \frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \Theta_{\infty}^{\left(L, q_{0} q_{1}\right)}(x, y) \mathbb{L}_{\Sigma^{\left(L, q_{0} q_{1}\right)}}^{\dot{\sigma}}(x, y) \mathbb{E}\left[W_{i j}^{\left(L, q_{0} \rightarrow p_{0}\right)} W_{i j^{\prime}}^{\left(L, q_{1} \rightarrow p_{1}\right)}\right] \\
& +\delta_{j j^{\prime}} \beta^{2}+\delta_{j j^{\prime}} \frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \mathbb{L}_{\Sigma^{\left(L, q_{0} q_{1}\right)}}^{\sigma}(x, y),
\end{aligned}
$$

which can be simplified-using the fact that $\mathbb{E}\left[W_{i j}^{\left(L, q_{0} \rightarrow p_{0}\right)} W_{i j^{\prime}}^{\left(L, q_{1} \rightarrow p_{1}\right)}\right]=\chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \delta_{j j^{\prime}}-$ into:

$$
\begin{aligned}
& \delta_{j j^{\prime}} \frac{1-\beta^{2}}{\sqrt{\left|P\left(p_{0}\right)\right|\left|P\left(p_{1}\right)\right|}} \sum_{q_{0} \in P\left(p_{0}\right)} \sum_{q_{1} \in P\left(p_{1}\right)} \chi\left(q_{0} \rightarrow p_{0}, q_{1} \rightarrow p_{1}\right) \Theta_{\infty}^{\left(L, q_{0} q_{1}\right)}(x, y) \mathbb{L}_{\Sigma^{\left(L, q_{0} q_{1}\right)}}^{\dot{\sigma}}(x, y) \\
& +\delta_{j j^{\prime}} \Sigma^{\left(L+1, p_{0} p_{1}\right)}(x, y)
\end{aligned}
$$

which proves the assertions.

## E. 6 DC-NN Order and Chaos

In this section, in order to study the behaviour of DC-NNs in the bulk and to avoid dealing with border effects, studied in Section E.7. we assume that for all layers $\ell$ there is no border, i.e. the positions $p$ are in $\mathbb{Z}^{d}$. Let us consider a DC-NN with up-sampling $s \in\{2,3, \ldots\}^{d}$ where the window sizes for all layers are all set equal to $\pi=\omega=\left\{0, \cdots, w_{1} s_{1}-1\right\} \times \cdots \times\left\{0, \cdots, w_{d} s_{d}-1\right\}$. A position $p$ has therefore $w_{1} \cdots w_{d}$ parents which are given by

$$
P(p)=\left\{\left\lfloor\frac{p_{0}}{s_{0}}\right\rfloor,\left\lfloor\frac{p_{0}}{s_{0}}\right\rfloor+1, \cdots,\left\lfloor\frac{p_{0}}{s_{0}}\right\rfloor+w_{1}\right\} \times \cdots \times\left\{\left\lfloor\frac{p_{d}}{s_{d}}\right\rfloor,\left\lfloor\frac{p_{d}}{s_{d}}\right\rfloor+1, \cdots,\left\lfloor\frac{p_{d}}{s_{d}}\right\rfloor+w_{d}\right\} .
$$

Two connections $q \rightarrow p$ and $q^{\prime} \rightarrow p^{\prime}$ are shared if and only if $s \mid p-p^{\prime}$ (i.e. for any $i=1, \ldots, d$, $\left.s_{i} \mid p_{i}-p_{i}^{\prime}\right)$ and $q_{i}-q_{i}^{\prime}=\frac{p_{i}-p_{i}^{\prime}}{s_{i}}$ for any $i=1, \ldots, d$.

Propositions E.5.1 and E.5.2 hold true in this setting. By Proposition E.7.2 if the nonlinearity $\sigma$ is standardized, $\Sigma^{(\ell, p p)}(x, x)=1$ for any $x \in \mathbb{S}_{n_{0}}^{I_{0}}$ and any $p \in I_{\ell}$. The activation kernels $\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)$
for any two inputs $x, y \in \mathbb{S}_{n_{0}}^{I_{0}}$ and two output positions $p, p^{\prime} \in \mathbb{Z}^{d}$ are therefore defined recursively by:

$$
\begin{aligned}
\Sigma^{\left(1, p p^{\prime}\right)}(x, y) & =\beta^{2}+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)}\left(x_{q}\right)^{T} y_{q+\frac{p^{\prime}-p}{s}}, \\
\Sigma^{\left(\ell+1, p p^{\prime}\right)}(x, y) & =\beta^{2}+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} R_{\sigma}\left(\Sigma^{\left(\ell, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right),
\end{aligned}
$$

where $\frac{p^{\prime}-p}{s}=\left(\frac{p_{i}^{\prime}-p_{i}}{s_{i}}\right)_{i}$ is a valid position since $s \mid p-p^{\prime}$. Similarly, the NTK at initialization satisfies the following recursion:
$\Theta_{\infty}^{\left(L+1, p p^{\prime}\right)}(x, y)=\Sigma^{\left(L+1, p p^{\prime}\right)}(x, y)+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right)$.
Remark. Recall that the $s$-valuation $v_{s}(n)$ of a number $n \in \mathbb{Z}^{d}$ is the largest $k \in\{0,1,2, \ldots\}$ such that $s_{i}^{k} \mid n_{i}$ for all dimensions $i=1, \ldots$, . For two pixels $p, p^{\prime} \in \mathbb{Z}^{d}$ and any input vectors $x, y \in \mathbb{S}_{n_{0}}^{I_{0}}$, if $v_{s}\left(p^{\prime}-p\right)<\ell$ the activation kernel $\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)$ does not depend neither on $x$ nor on $y$. More precisely, if $v=v_{s}\left(p^{\prime}-p\right)=0$, we have

$$
\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)=\beta^{2},
$$

and for a general $v<\ell$ :

$$
c_{v}:=\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)=\left(B_{\beta} \circ R_{\sigma}\right)^{\circ v}\left(\beta^{2}\right) .
$$

In particular, if $v<L$, the NTK is therefore also equal to a constant:

$$
\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y)=\sum_{k=0}^{v} c_{k}\left(1-\beta^{2}\right)^{k} \prod_{m=0}^{k-1} R_{\dot{\sigma}}\left(c_{m}\right) .
$$

We establish the bounds on the rate of convergence in the "order" region and on the values of the activations kernel in the chaos region for DC-NNs.

Proposition E.6.1. In the setting introduced above, for a standardized twice differentiable $\sigma$, for $x, y \in \mathbb{S}_{n_{0}}^{I_{0}}$, and any positions $p, p^{\prime} \in I_{\ell}$, taking $k=\min \left\{v_{s}\left(p^{\prime}-p\right), \ell\right\}$, we have:

If $r_{\sigma, \beta}<1$ then:

$$
1 \geq \Sigma^{\left(\ell, p p^{\prime}\right)}(x, y) \geq 1-2\left(1-\beta^{2}\right) r_{\sigma, \beta}^{k}
$$

If $r_{\sigma, \beta}>1$ then there exists a fixed point $a \in[0,1)$ of $B_{\beta} \circ R_{\sigma}$ such that:

- If $k<\ell$ :

$$
\left|\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)\right| \leq \max \left\{\beta^{2}, a\right\}
$$

- If $p^{\prime}-p=m s^{\ell}$ and there is a $c \leq 1$ such that for all input positions $q \in P^{\circ \ell}(p),\left|\frac{1}{n_{0}} x_{q}^{T} y_{q+m}\right| \leq$ $c$, then

$$
\left|\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)\right| \leq \max \left\{\beta^{2}+\left(1-\beta^{2}\right) c, a\right\} .
$$

Proof. Let us denote $r=r_{\sigma, \beta}$. Let us suppose that $r<1$ and let us prove the first assertion by induction on $\ell$. If $\ell=1$, then

$$
\begin{aligned}
\Sigma^{\left(1, p p^{\prime}\right)}(x, y) & =\beta^{2}+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)}\left(x_{q}\right)^{T} y_{q+\frac{p^{\prime}-p}{s}} \geq \beta^{2}-\delta_{s \mid p-p^{\prime}}\left(1-\beta^{2}\right) \\
& \geq 1-2\left(1-\beta^{2}\right)
\end{aligned}
$$

For the induction step, suppose that the inequality holds true for some $\ell \geq 1$, then

$$
\begin{aligned}
\Sigma^{\left(\ell+1, p p^{\prime}\right)}(x, y) & \geq \beta^{2}+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q=0}^{\frac{w}{s}} R_{\sigma}\left(1-2\left(1-\beta^{2}\right) r^{k-1}\right) \\
& \geq \beta^{2}+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q=0}^{\frac{w}{s}} 1-2\left(1-\beta^{2}\right) R_{\dot{\sigma}}(1) r^{k-1} \\
& \geq \beta^{2}+\delta_{s \mid p-p^{\prime}}\left(1-\beta^{2}-2\left(1-\beta^{2}\right) r^{k}\right) \\
& = \begin{cases}1-\left(1-\beta^{2}\right) & \text { if } k=0 \\
1-2\left(1-\beta^{2}\right) r^{k} & \text { if } k>0\end{cases} \\
& \geq 1-2\left(1-\beta^{2}\right) r^{k}
\end{aligned}
$$

Now let us suppose that $r>1$. If $k<\ell$, then $\left|\Sigma^{\left(\ell, p p^{\prime}\right)}(x, y)\right|=\left|\left(B_{\beta} \circ R_{\sigma}\right)^{\circ k}\left(\beta^{2}\right)\right|<\max \left\{\beta^{2}, a\right\}$. Let us suppose at last that $k=\ell$ and let us prove the last assertion by induction on $\ell$. If $\ell=1$, then

$$
\begin{aligned}
\left|\Sigma^{\left(1, p p^{\prime}\right)}(x, y)\right| & \leq \beta^{2}+\frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)}\left|x_{q}^{T} y_{q+\frac{p^{\prime}-p}{s}}^{T}\right| \leq \beta^{2}+\frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} c \\
& =\beta^{2}+\left(1-\beta^{2}\right) c
\end{aligned}
$$

For the induction step, if we suppose that the inequality holds true for $\ell$, then

$$
\begin{aligned}
\left|\Sigma^{\left(\ell+1, p p^{\prime}\right)}(x, y)\right| & \leq \beta^{2}+\frac{\left(1-\beta^{2}\right)}{|P(p)|} \sum_{q \in P(p)}\left|R_{\sigma}\left(\Sigma^{\left(\ell, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right)\right| \\
& \leq \beta^{2}+\frac{\left(1-\beta^{2}\right)}{|P(p)|} \sum_{q \in P(p)} R_{\sigma}\left(\max \left\{\beta^{2}+\left(1-\beta^{2}\right) c, a\right\}\right) \\
& =B_{\beta} \circ R_{\sigma}\left(\max \left\{\beta^{2}+\left(1-\beta^{2}\right) c, a\right\}\right) \\
& \leq \max \left\{\beta^{2}+\left(1-\beta^{2}\right) c, a\right\}
\end{aligned}
$$

which allows us to conclude.
The NTK features the same two regimes:
Theorem E.6.2. Take $I_{0}=\mathbb{Z}^{d}$, and consider a $D C$ - $N N$ with upsampling stride $s \in\{2,3, \ldots\}^{d}$, windows $\pi=\omega=\left\{0, \ldots, w_{1} s_{1}-1\right\} \times \ldots \times\left\{0, \ldots, w_{d} s_{d}-1\right\}$ for $w \in\{1,2,3, \ldots\}^{d}$. For a standardized twice differentiable $\sigma$, there exist constants $C_{1}, C_{2}>0$, such that the following holds: for $x, y \in \mathbb{S}_{n_{0}}^{I_{0}}$, and any positions $p, p^{\prime} \in I_{L}$, we have:

Order: When $r_{\sigma, \beta}<1$, taking $v=\min \left(v_{s}\left(p-p^{\prime}\right), L-1\right)$, taking $v=L-1$ if $p=p^{\prime}$ and $r=r_{\sigma, \beta}$, we have

$$
\frac{1-r^{v+1}}{1-r^{L}}-C_{1}(v+1) r^{v} \leq \vartheta_{\infty}^{\left(L, p, p^{\prime}\right)}(x, y) \leq \frac{1-r^{v+1}}{1-r^{L}}
$$

Chaos: When $r_{\sigma, \beta}>1$, if either $v_{s}\left(p-p^{\prime}\right)<L$ or if there exists a $c<1$ such that for all positions $q \in I_{0}$ which are ancestor of $p,\left|x_{q}^{T} y_{q+\frac{p^{\prime}-p}{s^{L}}}\right|<c$, then there exists $h<1$ such that

$$
\left|\vartheta_{\infty}^{\left(L, p, p^{\prime}\right)}(x, y)\right| \leq C_{2} h^{L}
$$

Proof. Let us denote $r=r_{\sigma, \beta}$ and let us suppose that $r<1$. The NTK can be bounded recursively

$$
\begin{aligned}
\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) & =\Sigma^{\left(L, p p^{\prime}\right)}(x, y)+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L-1 ; q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L-1 ; q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right) \\
& \geq 1-2\left(1-\beta^{2}\right) r^{v}+\delta_{s \mid p-p^{\prime}} \frac{1}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L-1 ; q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\left(r-\psi 2\left(1-\beta^{2}\right)^{2} r^{v-1}\right)
\end{aligned}
$$

Unrolling this inequality then using E.2.1, we get

$$
\begin{aligned}
\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) & =\sum_{k=0}^{v}\left(1-2\left(1-\beta^{2}\right) r^{k}\right) \prod_{m=k+1}^{v}\left(r-\psi 2\left(1-\beta^{2}\right)^{2} r^{m-1}\right) \\
& \geq \sum_{k=0}^{v} r^{v-k}-2\left(1-\beta^{2}\right) r^{v-k} r^{k}-\psi 2\left(1-\beta^{2}\right)^{2} \sum_{m=k+1}^{v} r^{v-k-1} r^{m-1} \\
& =\frac{1-r^{v+1}}{1-r}-2\left(1-\beta^{2}\right)(v+1) r^{v}-\psi 2\left(1-\beta^{2}\right)^{2} \sum_{k=0}^{v} r^{v-1} \sum_{m=0}^{v-k-1} r^{m} \\
& \geq \frac{1-r^{v+1}}{1-r}-2\left(1-\beta^{2}\right)\left[r+\frac{\psi\left(1-\beta^{2}\right)}{1-r}\right](v+1) r^{v-1} \\
& \geq \frac{1-r^{v+1}}{1-r}-C(v+1) r^{v}
\end{aligned}
$$

where the constant $C$ is allowed to depend on $\sigma$ and $\beta$. For the upper bound, we have: $\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) \leq$ $\sum_{\ell=L-k}^{L} 1 \prod_{m=\ell+1}^{L} r=\frac{1-r^{v+1}}{1-r}$. Thus, we get the same bounds as in the FC-NNs case, but with respect to $v$, which is the maximal integer strictly smaller than $L$ such that $s^{v} \mid p-p^{\prime}$ :

$$
\frac{1-r^{v+1}}{1-r} \geq \Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) \geq \frac{1-r^{v+1}}{1-r}-C(v+1) r^{v}
$$

Dividing by $\Theta_{\infty}^{(L, p p)}(x, x)$ which is bounded in the ordered regime (see proof of Proposition E.7.2) as $L \rightarrow \infty$, one gets the desired result.

If $r>1$, there are two cases. When $p^{\prime}-p=k s^{L}$ then if there exists $c<1$ such that $\left|x_{q}^{T} y_{q+k}\right|<$ $c n_{0}$ for all ancestors $q$ of $p$. Writing $z=\max \left\{\beta^{2}+\left(1-\beta^{2}\right) c, a\right\}$ and $w=\left(1-\beta^{2}\right) R_{\dot{\sigma}}(z)<r$ such
that $\left|\Sigma^{\left(\ell ; q, q+k s^{\ell}\right)}(x, y)\right|<z$ for all position $q$ at layer $\ell$ which is an ancestor of $p$. Then

$$
\left|\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y)\right| \leq \sum_{\ell=1}^{L} v w^{L-\ell}=v \frac{1-w^{L}}{1-w}
$$

such that

$$
\frac{\left|\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y)\right|}{\left|\Theta_{\infty}^{(L, p p)}(x, x)\right|} \leq c \frac{1-r}{1-w} \frac{1-w^{L}}{1-r^{L}} \leq C(\sigma, \beta)\left(\frac{w}{r}\right)^{L}
$$

which goes to zero exponentially.
If $p^{\prime}-p$ is not divisible by $s^{L}$ then for $z=\max \left\{\beta^{2}, a\right\}$ and $w=\left(1-\beta^{2}\right) R_{\dot{\sigma}}(z)<r$

$$
\left|\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y)\right| \leq \sum_{\ell=L-v+1}^{L} z w^{L-\ell}=z \frac{1-w^{v}}{1-w}
$$

which also converges exponentially to 0 .

## Adapting the learning rate

Let us suppose that we multiply the learning rate of the $\ell$-th layer weights and bias by $S^{-\frac{\ell}{2}}$ where $S=\prod_{i} s_{i}$. This is slightly different than what we propose in the main, where the learning rate of the bias are multiplied by $S^{-\frac{\ell+1}{2}}$ instead of $S^{-\frac{\ell}{2}}$, but it greatly simplifies the formulas. Furthermore, the balance between the weights and bias can be modified with the meta-parameter $\beta$ to achieve a similar result. The NTK then takes the value:

$$
\Theta^{(L, p p)}(x, x)=\sum_{\ell=1}^{L} S^{-\frac{\ell}{2}} \prod_{n=\ell+1}^{L} r=\sum_{\ell=1}^{L} S^{-\frac{\ell}{2}} r^{L-\ell}=S^{-\frac{L}{2}} \frac{1-(\sqrt{S} r)^{L}}{1-\sqrt{S} r}
$$

This leads to another transtion inside the "order" regime: if $\sqrt{S} r<1$ the NTK $\Theta_{\infty}^{(L, p p)}(x, x)$ goes to zero and if $\frac{1}{\sqrt{S}}<r<1$ it converges to a constant. If we translate the bound of Proposition E.6.2 to the NTK with varying learning rates, the convergence to a constant is only guaranteed when $\sqrt{S} r<1$, which suggests that adapting the learning (or changing the number of channels) does reduce the checkerboard artifacts (as confirmed by numerical experiments):

Proposition E.6.3. If $r<1$ the limiting NTK at any two inputs $x, y$ such that for all $p \in \mathbb{Z}$, $\left\|x^{p}\right\|=\left\|y^{p}\right\|=\sqrt{n_{0}}$ and for any two output positions $p$ and $p^{\prime}$, such that $k$ is the maximal integer in $\{0, \ldots, L-1\}$ such that $s^{k}$ divides the difference $p-p^{\prime}$ then:

$$
\frac{1-(\sqrt{S} r)^{k+1}}{1-(\sqrt{S} r)^{L}} \geq \vartheta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) \geq \frac{1-(\sqrt{S} r)^{k+1}}{1-(\sqrt{S} r)^{L}}-\frac{C_{\sigma, \beta}(\sqrt{S} r)^{k}}{\left|1-(\sqrt{S} r)^{L}\right|}
$$

Proof. The NTK can be bounded recursively
$\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y)=S^{-\frac{L-1}{2}} \Sigma^{\left(L, p p^{\prime}\right)}(x, y)+\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L-1 ; q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L-1 ; q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right)$

$$
\geq S^{-\frac{L-1}{2}}\left(1-2\left(1-\beta^{2}\right) r^{k}\right)+\delta_{s \mid p-p^{\prime}} \frac{1}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L ; q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\left(r-\psi 2\left(1-\beta^{2}\right)^{2} r^{k-1}\right)
$$

unrolling then using (E.2.1), we get

$$
\begin{aligned}
\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) & \geq \sum_{m=0}^{k} S^{-\frac{L-k+m}{2}}\left(1-2\left(1-\beta^{2}\right) r^{m}\right) \prod_{n=m+1}^{k}\left(r-\psi 2\left(1-\beta^{2}\right)^{2} r^{n-1}\right) \\
& \geq \sum_{m=0}^{k} S^{\frac{k-m-L}{2}} r^{k-m}-S^{\frac{k-m-L}{2}} 2\left(1-\beta^{2}\right) r^{k-m} r^{m}-S^{\frac{k-m-L}{2}} \psi 2\left(1-\beta^{2}\right)^{2} \sum_{n=m+1}^{k} r^{k-m-1} r^{n-1} \\
& \geq S^{-\frac{L}{2}} \frac{1-(\sqrt{S} r)^{k+1}}{1-\sqrt{S} r}-2 \frac{1-\beta^{2}}{1-S^{-\frac{1}{2}}} S^{\frac{k-L}{2}} r^{k}-\psi 2\left(1-\beta^{2}\right)^{2} r^{k-1} \sum_{m=0}^{k} S^{\frac{k-m-L}{2}} \sum_{n=0}^{k-m-1} r^{n}
\end{aligned}
$$

We can bound the last term:

$$
\psi 2\left(1-\beta^{2}\right)^{2} r^{k-1} \sum_{m=0}^{k} S^{\frac{k-m-L}{2}} \sum_{n=0}^{k-m-1} r^{n} \leq \psi 2\left(1-\beta^{2}\right)^{2} r^{k-1} S^{\frac{k-L}{2}} \frac{1}{1-S^{-\frac{1}{2}}} \frac{1}{1-r}
$$

Hence, we write

$$
\begin{aligned}
\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) & \geq S^{-\frac{L}{2}}\left(\frac{1-(\sqrt{S} r)^{k+1}}{1-\sqrt{S} r}-2 \frac{1-\beta^{2}}{1-S^{-\frac{1}{2}}}\left[1+\frac{\psi r\left(1-\beta^{2}\right)}{1-r}\right](\sqrt{S} r)^{k}\right) \\
& \geq S^{-\frac{L}{2}}\left(\frac{1-(\sqrt{S} r)^{k+1}}{1-\sqrt{S} r}-C_{\sigma, \beta}(\sqrt{S} r)^{k}\right)
\end{aligned}
$$

For the upper bound, we have that

$$
\Theta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) \leq \sum_{m=0}^{k} S^{-\frac{L-k+m}{2}} \prod_{n=m+1}^{k} r=S^{-\frac{L}{2}} \frac{1-(\sqrt{S} r)^{k+1}}{1-\sqrt{S} r}
$$

Dividing by $\Theta_{\infty}^{(L, p p)}(x, x)$ we obtain

$$
\frac{1-(\sqrt{S} r)^{k+1}}{1-(\sqrt{S} r)^{L}} \geq \vartheta_{\infty}^{\left(L, p p^{\prime}\right)}(x, y) \geq \frac{1-(\sqrt{S} r)^{k+1}}{1-(\sqrt{S} r)^{L}}-\frac{C_{\sigma, \beta}(\sqrt{S} r)^{k}}{\left|1-(\sqrt{S} r)^{L}\right|}
$$

as claimed.

## E. 7 Border Effects

With the usual scaling of $\frac{1}{\sqrt{\frac{|\omega|}{s_{1} \ldots s_{d}}}}$, in a General ConvNet, the positions on the border have less parents and hence a lower activation variance. In this section, we show, in a special example, how this parametrization leads to border effects in the limiting activation kernels and NTK. This could
be generalized to a more general setting, yet, our main purpose is to show that with the parentbased parametrization-as defined in Section E.5-no border artifact is present in both kernels in this general setting.

The following proposition illustrates the border artifact present in the usual NTK-parametrization. Let us consider a DC-NN with a standardized ReLU nonlinearity, with $I_{0}=I_{1} \ldots=\mathbb{N}$, with upsampling stride of 2 , and windows $\pi_{0}=\omega_{0}=\pi_{1}=\omega_{1}=\ldots=\{-3,-2,-1,0\}$. In particular, there is only one border at position 0 . Using the formalism of Section E.5, the set of parents of a position $p$ is $P(p)=\left\{\left\lfloor\frac{p}{2}\right\rfloor-1,\left\lfloor\frac{p}{2}\right\rfloor\right\} \cap \mathbb{N}$. In particular, any generic position in any hidden or last layer has 2 parents except for the border $p=0$ for which $P(0)=\{0\}$.

Proposition E.7.1. In the setting introduced above, for any $x \in \mathbb{S}_{n_{0}}^{I_{0}}$, the kernels satisfy:

$$
\Sigma^{(\ell, 00)}(x, x)=\frac{\beta^{2}+\left(\frac{r}{2}\right)^{\ell+1}}{1-\frac{r}{2}} \text { and } \Theta_{\infty}^{(L, 00)}(x, x)=\frac{\beta^{2}\left(1-\left(\frac{r}{2}\right)^{L}\right)}{\left(1-\frac{r}{2}\right)^{2}}+L \frac{\left(\frac{r}{2}\right)^{L+1}}{1-\frac{r}{2}}
$$

In particular $\Sigma^{(\ell, 00)}(x, x)$ is smaller than the "bulk-value" $\lim _{p \rightarrow \infty} \Sigma^{(\ell, p p)}(x, x)=1$ and $\Theta_{\infty}^{(L, 00)}(x, x)$ is smaller than the "bulk-value" $\lim _{p \rightarrow \infty} \Theta_{\infty}^{(L, p p)}(x, x)=\frac{1-r^{L}}{1-r}$.

Proof. Recall that for the standardized $\operatorname{ReLU}, r_{\sigma, \beta}=1-\beta^{2}$. From now on, we denote $r=r_{\sigma, \beta}$ and $x$ is an element of $\mathbb{S}_{n_{0}}^{I_{0}}$. For any $\ell=0,1 \ldots$, we have:

$$
\Sigma^{(\ell+1,00)}(x, x)=\beta^{2}+\frac{1-\beta^{2}}{2} \sum_{q \in P(0)} \mathbb{E}_{z \sim \mathcal{N}\left(0, \Sigma_{q q}^{(\ell)}(x, x)\right)}\left[\sigma(x)^{2}\right]=\beta^{2}+\frac{1-\beta^{2}}{2} \Sigma^{(\ell, 00)}(x, x)
$$

Since $x \in \mathbb{S}_{n_{0}}^{I_{0}}$, we get $\Sigma^{(1)}(x, x)=\beta^{2}+\frac{r}{2}$ : this implies the following equalities:

$$
\begin{aligned}
\Sigma^{(\ell, 00)}(x, x) & =\left(\frac{r}{2}\right)^{\ell}+\sum_{k=0}^{\ell-1} \beta^{2}\left(\frac{r}{2}\right)^{k}=\left(\frac{r}{2}\right)^{\ell}+\beta^{2} \frac{1-\left(\frac{r}{2}\right)^{\ell}}{1-\frac{r}{2}} \\
& =\frac{\beta^{2}}{1-\frac{r}{2}}+\frac{\left(\frac{r}{2}\right)^{\ell}-\left(\frac{r}{2}\right)^{\ell+1}-\beta^{2}\left(\frac{r}{2}\right)^{\ell}}{1-\frac{r}{2}}=\frac{\beta^{2}+\left(\frac{r}{2}\right)^{\ell+1}}{1-\frac{r}{2}}
\end{aligned}
$$

For the limiting NTK, with the usual NTK parametrization, the following recursion holds:

$$
\Theta_{\infty}^{(L+1,00)}(x, x)=\Sigma^{(L+1,00)}(x, x)+\frac{r}{2} \Theta_{\infty}^{(L, 00)}(x, x) \mathbb{L}_{\Sigma^{(L, 00)}}^{\dot{\sigma}}(x, x)
$$

Note that for the standardized $\operatorname{ReLU}, \dot{\sigma}$ is a rescaled Heaviside, thus

$$
\mathbb{L}^{\dot{\sigma}}{ }_{\Sigma^{(L, 00)}}(x, x)=\mathbb{E}_{x \sim \mathcal{N}\left(0, \Sigma^{(L, 00)}(x, x)\right)}\left[\dot{\sigma}(x)^{2}\right]=2 \mathbb{E}_{x \sim \mathcal{N}(0,1)}\left[\mathbb{I}_{x \geq 0}\right]=1
$$

This implies:

$$
\begin{aligned}
\Theta^{(L, 00)}(x, x) & =\sum_{\ell=1}^{L} \Sigma^{(\ell, 00)}(x, x)\left(\frac{r}{2}\right)^{L-\ell}=\sum_{\ell=1}^{L}\left(\frac{\beta^{2}}{1-\frac{r}{2}}+\frac{\left(\frac{r}{2}\right)^{\ell+1}}{1-\frac{r}{2}}\right)\left(\frac{r}{2}\right)^{L-\ell} \\
& =\frac{\beta^{2}\left(1-\left(\frac{r}{2}\right)^{L}\right)}{\left(1-\frac{r}{2}\right)^{2}}+L \frac{\left(\frac{r}{2}\right)^{L+1}}{1-\frac{r}{2}} .
\end{aligned}
$$

The "bulk-values" for the activation kernels and the limiting NTK kernel can be deduced from the proof of Proposition E.7.2. A tedious study of variation of functions allows to prove the assertion on the boundary/bulk comparison.

As a consequence of the previous proposition, in the limits as $\ell$ and $L$ goes to infinity, the ratio boundary/bulk value is bounded by $\max \left(1, c \beta^{2}\right)$ : the smaller $\beta$ is, the stronger the boundary effect will be.

In the parent-based parametrization, the variance of the neurons throughout the network is always equal to 1 and the $\operatorname{NTK} \Theta_{\infty, p p}^{(L)}(x, x)$ becomes independent of the position $p$ : the border artifacts disappear.

Proposition E.7.2. For the parent-based parametrization of $D C-N N s$, if the nonlinearity is standardized, $\left(\Sigma^{(L)}\right)_{p p}(x)$ and $\left(\Theta_{\infty}^{(L)}\right)_{p p}(x)$ do not depend neither on $p \in I_{L}$ nor on $x \in \mathbb{S}_{n_{0}}^{I_{0}}$.

Proof. Actually, we will prove the stronger statement: for any General Convolutional Network, as defined in Section E.5, for any standardized nonlinearity, for any $x \in \mathbb{S}_{n_{0}}^{I_{0}}$ and any $p \in I_{L}$,

$$
\Sigma^{(L, p p)}(x, x)=1, \quad \text { and } \Theta_{\infty}^{(L, p p)}(x, x)=\frac{1-r^{L}}{1-r}
$$

For the activation kernels, this is proven by induction on $\ell$. For any $x \in \mathbb{S}_{n_{0}}^{I_{0}}$ and any $p \in I_{1}$ :

$$
\begin{aligned}
\Sigma^{(1, p p)}(x, x) & =\beta^{2}+\frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)} \sum_{q^{\prime} \in P(p)} \chi\left(q \rightarrow p, q^{\prime} \rightarrow p\right) x_{q}^{T} x_{q^{\prime}} \\
& =\beta^{2}+\frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)} x_{q}^{T} x_{q}=\beta^{2}+\left(1-\beta^{2}\right)=1
\end{aligned}
$$

and if the assertion holds true for $L$, then:

$$
\begin{aligned}
\Sigma^{(L+1, p p)}(x, x) & =\beta^{2}+\frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)} \sum_{q^{\prime} \in P(p)} \chi\left(q \rightarrow p, q^{\prime} \rightarrow p\right) \Sigma^{\left(L, q q^{\prime}\right)}(x, x) \\
& =\beta^{2}+\frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)} \Sigma^{(L, q q)}(x, x)=1
\end{aligned}
$$

For the activation kernels, this is proven by induction on $L$. It is easy to see that $\Theta_{\infty}^{(1, p p)}(x, x)=1$ is valid for any $x \in \mathbb{S}_{n_{0}}^{I_{0}}$ and any $p \in I_{L}$. Let us show the induction step:

$$
\begin{aligned}
\Theta_{\infty}^{(L+1, p p)}(x, x) & =\Sigma^{(L+1, p p)}(x, x)+\frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{(L, q q)}(x, x) R_{\dot{\sigma}}\left(\Sigma^{(L, q q)}(x, x)\right) \\
& =1+r \Theta_{\infty}^{(L, q q)}(x, x)
\end{aligned}
$$

Thus, $\Theta_{\infty}^{(L, p p)}(x, x)=\sum_{\ell=1}^{L} r^{L-\ell}=\frac{1-r^{L}}{1-r}$.

## E. 8 Layerwise Contributions to the NTK and Checkerboard Patterns

In a DC-NN with stride $s \in\{2,3, \ldots\}^{d}$, if two connection weight matrices $W^{(\ell, q \rightarrow p)}$ and $W^{\left(\ell, q^{\prime} \rightarrow p^{\prime}\right)}$ are shared then $s \mid p^{\prime}-p$. In other words, $\chi\left(q \rightarrow p, q^{\prime} \rightarrow p^{\prime}\right)=0$ as soon as $s \nmid p^{\prime}-p$. The limiting contribution of the weights $\Theta_{\infty}^{\left(L: W^{(\ell)}\right)}$ and bias $\Theta_{\infty}^{\left(L: b^{(\ell)}\right)}$ to the limiting NTK can be formulated recursively. For the last layer $L-1$ we have

$$
\begin{aligned}
\Theta_{\infty}^{\left(L: b^{(L-1)}, p p^{\prime}\right)} & =\beta^{2} \\
\Theta_{\infty}^{\left(1: W^{(0)}, p p^{\prime}\right)} & =\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)| n_{0}} \sum_{q \in P(p)} x_{q}^{T} y_{q+\frac{p^{\prime}-p}{s}} \\
\Theta_{\infty}^{\left(L: W^{(L-1)}, p p^{\prime}\right)} & =\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} R_{\sigma}\left(\Sigma^{\left(L-1, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right) \text { for } L>1
\end{aligned}
$$

and for the other layers, we have

$$
\begin{aligned}
\Theta_{\infty}^{\left(L+1: b^{(\ell)}, p p^{\prime}\right)} & =\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L ; b^{(\ell)}, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right) \\
\Theta_{\infty}^{\left(L+1: W^{(\ell)}, p p^{\prime}\right)} & =\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L ; W^{(\ell)}, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right) .
\end{aligned}
$$

Proposition E.8.1. In a $D C-N N$ with stride $s \in\{2,3, \ldots\}^{d}$, we have $\Theta_{\infty}^{\left(L: W^{(\ell)}, p p^{\prime}\right)}(x, y)=0$ if $s^{L-\ell} \nmid p^{\prime}-p$ and $\Theta_{\infty}^{\left(L: b^{(\ell)}, p p^{\prime}\right)}(x, y)=0$ if $s^{L-\ell-1} \nmid p^{\prime}-p$.

Proof. From the formulas of the limiting contributions $\Theta^{\left(L: W^{(\ell)}\right)}$ and $\Theta^{\left(L: b^{(\ell)}\right)}$, we see that the bias of the last layer contribute to all pairs $p, p^{\prime}$ while the bias only contribute to pairs such that $s \mid p^{\prime}-p$. Now by induction on $L$, if $\Theta^{\left(L: b^{(\ell)}, q q^{\prime}\right)}$ and $\Theta^{\left(L: W^{(\ell)}, q q^{\prime}\right)}$ only contribute to pairs $q, q^{\prime}$ such that $s^{L-\ell-1} \mid q^{\prime}-q$ and $s^{L-\ell} \mid q^{\prime}-q$ then

$$
\begin{aligned}
\Theta_{\infty}^{\left(L+1: b^{(\ell)}, p p^{\prime}\right)} & =\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L ; b^{(\ell)}, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right) \\
\Theta_{\infty}^{\left(L+1: W^{(\ell)}, p p^{\prime}\right)} & =\delta_{s \mid p-p^{\prime}} \frac{1-\beta^{2}}{|P(p)|} \sum_{q \in P(p)} \Theta_{\infty}^{\left(L ; W^{(\ell)}, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y) R_{\dot{\sigma}}\left(\Sigma^{\left(L, q, q+\frac{p^{\prime}-p}{s}\right)}(x, y)\right)
\end{aligned}
$$

only contribute to pairs $p^{\prime}, p$ such that $s^{L-\ell} \mid p^{\prime}-p$ and $s^{L+1-\ell} \mid p^{\prime}-p$ as needed.

## Appendix F

## DNN-Based Topology Optimization: Spatial Invariance and Neural Tangent Kernel

## F. 1 Derivation of the algorithm

In this section we show how to derive the equations used in our algorithm, especially the ones corresponding to implicit differentiation [79]. Let us recall that we consider a vector $X \in \mathbb{R}^{N}$ and compute a vector $Y=\Sigma(X) \in[0,1]^{N}$ (either $Y^{\mathrm{MF}}$ or $\left.Y^{\mathrm{NN}}\right)$ by:

$$
\forall i \in\{1, \ldots, N\}, y_{i}=\sigma\left(x_{i}+\bar{b}(X)\right), \quad \text { such that: } \sum_{i=1}^{N} y_{i}=V_{0}, \quad \sigma(x)=\frac{1}{1+e^{-x}}
$$

Where $X$ denotes $\left(x_{1}, \ldots, x_{N}\right)$.
We want to show that this operation is well defined and find a formula to recover $\nabla_{X} C$ from a given $\nabla_{Y} C$. More precisely we have the following result.
Proposition F. 1 (Proposition F. 1 in the paper). Let $X \in \mathbb{R}^{N}$, the operation $Y=\Sigma(X)$ is well defined. Moreover, let $\dot{S}$ be the vector of the $\dot{\sigma}\left(x_{i}+\bar{b}(X)\right)$. Then we have $\nabla_{X} C=D_{X} \nabla_{Y} C$ with:

$$
\begin{equation*}
D_{X}:=-\frac{1}{|\dot{S}|_{1}} \dot{S} \dot{S}^{T}+\operatorname{Diag}(\dot{S}) \tag{F.1.1}
\end{equation*}
$$

$D_{X}$ is a symmetric positive semi-definite matrix whose kernel corresponds to constant vectors and has eigenvalues smaller than $\frac{1}{2}$.

Proof: Let us consider the function $F: \mathbb{R}^{N} \times \mathbb{R} \longrightarrow \mathbb{R}$ defined by: $F(z, b)=\sum_{i=1}^{N} \sigma\left(z_{i}+b\right)$. It is clear that $F(X,$.$) is stricty increasing on \mathbb{R}$ from 0 to $N$. Then $\exists!\bar{b} \in \mathbb{R}$ such that $F(X, \bar{b})=V_{0}$.

As $\partial_{b} F(X, \bar{b})>0$, by the implicit functions theorem, there exists a neighbourhood $V$ of $X$ in $\mathbb{R}^{N}$, a neighbourhood $U$ of $\bar{b}$ in $\mathbb{R}$ and a function $\bar{b}: V \longrightarrow \mathbb{R}$ of class $\mathcal{C}^{1}$ such that:

$$
\forall(z, b) \in V \times U, F(z, b)=V_{0} \Longleftrightarrow b=\bar{b}(z)
$$

Moreover we also get from the implicit function theorem that:

$$
\frac{\partial \bar{b}}{\partial x_{i}}(X)=-\left(\frac{\partial F}{\partial b}(X, \bar{b})\right)^{-1} \frac{\partial F}{\partial x_{i}}(X, \bar{b})=-\left(\sum_{j=1}^{N} \dot{\sigma}\left(x_{j}+\bar{b}\right)\right)^{-1} \dot{\sigma}\left(x_{i}+\bar{b}\right)
$$

and we can apply chain rules:

$$
\begin{aligned}
\frac{\partial C}{\partial x_{i}} & =\sum_{j=1}^{N} \frac{\partial C}{\partial y_{j}} \frac{\partial y_{j}}{\partial x_{i}} \\
& =\sum_{j=1}^{N} \frac{\partial C}{\partial y_{j}} \dot{\sigma}\left(x_{j}+\bar{b}(x)\right)\left(\frac{\partial \bar{b}}{\partial x_{i}}+\delta_{i j}\right),
\end{aligned}
$$

So that equation F.1.1 makes sense. Now, if we denote $\dot{S}=\left(a_{1}, \ldots, a_{N}\right)$, let us recall that we defined $a_{i}=\dot{\sigma} x_{i}+\bar{b}(X)$ where $\sigma$ is the sigmoid function. By taking any $u \in \mathbb{R}^{N}$, we remark that:

$$
\begin{equation*}
\left(D_{X} u\right)_{i}=\frac{a_{i}}{|\dot{S}|_{1}} \sum_{j=1}^{N} a_{j}\left(u_{i}-u_{j}\right) \tag{F.1.2}
\end{equation*}
$$

We easily deduce from equation F.1.2 that $\operatorname{ker}\left(D_{X}\right)=\operatorname{span}\left(1_{N}\right)$ and that $D_{X} \in S_{N}^{+}(\mathbb{R})$. Indeed:

$$
\begin{aligned}
\forall u \in \mathbb{R}^{N}, \quad u^{T}\left(D_{X}\right) u & =-\frac{1}{\mid \dot{S}_{1}} u^{T} \dot{S} \dot{S}^{T} u^{T}+\sum_{i=1}^{N} a_{i} u_{i}^{2} \\
& =\frac{1}{|\dot{S}|_{1}}\left\{-\left(\sum_{i=1}^{N} a_{i} u_{i}\right)^{2}+\left(\sum_{i=1}^{N} a_{i}\right)\left(\sum_{i=1}^{N} a_{i} u_{i}^{2}\right)\right\} \\
& =\frac{1}{|\dot{S}|_{1}} \sum_{1 \leq i, j \leq N} a_{i} a_{j} u_{i}\left(u_{i}-u_{j}\right) \\
& =\frac{1}{|\dot{S}|_{1}} \sum_{1 \leq i<j \leq N} a_{i} a_{j}\left(u_{i}-u_{j}\right)^{2} \geq 0 .
\end{aligned}
$$

Eigenvalues: We already know that 0 is an eigenvalue with multiplicity 1 . So let $u \neq 0$ in $\mathbb{R}^{N}$ and $\lambda>0$ such that: $D_{X} u=\lambda u$. Then we easily show:

$$
\forall i \in \llbracket 1, N \rrbracket, \quad \frac{a_{i}-\lambda}{a_{i}} u_{i}=\frac{1}{|\dot{S}|_{1}} \sum_{j=1}^{N} a_{j} u_{j}=:\langle u\rangle_{a} .
$$

If $\langle u\rangle_{a}=0$, then necessarily $\lambda \in\left\{a_{1}, \ldots, a_{N}\right\}$
If $\langle u\rangle_{a} \neq 0$, then we can assume (by normalising $u$ ) that $\langle u\rangle_{a}=1$ and we have $u_{i}=\frac{a_{i}}{a_{i}-\lambda}$. Then we can replace $u_{i}=\frac{a_{i}}{a_{i}-\lambda}$ in the equation $\langle u\rangle_{a}=1$ :

$$
\sum_{j=1}^{N} a_{j}=\sum_{j=1}^{N} \frac{a_{j}^{2}}{a_{j}-\lambda}, \quad \text { which by substraction leads to } \quad F(\lambda):=\sum_{j=1}^{N} \frac{a_{j}}{a_{j}-\lambda}=0,
$$

By studying the function $F$, we see that $\forall \lambda>\max _{i}\left(a_{i}\right), F(\lambda)<0$. Therefore an eigenvalue always satisfies the inequality:

$$
\lambda \leq \max \left\{a_{1}, \ldots, a_{N}\right\} \leq\|\dot{\sigma}\|_{\infty}=\frac{1}{4},
$$

The last inequality coming from the fact that $a_{i}=\dot{\sigma}\left(x_{i}+\bar{b}(X)\right)$, as mentionned earlier.
Remark: As shown above an important property of the matrix $D_{X}$ is that it cancels out constants, which allows us to consider the limiting NTK up to some constant. The fact that the eigenvalues of $D_{X}$ are in $\left[0, \frac{1}{4}\right]$ can help to avoid exploding gradients.

## F. 2 Equations of evolution

We quickly show how equations 5,6 and 7 of the paper are derived. The proofs are mainly based on chain rules.

Let us first remark that the matrix $D_{X}$ introduced above actually corresponds to the jacobian matrix $\nabla_{X} \Sigma$ of the application $\Sigma: \mathbb{R}^{N} \longrightarrow[0,1]^{N}$. So we can immediately applied chain rules to $Y^{\mathrm{NN}}=\Sigma(X(\theta))$ and get:

$$
\begin{aligned}
\frac{\partial Y^{\mathrm{NN}}}{\partial t} & =D_{X(\theta(t))} \frac{\partial X(\theta(t))}{\partial t} \\
& =-D_{X(\theta(t)} \tilde{\Theta}_{\theta(t)}^{L} \nabla_{X_{\theta(t)}} C \quad \text { (Gradient Descent) } \\
& =-D_{X(\theta(t))} \tilde{\Theta}_{\theta(t)}^{L} D_{X(\theta(t))} \nabla_{Y^{\mathrm{NN}}} C(\theta(t)) \quad \text { (By proposition F.1]. }
\end{aligned}
$$

Similarly, for the MF method, we set $X=T \bar{X}$ and obtain:

$$
\begin{aligned}
\frac{\partial Y^{\mathrm{MF}}}{\partial t} & =D_{X(t)} \frac{\partial X(t)}{\partial t} \\
& =D_{X(t)} T \frac{\partial \bar{X}(t)}{\partial t} \quad \text { (Linearity) } \\
& =-D_{X(t)} T \nabla_{\bar{X}} C \quad(\text { Gradient descent }) \\
& =-D_{X(t)} T T^{T} \nabla_{X} C \quad \text { (Chain rule) } \\
& =-D_{X(t)} T T^{T} D_{X(t)} \nabla_{Y^{\mathrm{MF}}} C
\end{aligned}
$$

## F. 3 Details about embeddings

## Torus embedding

The aim of this section is to give details about properties of the limiting NTK in case of Torus embedding. As a reminder we consider the following embedding:

$$
\mathbb{R}^{2} \ni p=\left(p_{1}, p_{2}\right) \longmapsto \varphi(p)=r\left(\cos \left(\delta p_{1}\right), \sin \left(\delta p_{1}\right), \cos \left(\delta p_{2}\right), \sin \left(\delta p_{2}\right)\right) ;
$$

In particular we show the following proposition which basically says that $\tilde{\Theta}_{\infty}$ is in that case a discrete convolution and derive from there its spectral properties and construct its positive semidefinite square root
Proposition F. 2 (Proposition 6.4 in the paper). We can always extend our $n_{x} \times n_{y}$ grid and choose $\delta$ such that the embedded grid covers the whole torus (typically $\delta=\frac{\pi}{2 \max \left(n_{x}, n_{y}\right)}$ and take a $n \times n$ grid with $n=4 \max \left(n_{x}, n_{y}\right)$ ). Then the Gram matrix $\tilde{\Theta}_{\infty}$ of the limiting NTK is a $2 D$ discrete convolution matrix. Moreover the NTK Gram matrix has a positive definite square root $\sqrt{\tilde{\Theta}_{\infty}}$ which is also a discrete convolution matrix.
proof: We assume that we extend the grid in a $n \times n$ grid with $n \geq n_{x}, n_{y}$. Now we take $\delta=\frac{2 \pi}{n}$ and we consider the limiting NTK Gram matrix on $\varphi(\llbracket n, n \rrbracket \times \llbracket n, n \rrbracket)$.

As $\Theta_{\infty}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)$ depends only on $p-p^{\prime}$, we can see the limiting NTK Gram Matrix as a discrete convolution kernel $\mathcal{K}$ acting on $\mathbb{Z} / n \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}$ :

$$
\Theta_{\infty}\left(\left(k, k^{\prime}\right),\left(j, j^{\prime}\right)\right)=\mathcal{K}\left(k-k^{\prime}, j-j^{\prime}\right)
$$
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For $\left(k, k^{\prime}\right),\left(j, j^{\prime}\right) \in \mathbb{Z} / n \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}$.
We see $\tilde{\Theta}_{\infty}$ as a $n^{2}$ square matrix with each index in $\mathbb{Z} / n \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}$.
We introduce the Fourier vectors $\Omega_{m}=\left(e^{-i 2 \pi \frac{m k}{n}}\right)_{0 \leq k \leq n_{x}-1}$. As $\tilde{\Theta}_{\infty}$ is a 2 D convolution matrix, we classically have the following results:

The eigenvectors of $\tilde{\Theta}_{\infty}$ are exactly given by:

$$
\Omega_{m} \otimes \Omega_{M},
$$

for $0 \leq m \leq n_{x}-1$ and $0 \leq M \leq n_{y}-1, \otimes$ denotes the Kronecker product. The corresponding eigenvalue is given by the discrete Fourier transform $\widehat{\mathcal{K}}(m, M)$ with:

$$
\widehat{\mathcal{K}}(m, M)=\sum_{j=0}^{n-1} \sum_{j^{\prime}=0}^{n-1} e^{-i 2 \pi \frac{m j}{n}} e^{-i 2 \pi \frac{M j^{\prime}}{n}} \mathcal{K}\left(j, j^{\prime}\right) .
$$

Moreover, as the matrix $\tilde{\Theta}_{\infty}$ is positive definite (from the positive definiteness of the NTK, [105]) those eigenvalues verify $\widehat{\mathcal{K}}(m, M) \geq 0$ and it makes sense to write the square root of the NTK Gram Matrix as the inverse Fourier transform of the $\sqrt{\widehat{\mathcal{K}}(m, M)}$ :

$$
\begin{equation*}
\sqrt{\tilde{\Theta}_{\infty}}\left(\left(k, k^{\prime}\right),\left(j, j^{\prime}\right)\right)=\frac{1}{n^{2}} \sum_{m=0}^{n-1} \sum_{M=0}^{n-1} e^{i 2 \pi \frac{m(j-k)}{n}} e^{i 2 \pi \frac{M\left(j^{\prime}-k^{\prime}\right)}{n}} \sqrt{\widehat{\mathcal{K}}(m, M)}, \tag{F.3.1}
\end{equation*}
$$

It is easy to see that the matrix defined by equation F.3.1 is symmetric and positive semidefinite. Indeed we can write $\sqrt{\tilde{\Theta}_{\infty}}\left(\left(k, k^{\prime}\right),\left(j, j^{\prime}\right)\right)=g\left(k-j, k^{\prime}-j^{\prime}\right)$ with $g$ the Fourier transform of a positive vector.

Moreover it follows from the (discrete) convolution theorem that ${\sqrt{\tilde{\Theta}_{\infty}}}^{2}=\tilde{\Theta}_{\infty}$. Therefore $\sqrt{\tilde{\Theta}_{\infty}}\left(\left(k, k^{\prime}\right),\left(j, j^{\prime}\right)\right)$ is indeed the positive semi-definite matrix square root of $\tilde{\Theta}_{\infty}$.

Thus the square root of the NTK Gram matrix can be seen as a convolution filter as well (it is invariant by translation as a function of $\left.\left(k-j, k^{\prime}-j^{\prime}\right)\right)$.

## Dimension of radial embeddings

In this section we prove that feature maps associated to continuous radial kernels are either trivial or of infinite dimension. this result is what motivates discussion in section 6.3 of the paper.

Let us first recall Bochner theorem ( $(\underline{186})$ :
Theorem F. 1 (Bochner). Let $(x, y) \mapsto k(x-y)$ be a continuous shift invariant positive definite kernel on $\mathbb{R}^{d}$. Then it is the Fourier transform of a finite positive measure $\Lambda$ on $\mathbb{R}^{d}$ :

$$
k(r)=\int_{\mathbb{R}^{d}} e^{i \omega \cdot r} d \Lambda(\omega) .
$$

The function $k$ appearing in the above theorem will be called a positive definite function, according to the following definition:

Definition 2. Let $k: \mathbb{R}^{d} \longrightarrow \mathbb{R}$, then $k$ is a positive definite function when for all $n$, all $p_{1}, \ldots, p_{n} \in$ $\mathbb{R}^{d}$ and all $c_{1}, \ldots, c_{n} \in \mathbb{R}$ we have:

$$
\sum_{1 \leq i, j \leq n} c_{i} c_{j} k\left(x_{i}-x_{j}\right) \geq 0 .
$$

Moreover we will denote $S O(d)$ the set of rotations matrices of dimension $d$ and the Fourier transform (for an integrable function $\psi$ ):

$$
\mathcal{F} \psi(\omega)=\int_{\mathbb{R}^{p}} \psi(p) e^{-i \omega \cdot p} d p
$$

Let us now recall the result that we want to prove:
Proposition F. 3 (Proposition 6.3 in the paper). Let $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ for $d>2$ and any finite $m$. If $\varphi$ satisfies

$$
\begin{equation*}
\varphi(x)^{T} \varphi\left(x^{\prime}\right)=K\left(\left\|x-x^{\prime}\right\|\right) \tag{F.3.2}
\end{equation*}
$$

for some continuous function $K$ then both $\varphi$ and $K$ are constant. We will denote $k\left(x-x^{\prime}\right):=$ $K\left(\left\|x-x^{\prime}\right\|\right)$.

Proof: We procede in the following way: We consider an embedding $\varphi$ as described above and we are going to show that, when $K$ is not constant, one can construct arbitrarily big linearly independent families $\varphi\left(p_{1}\right), \ldots, \varphi\left(p_{n}\right)$.

For now let us take pairwise distinct $p_{1}, \ldots, p_{n} \in \mathbb{R}^{d}$ and $c_{1}, \ldots, c_{n} \in \mathbb{R}$ such that:

$$
\sum_{k=1}^{n} c_{k} \varphi\left(p_{k}\right)=0
$$

A clever choice for $p_{1}, \ldots, p_{n}$ will be done later.
For any $p \in \mathbb{R}^{d}$ and any rotation $R \in S O(d)$ we can write:

$$
\begin{aligned}
0=\varphi(p)^{T} \sum_{k=1}^{n} c_{k} \varphi\left(p_{k}\right)=\sum_{k=1}^{n} c_{k} K\left(\left\|p-p_{k}\right\|\right) & =\sum_{k=1}^{n} c_{k} K\left(\left\|R p-R p_{k}\right\|\right) \\
& =\varphi(R p)^{T} \sum_{k=1}^{n} c_{k} \varphi\left(R p_{k}\right)
\end{aligned}
$$

Since this is true for all $p^{\prime}=R p$ we can deduce that for all $p \in \mathbb{R}^{d}$ and all $R \in S O(d)$ we have:

$$
\sum_{k=1}^{n} c_{k} k\left(p-R p_{k}\right)=0
$$

We denote by $\Lambda$ the finite measure on $\mathbb{R}^{d}$ given by Bochner's theorem applied on $k$.
Let us take a test function $\psi \in \mathcal{S}\left(\mathbb{R}^{p}\right)$ in the Schwartz space, we can write successively that for all rotation $R \in S O(d)$ :

$$
\begin{aligned}
0 & =\int_{\mathbb{R}^{d}} \mathcal{F} \psi(p) \sum_{k=1}^{n} c_{k} k\left(p-R p_{k}\right) d p \\
& =\int_{\mathbb{R}^{d}} \mathcal{F} \psi(p) \sum_{k=1}^{n} c_{k} \int_{\mathbb{R}^{d}} e^{i \omega \cdot\left(p-R p_{k}\right)} d \Lambda(\omega) d p, \quad \text { (Bochner's theorem) } \\
& =\int_{\mathbb{R}^{d}}\left(\sum_{k=1}^{n} c_{k} e^{-i \omega \cdot\left(R p_{k}\right)}\right) \int_{\mathbb{R}^{d}} \mathcal{F} \psi(p) e^{i \omega \cdot p} d p d \Lambda(\omega), \quad \text { (Fubini's theorem) } \\
& =(2 \pi)^{d} \int_{\mathbb{R}^{d}} \psi(\omega) \sum_{k=1}^{n} c_{k} e^{-i \omega \cdot\left(R p_{k}\right)} d \Lambda(\omega), \quad \text { (Fourier inversion) }
\end{aligned}
$$
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NEURAL TANGENT KERNEL
As $K$ is not constant, we can find $\omega_{0} \in \mathbb{R}^{d} \backslash\{0\}$ such that for all $\epsilon>0$ small enough we have $\Lambda\left(B\left(\omega_{0}, \epsilon\right)\right)>0$ (otherwise the finite positive measure $\Lambda$ would be concentrated on 0 and $k$ would be constant).

Let $R \in S O(d)$, if we assume that $S:=\sum_{k=1}^{n} c_{k} e^{-i \omega_{0} \cdot\left(R p_{k}\right)} \neq 0$ then we can find a small enough open ball $B\left(\omega_{0}, \epsilon\right)$ on which $\operatorname{Re}(S)$ ) and $\operatorname{Im}(S)$ have constant sign and such that: $|\operatorname{Re}(S)| \geq c_{1}>0$ or $|\operatorname{Im}(S)| \geq c_{1}>0$.

We choose $\psi$ such that $\psi \geq 0, \psi$ has compact support in $B\left(\omega_{0}, \epsilon\right)$ and $\psi \geq c_{2}>0$ on $B\left(\omega_{0}, \frac{\epsilon}{2}\right)$. Then we obtain a contradiction by writing $\left.0 \geq(2 \pi)^{d}\right) c_{1} c_{2} \Lambda\left(B\left(\omega_{0}, \frac{\epsilon}{2}\right)\right.$ ). (We separate real and imaginary parts).

This implies that:

$$
\begin{equation*}
\forall R \in \mathrm{SO}(d), \sum_{k=1}^{n} c_{k} e^{-i\left(R \omega_{0}\right) \cdot p_{k}}=0 \tag{F.3.3}
\end{equation*}
$$

Now we take a particular choice of $\left(p_{i}\right)$, let $p_{k}=(k, 0, \ldots, 0) \in \mathbb{R}^{d}$.
Up to rotations, we can assume without loss of generality that $\omega_{0}=(w, 0, \ldots, 0)$ with $w \neq 0$. Moreover, we consider the particular case of rotations in the 2 D plane generated by $(1,0, \ldots, 0)$ and $(0,1,0, \ldots, 0)$.

Therefore, equation F.3.3 implies that:

$$
\forall \theta \in \mathbb{R}, \sum_{k=1}^{n} c_{k}\left(e^{-i w \cos (\theta)}\right)^{k}=0
$$

So that the polynomial $\sum_{k} c_{k} z^{k}$ has an infinite number of roots. Thus $c_{1}=\cdots=c_{n}=0$.

## Random features embedding

In this section we give some details about the way we define random embeddings, which is very similar but slightly different than in [176].

If the kernel is properly scaled (i.e. $k(0)=1$ ) then $\Lambda$ defines a probability measure. That's why we introduce a probability measure $\mathbb{Q}$ and write:

$$
k(r)=k(0) \int_{\mathbb{R}^{d}} e^{i \omega \cdot r} d \mathbb{Q}(\omega)=k(0) \mathbb{E}_{\omega \sim \mathbb{Q}}\left[e^{i \omega \cdot r}\right]
$$

Now, following the reasoning in [176] we consider:

$$
\varphi(p)_{i}=\sqrt{2 k(0)} \sin \left(\omega \cdot p+\frac{\pi}{4}+b\right)
$$

With $\omega \sim \mathbb{Q}$ and $b$ a random variable with a symmetric law (note that $\mathbb{Q}$ is also symmetric). Then we have:

$$
\begin{aligned}
\mathbb{E}\left[\varphi(p)_{i} \varphi\left(p^{\prime}\right)_{i}\right]= & 2 k(0) \mathbb{E}\left[\left(\frac{e^{i \omega \cdot p+\frac{\pi}{4}+b}-e^{-i \omega \cdot p-\frac{\pi}{4}}-b}{2 i}\right)\left(\frac{e^{i \omega \cdot p^{\prime}+\frac{\pi}{4}+b}-e^{-i \omega \cdot p^{\prime}-\frac{\pi}{4}}-b}{2 i}\right)\right] \\
= & -\frac{k(0)}{2}\left(e^{i \frac{\pi}{2}} \mathbb{E}\left[e^{i \omega \cdot\left(p+p^{\prime}\right)+2 b}\right]+e^{-i \frac{\pi}{2}} \mathbb{E}\left[e^{-i \omega \cdot\left(p+p^{\prime}\right)-2 b}\right]\right. \\
& \left.-\mathbb{E}\left[e^{i \omega \cdot\left(p-p^{\prime}\right)}\right]-\mathbb{E}\left[e^{-i \omega \cdot\left(p-p^{\prime}\right)}\right]\right) \\
= & k(0) \mathbb{E}\left[e^{i \omega \cdot\left(p-p^{\prime}\right)}\right] \\
= & k\left(p-p^{\prime}\right) .
\end{aligned}
$$

Therefore we reduce the variance by drawing i.i.d. samples $\omega_{1}, \ldots, \omega_{n_{0}}$ and $b_{1}, \ldots, b_{n_{0}}$ as described in section 3 and computing the mean $\frac{1}{n_{0}} \varphi(p)^{T} \varphi\left(p^{\prime}\right)$. By the strong law of large numbers we have the almost sure convergence:

$$
\frac{1}{n_{0}} \varphi(p)^{T} \varphi\left(p^{\prime}\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow} k\left(p-p^{\prime}\right)
$$

Now we can obtain Gaussian embedding by drawing the bias from $\delta_{0}$ and weights from $\mathcal{N}\left(0, \frac{1}{\ell^{2}} I_{d}\right)$. from the above formulas we immediately get:

$$
k\left(p-p^{\prime}\right)=e^{-\frac{\left\|p-p^{\prime}\right\|_{2}^{2}}{2 \ell^{2}}}
$$

## F. 4 Precise computations of the Neural Tangent Kernel

We now give more details about the computation of the limiting NTK and detail how we obtain the limiting kernels used in Figures 6 and 7 of the paper.

## Limiting NTK

For this purpose, following several authors ([105], [224], [129]), we need to introduce some gaussian processes and their associated kernels. For a symmetric positive kernel $\Sigma$ let us define:

$$
\left\{\begin{array}{l}
\mathcal{T}(\Sigma)\left(z, z^{\prime}\right)=\mathbb{E}_{(X, Y) \sim \mathcal{N}\left(0, \Sigma_{z, z^{\prime}}\right)}[\mu(X) \mu(Y)] \\
\dot{\mathcal{T}}(\Sigma)\left(z, z^{\prime}\right)=\mathbb{E}_{(X, Y) \sim \mathcal{N}\left(0, \Sigma_{\left.z, z^{\prime}\right)}\right.}[\dot{\mu}(X) \dot{\mu}(Y)]
\end{array} \quad \text { With : } \quad \Sigma_{z, z^{\prime}}=\left(\begin{array}{cc}
\Sigma(z, z) & \Sigma\left(z, z^{\prime}\right) \\
\Sigma\left(z, z^{\prime}\right) & \Sigma\left(z^{\prime}, z^{\prime}\right)
\end{array}\right)\right.
$$

Then we set $\Sigma^{1}\left(z, z^{\prime}\right)=\Theta_{\infty}^{1}\left(z, z^{\prime}\right)=\beta^{2}+\frac{\alpha^{2}}{n_{0}} z^{T} z^{\prime}$ and we define recursively:

$$
\begin{equation*}
\sigma^{l+1}=\beta^{2}+\alpha^{2} \mathcal{T}\left(\Sigma^{l}\right), \quad \dot{\Sigma}^{l+1}=\alpha^{2} \dot{\mathcal{T}}\left(\Sigma^{l}\right), \quad \Theta_{\infty}^{l+1}=\dot{\Sigma}^{l+1} \Theta_{\infty}^{l}+\Sigma^{l+1} \tag{F.4.1}
\end{equation*}
$$

Using those formulas it is clear that the limiting NTK is invariant under rotation.
When neurons have constant variance, the following notion of dual activation function is often very useful:

Definition 3. Let $\mu: \mathbb{R} \longrightarrow \mathbb{R}$ be a function such that $\mathbb{E}_{X \sim \mathcal{N}(0,1)}\left[\mu(X)^{2}\right]<+\infty$, then its dual function $\hat{\mu}:[-1,1] \longrightarrow \mathbb{R}$ is defined by:

$$
\hat{\mu}(\rho)=\mathbb{E}_{(X, Y) \sim \mathcal{N}\left(0, \Sigma_{\rho}\right)}[\mu(X) \mu(Y)], \quad \text { With }: \Sigma_{\rho}=\left(\begin{array}{ll}
1 & \rho \\
\rho & 1
\end{array}\right)
$$

We will use some properties of the dual function, which are described in 42].

## Another way of seeing Gaussian embedding

As explained above (Section 6.3), the Gaussian embedding can be seen as the first hidden layer of a neural network, with the first layer untrained. Thus it actually corresponds to $\Sigma^{2}$ with the above notations.

Let us consider the activation function $\mu: a \longmapsto \lambda \sin \left(\omega a+\frac{\pi}{4}\right)$ and denote:

$$
\forall x, y \in \mathbb{R}^{n_{0}}, \Sigma_{x, y}^{1}=\left(\begin{array}{ll}
\beta^{2}+\frac{1-\beta^{2}}{n_{0}}\|x\|_{2}^{2} & \beta^{2}+\frac{1-\beta^{2}}{n_{0}} x^{T} y \\
\beta^{2}+\frac{1-\beta^{2}}{n_{0}} x^{T} y & \beta^{2}+\frac{1-\beta^{2}}{n_{0}}\|y\|_{2}^{2}
\end{array}\right)
$$

We are looking at:

$$
\Sigma^{2}(x, y)=\beta^{2}+\left(1-\beta^{2}\right) \mathbb{E}_{(X, Y) \sim \mathcal{N}\left(0, \Sigma_{x, y}^{(1)}\right)}[\mu(X) \mu(Y)] .
$$

Let $(X, Y) \sim \mathcal{N}\left(0, \Sigma_{x, y}^{1}\right)$, then $X-Y$ and $X+Y$ are normal random variables and $\mathbb{V}(X-Y)=$ $\frac{1-\beta^{2}}{n_{0}}\|x-y\|_{2}^{2}$. Thus, using properties of characteristic functions we get:

$$
\begin{aligned}
\mathbb{E}[\mu(X) \mu(Y)] & =\lambda^{2} \mathbb{E}\left[\left(\frac{e^{i \omega X+\frac{\pi}{4}}-e^{-i \omega X-\frac{\pi}{4}}}{2 i}\right)\left(\frac{e^{i \omega Y+\frac{\pi}{4}}-e^{-i \omega Y-\frac{\pi}{4}}}{2 i}\right)\right] \\
& =-\frac{\lambda^{2}}{4}\left(e^{i \frac{\pi}{2}} \mathbb{E}\left[e^{i \omega(X+Y)}\right]+e^{-i \frac{\pi}{2}} \mathbb{E}\left[e^{-i \omega(X+Y)}\right]-\mathbb{E}\left[e^{i \omega(X-Y)}\right]-\mathbb{E}\left[e^{-i \omega(X-Y)}\right]\right) \\
& =\frac{\lambda^{2}}{2} \mathbb{E}\left[e^{i \omega(X-Y)}\right] \\
& =\frac{\lambda^{2}}{2} \exp \left\{-\frac{1}{2} \omega^{2} \frac{1-\beta^{2}}{n_{0}}\|x-y\|_{2}^{2}\right\} .
\end{aligned}
$$

## Computation of the NTK used for Figure 7 in the paper

In this section we show how one can derived analytically the function $\Phi_{\infty}$ described in Section 6.4 This kind of computation can be used to derive numerically the filter radius $\hat{R}_{1 / 2}$ and tune the hyperparameters.

We use here a Gaussian embedding $\varphi$ of size $n_{0}$ with lenghtscale $\ell$ followed by one hidden linear layer (activation function $x \rightarrow \sqrt{2} \max (0, x)$ ) of size $n_{1}$ and the output layer $n_{2}=1$. We also take $\alpha^{2}+\beta^{2}=1$ in those experiments, to ensure constant variance of the neurons.

By the strong law of large numbers we have for the limiting NTK of the first layer:

$$
\Theta_{\infty}^{1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\beta^{2}+\frac{1-\beta^{2}}{n_{0}} \varphi(p)^{T} \varphi\left(p^{\prime}\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow} \beta^{2}+\left(1-\beta^{2}\right) e^{-\frac{\left\|p-p^{\prime}\right\|^{2}}{2 l^{2}}}=: G\left(\left\|p-p^{\prime}\right\|\right) .
$$

For the second layer, we use the notion of dual function defined above. In the case of the standardized ReLu it is computed in 42):

$$
\hat{r}(\rho)=\rho-\frac{\rho \arccos (\rho)-\sqrt{1-\rho^{2}}}{\pi}, \quad \rho \in[-1,1],
$$

and:

$$
\hat{\dot{r}}(\rho)=\dot{\hat{r}}(\rho)=1-\frac{\arccos (\rho)}{\pi} .
$$

So that we can write, with $d=\left\|p-p^{\prime}\right\|$ :

$$
\Phi_{\infty}(d)=\hat{r}(G(d))+G(d) \dot{\hat{r}}(G(d)) .
$$

Therefore $\Phi_{\infty}$ only depends on $\ell$ and $\beta$. From this expression we can use standard Python libraries to approximate $\hat{R}_{1 / 2}$ for given values of the hyperparameters.

## Computation of the NTK used for Figure 6 in the paper

Now we derive an approximate of the quantity $\hat{R}_{1 / 2}$ used in Figure 6 of the paper. This is a little bit more difficult than with Gaussian embedding because the rotation invariance is now only an approximation, even in the infinite-width limit.

With Torus embedding, we have $n_{0}=4$. The embedding is followed by two hidden linear layers with standardised cosine activation function, and then the last linear layer. We used here $r=\sqrt{2}$ $\delta=\frac{\pi}{80}$ (which is the formula suggested in the paper with $n_{x}=n_{y}=40$ ). As in the case of Gaussian embedding, we set $\alpha^{2}=1-\beta^{2}$. This ensures that neurons have constant variance and allows easy analytical computations.

Thanks to the Torus embedding described above, we get for the first layer:

$$
\begin{aligned}
\Theta_{\infty}^{1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) & =\beta^{2}+\frac{1-\beta^{2}}{n_{0}} \varphi(p)^{T} \varphi\left(p^{\prime}\right) \\
& =\beta^{2}+\frac{1-\beta^{2}}{2}\left(\cos \left(\delta\left(p_{1}-p_{1}^{\prime}\right)\right)+\cos \left(\delta\left(p_{2}-p_{2}^{\prime}\right)\right)\right)
\end{aligned}
$$

As rotation invariance is not analytically correct here, we look at the limiting NTK in the direction $p_{1}=p_{2}$. which gives:

$$
\Sigma^{1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\Theta_{\infty}^{1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\beta^{2}+\left(1-\beta^{2}\right) \cos (\delta r)
$$

with $r=\left|p_{1}-p_{1}^{\prime}\right|=\left|p_{2}-p_{2}^{\prime}\right|$.
For the next layers, we use the dual function of the standardised cosine (see 42]) given by:

$$
\hat{\mu}(\rho)=\frac{\cosh \left(\omega^{2} \rho\right)}{\cosh \left(\omega^{2}\right)}
$$

and its derivative:

$$
\hat{\dot{\mu}}(\rho)=\omega^{2} \frac{\sinh \left(\omega^{2} \rho\right)}{\cosh \left(\omega^{2}\right)}
$$

Then the limiting NTK is simply given by the following formulas:

$$
\begin{aligned}
& \Sigma^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\beta^{2}+\left(1-\beta^{2}\right) \hat{\mu}\left(\Sigma^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)\right) \\
& \dot{\Sigma}^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\left(1-\beta^{2}\right) \hat{\mu}\left(\dot{\Sigma}^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)\right) \\
& \Theta_{\infty}^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\Sigma^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)+\dot{\Sigma}^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \Theta_{\infty}^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)
\end{aligned}
$$

This way we construct a function $\Phi_{\infty}(r)$ with $r$ an approximation of the radius and we can use it to compute numerically an approximation of $\hat{R}_{1 / 2}$ as before.

## F. 5 Square root of the NTK in the case of random embedding

We now prove that we can define a notion of a square root of the NTK. First we need a technical lemma:
Lemma F.1. Let $\mu$ be a continuous function such that $\mathbb{E}_{X \sim \mathcal{N}(0,1)}\left[\mu(X)^{2}\right]=1, C \in[0,1]$ a constant and $f \geq 0$ a positive definite function (in the sense of definition 2) such that $C+f(p) \leq 1$. Then the function

$$
F: p \longmapsto \hat{\mu}(C+f(p))-\hat{\mu}(C)
$$

is positive definite, where $\hat{\mu}$ denotes the dual function of $\mu$ (see definition 3).

Proof:
Let us take $p_{1}, \ldots, p_{m} \in \mathbb{R}^{d}$ and $c_{1}, \ldots, c_{m} \in \mathbb{R}$. We introduce the Hermite expansion $\sum_{k} a_{k} h_{k}$ of $\mu$ and write its dual function as (see [42]):

$$
\hat{\mu}(\rho)=\sum_{k=0}^{+\infty} a_{k}^{2} \rho^{k}, \quad \rho \in[-1,1]
$$

Then by Bernoulli's formula:

$$
\hat{\mu}\left(C+f\left(p_{i}-p_{j}\right)\right)-\hat{\mu}(C)=\sum_{k=1}^{+\infty} a_{k}^{2} f\left(p_{i}-p_{j}\right) \sum_{s=0}^{k-1} C^{k-1-s}\left(C+f\left(p_{i}-p_{j}\right)\right)^{s}
$$

Thus by polynomial combination with positive coefficients of positive semi-definite kernels:

$$
\sum_{i, j=1}^{m} c_{i} c_{j} F\left(p_{i}-p_{j}\right)=\sum_{k=1}^{+\infty} \sum_{s=0}^{k-1} a_{k}^{2} C^{k-1-s} \sum_{i, j=1}^{m} c_{i} c_{j} f\left(p_{i}-p_{j}\right)\left(C+f\left(p_{i}-p_{j}\right)\right)^{s} \geq 0
$$

Which achieves the proof.
Let us recall the statement that we want to prove:
Proposition F. 4 (Proposition 6.5 in the paper). Let $\varphi$ be an embedding as described in section 6.3 of the paper, for a positive radial kernel $k \in L^{1}\left(\mathbb{R}^{d}\right)$ with $k(0)=1$. Then there is a filter function $g: \mathbb{R} \rightarrow \mathbb{R}$ and a constant $C$ such that for all $p, p^{\prime}$ :

$$
\begin{equation*}
\lim _{n_{0} \rightarrow \infty} \Theta_{\infty}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=C+(g \star g)\left(p-p^{\prime}\right) \tag{F.5.1}
\end{equation*}
$$

where $\Theta_{\infty}$ is the limiting NTK of a network with Lipschitz, non constant, and standardized activation function $\mu$.

Before writing the proof, let us make some remarks on the assumptions of this proposition and their immediate implications:

- We recall that the fact that $\mu$ is "standardised" means here: $\mathbb{E}_{X \sim \mathcal{N}(0,1)}\left[\mu(X)^{2}\right]=1$.
- As mentioned before (Section 6.2 of the paper) we assume for simplicity that $\alpha^{2}=1-\beta^{2}$ to ensure constant variance of the neurons (we consider $\beta \in[0,1)$ ).
- We denote by $A$ the Lipschitz constant of $\mu$. By Rademacher theorem, we know that $\mu$ is almost everywhere differentiable and $\|\dot{\mu}\|_{\infty} \leq A$. The fact that $\mu$ is not constant ensures that $\hat{\mu}$ is (strictly) increasing on $[0,1)$.
- Moreover, the Lipschitz assumption also implies that $|\hat{\dot{\mu}}(1)| \leq A^{2}<+\infty$ and therefore $\hat{\dot{\mu}}$ is continuous on $[-1,1]$ by Abel's theorem on entire series.
- The procedure to approximate the kernel $k$ in Section 6.3 of the paper assumes that $k$ is continuous (to be able to apply Bochner's theorem). It is therefore also the case in this proof.

Proof of the proposition:
Step 1: We want to show by recursion that for all $l \geq 1$ there exists some constant $C_{l} \in[0,1)$ such that for all $p, p^{\prime} \in \mathbb{R}^{d}$ we have in probability:

$$
\begin{equation*}
\Sigma^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow} C_{l}+f_{l}\left(p-p^{\prime}\right) \tag{F.5.2}
\end{equation*}
$$

With $f_{l}$ a radial positive definite function such that $f_{l} \geq 0$ and $f_{l} \in L^{1}\left(\mathbb{R}^{d}\right)$.
For $l=1$, we know that this is true by the law of large numbers:

$$
\begin{align*}
\Sigma^{1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\Theta_{\infty}^{1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) & =\beta^{2}+\frac{1-\beta^{2}}{n_{0}} \varphi(p)^{T} \varphi\left(p^{\prime}\right)  \tag{F.5.3}\\
& \xrightarrow[n_{0} \rightarrow \infty]{\longrightarrow} \beta^{2}+\left(1-\beta^{2}\right) k\left(p-p^{\prime}\right)
\end{align*}
$$

We just set $f_{1}=\left(1-\beta^{2}\right) k$. Now we assume $l \geq 2$ :
We have by our normalisation assumptions $\Sigma^{l}(\varphi(p), \varphi(p))=C_{l}+f_{l}(0)=1$. Using the continuity of $\hat{\mu}$ (see 42] for the properties of $\hat{\mu}$ ), we have:

$$
\begin{align*}
& \Sigma^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=\beta^{2}+\left(1-\beta^{2}\right) \hat{\mu}\left(\Sigma^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)\right) \\
& \longrightarrow n_{0} \rightarrow \infty  \tag{F.5.4}\\
& n^{2}+\left(1-\beta^{2}\right) \hat{\mu}\left(C_{l}+f_{l}\left(p-p^{\prime}\right)\right)
\end{align*}
$$

Using properties of the dual function given in 42, we know that $\hat{\mu}$ is positive, increasing and convex in $[0,1]$. Moreover as $f_{l}$ is radial positive definite we have $f_{l} \leq f_{l}(0)=1-C_{l}$. Then by convexity:

$$
\begin{aligned}
\hat{\mu}\left(C_{l}+f_{l}\left(p-p^{\prime}\right)\right) & =\hat{\mu}\left(\frac{f_{l}\left(p-p^{\prime}\right)}{1-C_{l}}+\left(1-\frac{f_{l}\left(p-p^{\prime}\right)}{1-C_{l}}\right) C_{l}\right) \\
& \leq \frac{f_{l}\left(p-p^{\prime}\right)}{1-C_{l}} \hat{\mu}(1)+\left(1-\frac{f_{l}\left(p-p^{\prime}\right)}{1-C_{l}}\right) \hat{\mu}\left(C_{l}\right)
\end{aligned}
$$

Using that $\hat{\mu}$ is increasing:

$$
\left|\hat{\mu}\left(C_{l}+f_{l}\left(p-p^{\prime}\right)\right)-\hat{\mu}\left(C_{l}\right)\right| \leq \frac{\hat{\mu}(1)-\hat{\mu}\left(C_{l}\right)}{1-C_{l}} f_{l}\left(p-p^{\prime}\right)
$$

So that we can rewrite equation F.5.4 in the following form:

$$
\Sigma^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow} \beta^{2}+\left(1-\beta^{2}\right) \hat{\mu}\left(C_{l}\right)+f_{l+1}\left(p-p^{\prime}\right)
$$

With $f_{l+1}\left(p-p^{\prime}\right)=\left(1-\beta^{2}\right)\left(\hat{\mu}\left(C_{l}+f_{l}\left(p-p^{\prime}\right)\right)-\hat{\mu}\left(C_{l}\right)\right)$ and $C_{l+1}=\beta^{2}+\left(1-\beta^{2}\right) \hat{\mu}\left(C_{l}\right)$.
The previous inequality, lemma F. 1 and the fact that $\hat{\mu}$ is increasing in $[0,1)$ ensure the properties of $f_{l+1}$ and $C_{l+1}$.

Step 2: As $\hat{\dot{\mu}}$ is also positive, continuous, increasing and convex in $[0,1]$, we can obtain a convergence in probability similar to equation F.5.2 but for $\dot{\Sigma}^{l}$ :

$$
\dot{\Sigma}^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow} B_{l}+h_{l}\left(p-p^{\prime}\right)
$$

With $B_{l} \geq 0$, and $h_{l}$ a positive definite function such that $h_{l} \in L^{1}\left(\mathbb{R}^{d}\right)$ and $h_{l} \geq 0$.

Now we want to show by recursion that for a fixed $l$ :

$$
\begin{equation*}
\forall p, p^{\prime} \in \mathbb{R}^{d}, \Theta_{\infty}^{l}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow} C_{\mu, \beta, l}+\theta_{l}\left(p-p^{\prime}\right) \tag{F.5.5}
\end{equation*}
$$

With $\theta_{l}$ a positive definite function such that $\theta_{l} \in L^{1}\left(\mathbb{R}^{d}\right)$ and $C_{\mu, \beta, l} \geq 0$. Again we know that this is true for $l=1$ by equation F.5.3.

We have:

$$
\Theta_{\infty}^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right) \underset{n_{0} \rightarrow \infty}{\longrightarrow}\left(C_{\mu, \beta, l}+\theta_{l}\left(p-p^{\prime}\right)\right) \dot{\Sigma}^{(l+1)}\left(p, p^{\prime}\right)+C_{l+1}+f_{l+1}\left(p-p^{\prime}\right)
$$

So that we can set:

$$
\theta_{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)=C_{\mu, \beta, l} h_{l+1}\left(p-p^{\prime}\right)+\theta_{l}\left(p-p^{\prime}\right) \dot{\Sigma}^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)+f_{l+1}\left(p-p^{\prime}\right)
$$

and:

$$
C_{\beta, \mu, l+1}=C_{l+1}+C_{\beta, \mu, l} B_{l}
$$

Using that $\left|\theta_{l}\left(p-p^{\prime}\right) \dot{\Sigma}^{l+1}\left(\varphi(p), \varphi\left(p^{\prime}\right)\right)\right| \leq A^{2}\left|\theta_{l}\left(p-p^{\prime}\right)\right|$ and all the previous results, the recursion works automatically and we have equation F.5.5 for all $l \geq 2$.

Moreover $\left(p, p^{\prime}\right) \longmapsto \theta_{l}\left(p-p^{\prime}\right) \dot{\Sigma}^{1+l}\left(p, p^{\prime}\right)$ is positive semi-definite as a product of two positive semi-definite kernels. By sum we deduce that $\theta_{l+1}$ is positive semi-definite and by recursion we have the result for all $\theta_{l}$.

Step 3: Now, using integrability of $\theta_{l}$, we know that its Fourier transform defines a function $q \in L^{\infty}\left(\mathbb{R}^{d}\right)$.

From dominated convergence theorem we deduce that $q$ is continuous.
Therefore in the sense of distributions, the Fourier transform of $\theta_{L}$ is given by a finite positive measure (Bochner's theorem) and also by $q \in L^{\infty}\left(\mathbb{R}^{d}\right)$. We deduce that $q$ is the density of this finite positive measure (the Radon-Nikodym derivative with respect to the Lebesgue measure).

From those arguments we get $q \geq 0$ and $q \in L^{1}\left(\mathbb{R}^{d}\right)$. We then have the Fourier inversion formula for $\theta_{L}$ :

$$
\theta_{L}\left(p-p^{\prime}\right)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} q(\omega) e^{i \omega \cdot\left(p-p^{\prime}\right)} d \omega, \quad \text { with: } q \geq 0
$$

Hence it makes sense to define:

$$
g=\mathcal{F}^{-1}(\sqrt{q})
$$

In the sense of the Fourier transform of a $L^{2}$ function. Then the convolution theorem ensures:

$$
\theta_{L}=g \star g
$$

Remark: Here we used lemma F. 1 and the dual activation function to show that both $f_{l}$ and $\theta_{l}$ are positive definite. If we only show that $\theta_{l} \in L^{1}\left(\mathbb{R}^{d}\right)$ it is still possible to show the same properties of the function $q$ by using positive definiteness of $C+\theta_{L}$ and take the Fourier transform in the sense of distributions, which leads to $(2 \pi)^{d} C \delta_{0}+q=(2 \pi)^{d} M$ with $M$ a finite positive measure. Then arguments based on test functions and the continuity of $q$ give the result. The advantage of lemma F. 1 is that it is a bit more general.

## F. 6 Additional experimental results

## Plots of the Neural Tangent Kernel

Here are some additional experimental results regarding the comparison between the theoretical (limiting) NTK $\tilde{\Theta}_{\infty}$ and the empirical NTK $\tilde{\Theta}_{\theta(t)}$. Here again the "lines" of the Gram matrices are reshaped as images.

Figure F.6.1 represents the comparison between the limiting NTK and the emprirical NTK with a Gaussian embedding. We can observe that the infinite-width limit seems to be well-respected.


Figure F.6.1: Comparison between one line of the Gram matrix of the empirical NTK $\tilde{\Theta}_{\theta(t)}$ and and of the corresponding limiting NTK $\tilde{\Theta}_{\infty}$. Here we use a Gaussian embedding as described in the paper

Figure F.6.2 shows the evolution of the NTK during the optimisation process. While the NTK begins to change at the end of training (it is due to the alignment of descent directions, because of the sigmoid we use to control the volume, pre-densities $\left(x_{i}\right)_{1 \leq i \leq N}$ tend to infinity) the NTK stays close to $\Theta_{\infty}$ during the part of training where the final shape is created. This justifies even more that it is pertinent to study the effect of the NTK on the final geometry.


Figure F.6.2: Evolution of the NTK of a network with a Gaussian embedding with hyperparameters as described in Section 6.4. We can see a relative stability of the NTK

## Appendix G

## Scaling Description of Generalization with Numer of Parameters in Deep Learning

## G. 1 Robustness of the boundaries distance $\delta(x)$ estimate

Fig G.1.1 shows that the linear estimate for the distance $\delta(x)$ between two decision boundaries, $\delta(x)=\delta f(x) /\|\nabla f(x)\|$, holds for Relu nonlinear function and improves as $N \rightarrow \infty$.


Figure G.1.1: Value of the output function $f$, in the direction of its gradient starting from $x$. Here 200 curves are shown, corresponding to 200 data $x$ in the test set within the decision boundaries $f_{N}=0$ and $\bar{f}_{N}=0-$ i.e. $f_{N}(x) \bar{f}_{N}(x)<0$. If the linear prediction is exact, then we expect $f\left(x-\delta \frac{\nabla f(x)}{\|\nabla f(x)\|}\right)=0$ where $\delta=\delta f(x) /\|\nabla f(x)\|$. This prediction becomes accurate for large $N$. To make this statement quantitative, The $25 \%, 50 \%, 75 \%$ percentile of the intersection with zero are indicated with red ticks. Even for small $N$ the interval between the ticks is small, so that the prediction is typically accurate. From left to right $N=938,13623,6414815$. Here $d=10, L=5$ and $P=10 k$.

Fig G.1.2 demonstrates the validity of the estimate of the typical distance between two boundary decisions presented in the main text $\delta \sim\|\delta f\|_{\mu} /\|\nabla f\|_{\mu}$, where $\mu$ corresponds to the uniform measure on all the test points.


Figure G.1.2: Test for the estimate of the distance $\delta$ between the boundary decision of $f$ and $\bar{f}$. Each point is measured from a single ensemble average of various sizes. Here $d=30, h=60, L=5$, $N=16 k$ and $P=10 k$.

## G. 2 Central limit theorem of the NTK

In this section, we present a heuristic for the finite-size effects that are displayed by the NTK at initialization: informally, this is the central limit theorem counterpart to the NTK asymptotic result, which can be viewed as a law of large numbers. A rigorous derivation, including the behavior during training, is beyond the scope of this paper and will be presented in [106].

The NTK (see Eq7.5.1) can be re-written as:

$$
\begin{equation*}
\sum_{\alpha}\left[1+\frac{1}{h} \sum_{\beta \in v^{-}(\alpha)} a_{\beta}(x) a_{\beta}\left(x^{\prime}\right)\right]\left[g^{\prime}\left(b_{\alpha}(x)\right) g^{\prime}\left(b_{\alpha}\left(x^{\prime}\right)\right) \frac{\partial f(x)}{\partial a_{\alpha}} \frac{\partial f\left(x^{\prime}\right)}{\partial a_{\alpha}}\right] \tag{G.2.1}
\end{equation*}
$$

where $a_{\alpha}(x)=g\left(b_{\alpha}(x)\right)$ is the activity of neuron $\alpha$ when data $x$ is shown, while $b_{\alpha}(x)$ is its preactivity and $v^{-}(\alpha)$ is the set of $h$ neurons in the layer preceding $\alpha$. The first bracket converges to a well-defined limit described by a so-called activation kernel, see [159, 37, 105] which use a law of large numbers to prove this fact. The second bracket has fluctuations of order of its mean. The normalization is chosen such that each layer contributes a finite amount to the kernel, so that the mean is of order $1 / h$. For a given hidden layer, the contributions of two neurons can be shown to have a covariance that is positive and decays as $1 / h^{3}$, and thus does not affect the scaling expected from the central limit theorem for uncorrelated variables. For a rectangular network, this suggests that fluctuations associated with the contribution of one layer to the kernel is of order $1 / \sqrt{h} \sim N^{-1 / 4}$.

## G. 3 Fluctuations of output function for the mean square error loss

In this section, we discuss the fluctuations of the output function after training for the mean square error loss: $C(f)=\frac{1}{2 P} \sum_{i}\left|y_{i}-f\left(x_{i}\right)\right|^{2}$. We first investigate the variance of $f_{N}^{t}$ in the limit $N \rightarrow \infty$, then we explain the deviations due to finite size effects, at last we discuss the hing loss case.

## Infinite width

Let us first study the variance of $f_{N}^{t}$ in the limit $N \rightarrow \infty$. In this limit the function $f_{\infty}^{t=0}$ at initialization follows a centered Gaussian distribution described by a covariance kernel $\Sigma$. During training however, the dynamics of $f_{\infty}^{t}$ is described by a deterministic kernel $\Theta_{\infty}^{(L)}$, the Neural Tangent Kernel (NTK):

$$
\partial_{t} f_{\infty}^{t}(x)=\frac{1}{P} \sum_{i} \Theta_{\infty}\left(x, x_{i}\right)\left(y_{i}-f_{\infty}^{t}\left(x_{i}\right)\right)
$$

If the NTK is positive definite (which is proven when the inputs all lie on the unit circle and the non-linearity is not a polynomial), the network reaches a global minimum at the end of training $t \rightarrow \infty$. In particular the values of the function on training set are deterministic: $f_{\infty}^{t=\infty}\left(x_{i}\right)=y_{i}$. The values of the function outside the training set can be studied using the vector of values of $f_{\infty}^{t}$ on the training set $\tilde{y}^{t}=\left(f_{\infty}^{t}\left(x_{i}\right)\right)_{i=1, \ldots P}$. Denoting by $\tilde{\Theta}_{\infty}=\left(\Theta_{\infty}\left(x_{i}, x_{j}\right)\right)_{i j}$ the empirical Gram matrix:

$$
y=\tilde{y}^{t=\infty}=\tilde{y}^{t=0}+\frac{1}{P} \int_{0}^{\infty} \tilde{\Theta}_{\infty}\left(y-\tilde{y}^{t}\right) d t
$$

so that

$$
\frac{1}{P} \int_{0}^{\infty}\left(y-\tilde{y}^{t}\right) d t=\tilde{\Theta}_{\infty}^{-1}\left(y-\tilde{y}^{t=0}\right)=\tilde{\Theta}_{\infty}^{-1} y-\tilde{\Theta}_{\infty}^{-1} \tilde{y}^{t=0}
$$

These two terms represent the fact that the network needs to learn the labels $y$ and forget the random initialization. We can therefore give a formula for the values outside the training set, using the vector $\tilde{\Theta}_{\infty, x}=\left(\Theta_{\infty}\left(x, x_{i}\right)\right)_{i=1, \ldots P}$ :

$$
\begin{align*}
f_{\infty}^{t}(x) & =f_{\infty}^{t=0}(x)+\tilde{\Theta}_{\infty, x} \frac{1}{P} \int_{0}^{\infty}\left(y-\tilde{y}^{t}\right) d t \\
& =f_{\infty}^{t=0}(x)-\tilde{\Theta}_{\infty, x} \tilde{\Theta}_{\infty}^{-1} \tilde{y}^{t=0}+\tilde{\Theta}_{\infty, x} \tilde{\Theta}_{\infty}^{-1} y \tag{G.3.1}
\end{align*}
$$

The first two terms are random, but they partly cancel each other, their sum is a centered Gaussian distribution with zero variance on the training set and a small variance for points close to the training set: the more training data points used, the lower the variance at initialization. The last term is equal to the kernel regression on $y$ with respect to the NTK, it is not random.

This shows that even in the infinite-width limit, $f_{\infty}^{t=\infty}$ has some variance which is due to the variance of $f_{\infty}^{t=0}$ at initialization. Yet, in the setup where the number of data points is large enough, the variance due to initialization almost vanishes during training and the scaling of the variance due to finite-size effects in $N$ will appear in the last term.

Finally, note that Eq.G.3.1 of this S.M. implies that $f_{\infty}^{t}(x)$ is smooth if both $\Theta_{\infty}\left(x, x^{\prime}\right)$ and $f_{\infty}^{t=0}(x)$ are smooth functions of $x$ (this implication holds true for other choices of loss function). $\Theta_{\infty}\left(x, x^{\prime}\right)$ is smooth if the activation function is smooth [105], and so does $f_{\infty}^{t=0}(x)$ which is then a Gaussian function of smooth covariance $\Sigma\left(x, x^{\prime}\right)$. For Relu neurons, $\Theta_{\infty}\left(x, x^{\prime}\right)$ displays a cusp at $x=x^{\prime}$ while $\Sigma\left(x, x^{\prime}\right)$ is smooth, so $f_{\infty}^{t}(x)$ is smooth except on the training set, as supported by Figure 1 of this S.M.

## Finite width

For a finite width $N$, the training is also described by the NTK $\Theta_{N}^{t}$ which is random at initialization and varies during training because it depends on the parameters. The integral formula becomes

$$
f_{N}^{t}(x)=f_{N}^{t=0}(x)+\int_{0}^{\infty} \tilde{\Theta}_{N, x}^{t}\left(y-\tilde{y}^{t}\right) d t
$$

However the noise at initialization is $\Omega\left(N^{-1 / 4}\right)$, whereas the rate of change is only $\Omega\left(N^{-1 / 2}\right)[106]$, we can therefore make the approximation

$$
f_{N}^{t}(x)=f_{N}^{t=0}(x)+\tilde{\Theta}_{N, x}^{t=0} \int_{0}^{\infty}\left(y-\tilde{y}^{t}\right) d t+\mathcal{O}\left(N^{-1 / 2}\right)
$$

Assuming that there are enough parameters such that the Gram matrix $\tilde{\Theta}_{N}^{t=0}$ is invertible, we can again decompose the integral into two terms:

$$
\int_{0}^{\infty}\left(y-\tilde{y}^{t}\right) d t=\tilde{\Theta}_{N}^{-1} y-\tilde{\Theta}_{N}^{-1} \tilde{y}^{t=0}+\mathcal{O}\left(N^{-1 / 2}\right)
$$

such that

$$
\begin{equation*}
f_{N}^{t}(x)=f_{N}^{t=0}(x)-\tilde{\Theta}_{N, x}^{t=0} \tilde{\Theta}_{N}^{-1} \tilde{y}^{t=0}+\tilde{\Theta}_{N, x}^{t=0} \tilde{\Theta}_{N}^{-1} y+\mathcal{O}\left(N^{-1 / 2}\right) \tag{G.3.2}
\end{equation*}
$$

Here again the first two terms almost cancel each other, but the third term is random due to the randomness of the NTK which is of order $\mathcal{O}\left(N^{-1 / 4}\right)$, as needed.

## Hinge Loss

For the hinge loss set-up, we do not have such a strong constraint on the value of the function $f_{N}^{t=\infty}$ on the training set $\tilde{y}^{t=\infty}$ as for regression, but we still know that they must satisfy the margin constraints

$$
\tilde{y}_{i}^{t=\infty} y_{i}>1
$$

The vector $\tilde{y}^{t=\infty}$ is therefore random for the hinge loss as a result of the random initialization of $f_{N}^{t=0}$ and the fluctuations of the NTK. Again it is natural to assume the first type of fluctuations to be subdominant and the second type to be of order $\mathcal{O}\left(N^{-1 / 4}\right)$.

## Appendix H

## Implicit Regularization of Random Feature Models

We organize the Supplementary Material (Supp. Mat.) as follows:

- In Section H.1. we present the details for the numerical results presented in the main text (and in the Supp. Mat.).
- In Section H.2, we present additional experiments and some discussions.
- In Section H.3, we present the proofs of the mathematical results presented in the main text.


## H. 1 Experimental Details

The experimental setting consists of $N$ training and $N_{\text {tst }}$ test datapoints $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{N+N_{\text {tst }}} \in \mathbb{R}^{d} \times \mathbb{R}$. We sample $P$ Gaussian features $f^{(1)}, \ldots, f^{(P)}$ of $N+N_{\text {tst }}$ dimension with zero mean and covariance matrix entries thereof $C_{i, j}=K\left(x_{i}, x_{j}\right)$ where $K\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|^{2} / \ell\right)$ is a Radial Basis Function (RBF) Kernel with lengthscale $\ell$. The extended data matrix $\bar{F}=\frac{1}{\sqrt{P}}\left[f^{(1)}, \ldots, f^{(P)}\right]$ of size $\left(N+N_{\text {tst }}\right) \times P$ is decomposed into two matrices: the (training) data matrix $F=\bar{F}_{[: N,:]}$ of size $N \times P$, and a test data matrix $F_{\text {tst }}=\bar{F}_{[N:,:]}$ of size $N_{\text {tst }} \times P$ so that $\bar{F}=\left[F ; F_{\text {tst }}\right]$. For a given ridge $\lambda$, we compute the optimal solution using the data matrix $F$, i.e. $\hat{\theta}=F^{T}\left(F F^{T}+\lambda \mathrm{I}_{N}\right)^{-1} y$ and obtain the predictions on the test datapoints $\hat{y}_{\text {tst }}=F_{\text {tst }} F^{T}\left(F F^{T}+\lambda \mathrm{I}_{N}\right)^{-1} y$.

Using the procedure above, we performed the following experiments:

## Experiments with Sinusoidal data

We consider a dataset of $N=4$ training datapoints $\left(x_{i}, \sin \left(x_{i}\right)\right) \in[0,2 \pi) \times[-1,1]$ and $N_{\text {tst }}=100$ equally spaced test data points in the interval $[0,2 \pi)$. In this experiment, the lengthscale of the RBF Kernel is $\ell=2$. We compute the average and standard deviation the $\lambda$-RF predictor using 500 samplings of $\bar{F}$ (see Figure 1 in the main text and Figure H.2.1 in the Supp. Mat.).

## MNIST experiments

We sample $N=100$ and $N_{\text {tst }}=100$ images of digits 7 and 9 from the MNIST dataset (image size $d=24 \times 24$, edge pixels cropped, all pixels rescaled down to $[0,1]$ and recentered around the mean value) and label each of them with +1 and -1 labels, respectively. In this experiment, the lengthscale of the RBF Kernel is $\ell=d \ell_{0}$ where $\ell_{0}=0.2$. We approximate the expected $\lambda$-RF predictor on the test datapoints using the average of $\hat{y}_{\text {tst }}$ over 50 instances of $\bar{F}$ and compute the MSE (see Figures 2, 3 in the main text; in the ridgeless case $-\lambda=10^{-4}$ in our experiments- when $P$ is close to $N$, the average is over 500 instances). In Figure 4 of the main text, using $N_{\text {tst }}=100$ test points, we compare two predictors trained over $N=100$ and $N=1000$ training datapoints.

## Random Fourier Features

We sample random Fourier Features corresponding to the RBF Kernel with lengthscale $\ell=d \ell_{0}$ where $\ell_{0}=0.2$ (same as above) and consider the same dataset as in the MNIST experiment. The extended data matrix $\bar{F}$ for Fourier features is obtained as follows: we sample $d$-dimensional i.i.d. centered Gaussians $w^{(1)}, \ldots, w^{(P)}$ with standard deviation $\sqrt{2 / \ell}$, sample $b^{(1)}, \ldots, b^{(P)}$ uniformly in $[0,2 \pi)$, and define $\bar{F}_{i, j}=\sqrt{\frac{2}{P}} \cos \left(x_{i}^{T} w^{(j)}+b^{(j)}\right)$. We approximate the expected Fourier Features predictor on the test datapoints using the average of $\hat{y}_{\text {tst }}$ over 50 instances of $\bar{F}$ (see Figure H.2.5).

## H. 2 Additional Experiments

We present the following complementary simulations:

- In Section H.2, we present the distribution of the $\lambda$-RF predictor for the selected $P$ and $\lambda$.
- In Section H.2, we present the evolution of $\tilde{\lambda}$ and its derivative $\partial_{\lambda} \tilde{\lambda}$ for different eigenvalue spectra.
- In Section H.2 we show the evolution of the eigenvalue spectrum of $\mathbb{E}\left[A_{\lambda}\right]$.
- In Section H.2, we present numerical experiments on MNIST using random Fourier features.


## Distribution of the RF predictor


(a) $P=2, \lambda=0$


$$
\text { (e) } P=2, \lambda=10^{-4}
$$



$$
\text { (i) } P=2, \lambda=10^{-1}
$$


(m) $P=2, \lambda=1$

(b) $P=4, \lambda=0$

(f) $P=4, \lambda=10^{-4}$

(j) $P=4, \lambda=10^{-1}$

(n) $P=4, \lambda=1$

(c) $P=10, \lambda=0$

(g) $P=10, \lambda=10^{-4}$

(k) $P=10, \lambda=10^{-1}$

(o) $P=10, \lambda=1$

(d) $P=100, \lambda=0$

(h) $P=100, \lambda=10^{-4}$


(p) $P=100, \lambda=1$

Figure H.2.1: Distribution of the RF predictor. Red dots represent a sinusoidal dataset $y_{i}=\sin \left(x_{i}\right)$ for $N=4$ points $x_{i}$ in $[0,2 \pi)$. For $P \in\{2,4,10,100\}$ and $\lambda \in\left\{0,10^{-4}, 10^{-1}, 1\right\}$, we sample ten RF predictors (blue dashed lines) and compute empirically the average RF predictor (black lines) with $\pm 2$ standard deviations intervals (shaded regions).

## Evolution of the Effective Ridge $\tilde{\lambda}$

In Figure H.2.2 we show how the effective ridge $\tilde{\lambda}$ and its derivative $\partial_{\lambda} \tilde{\lambda}$ evolve for the selected eigenvalue spectra with various decays (exponential or polynomial) as a function of $\gamma$ and $\lambda$. In Figure H.2.3, we compare the evolution of $\tilde{\lambda}$ for various $N$.


Figure H.2.2: Evolution of the effective ridge $\tilde{\lambda}$ and its derivative $\partial_{\lambda} \tilde{\lambda}$ for various levels of ridge $\lambda$ (or $\gamma$ ) and for $N=20$. We consider two different decays for $d_{1}, \ldots, d_{N}$ : (i) exponential decay in $i$ (i.e. $d_{i}=e^{-\frac{(i-1)}{2}}$, top plots) and (ii) polynomial decay in $i$ (i.e. $d_{i}=\frac{1}{i}$, bottom plots).


Figure H.2.3: Evolution of effective ridge $\tilde{\lambda}$ as a function of $\gamma$ for two ridges (a) $\lambda=10^{-4}$ and (b) $\lambda=0.5$ and for various $N$. We consider an exponential decay for $d_{1}, \ldots, d_{N}$, i.e. $d_{i}=e^{-\frac{(i-1)}{2}}$.

## Eigenvalues of $A_{\lambda}$

The (random) prediction $\hat{y}$ on the training data is given by $\hat{y}=A_{\lambda} y$ where $A_{\lambda}=F\left(F^{T} F+\lambda I\right)^{-1} F^{T}$. The average $\lambda$-RF predictor is $\mathbb{E}\left[\hat{f}_{\lambda}^{(R F)}(x)\right]=K(x, \underset{\sim}{X}) K(X, X)^{-1} \mathbb{E}\left[A_{\lambda}\right] y$. We denote by $\tilde{d}_{1}, \ldots \tilde{d}_{N}$ the eigenvalues of $\mathbb{E}\left[A_{\lambda}\right]$. By Proposition H.3.7. the $\tilde{d}_{i}$ 's converge to the eigenvalues $\frac{d_{1}}{d_{1}+\tilde{\lambda}}, \ldots, \frac{d_{N}}{d_{N}+\tilde{\lambda}}$ of $K\left(K+\tilde{\lambda} I_{N}\right)^{-1}$ as $P$ goes to infinity. We illustrate the evolution of $\tilde{d}_{i}$ and their convergence to $\frac{d_{i}}{d_{i}+\tilde{\lambda}}$ for two different eigenvalue spectrums $d_{1}, \ldots d_{N}$.


Figure H.2.4: Eigenvalues $\tilde{d}_{1}, \ldots \tilde{d}_{N}$ (red dots) vs. eigenvalues $\frac{d_{1}}{d_{1}+\tilde{\lambda}}, \ldots, \frac{d_{N}}{d_{N}+\tilde{\lambda}}$ (blue dots) for $N=$ 10. We consider various values of $P$ and two different decays for $d_{1}, \ldots, d_{N}$ : (i) exponential decay in $i$, i.e. $d_{i}=e^{-\frac{(i-1)}{2}}$ (right plots) and (ii) polynomial decay in $i$, i.e. $d_{i}=\frac{1}{i}$ (left plots).

## Average Fourier Features Predictor

The Fourier Features predictor $\lambda$-FF is $\hat{f}^{(F F)}(x)=\frac{1}{\sqrt{P}} \sum_{j=1}^{P} \hat{\theta}_{j} \phi^{(j)}(x)$ where $\phi^{(j)}(x)=\cos \left(x^{T} w^{(j)}+\right.$ $b^{(j)}$ ) and $\hat{\theta}=F^{T}\left(F F^{T}+\lambda \mathrm{I}_{N}\right)^{-1} y$ with the data matrix $F$ as described in Section H.1.

We investigate how close the average $\lambda$-FF predictor is to the $\tilde{\lambda}$-KRR predictor and we observe the following:

1. The difference of the test errors of the two predictors decreases as $\gamma$ increases.
2. In the overparameterized regime, i.e. $P \geq N$, the test error of the $\tilde{\lambda}$-KRR predictor matches with the test error of the $\lambda$-FF predictor.
3. For $N=1000$, strong agreement between the two test errors is observed already for $\gamma>0.1$. We also observe that Gaussian features achieve lower (or equal) test error than the Fourier features for all $\gamma$ in our experiments.


Figure H.2.5: Comparision of the test errors of the average $\lambda-F F$ predictor and the $\tilde{\lambda}-K R R$ predictor. In (a) and (c), the test errors of the average $\lambda$-FF predictor and of the $\tilde{\lambda}$-KRR predictor are reported for various ridge for $N=100$ and $N=1000$ MNIST data points (top and bottom rows). In (b) and (d), the average test error of the $\lambda$-FF predictor and the test error of its average are reported.

## H. 3 Proofs

## Gaussian Random Features

Proposition H.3.1. Let $\hat{f}_{\lambda}^{(R F)}$ be the $\lambda-R F$ predictor and let $\hat{y}=F \hat{\theta}$ be the prediction vector on training data, i.e. $\hat{y}_{i}=\hat{f}_{\lambda}^{(R F)}\left(x_{i}\right)$. The process $\hat{f}_{\lambda}^{(R F)}$ is a mixture of Gaussians: conditioned on $F$, we have that $\hat{f}_{\lambda}^{(R F)}$ is a Gaussian process. The mean and covariance of $\hat{f}_{\lambda}^{(R F)}$ conditioned on $F$ are given by

$$
\begin{align*}
& \mathbb{E}\left[\hat{f}_{\lambda}^{(R F)}(x) \mid F\right]=K(x, X) K(X, X)^{-1} \hat{y},  \tag{H.3.1}\\
& \operatorname{Cov}\left[\hat{f}_{\lambda}^{(R F)}(x), \hat{f}_{\lambda}^{(R F)}\left(x^{\prime}\right) \mid F\right]=\frac{\|\hat{\theta}\|^{2}}{P} \tilde{K}\left(x, x^{\prime}\right) \tag{H.3.2}
\end{align*}
$$

where $\tilde{K}\left(x, x^{\prime}\right)=K\left(x, x^{\prime}\right)-K(x, X) K(X, X)^{-1} K\left(X, x^{\prime}\right)$ denotes the posterior covariance kernel.
Proof. Let $F=\left(\frac{1}{\sqrt{P}} f^{(j)}\left(x_{i}\right)\right)_{i, j}$ be the $N \times P$ matrix of values of the random features on the training set. By definition, $\hat{f}_{\lambda}^{(R F)}=\frac{1}{\sqrt{P}} \sum_{p=1}^{P} \hat{\theta}_{p} f^{(p)}$. Conditioned on the matrix $F$, the optimal parameters $\left(\hat{\theta}_{p}\right)_{p}$ are not random and $\left(f^{(p)}\right)_{p}$ is still Gaussian, hence, conditioned on the matrix $F$, the process $\hat{f}_{\lambda}^{(R F)}$ is a mixture of Gaussians. Moreover, conditioned on the matrix $F$, for any $p, p^{\prime}, f^{(p)}$ and $f^{\left(p^{\prime}\right)}$ remain independent, hence

$$
\begin{aligned}
\mathbb{E}\left[\hat{f}_{\lambda}^{(R F)}(x) \mid F\right] & =\frac{1}{\sqrt{P}} \sum_{p=1}^{P} \hat{\theta}_{p} \mathbb{E}\left[f^{(p)}(x) \mid f_{N}^{(p)}\right] \\
\operatorname{Cov}\left[\hat{f}_{\lambda}^{(R F)}(x), \hat{f}_{\lambda}^{(R F)}\left(x^{\prime}\right) \mid F\right] & =\frac{1}{P} \sum_{p=1}^{P} \hat{\theta}_{p}^{2} \operatorname{Cov}\left[f^{(p)}(x), f^{(p)}\left(x^{\prime}\right) \mid f_{N}^{(p)}\right]
\end{aligned}
$$

where we have set $f_{N}^{(p)}=\left(f^{(p)}\left(x_{i}\right)\right)_{i} \in \mathbb{R}^{N}$. The value of $\mathbb{E}\left[f^{(p)}(x) \mid f_{N}^{(p)}\right]$ and $\operatorname{Cov}\left[f^{(p)}(x), f^{(p)}\left(x^{\prime}\right) \mid f_{N}^{(p)}\right]$ are obtained from classical results on Gaussian conditional distributions [53]:

$$
\begin{aligned}
\mathbb{E}\left[f^{(p)}(x) \mid f_{N}^{(p)}\right] & =K(x, X) K(X, X)^{-1} f_{N}^{(p)}, \\
\operatorname{Cov}\left[f^{(p)}(x), f^{(p)}\left(x^{\prime}\right) \mid f_{N}^{(p)}\right] & =\tilde{K}\left(x, x^{\prime}\right)
\end{aligned}
$$

where $\tilde{K}\left(x, x^{\prime}\right)=K\left(x, x^{\prime}\right)-K(x, X) K(X, X)^{-1} K\left(X, x^{\prime}\right)$. Thus, conditioned on $F$, the predictor $\hat{f}_{\lambda}^{(R F)}$ has expectation:

$$
\mathbb{E}\left[\hat{f}_{\lambda}^{(R F)}(x) \mid F\right]=K(x, X) K(X, X)^{-1} \frac{1}{\sqrt{P}} \sum_{p=1}^{P} \hat{\theta}_{p} f_{N}^{(p)}=K(x, X) K(X, X)^{-1} \hat{y}
$$

and covariance:

$$
\operatorname{Cov}\left[\hat{f}_{\lambda}^{(R F)}(x), \hat{f}_{\lambda}^{(R F)}\left(x^{\prime}\right) \mid F\right]=\frac{1}{P} \sum_{p=1}^{P} \hat{\theta}_{p}^{2} \tilde{K}\left(x, x^{\prime}\right)=\frac{\|\hat{\theta}\|^{2}}{P} \tilde{K}\left(x, x^{\prime}\right)
$$

## Generalized Wishart Matrix

Setup. In this section, we consider a fixed deterministic matrix $K$ of size $N \times N$ which is diagonal positive semi-definite, with eigenvalues $d_{1}, \ldots, d_{N}$. We also consider a $P \times N$ random matrix $W$ with i.i.d. standard Gaussian entries.

The key object of study is the $P \times P$ generalized Wishart random matrix $F^{T} F=\frac{1}{P} W K W^{T}$ and in particular its Stieltjes transform defined on $z \in \mathbb{C} \backslash \mathbb{R}^{+}$, where $\mathbb{R}^{+}=[0,+\infty[$ :

$$
m_{P}(z)=\frac{1}{P} \operatorname{Tr}\left[\left(F^{T} F-z \mathrm{I}_{P}\right)^{-1}\right]=\frac{1}{P} \operatorname{Tr}\left[\left(\frac{1}{P} W K W^{T}-z \mathrm{I}_{P}\right)^{-1}\right]
$$

where $K$ is a fixed positive semi-definite matrix.
Since $F^{T} F$ has positive real eigenvalues $\lambda_{1}, \ldots, \lambda_{P} \in \mathbb{R}_{+}$, and

$$
m_{P}(z)=\frac{1}{P} \sum_{p=1}^{P} \frac{1}{\lambda_{p}-z}
$$

we have that for any $z \in \mathbb{C} \backslash \mathbb{R}^{+}$,

$$
\left|m_{P}(z)\right| \leq \frac{1}{d\left(z, \mathbb{R}_{+}\right)}
$$

where $d\left(z, \mathbb{R}_{+}\right)=\inf \left\{|z-y|, y \in \mathbb{R}^{+}\right\}$is the distance of $z$ to the positive real line. More precisely, $m_{P}(z)$ lies in the convex hull $\Omega_{z}=\operatorname{Conv}\left(\left\{\frac{1}{d-z}: d \in \mathbb{R}_{+}\right\}\right)$. As a consequence, the argument $\arg \left(m_{P}(z)\right) \in(-\pi, \pi)$ lies between 0 and $\arg \left(-\frac{1}{z}\right)$, i.e. $m_{P}(z)$ lies in the cone spanned by 1 and $-\frac{1}{z}$.

Our first lemma implies that the Stieljes transform concentrates around its mean as $N$ and $P$ go to infinity with $\gamma=\frac{P}{N}$ fixed.
Lemma H.3.2. For any integer $m \in \mathbb{N}$ and any $z \in \mathbb{C} \backslash \mathbb{R}^{+}$, we have

$$
\mathbb{E}\left[\left|m_{P}(z)-\mathbb{E}\left[m_{P}(z)\right]\right|^{m}\right] \leq \mathbf{c} P^{-\frac{m}{2}}
$$

where $\mathbf{c}$ depends on $z, \gamma$, and $m$ only.
Proof. The proof follows Step 1 of [11. Let $w_{1}, \ldots, w_{N}$ be the columns of $W$ from left to right. Let us introduce the $P \times P$ matrices $B(z)=\frac{1}{P} W K W^{T}-z \mathrm{I}_{P}$ and $B_{(i)}(z)=\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}-z \mathrm{I}_{P}$ where $W_{(i)}$ is the $P \times(N-1)$ submatrix of $W$ obtained by removing its $i$-th column $w_{i}$, and $K_{(i)}$ is the $(N-1) \times(N-1)$ submatrix of $K$ obtained by removing both its $i$-th column and $i$-th row. Since the eigenvalues of $W K W^{T}$ and $W_{(i)} K_{(i)} W_{(i)}^{T}$ are all real and positive, $B(z)$ and $B_{(i)}(z)$ are invertible matrices for $z \notin \mathbb{R}^{+}$.

Noticing that

$$
B(z)=\frac{1}{P} W K W^{T}-z \mathrm{I}_{P}=\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}-z \mathrm{I}_{P}+\frac{d_{i}}{P} w_{i} w_{i}^{T}
$$

is a rank one perturbation of the matrix $B_{(i)}(z)$, by the Sherman-Morrison's formula, the inverse of $B(z)$ is given by:

$$
B(z)^{-1}=\left(B_{(i)}(z)\right)^{-1}-\frac{d_{i}}{P} \frac{1}{1+\frac{d_{i}}{P} w_{i}^{T}\left(B_{(i)}(z)\right)^{-1} w_{i}}\left(B_{(i)}(z)\right)^{-1} w_{i} w_{i}^{T}\left(B_{(i)}(z)\right)^{-1}
$$

We denote $\mathbb{E}_{i}$ the conditional expectation given $w_{i+1}, \ldots, w_{N}$. We have $\mathbb{E}_{0}\left[m_{P}(z)\right]=m_{P}(z)$ and $\mathbb{E}_{N}\left[m_{P}(z)\right]=\mathbb{E}\left[m_{P}(z)\right]$. As a consequence, we get:

$$
\begin{aligned}
m_{P}(z)-\mathbb{E}\left[m_{P}(z)\right] & =\sum_{i=1}^{N}\left(\mathbb{E}_{i-1}\left[m_{P}(z)\right]-\mathbb{E}_{i}\left[m_{P}(z)\right]\right) \\
& =\frac{1}{P} \sum_{i=1}^{N}\left(\mathbb{E}_{i-1}-\mathbb{E}_{i}\right)\left[\operatorname{Tr}\left(B(z)^{-1}\right)\right] \\
& =\frac{1}{P} \sum_{i=1}^{N}\left(\mathbb{E}_{i-1}-\mathbb{E}_{i}\right)\left[\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right]
\end{aligned}
$$

The last equality comes from the fact that $\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)$ does not depend on $w_{i}$, hence

$$
\mathbb{E}_{i-1}\left[\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right]=\mathbb{E}_{i}\left[\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right]
$$

Let $g_{i}: \mathbb{C} \backslash \mathbb{R}^{+} \rightarrow \mathbb{C}$ be the holomorphic function given by $g_{i}(z):=\frac{1}{P} w_{i}^{T}\left(B_{(i)}(z)\right)^{-1} w_{i}$. Its derivative is given by $g_{i}^{\prime}(z)=\frac{1}{P} w_{i}^{T}\left(B_{(i)}(z)\right)^{-2} w_{i}$. Hence

$$
\begin{aligned}
\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right) & =-\frac{\frac{d_{i}}{P} \operatorname{Tr}\left(\left(B_{(i)}(z)\right)^{-1} w_{i} w_{i}^{T}\left(B_{(i)}(z)\right)^{-1}\right)}{1+d_{i} g_{i}(z)} \\
& =-\frac{d_{i} g_{i}^{\prime}(z)}{1+d_{i} g_{i}(z)},
\end{aligned}
$$

where we used the cyclic property of the trace. We can now bound this difference:

$$
\begin{aligned}
\left|\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right| & =\left|\frac{d_{i} g_{i}^{\prime}(z)}{1+d_{i} g_{i}(z)}\right| \\
& \leq\left|\frac{w_{i}^{T}\left(B_{(i)}(z)\right)^{-2} w_{i}}{w_{i}^{T}\left(B_{(i)}(z)\right)^{-1} w_{i}}\right| \\
& \leq \max _{w}\left|\frac{w^{T}\left(B_{(i)}(z)\right)^{-2} w}{w^{T}\left(B_{(i)}(z)\right)^{-1} w}\right| \\
& \leq\left\|\left(B_{(i)}(z)\right)^{-1}\right\|_{o p}=\max _{j}\left|\frac{1}{\nu_{j}-z}\right| \leq \frac{1}{d\left(z, \mathbb{R}^{+}\right)},
\end{aligned}
$$

where $\nu_{j}$ are the eigenvalues of $\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}$.
The sequence

$$
\left(\left(\mathbb{E}_{N-i}-\mathbb{E}_{N-i+1}\right)\left[\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(N-i+1)}(z)^{-1}\right)\right]\right)_{i=1, \ldots, N}
$$

is a martingale difference sequence. Hence, by Burkholder's inequality, there exists a positive constant $K_{m}$ such that

$$
\begin{aligned}
\mathbb{E}\left[\left|m_{P}(z)-\mathbb{E}\left[m_{P}(z)\right]\right|^{m}\right] & \leq K_{m} \frac{1}{P^{m}} \mathbb{E}\left[\left(\sum_{i=1}^{N}\left|\left[\mathbb{E}_{i-1}-\mathbb{E}_{i}\right]\left(\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right)\right|^{2}\right)^{\frac{m}{2}}\right] \\
& \leq K_{m} \frac{1}{P^{m}}\left(N\left(\frac{2}{d\left(z, \mathbb{R}_{+}\right)}\right)^{2}\right)^{\frac{m}{2}} \\
& \leq K_{m} \gamma^{-\frac{m}{2}}\left(\frac{2}{d\left(z, \mathbb{R}_{+}\right)}\right)^{m} P^{-\frac{m}{2}}
\end{aligned}
$$

hence the desired result with $\mathbf{c}=K_{m} \gamma^{-\frac{m}{2}}\left(\frac{2}{d\left(z, \mathbb{R}_{+}\right)}\right)^{m}$.
The following lemma, which is reminiscent of Lemma 4.5 in [8], is a consequence of Wick's formula for Gaussian random variables and is key to prove Lemma C.4.
Lemma H.3.3. If $A^{(1)}, \ldots, A^{(k)}$ are $k$ square random matrices of size $P$ independent from $a$ standard Gaussian vector $w$ of size $P$,

$$
\mathbb{E}\left[w^{T} A^{(1)} w w^{T} A^{(2)} w \ldots w^{T} A^{(k)} w\right]=\sum_{p \in P_{2}(2 k)} \sum_{\substack{\left.\hat{p} \leq \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)\right] i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}}} \mathbb{E}\left[A_{i_{1} i_{2}}^{(1)} \ldots A_{i_{i_{k}}}^{(k)}\left(H_{12 k} 3 .\right\}\right)
$$

where $\boldsymbol{P}_{2}(2 k)$ is the set of pair partitions of $\{1, \ldots, 2 k\}, \leq$ is the coarser (i.e. $p \leq q$ if $q$ is coarser than $p$ ), and for any $i_{1}, \ldots, i_{2 k}$ in $\{1, \ldots, P\}$, $\operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)$ is the partition of $\{1, \ldots, 2 k\}$ such that two elements $u$ and $v$ in $\{1, \ldots, 2 k\}$ are in the same block (i.e. pair) of $\operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)$ if and only if $i_{u}=i_{v}$.

Furthermore,

$$
\begin{gather*}
\mathbb{E}\left[\left(w^{T} A^{(1)} w-\operatorname{Tr}\left(A^{(1)}\right)\right)\left(w^{T} A^{(2)} w-\operatorname{Tr}\left(A^{(2)}\right)\right) \ldots\left(w^{T} A^{(k)} w-\operatorname{Tr}\left(A^{(k)}\right)\right)\right] \\
=\sum_{p \in: \boldsymbol{P}_{2}(2 k):} \sum_{\left.p \leq \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)\right] i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}} \mathbb{E}\left[A_{i_{1} i_{2}}^{(1)} \ldots A_{i_{2 k-1} i_{2 k}}^{(k)}\right] \tag{H.3.4}
\end{gather*}
$$

where $: \boldsymbol{P}_{2}(2 k):$ is the subset of partitions $p$ in $\boldsymbol{P}_{2}(2 k)$ for which $\{2 j-1,2 j\}$ is not a block of $p$ for any $j \in\{1, \ldots, k\}$.

Proof. Expanding the left-hand side of Equation H.3.3), we obtain:

$$
\mathbb{E}\left[\sum_{i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}} w_{i_{1}} A_{i_{1} i_{2}}^{(1)} w_{i_{2}} w_{i_{3}} A_{i_{3} i_{4}}^{(2)} w_{i_{4}} \ldots w_{i_{2 k-1}} A_{i_{2 k-1} i_{2 k}}^{(k)} w_{i_{2 k}}\right]
$$

Using Wick's formula, we get:

$$
\sum_{i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}_{\substack{\left[ \\p \leq \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)\right] p \in \boldsymbol{P}_{2}(2 k)}} \mathbb{E}\left[A_{i_{1} i_{2}}^{(1)} A_{i_{3} i_{4}}^{(2)} \ldots A_{i_{2 k-1} i_{2 k}}^{(k)}\right], ~}^{\sum}
$$

hence, interchanging the order of summation, we recover the left-hand side of Equation (H.3.3):

$$
\sum_{p \in \boldsymbol{P}_{2}(2 k)} \sum_{\left.p \leq \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)\right] i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}} \mathbb{E}\left[A_{i_{1} i_{2}}^{(1)} \ldots A_{i_{2 k-1} i_{2 k}}^{(k)}\right] .
$$

We now prove Equation H.3.4. Expanding the product, the left-hand side is equal to:

$$
\sum_{I \subset\{1, \ldots, k\}}(-1)^{k-\# I} \mathbb{E}\left[\prod_{i \in I} w^{T} A^{(i)} w \prod_{i \notin I} \operatorname{Tr}\left(A^{(i)}\right)\right] .
$$

Expanding the product and the trace, and using Wick's equation, we obtain: a

$$
\sum_{I \subset\{1, \ldots, k\}}(-1)^{k-\# I} \sum_{\left.i_{1}, \ldots, i_{2 k} \in\{1, \ldots, P\}_{[ }^{[ } \leq \operatorname{Ker}\left(i_{1}, \ldots, i_{2 k}\right)\right] p \in \boldsymbol{P}_{2}(2 k), p \leq p_{I}} \mathbb{E}\left[A_{i_{1} i_{2}}^{(1)} \ldots A_{i_{2 k-1} i_{2 k}}^{(k)}\right] .
$$

where $p_{I}$ is the partition composed of blocks of size 2 given by $\{2 l, 2 l+1\}$ with $l \notin I$ and the rest of the indices contained in a single block. Interchanging the order of summation, we get:

Since $\left[\sum_{I \subset\{1, \ldots, k\} p \leq p_{I}}(-1)^{\# I}\right]=\delta_{\left\{I \subset[k], p \leq p_{I}\right\}=\{\{1, \ldots, k\}\}}$ and $\left\{I \subset[k], p \leq p_{I}\right\}=\{\{1, \ldots, k\}\}$ if and only if $p \in \boldsymbol{P}_{2}(2 k)$, interchanging a last time the order of summation, we recover the left-hand side of Equation H.3.4:

For any $z \in \mathbb{C} \backslash \mathbb{R}^{+}$, we define the holomorphic function $g_{i}: \mathbb{C} \backslash \mathbb{R}^{+} \rightarrow \mathbb{C}$ by

$$
g_{i}(z)=\frac{1}{P} w_{i}^{T}\left(\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}-z I_{P}\right)^{-1} w_{i}
$$

where $W_{(i)}$ is the $P \times(N-1)$ submatrix of $W$ obtained by removing its $i$-th column $w_{i}$, and $K_{(i)}$ is the $(N-1) \times(N-1)$ submatrix of $K$ obtained by removing both its $i$-th column and $i$-th row. In the following lemma, we bound the distance of $g_{i}(z)$ to its mean. Then we prove that $\mathbb{E}\left[g_{i}(z)\right]$ is close to the expected Stieljes transform of $K$.

Lemma H.3.4. The random function $g_{i}(z)$ satisfies:

$$
\left|\mathbb{E}\left[g_{i}(z)\right]-\mathbb{E}\left[m_{P}(z)\right]\right| \leq \frac{\mathbf{c}_{\mathbf{0}}}{P}
$$

$$
\begin{aligned}
\operatorname{Var}\left(g_{i}(z)\right) & \leq \frac{\mathbf{c}_{\mathbf{1}}}{P}, \\
\mathbb{E}\left[\left(g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]\right)^{4}\right] & \leq \frac{\mathbf{c}_{2}}{P^{2}}, \\
\mathbb{E}\left[\left(g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]\right)^{8}\right] & \leq \frac{\mathbf{c}_{3}}{P^{4}},
\end{aligned}
$$

where $\mathbf{c}_{\mathbf{0}}, \mathbf{c}_{\mathbf{1}}, \mathbf{c}_{\mathbf{2}}$, and $\mathbf{c}_{\mathbf{3}}$ depend on $\gamma$ and $z$ only.
Proof. The random variable $w_{i}$ is independent from $B_{(i)}(z)=\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}-z \mathrm{I}_{P}$ since the $i$-th column of $W$ does not appear in the definition of $B_{(i)}(z)$. Using Lemma H.3.3, since there exists a unique pair partition $p \in \boldsymbol{P}_{2}(2)$, namely $\{\{1,2\}\}$, the expectation of $g_{i}(z)$ is given by

$$
\mathbb{E}\left[g_{i}(z)\right]=\frac{1}{P} \mathbb{E}\left[\operatorname{Tr}\left[B_{(i)}(z)^{-1}\right]\right] .
$$

Recall that $\mathbb{E}\left[m_{P}(z)\right]=\frac{1}{P} \mathbb{E}\left[\operatorname{Tr}\left[B(z)^{-1}\right]\right]$ and $\left|\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right| \leq \frac{1}{d\left(z, \mathbb{R}_{+}\right)}$(from the proof of Lemma H.3.2. Hence

$$
\left|\mathbb{E}\left[g_{i}(z)\right]-\mathbb{E}\left[m_{P}(z)\right]\right| \leq \frac{1}{P} \mathbb{E}\left[\left|\operatorname{Tr}\left(B(z)^{-1}\right)-\operatorname{Tr}\left(B_{(i)}(z)^{-1}\right)\right|\right] \leq \frac{1}{P} \frac{1}{d\left(z, \mathbb{R}_{+}\right)}
$$

which proves the first assertion with $\mathbf{c}_{\mathbf{0}}=\frac{1}{d\left(z, \mathbb{R}_{+}\right)}$.
Now, let us consider the variance of $g_{i}(z)$. Using our previous computation of $\mathbb{E}\left[g_{i}(z)\right]$, we have

$$
\operatorname{Var}\left(g_{i}(z)\right)=\mathbb{E}\left[w_{i}^{T} \frac{\left(B_{(i)}(z)\right)^{-1}}{P} w_{i} w_{i}^{T} \frac{\left(B_{(i)}(z)\right)^{-1}}{P} w_{i}\right]-\mathbb{E}\left[\frac{1}{P} \operatorname{Tr}\left[B_{(i)}(z)^{-1}\right]\right]^{2} .
$$

The first term can be computed using the first assertion of Lemma H.3.3 there are 2 matrices involved, thus we have to sum over 3 pair partitions. A simplification arises since $\frac{\left(B_{(i)}(z)\right)^{-1}}{P}$ is symmetric: the partition $\{\{1,2\},\{3,4\}\}$ yields $\mathbb{E}\left[\left(\operatorname{Tr}\left[\frac{\left(B_{(i)}(z)\right)^{-1}}{P}\right]\right)^{2}\right]$ whereas both $\{\{1,3\},\{2,4\}\}$ and $\{\{1,4\},\{2,4\}\}$ yield $\mathbb{E}\left(\operatorname{Tr}\left[\frac{\left(B_{(i)}(z)\right)^{-2}}{P^{2}}\right]\right)$.

Thus, the variance of $g_{i}(z)$ is given by:

$$
\operatorname{Var}\left(g_{i}(z)\right)=2 \mathbb{E}\left(\operatorname{Tr}\left[\frac{\left(B_{(i)}(z)\right)^{-2}}{P^{2}}\right]\right)+\mathbb{E}\left[\left(\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-1}\right]\right)^{2}\right]-\mathbb{E}\left[\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-1}\right]\right]^{2}
$$

hence is given by a sum of two terms:

$$
\operatorname{Var}\left(g_{i}(z)\right)=\frac{2}{P} \mathbb{E}\left(\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-2}\right]\right)+\operatorname{Var}\left(\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-1}\right]\right) .
$$

Using the same arguments as those explained for the bound on the Stieltjes transform, the first term is bounded by $\frac{2}{P d\left(z, \mathbb{R}_{+}\right)^{2}}$. In order to bound the second term, we apply Lemma H.3.2 for $W_{(i)}$ and $K_{(i)}$ in place of $W$ and $K$. The second term is bounded by $\frac{\mathrm{c}}{P}$, hence the bound $\operatorname{Var}\left(g_{i}(z)\right) \leq \frac{\mathrm{c}_{1}}{P}$.

Finally, we prove the bound on the fourth moment of $g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]$. We denote $m_{(i)}(z)=$ $\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-1}\right]$. Recall that $\mathbb{E}\left[g_{i}(z)\right]=\mathbb{E}\left[m_{(i)}(z)\right]$. Using the convexity of $t \mapsto t^{4}$, we have

$$
\begin{aligned}
\mathbb{E}\left[\left(g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]\right)^{4}\right] & =\mathbb{E}\left[\left(g_{i}(z)-m_{(i)}(z)+m_{(i)}(z)-\mathbb{E}\left[m_{(i)}(z)\right]\right)^{4}\right] \\
& \leq 8 \mathbb{E}\left[\left(g_{i}(z)-m_{(i)}(z)\right)^{4}\right]+8 \mathbb{E}\left[\left(m_{(i)}(z)-\mathbb{E}\left[m_{(i)}(z)\right]\right)^{4}\right]
\end{aligned}
$$

We bound the second term using the concentration of the Stieljes transform (Lemma H.3.2): it is bounded by $\frac{8 \mathrm{c}}{P^{2}}$. The first term is bounded using the second assertion of Lemma H.3.3. Using the symmetry of $B_{(i)}(z)$, the partitions in : $\boldsymbol{P}_{2}(4)$ : yield two different terms, namely:

1. $\frac{1}{P^{2}} \mathbb{E}\left[\left(\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-2}\right]\right)^{2}\right]$, for example if $p=\{\{1,3\},\{2,4\},\{5,7\},\{6,8\}\}$
2. $\frac{1}{P^{3}} \mathbb{E}\left[\frac{1}{P} \operatorname{Tr}\left[\left(B_{(i)}(z)\right)^{-4}\right]\right]$, for example if $p=\{\{2,3\},\{4,5\},\{6,7\},\{8,1\}\}$.

We bound the two terms using the same arguments as those explained for the bound on the Stieljes transform at the beginning of the section. The first term is bounded by $\frac{d\left(z, \mathbb{R}^{+}\right)^{-4}}{P^{2}}$ and the second term by $\frac{d\left(z, \mathbb{R}^{+}\right)^{-4}}{P^{3}}$ hence the bound $\mathbb{E}\left[\left(g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]\right)^{4}\right] \leq \frac{\mathbf{c}_{2}}{P^{2}}$.

The bound $\mathbb{E}\left[\left(g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]\right)^{8}\right] \leq \frac{\mathbf{c}_{3}}{P^{4}}$ is obtained in a similar way, using the second assertion of Lemma H.3.3 and simple bounds on the Stieljes transform.

In the next proposition we show that the Stieltjes transform $m_{P}(z)$ is close in expectation to the solution of a fixed point equation.
Proposition H.3.5. For any $z \in \mathbb{H}_{<0}=\{z: \operatorname{Re}(z)<0\}$,

$$
\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq \frac{\mathbf{e}}{P}
$$

where e depends on $z, \gamma$, and $\frac{1}{N} \operatorname{Tr}(K)$ only and where $\tilde{m}(z)$ is the unique solution in the cone $\mathcal{C}_{z}:=\left\{u-\frac{1}{z} v: u, v \in \mathbb{R}_{+}\right\}$spanned by 1 and $-\frac{1}{z}$ of the equation

$$
\gamma=\frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}-\gamma z \tilde{m}(z)
$$

Proof. We use the same notation as in the previous proofs, namely $B(z)=\frac{1}{P} W K W^{T}-z \mathrm{I}_{P}$, $B_{(i)}(z)=\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}-z \mathrm{I}_{P}$ and $g_{i}(z)=\frac{1}{P} w_{i}^{T}\left(B_{(i)}(z)\right)^{-1} w_{i}$. Let $\nu_{j} \geq 0, j=1, \ldots, P$ be the spectrum of the positive semi-definite matrix $\frac{1}{P} W_{(i)} K_{(i)} W_{(i)}^{T}$. After diagonalization, we have

$$
B_{(i)}(z)^{-1}=O^{T} \operatorname{diag}\left(\frac{1}{\nu_{1}-z}, \ldots, \frac{1}{\nu_{P}-z}\right) O
$$

with $O$ an orthogonal matrix. Then

$$
\begin{equation*}
g_{i}(z)=\frac{1}{P} \operatorname{Tr}\left(\left(B_{(i)}(z)\right)^{-1} w_{i} w_{i}^{T}\right)=\frac{1}{P} \sum_{j=1}^{P} \frac{\left(\left(O w_{i}\right)_{j j}\right)^{2}}{\nu_{j}-z} \tag{H.3.5}
\end{equation*}
$$

Since $z \in \mathbb{H}_{<0}$, we conclude that $\Re\left[g_{i}(z)\right] \geq 0$ for all $i=1, \ldots, P$.
In order to prove the proposition, the key remark is that, since $\operatorname{Tr}\left(\left(\frac{1}{P} W K W^{T}-z \mathrm{I}_{P}\right)(B(z))^{-1}\right)=$ $P$, the Stieltjes transform $m_{P}(z)$ satisfies the following equation:

$$
P=\operatorname{Tr}\left(\frac{1}{P} K W^{T} B(z)^{-1} W\right)-z P m_{P}(z)
$$

From the proof of Lemma H.3.2, recall that $B^{-1}(z)=B_{(i)}^{-1}(z)-\frac{d_{i}}{P} \frac{1}{1+\frac{d_{i} w_{i}^{T} B_{(i)}^{-1}(z) w_{i}}{}} B_{(i)}^{-1}(z) w_{i} w_{i}^{T} B_{(i)}^{-1}(z)$, hence:

$$
\begin{align*}
\frac{1}{P} w_{i}^{T} B^{-1}(z) w_{i} & =g_{i}(z)-\frac{d_{i} g_{i}(z)^{2}}{1+d_{i} g_{i}(z)} \\
& =\frac{g_{i}(z)}{1+d_{i} g_{i}(z)} \tag{H.3.6}
\end{align*}
$$

Expanding the trace,

$$
\operatorname{Tr}\left(\frac{1}{P} K W^{T} B(z)^{-1} W\right)=\sum_{i=1}^{N} d_{i} \frac{1}{P} w_{i}^{T} B^{-1}(z) w_{i}=\sum_{i=1}^{N} \frac{d_{i} g_{i}(z)}{1+d_{i} g_{i}(z)}
$$

Thus, the Stieljes transform $m_{P}(z)$ satisfies the following equation $P=\sum_{i=1}^{N} \frac{d_{i} g_{i}(z)}{1+d_{i} g_{i}(z)}-z P m_{P}(z)$, or equivalently

$$
\gamma=\frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} g_{i}(z)}{1+d_{i} g_{i}(z)}-z \gamma m_{P}(z)
$$

Recall that $\gamma>0$ and $\operatorname{Re}(z)<0$. The Stieljes transform $m_{P}(z)$ can be written as a function of $g_{i}(z)$ for $i=1, \ldots, n: m_{P}(z)=f\left(g_{1}(z), \ldots, g_{N}(z)\right)$ where

$$
f\left(g_{1}, \ldots, g_{N}\right)=\frac{1}{\gamma z N} \sum_{i=1}^{N} \frac{d_{i} g_{i}}{1+d_{i} g_{i}}-\frac{1}{z}=-\frac{1}{z}\left(1-\frac{1}{\gamma}+\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{1+d_{i} g_{i}}\right)
$$

From Lemma H.3.6, the map $f(m)=f(m, \ldots, m)$ has a unique non-degenerate fixed point $\tilde{m}(z)$ in the cone $\mathcal{C}_{z}$. We will show that $\mathbb{E}\left[m_{P}(z)\right]$ is close to $\tilde{m}(z)$ using the following two steps: we show a non-tight bound $\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq \frac{\mathrm{e}^{\prime}}{\sqrt{P}}$ and use it to obtain the tighter bound $\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq \frac{\mathrm{e}}{P}$.

Let us prove the $\frac{\mathbf{e}^{\prime}}{\sqrt{P}}$ bound. From Lemma H.3.6 the distance between $m_{P}(z)$ and the fixed point $\tilde{m}(z)$ of $f$ is bounded by the distance between $f\left(m_{P}(z), \ldots, m_{P}(z)\right)$ and $m_{P}(z)$. Using the fact that $m_{P}(z)=f\left(g_{1}(z), \ldots, g_{N}(z)\right)$, we obtain

$$
\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq \mathbb{E}\left[\left|m_{P}(z)-\tilde{m}(z)\right|\right] \leq \mathbb{E}\left[\left|f\left(m_{P}(z), \ldots, m_{P}(z)\right)-f\left(g_{1}(z), \ldots, g_{N}(z)\right)\right|\right]
$$

Recall that for any $z \in \mathbb{H}_{<0}, \Re\left(g_{i}(z)\right) \geq 0$ : we need to study the function $f$ on $\mathbb{H}_{\geq 0}^{N}$ where $\mathbb{H}_{\geq 0}=\{z \in \mathbb{C} \mid \Re(z) \geq 0\}$. On $\mathbb{H}_{\geq 0}^{N}$, the function $f$ is Lipschitz:

$$
\left|\partial_{g_{i}} f\left(g_{1}, . ., g_{N}\right)\right|=\left|\frac{1}{\gamma z N} \frac{d_{i}}{\left(1+d_{i} g_{i}\right)^{2}}\right| \leq \frac{d_{i}}{\gamma|z| N}
$$

Thus,

$$
\mathbb{E}\left[\left|f\left(m_{P}(z), \ldots, m_{P}(z)\right)-f\left(g_{1}(z), \ldots, g_{N}(z)\right)\right|\right] \leq \sum_{i=1}^{N} \frac{d_{i}}{\gamma|z| N} \mathbb{E}\left[\left|m_{P}(z)-g_{i}(z)\right|\right]
$$

Since

$$
\mathbb{E}\left[\left|m_{P}(z)-g_{i}(z)\right|\right] \leq \mathbb{E}\left[\left|m_{P}(z)-\mathbb{E}\left[m_{P}(z)\right]\right|\right]+\left|\mathbb{E}\left[m_{P}(z)\right]-\mathbb{E}\left[g_{i}(z)\right]\right|+\mathbb{E}\left[\left|g_{i}(z)-\mathbb{E}\left[g_{i}(z)\right]\right|\right]
$$

using Lemmas H.3.2 and H.3.4, we get that $\mathbb{E}\left[\left|m_{P}(z)-g_{i}(z)\right|\right] \leq \frac{\mathbf{d}}{\sqrt{P}}$, where $\mathbf{d}$ depends on $\gamma$ and $z$ only. This implies that

$$
\mathbb{E}\left[\left|f\left(m_{P}(z), \ldots, m_{P}(z)\right)-f\left(g_{1}(z), \ldots, g_{N}(z)\right)\right|\right] \leq \frac{1}{\sqrt{P}} \frac{\mathbf{d}}{N} \operatorname{Tr}(K)
$$

which allows to conclude that $\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq \frac{\mathbf{e}^{\prime}}{\sqrt{P}}$ where $\mathbf{e}^{\prime}$ depends on $\gamma, z$ and $\frac{1}{N} \operatorname{Tr}(K)$ only.
We strengthen this inequality and show the $\frac{\mathrm{e}}{P}$ bound. Using again Lemma H.3.6, we bound the distance between $\mathbb{E}\left[m_{P}(z)\right]$ and the fixed point $\tilde{m}(z)$ by

$$
\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq\left|\mathbb{E}\left[f\left(g_{1}(z), \ldots, g_{N}(z)\right)\right]-f\left(\mathbb{E}\left[m_{P}(z)\right], \ldots, \mathbb{E}\left[m_{P}(z)\right]\right)\right|
$$

and study the r.h.s. using a Taylor approximation of $f$ near $\mathbb{E}\left[m_{P}(z)\right]$. For $i=1, \ldots, N$ and $m_{0} \in \mathbb{H}_{\geq 0}$, let $\mathrm{T}_{m_{0}} h_{i}$ be the first order Taylor approximation of the map $h_{i}: m \mapsto \frac{1}{1+d_{i} m}$ at a point $m_{0}$. The error of the first order Taylor approximation is given by

$$
h_{i}(m)-\mathrm{T}_{m_{0}} h_{i}(m)=\frac{1}{1+d_{i} m}-\left(\frac{1}{1+d_{i} m_{0}}-\frac{d_{i}\left(m-m_{0}\right)}{\left(1+d_{i} m_{0}\right)^{2}}\right)=\frac{d_{i}^{2}\left(m_{0}-m\right)^{2}}{\left(1+d_{i} m\right)\left(1+d_{i} m_{0}\right)^{2}}
$$

which, for $m \in \mathbb{H}_{\geq 0}$ can be upper bounded by a quadratic term:

$$
\begin{equation*}
\left|h_{i}(m)-\mathrm{T}_{m_{0}} h_{i}(m)\right|=\left|\frac{d_{i}^{2}}{\left(1+d_{i} m\right)\left(1+d_{i} m_{0}\right)^{2}}\right|\left|m_{0}-m\right|^{2} \leq \frac{1}{\left|m_{0}\right|^{2}}\left|m_{0}-m\right|^{2} \tag{H.3.7}
\end{equation*}
$$

The first order Taylor approximation $\mathrm{T} f$ of $f$ at the $N$-tuple $\left(\mathbb{E}\left[m_{P}(z)\right], \ldots, \mathbb{E}\left[m_{P}(z)\right]\right)$ is

$$
\mathrm{T} f\left(g_{1}, . ., g_{N}\right)=-\frac{1}{z}\left(1-\frac{1}{\gamma}+\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \mathrm{~T}_{\mathbb{E}\left[m_{P}(z)\right]} h_{i}\left(g_{i}\right)\right)
$$

Using this Taylor approximation, $\mathbb{E}\left[f\left(g_{1}(z), \ldots, g_{N}(z)\right)\right]-f\left(\mathbb{E}\left[m_{P}(z)\right], \ldots, \mathbb{E}\left[m_{P}(z)\right]\right)$ is equal to:
$\mathbb{E}\left[\mathrm{T} f\left(g_{1}(z), . ., g_{N}(z)\right)\right]-f\left(\mathbb{E}\left[m_{P}(z)\right], \ldots, \mathbb{E}\left[m_{P}(z)\right]\right)+\mathbb{E}\left[f\left(g_{1}(z), \ldots, g_{N}(z)\right)-\mathrm{T} f\left(g_{1}(z), . ., g_{N}(z)\right)\right]$.
Using Lemma H.3.4 we get

$$
\left|\mathbb{E}\left[f\left(g_{1}(z), \ldots, g_{N}(z)\right)-\mathrm{T} f\left(g_{1}(z), . ., g_{N}(z)\right)\right]\right| \leq \frac{1}{|z| \gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\left|\mathbb{E}\left[m_{P}(z)\right]\right|^{2}} \mathbb{E}\left[\left|g_{i}(z)-\mathbb{E}\left[m_{P}(z)\right]\right|^{2}\right]
$$

$$
\leq \frac{1}{P} \frac{\alpha}{\left|\mathbb{E}\left[m_{P}(z)\right]\right|^{2}}
$$

and

$$
\begin{aligned}
\left|\mathbb{E}\left[\mathrm{T} f\left(g_{1}(z), . ., g_{N}(z)\right)\right]-f\left(\mathbb{E}\left[m_{P}(z)\right], \ldots, \mathbb{E}\left[m_{P}(z)\right]\right)\right| & \leq \frac{1}{|z| \gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}\left|\mathbb{E}\left[g_{i}\right]-\mathbb{E}\left[m_{P}(z)\right]\right|}{\left|1+d_{i} \mathbb{E}\left[m_{P}(z)\right]\right|^{2}} \\
& \leq \frac{\beta\left(\frac{1}{N} \operatorname{Tr} K\right)}{P}
\end{aligned}
$$

where $\alpha$ and $\beta$ depends on $z$ and $\gamma$ only. From the bounds $\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq \frac{\mathbf{e}^{\prime}}{\sqrt{P}}$ and $|\tilde{m}(z)| \geq$ $\left(|z|+\frac{1}{N \gamma} \operatorname{Tr}(K)\right)^{-1}$ (Lemma H.3.6), the bound $\frac{1}{P} \frac{\alpha}{\mid \mathbb{E}\left[m_{P}(z)\right]^{2}}$ yields a $\frac{\tilde{\alpha}}{P}$ bound. This implies that $\left|\mathbb{E}\left[m_{P}(z)\right]-f\left(\mathbb{E}\left[m_{P}(z)\right], \ldots, \mathbb{E}\left[m_{P}(z)\right]\right)\right| \leq \frac{\mathbf{e}}{P}$, hence the desired inequality $\left|\mathbb{E}\left[m_{P}(z)\right]-\tilde{m}(z)\right| \leq$ $\frac{\mathrm{e}}{P}$.

For the proof of Proposition H.3.5, we have used the fact that the map $f_{z}$ introduced therein has a unique non-degenerate fixed point in the cone $\mathcal{C}_{z}:=\left\{u-\frac{1}{z} v: u, v \in \mathbb{R}_{+}\right\}$. We now proceed with proving this statement.

Lemma H.3.6. Let $d_{1}, \ldots, d_{n} \geq 0$ and let $\gamma \geq 0$. For any fixed $z \in \mathbb{H}_{<0}$, let $f_{z}: \mathbb{H}_{\geq 0} \rightarrow \mathbb{C}$ be the function $t \mapsto f_{z}(t)=-\frac{1}{z}\left(1-\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} t}{1+d_{i} t}\right)$. Let $\mathcal{C}_{z}:=\left\{u-\frac{1}{z} v: u, v \in \mathbb{R}_{+}\right\}$be the convex region spanned by the half-lines $\mathbb{R}_{+}$and $-\frac{1}{z} \mathbb{R}_{+}$. Then for every $z \in \mathbb{H}_{<0}$ there exists a unique fixed point $\tilde{t}(z) \in \mathcal{C}_{z}$ such that $\tilde{t}(z)=f_{z}(\tilde{t}(z))$. The map $\tilde{t}: z \mapsto \tilde{t}(z)$ is holomorphic in $\mathbb{H}_{<0}$ and

$$
|\tilde{t}(z)| \geq\left(|z|+\frac{\sum_{i} d_{i}}{\gamma N}\right)^{-1}
$$

Furthermore for every $z \in \mathbb{H}_{<0}$ and any $t \in \mathbb{H}_{\geq 0}$, one has

$$
|t-\tilde{t}(z)| \leq\left|t-f_{z}(t)\right|
$$

Proof. By means of Schwarz reflection principle, we can assume that $\Im(z) \geq 0$. Let $z \in \mathbb{H}_{<0}$ and let $\Pi_{z}:=\left\{-\frac{w}{z}: \Im(w) \leq 0\right\}$ and let $\mathcal{C}_{z}$ be the wedged region $\mathcal{C}_{z}:=\Pi_{z} \cap\{w \in \mathbb{C}: \Im(w) \geq 0\}$. To show the existence of a fixed point in $\mathcal{C}_{z}$ we show that 0 is in the image of the function $\psi: t \mapsto f_{z}(t)-t$. Note that since $d_{i} \geq 0$, the eventual poles of $f_{z}$ are all strictly negative real numbers, hence $\psi: \mathcal{C}_{z} \rightarrow \mathbb{C}$ is an holomorphic function.

To prove that $0 \in \psi\left(\mathcal{C}_{z}\right)$ we proceed with a geometrical reasoning: the image $\psi\left(\mathcal{C}_{z}\right)$ is (one of) the region of the plane confined by $\psi\left(\partial \mathcal{C}_{z}\right)$, so we only need to "draw" $\psi\left(\partial \mathcal{C}_{z}\right)$ and show that 0 belongs to the "good" connected component confined by it.

The boundary of $C_{z}$ is made up of two half-lines $\mathbb{R}_{+}$and $-\frac{1}{z} \mathbb{R}_{+}$. Under the map $f_{z}, 0$ is mapped to $-\frac{1}{z}$ and $\infty$ is mapped to $-\frac{1-\frac{1}{\gamma}}{z}$, the two half-lines are hence mapped to paths from $-\frac{1}{z}$ to $-\frac{1-\frac{1}{\gamma}}{z}$. Now under $\psi$ the half-lines will be mapped to paths going $-\frac{1}{z}$ to $\infty$ because by our assumption $-\frac{1}{z}$ lies in the upper right quadrant, we will show that the image of $\mathbb{R}_{+}$under $\phi$ goes 'above' the origin while the image of $-\frac{1}{z} \mathbb{R}_{+}$goes 'under' the origin:

- $\mathbb{R}_{+}$is mapped under $f_{z}$ to the segment $-\frac{1}{z}\left[1,1-\frac{1}{\gamma}\right]$, as a result, its map under $\psi$ lies in the Minkowski sum $-\frac{1}{z}\left[1,1-\frac{1}{\gamma}\right]+\left(-\mathbb{R}_{+}\right)$which is contained in $\overline{\mathbb{C} \backslash \Pi_{z}}$.
- For any $t \in-\frac{1}{z} \mathbb{R}_{+}$we have for all $d_{i}$

$$
\Im\left(\frac{d_{i} t}{1+d_{i} t}\right)=\Im\left(1-\frac{1}{1+d_{i} t}\right)=\Im\left(\frac{1}{1+d_{i} t}\right) \leq 0
$$

since $\Im(t) \geq 0$. As a result the image of $-\frac{1}{z} \mathbb{R}_{+}$under $f_{z}$ lies in $\Pi_{z}$ and its image under $\psi$ lies in the Minkovski sum $\Pi_{z}+\left(-\frac{1}{z} \mathbb{R}_{+}\right)=\Pi_{z}$.
Thus we can conclude that $0 \in \psi\left(\mathcal{C}_{z}\right)$, which shows that there exists at least a fixed point $\tilde{m}$ in $\mathcal{C}_{z}$.
We observe that, for every $t \in \mathcal{C}_{z}$, the derivative of $f$ has negative real part:

$$
\begin{aligned}
\operatorname{Re}\left(f_{z}^{\prime}(t)\right) & =\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \operatorname{Re}\left(\frac{d_{i}}{z\left(1+d_{i} t\right)^{2}}\right) \\
& =\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}\left[\Re(z)+2 d_{i} \Re(z) \Re(t)-2 d_{i} \Im(z) \Im(t)+d_{i}^{2} \Re\left(z t^{2}\right)\right]}{|z|^{2}\left|1+d_{i} t\right|^{4}} \leq 0
\end{aligned}
$$

where we concluded the last inequality by using that $\Re(z) \leq 0, \Re(t) \geq 0, \Im(z) \Im(t) \geq 0$ and $\Re\left(z t^{2}\right) \leq 0$. Thus, since for no point $t \in \mathcal{C}_{z}$ has $f_{z}^{\prime}(t)=1$, any fixed point of $f_{z}$ is a simple fixed point.

We now proceed to show the uniqueness of the fixed point in the region $\mathcal{C}_{z}$. Suppose there are two fixed points $t_{1}$ and $t_{2}$, then

$$
\begin{aligned}
t_{1}-t_{2} & =f_{z}\left(t_{1}\right)-f_{z}\left(t_{2}\right) \\
& =\left(t_{1}-t_{2}\right) \frac{1}{z} \frac{1}{\gamma N} \sum_{i=1}^{N} \frac{d_{i}}{\left(1+d_{i} t_{1}\right)\left(1+d_{i} t_{2}\right)}
\end{aligned}
$$

Again, since $\Re(z) \leq 0, \Re\left(t_{1}\right), \Re\left(t_{2}\right) \geq 0, \Im(z) \Im\left(t_{1}\right), \Im(z) \Im\left(t_{2}\right), \geq 0$ and $\Re\left(z t_{1} t_{2}\right) \leq 0$, the factor $\frac{1}{z} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\left(1+d_{i} t_{1}\right)\left(1+d_{i} t_{2}\right)}$ has negative real part, and thus the identity is possible only if $t_{1}=t_{2}$. Let's then $\tilde{t}(z)$ be the only fixed point in $\mathcal{C}_{z}$.

We proceed now to show that $\left|t-f_{z}(t)\right| \geq|t-\tilde{t}(z)|$, i.e. if $t$ and its image are close, then $t$ is not too far from being a fixed point, and so it is close to $\tilde{t}(z)$.

For any $t \in \mathcal{C}_{z}$, we have

$$
\begin{aligned}
\left|t-f_{z}(t)\right| & =\left|t-\tilde{t}(z)+f_{z}(\tilde{t}(z))-\tilde{f}_{z}(t)\right| \\
& =\left|(t-\tilde{t}(z))-(t-\tilde{t}(z))\left(\frac{1}{z} \frac{1}{\gamma N} \sum_{i=1}^{N} \frac{d_{i}}{\left(1+d_{i} t\right)\left(1+d_{i} \tilde{t}(z)\right)}\right)\right| \\
& =|t-\tilde{t}(z)|\left|1-\frac{1}{z} \frac{1}{\gamma N} \sum_{i=1}^{N} \frac{d_{i}}{\left(1+d_{i} t\right)\left(1+d_{i} \tilde{t}(z)\right)}\right| \\
& \geq|t-\tilde{t}(z)|
\end{aligned}
$$

where we have used again that $\frac{1}{z} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\left(1+d_{i} t\right)\left(1+d_{i} \tilde{t}(z)\right)}$ has negative real part.
We provide a lower bound on the norm of the fixed point:

$$
|\tilde{t}(z)|=\frac{1}{|z|}\left|1-\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} \tilde{t}(z)}{1+d_{i} \tilde{t}(z)}\right| \geq \frac{1}{|z|}\left(1-\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N}\left|\frac{d_{i} \tilde{t}(z)}{1+d_{i} \tilde{t}(z)}\right|\right) \geq \frac{1}{|z|}\left(1-\frac{|\tilde{t}(z)|}{\gamma N} \sum_{i=1}^{N} d_{i}\right)
$$

hence

$$
|\tilde{t}(z)| \geq\left(|z|+\frac{\sum_{i} d_{i}}{\gamma N}\right)^{-1}
$$

Finally, note that $z$ can be expressed from the fixed point $\tilde{m}$, hence defining an inverse for the $\operatorname{map} \tilde{t}$ :

$$
\tilde{t}^{-1}(\tilde{m})=z=-\frac{1}{\tilde{m}}\left(1-\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} \tilde{m}}{1+d_{i} \tilde{m}}\right)
$$

because the inverse is holomorphic, so is $\tilde{t}$.

## Ridge

Using Proposition H.3.1, in order to have a better description of the distribution of the predictor $\hat{f}_{\lambda, \gamma}^{(R F)}$, it remains to study the distributions of both the final labels $\hat{y}$ on the training set and the parameter norm $\|\hat{\theta}\|^{2}$. In Section H.3, we first study the expectation of the final labels $\hat{y}$ : this allows us to study the loss of the average predictor $\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}\right]$. Then in Section H.3, a study of the variance of the predictor allows us to study the average loss of the RF predictor.

## Expectation of the predictor

The optimal parameters $\hat{\theta}$ which minimize the regularized MSE loss is given by $\hat{\theta}=F^{T}\left(F F^{T}+\right.$ $\left.\lambda \mathrm{I}_{N}\right)^{-1} y$, or equivalently by $\hat{\theta}=\left(F^{T} F+\lambda\right)^{-1} F^{T} y$. Thus, the final labels take the form $\hat{y}=A(-\lambda) y$ where $A(z)$ is the random matrix defined as

$$
\begin{aligned}
A(z) & :=F\left(F^{T} F-z \mathrm{I}_{P}\right)^{-1} F^{T} \\
& =\frac{1}{P} K^{\frac{1}{2}} W^{T}\left(\frac{1}{P} W K W^{T}-z \mathrm{I}_{P}\right)^{-1} W K^{\frac{1}{2}}
\end{aligned}
$$

Note that the matrix $A_{\lambda}$ defined in the proof sketch of Theorem 4.1 in the main text is given by $A_{\lambda}=A(-\lambda)$.

Proposition H.3.7. For any $\gamma>0$, any $z \in \mathbb{H}_{<0}$, and any symmetric positive definite matrix $K$,

$$
\begin{equation*}
\left\|\mathbb{E}[A(z)]-K\left(K+\tilde{\lambda}(-z) I_{N}\right)^{-1}\right\|_{o p} \leq \frac{c}{P} \tag{H.3.8}
\end{equation*}
$$

where $\tilde{\lambda}(z):=\frac{1}{\tilde{m}(-z)}$ and $c>0$ depends on $z, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K)$ only.
Proof. Since the distribution of $W$ is invariant under orthogonal transformations, by applying a change of basis, in order to prove Inequality H.3.8, we may assume that $K$ is diagonal with diagonal entries $d_{1}, \ldots, d_{N}$. Denoting $w_{1}, \ldots, w_{N}$ the columns of $W$, for any $i, j=1, \ldots, N$,

$$
(A(z))_{i j}=\frac{1}{P} \sqrt{d_{i} d_{j}} w_{i}^{T}\left(\frac{1}{P} W K W^{T}-z I_{P}\right)^{-1} w_{j}
$$

where $W K W^{T}=\sum_{i=1}^{N} d_{i} w_{i} w_{i}^{T}$. Replacing $w_{i}$ by $-w_{i}$ does not change the law $W$ hence does not change the law of $(A(z))_{i j}$. Since $W K W^{T}$ is invariant under this change of sign, we get that for $i \neq j, \mathbb{E}\left[(A(z))_{i j}\right]=-\mathbb{E}\left[(A(z))_{i j}\right]$, hence the off-diagonal terms of $\mathbb{E}[A(z)]$ vanish.

Consider a diagonal term $(A(z))_{i i}$. From Equation H.3.6, we get

$$
\begin{equation*}
(A(z))_{i i}=\frac{d_{i}}{P} w_{i}^{T} B^{-1}(z) w_{i}=\frac{d_{i} g_{i}(z)}{1+d_{i} g_{i}(z)} \tag{H.3.9}
\end{equation*}
$$

By Lemma H.3.4 $g_{i}$ lies close to $m_{P}(z)$ which itself is approximatively equal to $\tilde{m}(z)$ by Proposition H.3.5 Therefore, we expect $\mathbb{E}\left[(A(z))_{i i}\right]=\mathbb{E}\left[\frac{d_{i} g_{i}}{1+d_{i} g_{i}}\right]$ to be at short distance from $\frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}$.

In order to make rigorous this heuristic and to prove that $\mathbb{E}\left[(A(z))_{i i}\right]$ is within $\mathcal{O}\left(\frac{1}{P}\right)$ distance to $\frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}$, we consider the first order Taylor approximation $\mathrm{T}_{\tilde{m}(z)} h_{i}$ of the map $h_{i}: g \mapsto \frac{1}{1+d_{i} g}$ (as in the proof Proposition H.3.5 but this time centered at $\tilde{m}(z)$ ). Using the fact that $\frac{d_{i} t}{1+d_{i} t}=$ $1-\frac{1}{1+d_{i} t}=1-h_{i}(t)$, and inserting the Taylor approximation, $\mathbb{E}\left[(A(z))_{i i}\right]-\frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}$ is equal to:

$$
h_{i}(\tilde{m}(z))-h_{i}\left(g_{i}(z)\right)=\frac{1}{1+d_{i} \tilde{m}(z)}-\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)\right]+\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)-h\left(g_{i}(z)\right)\right]
$$

Thus,

$$
\left|\mathbb{E}\left[(A(z))_{i i}\right]-\frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}\right| \leq\left|\frac{1}{1+d_{i} \tilde{m}(z)}-\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)\right]\right|+\left|\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)-h\left(g_{i}(z)\right)\right]\right|
$$

Using Lemma H.3.4 and Proposition H.3.5 the first term $\left|\frac{1}{1+d_{i} \tilde{m}(z)}-\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)\right]\right|=$ $\frac{d_{i}\left|\mathbb{E}\left[g_{i}(z)\right]-\tilde{m}(z)\right|}{\left|1+d_{i} \tilde{m}(z)\right|^{2}}$ can be bounded by $\frac{\delta}{P} \frac{\overline{d_{i}}}{\left|1+d_{i} \tilde{m}(z)\right|^{2}}$ where $\delta$ depends on $z, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K)$ only. Since $\operatorname{Re}[\tilde{m}(z)] \geq 0$ thus $\left|1+d_{i} \tilde{m}(z)\right| \geq \max \left(1,\left|d_{i} \tilde{m}(z)\right|\right)$, and $|\tilde{m}(z)| \geq \frac{1}{|z|+\frac{1}{\gamma} \frac{1}{N} \operatorname{Tr} K}$ (Lemma H.3.6), the denominator can be lower bounded:

$$
\left|1+d_{i} \tilde{m}(z)\right|^{2} \geq\left|d_{i} \tilde{m}(z)\right| \geq \frac{d_{i}}{|z|+\frac{1}{\gamma} \frac{1}{N} \operatorname{Tr} K}
$$

yielding the upper bound:

$$
\left|\frac{1}{1+d_{i} \tilde{m}(z)}-\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)\right]\right| \leq \frac{1}{P} \delta\left[|z|+\frac{1}{\gamma} \frac{1}{N} \operatorname{Tr} K\right]
$$

For the second term, using the same arguments as for the proof of Proposition H.3.5, we have:

$$
\left|\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)-h\left(g_{i}(z)\right)\right]\right| \leq \frac{\mathbb{E}\left[\left|\tilde{m}(z)-g_{i}(z)\right|^{2}\right]}{|\tilde{m}(z)|^{2}}
$$

Recall that $|\tilde{m}(z)| \geq \frac{1}{|z|+\frac{1}{\gamma} \frac{1}{N} \operatorname{Tr} K}$ and that, by LemmaH.3.4 and Proposition H.3.2 $\mathbb{E}\left[\left|\tilde{m}(z)-g_{i}(z)\right|^{2}\right] \leq$ $\frac{\tilde{\delta}}{P}$ where $\tilde{\delta}$ depends on $z, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K)$ only. This implies that

$$
\left|\mathbb{E}\left[\mathrm{T}_{\tilde{m}(z)} h\left(g_{i}(z)\right)-h\left(g_{i}(z)\right)\right]\right| \leq \frac{\tilde{\delta}}{P}\left[|z|+\frac{1}{\gamma} \frac{1}{N} \operatorname{Tr} K\right]^{2}
$$

As a consequence, there exists a constant $c$ which depends on $z, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K)$ only such that:

$$
\left|\mathbb{E}\left[(A(z))_{i i}\right]-\frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}\right| \leq \frac{c}{P}
$$

Using the effective ridge $\tilde{\lambda}(z):=\frac{1}{\tilde{m}(-z)}$, the term $\frac{d_{i} \tilde{m}(z)}{1+d_{i} \tilde{m}(z)}=\frac{d_{i}}{d_{i}+\tilde{\lambda}(-z)}$ is equal to $\left(K\left(K+\tilde{\lambda} I_{N}\right)^{-1}\right)_{i i}$ since, in the basis considered, $K\left(K+\tilde{\lambda} I_{N}\right)^{-1}$ is a diagonal matrix. Hence, we obtain:

$$
\left\|\mathbb{E}[A(z)]-K\left(K+\tilde{\lambda} I_{N}\right)^{-1}\right\|_{o p} \leq \frac{c}{P}
$$

which allows us to conclude.

Using the above proposition, we can bound the distance between the expected $\lambda$-RF predictor and the $\tilde{\lambda}$-RF predictor.

Theorem H.3.8. For $N, P>0$ and $\lambda>0$, we have

$$
\begin{equation*}
\left|\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}(x)\right]-\hat{f}_{\tilde{\lambda}}^{(K)}(x)\right| \leq \frac{c \sqrt{K(x, x)}\|y\|_{K^{-1}}}{P} \tag{H.3.10}
\end{equation*}
$$

where the effective ridge $\tilde{\lambda}(\lambda, \gamma)>\lambda$ is the unique positive number satisfying

$$
\begin{equation*}
\tilde{\lambda}=\lambda+\frac{\tilde{\lambda}}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}} \tag{H.3.11}
\end{equation*}
$$

and where $c>0$ depends on $\lambda, \gamma$, and $\frac{1}{N} \operatorname{Tr} K(X, X)$ only.
Proof. Recall that $\tilde{m}(-\lambda)$ is the unique non negative real such that $\gamma=\frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} \tilde{m}(-\lambda)}{1+d_{i} \tilde{m}(-\lambda)}+$ $\gamma \lambda \tilde{m}(-\lambda)$. Dividing this equality by $\gamma \tilde{m}(-\lambda)$ yields Equation H.3.11. From now on, let $\tilde{\lambda}=\tilde{\lambda}(\lambda, \gamma)$.

We now bound the l.h.s. of Equation H.3.10. By Proposition H.3.1, since $\hat{y}=A(-\lambda) y$, the average $\lambda$-RF predictor is $\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}(x)\right]=K(x, X) K^{-1} \mathbb{E}[A(-\lambda)] y$. The $\tilde{\lambda}$-KRR predictor is $f_{\tilde{\lambda}}^{(K)}(x)=K(x, X)\left(K+\tilde{\lambda} I_{N}\right)^{-1} y$. Thus:

$$
\left|\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}(x)\right]-f_{\tilde{\lambda}}^{(K)}(x)\right|=\left|K(x, X) K^{-1}\left[\mathbb{E}[A(-\lambda)]-K\left(K+\tilde{\lambda} I_{N}\right)^{-1}\right] y\right|
$$

The r.h.s. can be expressed as the absolute value of the scalar product $\left|\langle w, v\rangle_{K^{-1}}\right|=\left|v^{T} K^{-1} w\right|$ where $v=K(x, X)$ and $w=\left[\mathbb{E}[A(-\lambda)]-K\left(K+\tilde{\lambda} I_{N}\right)^{-1}\right] y$. By Cauchy-Schwarz inequality, $\left|\langle v, w\rangle_{K^{-1}}\right| \leq\|v\|_{K^{-1}}\|w\|_{K^{-1}}$.

For a general vector $v$, the $K^{-1}$-norm $\|v\|_{K^{-1}}$ is equal to the norm mininum Hilbert norm (for the RKHS associated to the kernel $K$ ) interpolating function:

$$
\|v\|_{K^{-1}}=\min _{f \in \mathcal{H}, f\left(x_{i}\right)=v_{i}}\|f\|_{\mathcal{H}}
$$

Indeed the minimal interpolating function is the kernel regression given by $f^{(K)}(\cdot)=K(\cdot, X) K(X, X)^{-1} v$ which has norm (writing $\beta=K^{-1} v$ ):

$$
\left\|f^{(K)}\right\|_{\mathcal{H}}=\left\|\sum_{i=1}^{N} \beta_{i} K\left(\cdot, x_{i}\right)\right\|_{\mathcal{H}}=\sqrt{\sum_{i, j=1}^{N} \beta_{i} \beta_{j} K\left(x_{i}, x_{j}\right)}=\sqrt{v^{T} K^{-1} K K^{-1} v}=\|v\|_{K^{-1}}
$$

We can now bound the two norms $\|v\|_{K^{-1}}$ and $\|w\|_{K^{-1}}$. For $v=K(x, X)$, we have

$$
\begin{equation*}
\|v\|_{K^{-1}}=\min _{f \in \mathcal{H}, f\left(x_{i}\right)=v_{i}}\|f\|_{\mathcal{H}} \leq\|K(x, \cdot)\|_{\mathcal{H}}=K(x, x)^{\frac{1}{2}} . \tag{H.3.12}
\end{equation*}
$$

since $K(x, \cdot)$ is an interpolating function for $v$.
It remains to bound $\|w\|_{K^{-1}}$. Recall that $K=U D U^{T}$ with $D$ diagonal, and that, from the previous proposition, $\mathbb{E}[A(-\lambda)]=U D_{A} U^{T}$ where $D_{A}=\operatorname{diag}\left(\frac{d_{1} g_{1}(-\lambda)}{1+d_{1} g_{1}(-\lambda)}, \ldots, \frac{d_{N} g_{N}(-\lambda)}{1+d_{N} g_{N}(-\lambda)}\right)$. The norm $\|w\|_{K^{-1}}$ is equal to

$$
\sqrt{\tilde{y}^{T}\left[D_{A}-D\left(D+\tilde{\lambda}(\lambda) I_{N}\right)^{-1}\right]^{T} D^{-1}\left[D_{A}-D\left(D+\tilde{\lambda}(\lambda) I_{N}\right)^{-1}\right]} \tilde{y}
$$

where $\tilde{y}=U^{T} y$. Expanding the product, $\|w\|_{K^{-1}}=\sqrt{\sum_{i=1}^{N} \frac{\tilde{y}_{i}^{2}}{d_{i}}\left(\left(D_{A}\right)_{i i}-\frac{d_{i}}{\tilde{\lambda}(\lambda)+d_{i}}\right)^{2}}$, hence by Proposition H.3.7. $\|w\|_{K^{-1}} \leq \frac{c}{P} \sqrt{\sum_{i=1}^{N} \frac{\tilde{y}^{2}}{d_{i}}}$. The result follows from noticing that $\sum_{i=1}^{N} \frac{\tilde{y}^{2}}{d_{i}}=$ $\tilde{y}^{T} D^{-1} \tilde{y}=\|y\|_{K^{-1}}^{2}$ :

$$
\left|\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}(x)\right]-f_{\tilde{\lambda}}^{(K)}(x)\right| \leq\|v\|_{K^{-1}}\|w\|_{K^{-1}} \leq \frac{c K(x, x)^{\frac{1}{2}}\|y\|_{K^{-1}}}{P}
$$

which allows us to conclude.
Corollary H.3.9. If $\mathbb{E}_{\mathcal{D}}[K(x, x)]<\infty$, we have that the difference of errors $\delta_{E}=\left|L\left(\mathbb{E}\left[\hat{f}_{\lambda, \gamma}^{(R F)}\right]\right)-L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)\right|$ is bounded from above by

$$
\delta_{E} \leq \frac{C\|y\|_{K^{-1}}}{P}\left(2 \sqrt{L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)}+\frac{C\|y\|_{K^{-1}}}{P}\right)
$$


Proof. For any function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we denote by $\|f\|=\left(\mathbb{E}_{\mathcal{D}}\left[f(x)^{2}\right]\right)^{\frac{1}{2}}$ its $L^{2}(\mathcal{D})$-norm. Integrating $\left|\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}(x)\right]-f_{\tilde{\lambda}}^{(K)}(x)\right|^{2} \leq \frac{c^{2} K(x, x)\|y\|_{K^{-1}}^{2}}{P^{2}}$ over $x \sim \mathcal{D}$, we get the following bound:

$$
\left\|\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}\right]-f_{\tilde{\lambda}}^{(K)}\right\| \leq \frac{c\left[\mathbb{E}_{\mathcal{D}}[K(x, x)]\right]^{\frac{1}{2}}\|y\|_{K^{-1}}}{P}
$$

Hence, if $f^{*}$ is the true function, by the triangular inequality,

$$
\left|\left\|\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}\right]-f^{*}\right\|-\left\|f_{\tilde{\lambda}}^{(K)}-f^{*}\right\|\right| \leq \frac{c\left[\mathbb{E}_{\mathcal{D}}[K(x, x)]\right]^{\frac{1}{2}}\|y\|_{K^{-1}}}{P}
$$

Notice that $L\left(\mathbb{E}\left[\hat{f}_{\gamma, \lambda}^{(R F)}\right]\right)=\left\|\mathbb{E}\left[f_{\lambda, \gamma}^{(R F)}\right]-f^{*}\right\|^{2}$ and $L\left(\hat{f}_{\hat{\lambda}}^{(K)}\right)=\left\|f_{\grave{\lambda}}^{(K)}-f^{*}\right\|^{2}$. Since $\left|a^{2}-b^{2}\right| \leq$ $|a-b|(|a-b|+2|b|)$, we obtain

$$
\left|L\left(\mathbb{E}\left[\hat{f}_{\gamma, \lambda}^{(R F)}\right]\right)-L\left(\hat{f}_{\grave{\lambda}}^{(K)}\right)\right| \leq \frac{c\left[\mathbb{E}_{\mathcal{D}}[K(x, x)]\right]^{\frac{1}{2}}\|y\|_{K^{-1}}}{P}\left(2 \sqrt{L\left(\hat{f}_{\hat{\lambda}}^{(K)}\right)}+\frac{c\left[\mathbb{E}_{\mathcal{D}}[K(x, x)]\right]^{\frac{1}{2}}\|y\|_{K^{-1}}}{P}\right)
$$

which allows us to conclude.

## Properties of the effective ridge

Thanks to the implicit definition of the effective ridge $\tilde{\lambda}$, we obtain the following:
Proposition H.3.10. The effective ridge $\tilde{\lambda}$ satisfies the following properties:

1. for any $\gamma>0$, we have $\lambda<\tilde{\lambda}(\lambda, \gamma) \leq \lambda+\frac{1}{\gamma} T$;
2. the function $\gamma \mapsto \tilde{\lambda}(\lambda, \gamma)$ is decreasing;
3. for $\gamma>1$, we have $\tilde{\lambda} \leq \frac{\gamma}{\gamma-1} \lambda$;
4. for $\gamma<1$, we have $\tilde{\lambda} \geq \frac{1-\sqrt{\gamma}}{\sqrt{\gamma}} \min _{i} d_{i}$.

Proof. (1) The upper bound in the first statement follows directly from Lemma H.3.6 where it was shown that $\tilde{m}(-\lambda) \geq \frac{1}{\lambda+\frac{1}{2} \operatorname{Tr} K}$ and from the fact that $\tilde{\lambda}(\lambda, \gamma)=\frac{1}{\tilde{m}(-\lambda)}$. For the lower bound, remark that Equation H.3.11 can be written as:

$$
\tilde{\lambda}(\lambda, \gamma)=\lambda+\frac{1}{\gamma} \frac{1}{N} \operatorname{Tr}\left[\tilde{\lambda}(\lambda, \gamma) K\left(\tilde{\lambda}(\lambda, \gamma) I_{N}+K\right)^{-1}\right] .
$$

Since $\tilde{\lambda}(\lambda, \gamma) \geq 0$ and $K$ is a positive symmetric matrix, $\operatorname{Tr}\left[K\left[\tilde{\lambda}(\lambda, \gamma) I_{N}+K\right]^{-1}\right] \geq 0$ : this yields $\tilde{\lambda}(\lambda, \gamma) \geq \lambda$.
(2) We show that $\gamma \mapsto \tilde{\lambda}(\lambda, \gamma)$ is decreasing by computing the derivative of the effective ridge with respect to $\gamma$. Differentiating both sides of Equation H.3.11, $\partial_{\gamma} \tilde{\lambda}=\partial_{\gamma}\left[\lambda+\frac{\tilde{\lambda}}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}}\right]$. The r.h.s. is equal to:

$$
\frac{\partial_{\gamma} \tilde{\lambda}}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}}-\frac{\tilde{\lambda}}{\gamma^{2}} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}}-\frac{\tilde{\lambda}}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i} \partial_{\gamma} \tilde{\lambda}}{\left(\tilde{\lambda}+d_{i}\right)^{2}} .
$$

Using Equation H.3.11, $\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\bar{\lambda}+d_{i}}=\frac{\tilde{\lambda}-\lambda}{\tilde{\lambda}}$ and thus:

$$
\partial_{\gamma} \tilde{\lambda}\left[\frac{\lambda}{\tilde{\lambda}}+\frac{\tilde{\lambda}}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\left(\tilde{\lambda}+d_{i}\right)^{2}}\right]=-\frac{\tilde{\lambda}-\lambda}{\gamma} .
$$

Since $\tilde{\lambda} \geq \lambda \geq 0$, the derivative of the effective ridge with respect to $\gamma$ is negative: the function $\gamma \mapsto \tilde{\lambda}(\lambda, \gamma)$ is decreasing.
(3) Using the bound $\frac{d_{i}}{\tilde{\lambda}+d_{i}} \leq 1$ in Equation H.3.11, we obtain $\tilde{\lambda} \leq \lambda+\frac{\tilde{\lambda}}{\gamma}$ which, when $\gamma \geq 1$, implies that $\tilde{\lambda} \leq \lambda \frac{\gamma}{\gamma-1}$.
(4) Recall that $\lambda>0$ and that the effective ridge $\tilde{\lambda}$ is the unique fixpoint of the map $f(t)=$ $\lambda+\frac{t}{\gamma} \frac{1}{N} \sum_{i} \frac{d_{i}}{t+d_{i}}$ in $\mathbb{R}_{+}$. The map is concave and, at $t=0$, we have $f(t)=\lambda>0=t$ : this implies that $f^{\prime}(\tilde{\lambda})<1$ otherwise by concavity, for any $t \leq \tilde{\lambda}$ one would have $f(t) \leq t$. The derivative of $f$ is $f^{\prime}(t)=\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}^{2}}{\left(t+d_{i}\right)^{2}}$, thus $\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}^{2}}{\left(\tilde{\lambda}+d_{i}\right)^{2}}<1$. Using the fact that $d_{0}$ is the smallest eigenvalue of $K(X, X)$, i.e. $d_{i} \geq d_{0}$, we get $1>\frac{1}{\gamma} \frac{d_{0}^{2}}{\left(\tilde{\lambda}+d_{0}\right)^{2}}$ hence $\tilde{\lambda} \geq d_{0} \frac{1-\sqrt{\gamma}}{\sqrt{\gamma}}$.

Similarily, we gather a number of properties of the derivative $\partial_{\lambda} \tilde{\lambda}(\lambda, \gamma)$.
Proposition H.3.11. For $\gamma>1$, as $\lambda \rightarrow 0$, the derivative $\partial_{\lambda} \tilde{\lambda}$ converges to $\frac{\gamma}{\gamma-1}$. As $\lambda \gamma \rightarrow \infty$, we have $\partial_{\lambda} \tilde{\lambda}(\lambda, \gamma) \rightarrow 1$.

Proof. Differentiating both sides of Equation H.3.11,

$$
\partial_{\lambda} \tilde{\lambda}=1+\partial_{\lambda} \tilde{\lambda} \frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}}-\tilde{\lambda} \partial_{\lambda} \tilde{\lambda} \frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\left(\tilde{\lambda}+d_{i}\right)^{2}}
$$

Hence the derivative $\partial_{\lambda} \tilde{\lambda}$ satisfies the following equality

$$
\begin{equation*}
\partial_{\lambda} \tilde{\lambda}\left(1-\frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\tilde{\lambda}+d_{i}}+\tilde{\lambda} \frac{1}{\gamma} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\left(\tilde{\lambda}+d_{i}\right)^{2}}\right)=1 \tag{H.3.13}
\end{equation*}
$$

(1) Assuming $\gamma>1$, from the point 3. of Proposition H.3.10, we already know that $\tilde{\lambda}(\lambda, \gamma) \leq$ $\lambda \frac{\gamma}{\gamma-1}$ hence $\tilde{\lambda}(0, \gamma)=0$. Actually, using similar arguments as in the proof of point 3., this holds also for $\gamma=1$. Using the fact that $\tilde{\lambda}(0, \gamma)=0$, we get $\partial_{\lambda} \tilde{\lambda}(0, \gamma)=1+\frac{\partial_{\lambda} \tilde{\lambda}(0, \gamma)}{\gamma}$, hence $\partial_{\lambda} \tilde{\lambda}(0, \gamma)=\frac{\gamma}{\gamma-1}$.
(2) From the first point of Proposition H.3.10, $\tilde{\lambda} \sim \lambda$ as $\lambda \gamma \rightarrow \infty$. Since Equation H.3.13 can be expressed as:

$$
\partial_{\lambda} \tilde{\lambda}\left(1-\frac{1}{\gamma \lambda} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\frac{\tilde{\lambda}}{\lambda}+d_{i}}+\frac{1}{\gamma \lambda} \frac{\tilde{\lambda}}{\lambda} \frac{1}{N} \sum_{i=1}^{N} \frac{d_{i}}{\left(\frac{\tilde{\lambda}}{\lambda}+d_{i}\right)^{2}}\right)=1
$$

we obtain that $\partial_{\lambda} \tilde{\lambda} \rightarrow 1$ as $\lambda \rightarrow \infty$.

## Variance of the predictor

By the bias-variance decomposition, in order to bound the difference between $\mathbb{E}\left[L\left(\hat{f}_{\gamma, \lambda}^{(R F)}\right)\right]$ and $L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right.$, we have to bound $\mathbb{E}_{\mathcal{D}}[\operatorname{Var}(f(x))]$. The law of total variance yields $\operatorname{Var}(\hat{f}(x))=\operatorname{Var}(\mathbb{E}[\hat{f}(x) \mid F])+$ $\mathbb{E}[\operatorname{Var}[\hat{f}(x) \mid F]]$. By Proposition H.3.1, we have $\mathbb{E}[\hat{f}(x) \mid F]=K(x, X) K(X, X)^{-1} \hat{y}$ and $\operatorname{Var}[\hat{f}(x) \mid F]=$ $\frac{1}{P}\|\hat{\theta}\|^{2} \tilde{K}(x, x)$. Hence, it remains to study $\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right)$ and $\mathbb{E}\left[\|\hat{\theta}\|^{2}\right]$. Recall that we denote $T=\frac{1}{N} \operatorname{Tr} K(X, X)$.

This section is dedicated to the proof of the variance bound of Theorem 5.1 of the paper:

Theorem 5.1 There are constants $c_{1}, c_{2}>0$ depending on $\lambda, \gamma, T$ only such that

$$
\begin{aligned}
& \operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right) \leq \frac{c_{1} K(x, x)\|y\|_{K^{-1}}^{2}}{P} \\
& \left|\mathbb{E} \|\left[\hat{\theta} \|^{2}\right]-\partial_{\lambda} \tilde{\lambda} y^{T} M_{\tilde{\lambda}} y\right| \leq \frac{c_{2}\|y\|_{K^{-1}}^{2}}{P}
\end{aligned}
$$

where $\partial_{\lambda} \tilde{\lambda}$ is the derivative of $\tilde{\lambda}$ with respect to $\lambda$ and for $M_{\tilde{\lambda}}=K(X, X)\left(K(X, X)+\tilde{\lambda} I_{N}\right)^{-2}$. As a result

$$
\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right) \leq \frac{c_{3} K(x, x)\|y\|_{K^{-1}}^{2}}{P}
$$

where $c_{3}>0$ depends on $\lambda, \gamma, T$.

- Bound on $\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right)$. We first study the covariance of the entries of the matrix

$$
A_{\lambda}=\frac{1}{P} K^{\frac{1}{2}} W^{T}\left(\frac{1}{P} W K W^{T}+\lambda \mathrm{I}_{P}\right)^{-1} W K^{\frac{1}{2}}
$$

where $K=\operatorname{diag}\left(d_{1}, \ldots, d_{N}\right)$ is a positive definite diagonal matrix and $W$ is a $P \times N$ matrix with i.i.d. Gaussian entries. In the next proposition we show a $\frac{c_{1}}{P}$ bound for the covariance of the entries of $A_{\lambda}$, then we exploit this result in order to prove the bound on the variance of $K(x, X) K(X, X)^{-1} \hat{y}$.
Proposition H.3.12. There exists a constant $c_{1}^{\prime}>0$ depending on $\lambda, \gamma$, and $\frac{1}{N} \operatorname{Tr}(K)$ only, such that the following bounds hold:

$$
\begin{aligned}
\left|\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j}\right)\right| & \leq \frac{c_{1}^{\prime}}{P} \\
\operatorname{Var}\left(\left(A_{\lambda}\right)_{i j}\right) & \leq \min \left\{\frac{d_{i}}{d_{j}}, \frac{d_{j}}{d_{i}}\right\} \frac{c_{1}^{\prime}}{P}
\end{aligned}
$$

For all other cases (i.e. if i,j, $k$ and $l$ take more than two different values), $\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i j},\left(A_{\lambda}\right)_{k l}\right)=0$.
Proof. We want to study the covariances $\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i j},\left(A_{\lambda}\right)_{k l}\right)$ for any $i, j, k, l$. Using the same symmetry argument as in the proof of Proposition H.3.7, $\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}\left(A_{\lambda}\right)_{k l}\right]=0$ whenever each value in $\{i, j, k, l\}$ does not appear an even number of times in $(i, j, k, l)$. Using the fact that $A_{\lambda}$ is symmetric, it remains to study $\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j}\right), \operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right)$ and $\operatorname{Var}\left[\left(A_{\lambda}\right)_{i j}\right]$ for all $i \neq j$. By the Cauchy-Schwarz inequality, any bound on $\operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right)$ will imply a similar bound on $\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j}\right)$. Besides, as we have seen in the proof of Proposition H.3.7, $\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}\right]=0$ for any $i \neq j$. Thus, we only have to study $\operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right)$ and $\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right]$.

- Bound on $\operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right)$ : From Equation H.3.9,
$\operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right)=\operatorname{Var}\left(\frac{d_{i} g_{i}}{1+d_{i} g_{i}}\right)=\operatorname{Var}\left(1-\frac{1}{1+d_{i} g_{i}}\right)=\operatorname{Var}\left(\frac{1}{1+d_{i} g_{i}}\right) \leq \mathbb{E}\left[\left(\frac{1}{1+d_{i} g_{i}}-\frac{1}{1+d_{i} \tilde{m}}\right)^{2}\right]$,
where $g_{i}:=g_{i}(-\lambda)$. Again, we use the first order Taylor approximation $\mathrm{T} h$ of $h: x \rightarrow \frac{1}{1+d_{i} x}$ centered at $\tilde{m}:=\tilde{m}(-\lambda)$, as well as the bound H.3.7), to obtain

$$
\mathbb{E}\left[\left(\frac{1}{1+d_{i} g_{i}}-\frac{1}{1+d_{i} \tilde{m}}\right)^{2}\right]=\mathbb{E}\left[\left(-\frac{d_{i}}{\left(1+d_{i} \tilde{m}\right)^{2}}\left(g_{i}-\tilde{m}\right)+h\left(g_{i}\right)-\mathrm{T} h\left(g_{i}\right)\right)^{2}\right]
$$

$$
\begin{aligned}
& \leq \frac{2 d_{i}^{2}}{\left(1+d_{i} \tilde{m}\right)^{4}} \mathbb{E}\left[\left(g_{i}-\tilde{m}\right)^{2}\right]+2 \mathbb{E}\left[\left(h\left(g_{i}\right)-\mathrm{T} h\left(g_{i}\right)\right)^{2}\right] \\
& \leq \frac{2}{6 \tilde{m}^{2}} \mathbb{E}\left[\left(g_{i}-\tilde{m}\right)^{2}\right]+\frac{2}{\tilde{m}^{4}} \mathbb{E}\left[\left(g_{i}-\tilde{m}\right)^{4}\right]
\end{aligned}
$$

Using Lemma H.3.4 we get $\operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right) \leq \frac{c_{1}^{\prime}}{P}$, where $c_{1}^{\prime}>0$ depends on $\lambda, \gamma$, and $\frac{1}{N} \operatorname{Tr}(K)$ only.

- Bound on $\mathbb{E}\left(\left(A_{\lambda}\right)_{i j}\right)$ for $i \neq j$ : Following the same arguments as for Equation (H.3.9), $\left(A_{\lambda}\right)_{i j}$ is equal to

$$
\left(A_{\lambda}\right)_{i j}=\frac{\sqrt{d_{i} d_{j}}}{P}\left[w_{i}^{T} B_{(i)}^{-1} w_{j}-\frac{d_{i} g_{i}}{1+d_{i} g_{i}} w_{i}^{T} B_{(i)}^{-1} w_{j}\right]=\frac{\sqrt{d_{i} d_{j}}}{1+d_{i} g_{i}} \frac{1}{P} w_{i}^{T} B_{(i)}^{-1} w_{j}
$$

where we set $B_{(i)}:=B_{i}(-\lambda)$. Since $w_{i}$ and $B_{(i)}$ are independent, $\mathbb{E}\left[\left(w_{i}^{T} B_{(i)}^{-1} w_{j}\right)^{2}\right]=\mathbb{E}\left[w_{j}^{T} B_{(i)}^{-2} w_{j}\right]$, and thus, by the Cauchy-Schwarz inequality, we have

$$
\begin{equation*}
\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right] \leq \frac{1}{P^{2}} \sqrt{\mathbb{E}\left[\frac{d_{i}^{2} d_{j}^{2}}{\left(1+d_{i} g_{i}\right)^{4}}\right]} \sqrt{\mathbb{E}\left[\left(w_{j}^{T} B_{(i)}^{-2} w_{j}\right)^{2}\right]} \tag{H.3.14}
\end{equation*}
$$

Recall that $\tilde{m}:=\tilde{m}(-\lambda)$. Using the fact that $\frac{1}{1+d_{i} g_{i}}=\frac{1}{1+d_{i} \tilde{m}}+\frac{1}{1+d_{i} g_{i}}-\frac{1}{1+d_{i} \tilde{m}}$ and inserting the first Taylor approximation $\mathrm{T} h$ of $h: x \rightarrow \frac{1}{1+d_{i} x}$ centered at $\tilde{m}$, we get:

$$
\mathbb{E}\left[\left(\frac{1}{1+d_{i} g_{i}}\right)^{4}\right]=\mathbb{E}\left[\left(\frac{1}{1+d_{i} \tilde{m}}-\frac{d_{i}}{\left(1+d_{i} \tilde{m}\right)^{2}}\left(g_{i}-\tilde{m}\right)+h\left(g_{i}\right)-\mathrm{T} h\left(g_{i}\right)\right)^{4}\right]
$$

Using a convexity argument, the bound (H.3.7), and the lower bound on $\tilde{m}$ given by Lemma H.3.6 there exists three constants $\tilde{c}_{1}, \tilde{c}_{2}, \tilde{c}_{3}$, which depend on $\lambda, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K)$ only, such that $\mathbb{E}\left[\left(\frac{1}{1+d_{i} g_{i}}\right)^{4}\right]$ is bounded by

$$
\frac{\tilde{c}_{1}}{\left(1+d_{i} \tilde{m}\right)^{4}}+\frac{\tilde{c}_{2} d_{i}^{4}}{\left(1+d_{i} \tilde{m}\right)^{8}} \mathbb{E}\left[\left(g_{i}-\tilde{m}\right)^{4}\right]+\tilde{c}_{3} \mathbb{E}\left[\left(g_{i}-\tilde{m}\right)^{8}\right]
$$

Thanks to Lemma H.3.4 and Proposition H.3.5, this last expression can be bounded by an expression of the form $\frac{\tilde{e}_{1}}{d_{i}^{4}}+\frac{\tilde{e}_{2}}{P^{2} d_{i}^{4}}+\frac{\tilde{e}_{3}}{P^{4}}$. Note that $\frac{\tilde{e}_{2}}{P^{2} d_{i}^{4}} \leq \frac{\tilde{e}_{2}}{d_{i}^{4}}$ and $\frac{\tilde{e}_{3}}{P^{4}} \leq \frac{\tilde{e}_{3}}{\gamma^{4}} \frac{\left(\frac{1}{N} \operatorname{Tr}(K)\right)^{4}}{d_{i}^{4}}$. Hence, we obtain the bound:

$$
\mathbb{E}\left[\left(\frac{1}{1+d_{i} g_{i}}\right)^{4}\right] \leq \frac{\tilde{c}}{d_{i}^{4}}
$$

where $\tilde{c}=\tilde{e}_{1}+\tilde{e}_{2}+\frac{\left.\tilde{e}_{3}\left(\frac{1}{N} \operatorname{Tr}(K)\right)^{4}\right)}{\gamma^{4}}$ depends on $\lambda, \gamma$ and and $\frac{1}{N} \operatorname{Tr}(K)$ only.
Let us now consider the second term in the r.h.s. of H.3.14. Using the fact that $\left\|B_{(i)}\right\|_{o p} \geq \frac{1}{\lambda}$, we get

$$
\sqrt{\mathbb{E}\left[\left(w_{j}^{T} B_{(i)}^{-2} w_{j}\right)^{2}\right]} \leq \sqrt{\frac{1}{\lambda^{4}} \mathbb{E}\left[\left(w_{j}^{T} w_{j}\right)^{2}\right]}=\sqrt{\frac{1}{\lambda^{4}} N(N+2)} \leq \frac{N+1}{\lambda^{2}}
$$

where we have used the fact that the second moment of a $\chi^{2}(N)$ distribution is $N(N+2)$. Together, we obtain

$$
\begin{aligned}
\mathbb{E}\left[(A)_{i j}^{2}\right] & \leq \frac{1}{P^{2}} \sqrt{\mathbb{E}\left[\frac{d_{i}^{2} d_{j}^{2}}{\left(1+d_{i} g_{i}\right)^{4}}\right]} \sqrt{\mathbb{E}\left[\left(w_{j}^{T} B_{(i)}^{-2} w_{j}\right)^{2}\right]} \\
& \leq \frac{\tilde{c} d_{i} d_{j}}{d_{i}^{2}} \frac{N+1}{P^{2} \lambda^{2}} \\
& \leq \frac{\tilde{c} d_{j}}{P d_{i} \lambda^{2} \gamma} \frac{N+1}{N} \leq \frac{c_{1}^{\prime}}{P} \frac{d_{i}}{d_{j}}
\end{aligned}
$$

for $c_{1}^{\prime}=2 \frac{\tilde{c}}{\lambda^{2} \gamma}$. Since the matrix $A_{\lambda}$ is symmetric, we finally conclude that

$$
\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right] \leq \frac{c_{1}^{\prime}}{P} \min \left\{\frac{d_{i}}{d_{j}}, \frac{d_{j}}{d_{i}}\right\}
$$

Note that $c_{1}^{\prime}$ is a constant related to the bounds constructed in Lemma H.3.2 and Proposition H.3.5 and as such it depends on $\frac{1}{N} \operatorname{Tr}(K), \gamma$ and $\lambda$ only.

Proposition H.3.13. There exists a constant $c_{1}>0$ (depending on $\lambda, \gamma, T$ only) such that the variance of the estimator is bounded by

$$
\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right) \leq \frac{c_{1}\|y\|_{K^{-1}}^{2} K(x, x)}{P}
$$

Proof. As in the proof of Theorem H.3.8, with the right change of basis, we may assume the Gram matrix $K(X, X)$ to be diagonal.

We first express the covariances of $\hat{y}=A(-\lambda) y$. Using Proposition Proposition H.3.12, for $i \neq j$ we have

$$
\operatorname{Cov}\left(\hat{y}_{i}, \hat{y}_{j}\right)=\sum_{k, l=1}^{N} \operatorname{Cov}\left(\left(A_{\lambda}\right)_{i k},\left(A_{\lambda}\right)_{l j}\right) y_{k} y_{l}=\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j}\right) y_{i} y_{j}+\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right] y_{j} y_{i}
$$

whereas for $i=j$ we have

$$
\operatorname{Cov}\left(\hat{y}_{i}, \hat{y}_{i}\right)=\sum_{k=1}^{N} \operatorname{Cov}\left(\left(A_{\lambda}\right)_{i k},\left(A_{\lambda}\right)_{k i}\right) y_{k}^{2}=\operatorname{Var}\left(\left(A_{\lambda}\right)_{i i}\right) y_{i}^{2}+\sum_{k \neq i} \mathbb{E}\left[\left(A_{\lambda}\right)_{i k}^{2}\right] y_{k}^{2}
$$

We decompose $K^{-\frac{1}{2}} \operatorname{Cov}(\hat{y}, \hat{y}) K^{-\frac{1}{2}}$ into two terms: let $C$ be the matrix of entries

$$
C_{i j}=\frac{\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j}\right)+\delta_{i \neq j} \mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right]}{\sqrt{d_{i} d_{j}}} y_{i} y_{j}
$$

and let $D$ the diagonal matrix with entries

$$
D_{i i}=\frac{\sum_{k \neq i} \mathbb{E}\left[\left(A_{\lambda}\right)_{i k}^{2}\right] y_{k}^{2}}{d_{i}}
$$

We have the decomposition $K^{-\frac{1}{2}} \operatorname{Cov}(\hat{y}, \hat{y}) K^{-\frac{1}{2}}=C+D$.
Proposition H.3.12 asserts that $\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j} \leq \frac{c_{1}^{\prime}}{P}\right.$ and $\mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right] \leq \frac{c_{1}^{\prime}}{P}$, and thus the operator norm of $C$ is bounded by

$$
\begin{aligned}
\|C\|_{o p} & \leq\|C\|_{F} \\
& =\sqrt{\sum_{i, j} \frac{\left(\operatorname{Cov}\left(\left(A_{\lambda}\right)_{i i},\left(A_{\lambda}\right)_{j j}\right)+\delta_{i \neq j} \mathbb{E}\left[\left(A_{\lambda}\right)_{i j}^{2}\right]\right)^{2}}{d_{i} d_{j}} y_{i}^{2} y_{j}^{2}} \\
& \leq \frac{2 c_{1}^{\prime}}{P} \sqrt{\sum_{i j} \frac{1}{d_{i} d_{j}} y_{i}^{2} y_{j}^{2}}=\frac{2 c_{1}^{\prime}\|y\|_{K^{-1}}^{2}}{P}
\end{aligned}
$$

For the matrix $D$, we use the bound $\mathbb{E}\left[\left(A_{\lambda}\right)_{i k}^{2}\right] \leq \frac{c_{1}^{\prime}}{P} \frac{d_{i}}{d_{k}}$ to obtain

$$
D_{i i}=\frac{\sum_{k \neq i} \mathbb{E}\left[\left(A_{\lambda}\right)_{i k}^{2}\right] y_{k}^{2}}{d_{i}} \leq \frac{c_{1}^{\prime}}{P} \sum_{k \neq i} \frac{y_{k}^{2}}{d_{k}} \leq \frac{c_{1}^{\prime}\|y\|_{K^{-1}}^{2}}{P}
$$

which implies that $\|D\|_{o p} \leq \frac{c_{1}^{\prime}\|y\|_{K^{-1}}^{2}}{P}$. As a result

$$
\begin{aligned}
\operatorname{Var}\left(K(x, X) K^{-1} \hat{y}\right) & =K(x, X) K^{-1} \operatorname{Cov}(\hat{y}, \hat{y}) K^{-1} K(X, x) \\
& \leq K(x, X) K^{-\frac{1}{2}}\|C+D\|_{o p} K^{-\frac{1}{2}} K(X, x) \\
& \leq \frac{3 c_{1}^{\prime}\|y\|_{K^{-1}}^{2}\|K(x, X)\|_{K^{-1}}^{2}}{P} \\
& \leq \frac{3 c_{1}^{\prime} K(x, x)\|y\|_{K^{-1}}^{2}}{P}
\end{aligned}
$$

where we used Inequality H.3.12. This yields the result with $c_{1}=3 c_{1}^{\prime}$.

- Bound on $\mathbb{E}_{\pi}\left[\|\hat{\theta}\|^{2}\right]$. To understand the variance of the $\lambda$-RF estimator $\hat{f}_{\lambda}^{(R F)}$, we need to describe the distribution of the squared norm of the parameters:

Proposition H.3.14. For $\gamma, \lambda>0$ there exists a constant $c_{2}>0$ depending on $\lambda, \gamma, T$ only such that

$$
\begin{equation*}
\left|\mathbb{E}\left[\|\hat{\theta}\|^{2}\right]-\partial_{\lambda} \tilde{\lambda} y^{T} K(X, X)\left(K(X, X)+\tilde{\lambda} I_{N}\right)^{-2} y\right| \leq \frac{c_{2}\|y\|_{K^{-1}}^{2}}{P} \tag{H.3.15}
\end{equation*}
$$

Proof. As in the proof of Theorem H.3.8, with the right change of basis, we may assume the Gram matrix $K(X, X)$ to be diagonal. Recall that $\hat{\theta}=\frac{1}{\sqrt{P}}\left(\frac{1}{P} W K(X, X) W^{T}+\lambda I_{N}\right)^{-1} W K(X, X)^{\frac{1}{2}} y$, thus we have:

$$
\begin{equation*}
\|\hat{\theta}\|^{2}=\frac{1}{P} y^{T} K(X, X)^{\frac{1}{2}} W^{T}\left(\frac{1}{P} W K(X, X) W^{T}+\lambda I_{P}\right)^{-2} W K(X, X)^{\frac{1}{2}} y=y^{T} A^{\prime}(-\lambda) y \tag{H.3.16}
\end{equation*}
$$

where $A^{\prime}(-\lambda)$ is the derivative of

$$
A(z)=\frac{1}{P} K(X, X)^{\frac{1}{2}} W^{T}\left(\frac{1}{P} W K(X, X) W^{T}-z \mathrm{I}_{P}\right)^{-1} W K(X, X)^{\frac{1}{2}}
$$

with respect to $z$ evaluated at $-\lambda$. Let

$$
\tilde{A}(z)=K(X, X)\left(K(X, X)+\tilde{\lambda}(-z) \mathrm{I}_{N}\right)^{-1}
$$

Remark that the derivative of $\tilde{A}(z)$ is given by $\tilde{A}^{\prime}(z)=\tilde{\lambda}^{\prime}(-z) K(X, X)\left(K(X, X)+\tilde{\lambda}(-z) I_{N}\right)^{-2}$. Thus, from Equation H.3.16, the l.h.s. of H.3.15 is equal to:

$$
\begin{equation*}
\left|y^{T}\left(\mathbb{E}\left[A^{\prime}(-\lambda)\right]-\tilde{A}^{\prime}(-\lambda)\right) y\right| \tag{H.3.17}
\end{equation*}
$$

Using a classical complex analysis argument, we will show that $\mathbb{E}\left[A^{\prime}(-\lambda)\right]$ is close to $\tilde{A}^{\prime}(-\lambda)$ by proving a bound of the difference between $\mathbb{E}[A(z)]$ and $\tilde{A}(z)$ for any $z \in \mathbb{H}_{<0}$.

Note that the proof of Proposition H.3.7 provides a bound on the diagonal entries of $\mathbb{E}[A(z)]$, namely that for any $z \in \mathbb{H}_{<0}$,

$$
\left|\mathbb{E}\left[(A(z))_{i i}\right]-(\tilde{A}(z))_{i i}\right| \leq \frac{c}{P}
$$

where $\hat{c}$ depends on $z, \gamma$ and $T$ only. Actually, in order to prove H.3.15, we will derive the following slightly different bound: for any $z \in \mathbb{H}_{<0}$,

$$
\begin{equation*}
\left|\mathbb{E}\left[(A(z))_{i i}\right]-(\tilde{A}(z))_{i i}\right| \leq \frac{\hat{c}}{d_{i} P} \tag{H.3.18}
\end{equation*}
$$

where $\hat{c}$ depends on $z, \gamma$ and $T$ only. Let $g_{i}:=g_{i}(z)$ and $\tilde{m}:=\tilde{m}(z)$. Recall that for $h_{i}: x \mapsto \frac{d_{i} x}{1+d_{i} x}$, one has $(A(z))_{i i}=h_{i}\left(g_{i}\right),(\tilde{A}(z))_{i i}=h_{i}(\tilde{m})$ and

$$
\begin{aligned}
\mathrm{T}_{\tilde{m}} h_{i}\left(g_{i}\right) & =\frac{d_{i} \tilde{m}}{1+d_{i} \tilde{m}}-\frac{d_{i}\left(g_{i}-\tilde{m}\right)}{\left(1+d_{i} \tilde{m}\right)^{2}} \\
h_{i}\left(g_{i}\right)-\mathrm{T}_{\tilde{m}} h_{i}\left(g_{i}\right) & =\frac{d_{i}^{2}\left(g_{i}-\tilde{m}\right)^{2}}{\left(1+d_{i} g_{i}\right)\left(1+d_{i} \tilde{m}\right)^{2}}
\end{aligned}
$$

where $\mathrm{T}_{\tilde{m}} h_{i}$ is the first order Taylor approximation of $h_{i}$ centered at $\tilde{m}$. Using this first order Taylor approximation, we can bound the difference $\left|\mathbb{E}\left[h_{i}\left(g_{i}\right)\right]-h_{i}(\tilde{m})\right|$ :

$$
\begin{aligned}
\left|\mathbb{E}\left[h_{i}\left(g_{i}\right)\right]-h_{i}(\tilde{m})\right| & \leq \frac{d_{i}\left|\mathbb{E}\left[g_{i}\right]-\tilde{m}\right|}{\left(1+d_{i} \tilde{m}\right)^{2}}+\frac{d_{i}^{2}}{\left(1+d_{i} \tilde{m}\right)^{2}} \mathbb{E}\left[\frac{\left|g_{i}-\tilde{m}\right|^{2}}{1+d_{i} g_{i}}\right] \\
& \leq \frac{\mathbf{a}}{d_{i} P}+\mathbf{a} \sqrt{\mathbb{E}\left[\frac{1}{\left(1+d_{i} g_{i}\right)^{2}}\right] \mathbb{E}\left[\left|g_{i}-\tilde{m}\right|^{4}\right]}
\end{aligned}
$$

where a depends on $z, \gamma$ and $T$. We need to bound $\mathbb{E}\left[\frac{1}{\left(1+d_{i} g_{i}\right)^{2}}\right]$. Recall that in the proof of Proposition H.3.12 we bounded $\mathbb{E}\left[\frac{1}{\left(1+d_{i} g_{i}\right)^{4}}\right]$. Using similar arguments, one shows that

$$
\mathbb{E}\left[\frac{1}{\left(1+d_{i} g_{i}\right)^{2}}\right] \leq \frac{\hat{e}^{2}}{d_{i}^{2}}
$$

where $\hat{e}$ depends on $z, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K(X, X))$ only. The term $\mathbb{E}\left[\left|g_{i}-\tilde{m}\right|^{4}\right]$ is bounded using Lemmas H.3.4 H.3.2 and Proposition H.3.5. This allows us to conclude that:

$$
\left|\mathbb{E}\left[h_{i}\left(g_{i}\right)\right]-h_{i}(\tilde{m})\right| \leq \frac{\hat{c}}{d_{i} P},
$$

where $\hat{c}$ depends on $z, \gamma$ and $\frac{1}{N} \operatorname{Tr}(K(X, X))$ only, hence we obtain the Inequality H.3.18).
We can now prove Inequality H.3.15. We bound the difference of the derivatives of the diagonal terms of $A(z)$ and $\tilde{A}(z)$ by means of Cauchy formula. Consider a simple closed path $\phi:[0,1] \rightarrow \mathbb{H}_{<0}$ which surrounds $z$. Since

$$
\mathbb{E}\left[\left(A^{\prime}(z)\right)_{i i}\right]-\left(\tilde{A}^{\prime}(z)\right)_{i i}=\frac{1}{2 \pi i} \oint_{\phi} \frac{\mathbb{E}\left[(A(z))_{i i}\right]-(\tilde{A}(z))_{i i}}{(w-z)^{2}} d w
$$

using the bound H.3.18), we have:

$$
\left|\mathbb{E}\left[\left(A^{\prime}(z)\right)_{i i}\right]-\left(\tilde{A}^{\prime}(z)\right)_{i i}\right| \leq \frac{\hat{c}}{d_{i} P} \frac{1}{2 \pi} \oint_{\phi} \frac{1}{|w-z|^{2}} d w \leq \frac{c_{2}}{d_{i} P}
$$

where $c_{2}$ depends on $z, \gamma$, and $T$ only. This allows one to bound the operator norm of $K(X, X)\left(\mathbb{E}\left[A^{\prime}(z)\right]-\right.$ $\left.\tilde{A}^{\prime}(z)\right):$

$$
\left\|K(X, X)\left(\mathbb{E}\left[A^{\prime}(z)\right]-\tilde{A}^{\prime}(z)\right)\right\|_{o p} \leq \frac{c_{2}}{P}
$$

Using this bound and H.3.17), we have

$$
\left|\mathbb{E}\left[\|\hat{\theta}\|^{2}\right]-\partial_{\lambda} \tilde{\lambda} y^{T} K(X, X)\left(K(X, X)+\tilde{\lambda} I_{N}\right)^{-2} y\right|=\left|y^{T}\left(\mathbb{E}\left[A^{\prime}(-\lambda)\right]-\tilde{A}^{\prime}(-\lambda)\right) y\right| \leq \frac{c_{2}\|y\|_{K^{-1}}^{2}}{P}
$$

which allows us to conclude.

- Bound on $\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right)$. We have shown all the bounds needed in order to prove the following proposition.
Proposition H.3.15. For any $x \in \mathbb{R}^{d}$, we have

$$
\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right) \leq \frac{c_{3} K(x, x)\|y\|_{K^{-1}}^{2}}{P}
$$

where $c_{3}>0$ depends on $\lambda, \gamma, T$.
Proof. Recall that for any $x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right) & =\operatorname{Var}\left(\mathbb{E}\left[\hat{f}_{\lambda}^{(R F)}(x) \mid F\right]\right)+\mathbb{E}\left[\operatorname{Var}\left[\hat{f}_{\lambda}^{(R F)}(x) \mid F\right]\right] \\
& =\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right)+\frac{1}{P} \mathbb{E}\left[\|\hat{\theta}\|^{2}\right]\left[K(x, x)-K(x, X) K(X, X)^{-1} K(X, x)\right]
\end{aligned}
$$

From Proposition H.3.13,

$$
\operatorname{Var}\left(K(x, X) K(X, X)^{-1} \hat{y}\right) \leq \frac{c_{1} K(x, x)\|y\|_{K^{-1}}^{2}}{P}
$$

and from Proposition H.3.14, we have:

$$
\mathbb{E}\left[\|\hat{\theta}\|^{2}\right] \leq \partial_{\lambda} \tilde{\lambda} y^{T} K\left(K+\tilde{\lambda} I_{N}\right)^{-2} y+\frac{c_{2}\|y\|_{K^{-1}}^{2}}{P} \leq \partial_{\lambda} \tilde{\lambda}\|y\|_{K^{-1}}^{2}+\frac{c_{2}\|y\|_{K^{-1}}^{2}}{P} \leq \alpha\|y\|_{K^{-1}}^{2}
$$

where $\alpha=\partial_{\lambda} \tilde{\lambda}+c_{2}$. Using the fact that $\tilde{K}(x, x) \leq K(x, x)$, we get

$$
\begin{aligned}
\mathbb{E}[\operatorname{Var}[\hat{f}(x) \mid F]] & =\frac{1}{P} \mathbb{E}\left[\|\hat{\theta}\|^{2}\right]\left[K(x, x)-K(x, X) K(X, X)^{-1} K(X, x)\right] \\
& \leq \frac{\alpha\|y\|_{K^{-1}}^{2} K(x, x)}{P}
\end{aligned}
$$

This yields

$$
\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right) \leq \frac{c_{3}\|y\|_{K^{-1}}^{2} K(x, x)}{P}
$$

where $c_{3}=\alpha+c_{1}$.

## Average loss of $\lambda$-RF predictor and loss of $\tilde{\lambda}$-KRR:

Putting the pieces together, we obtain the following bound on the difference $\Delta_{E}=\mid \mathbb{E}\left[L\left(\hat{f}_{\lambda, \gamma}^{(R F)}\right)\right]-$ $L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right) \mid$ between the expected RF loss and the KRR loss:
Corollary H.3.16. If $\mathbb{E}_{\mathcal{D}}[K(x, x)]<\infty$, we have

$$
\Delta_{E} \leq \frac{C_{1}\|y\|_{K^{-1}}}{P}\left(2 \sqrt{L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)}+C_{2}\|y\|_{K^{-1}}\right)
$$

where $C_{1}$ and $C_{2}$ depend on $\lambda, \gamma, T$ and $\mathbb{E}_{\mathcal{D}}[K(x, x)]$ only.
Proof. Using the bias/variance decomposition, Corollary H.3.9, and the bound on the variance of the predictor, we obtain

$$
\begin{aligned}
\left|\mathbb{E}\left[L\left(\hat{f}_{\gamma, \lambda}^{(R F)}\right)\right]-L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)\right| & \leq\left|L\left(\mathbb{E}\left[\hat{f}_{\gamma, \lambda}^{(R F)}\right]\right)-L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)\right|+\mathbb{E}_{\mathcal{D}}[\operatorname{Var}(\hat{f}(x))] \\
& \leq \frac{C\|y\|_{K^{-1}}}{P}\left(2 \sqrt{L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)}+\frac{C\|y\|_{K^{-1}}}{P}\right)+\frac{c_{3}\|y\|_{K^{-1}}^{2} \mathbb{E}_{\mathcal{D}}[K(x, x)]}{P} \\
& \leq \frac{C_{1}\|y\|_{K^{-1}}}{P}\left(2 \sqrt{L\left(\hat{f}_{\tilde{\lambda}}^{(K)}\right)}+C_{2}\|y\|_{K^{-1}}\right),
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ depends on $\lambda, \gamma, T$ and $\mathbb{E}_{\mathcal{D}}[K(x, x)]$ only.

## Double descent curve

Recall that for any $\tilde{\lambda}$, we denote $M_{\tilde{\lambda}}=K(X, X)\left(K(X, X)+\tilde{\lambda} I_{N}\right)^{-2}$. A direct consequence of Proposition H.3.14 is the following lower bound on the variance of the predictor.
Corollary H.3.17. There exists $c_{4}>0$ depending on $\lambda, \gamma, T$ only such that $\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right)$ is bounded from below by

$$
\partial_{\lambda} \tilde{\lambda} \frac{y^{T} M_{\tilde{\lambda}} y}{P} \tilde{K}(x, x)-\frac{c_{4} K(x, x)\|y\|_{K^{-1}}^{2}}{P^{2}} .
$$

Proof. By the law of total cumulance,

$$
\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right) \geq \mathbb{E}\left[\operatorname{Var}\left[\hat{f}_{\lambda}^{(R F)}(x) \mid F\right]\right] \geq \frac{1}{P} \mathbb{E}\left[\|\hat{\theta}\|^{2}\right] \tilde{K}(x, x)
$$

From Proposition H.3.14 $\mathbb{E}\left[\|\hat{\theta}\|^{2}\right] \geq \partial_{\lambda} \tilde{\lambda} y^{T} M_{\tilde{\lambda}} y-\frac{c_{2}\|y\|_{K-1}^{2}}{P}$, hence

$$
\operatorname{Var}\left(\hat{f}_{\lambda}^{(R F)}(x)\right) \geq \partial_{\lambda} \tilde{\lambda} \frac{y^{T} M_{\tilde{\lambda}} y}{P} \tilde{K}(x, x)-\frac{c_{4} \tilde{K}(x, x)\|y\|_{K^{-1}}^{2}}{P^{2}}
$$

The result follows from the fact that $\tilde{K}(x, x) \leq K(x, x)$.

## Appendix I

## Saddle-to-Saddle Dynamics in Deep Linear Networks: Small Initialization Training, Symmetry and Sparsity

We organize the Appendix as follows:

- In Section I.1, we present the details for the numerical results presented in the main text together with some discussions.
- In Section I.2, we present the proofs for the result on the proximity of critical points, i.e. Theorem 9.1
- In Section I.3, we present the proofs for the Saddle-to-Saddle regime, in particular Theorems 9.2 and 9.4
- In Section I.4, we state and prove a few technical results.


## I. 1 Further Experimental Details

Experimental details of Fig. 9.4.1: A teacher network matrix of size $5 \times 5$ is generated as $10 \operatorname{diag}([1,2,3,4,5])$. The input data is i.i.d. 5 -dim. standard Gaussian samples, and the number of training samples is 100 . The labels are generated by the teacher, no noise is added. Training is performed with gradient descent for 50000 epochs and a learning rate of $1 e-4$ is used.

Experimental details of Fig. 9.6.1: A random matrix $A^{*}$ of size $30 \times 30$ is generated by multiplying two i.i.d. matrices of size $30 \times 1$ with i.i.d. standard Gaussian entries. 0.2 of the entries of this matrix was accecible in training, and the training objecive is the squared difference between the (observed) entries of the linear network matrix and those of the matrix $A^{*}$. The training is performed for 20000 gradient descent iterations with a learning rate of $\eta_{0}=0.05$ if $\gamma>1$, and $\eta=\eta_{0} w^{(L-1)(\gamma-1)}$ for $\gamma \leq 1$. The tolerance for computing the rank is set to 0.1.

Experimental details of Fig. I.1.3 in the Appendix: We created a rank 3 teacher weight matrix $W_{T}=W_{0} W_{0}^{T}$ of size $10 \times 10$ where $W_{0}$ is a $10 \times 3$ matrix with all entries independent Gaussian with zero mean and where all entries in $i$-th column has variance $i$ for all $i \in\{1,2,3\}$. We corrupted the teacher weight matrix by an addition of a $10 \times 10$ matrix where each entry is


Figure I.1.1: Matrix Completion in linear/lazy vs. saddle-to-saddle regimes. 3 DLNs $(L=4, w=$ 100) trained on a MC loss fitting a $10 \times 10$ matrix of rank 3 with initialization $\alpha \theta_{0}$ for a fixed random $\theta_{0}$ and three values of $\alpha$. Left: Train (solid) and test (dashed) MC cost for the three networks, for large $\alpha$ the network is in the linear/lazy regime and does not learn the low-rank structure. For smaller $\alpha$ plateaus appear and the network generalizes. Middle: Visualization of the gradient paths in parameter space. The black line represents the manifold of solutions to which all example paths converge. As $\alpha \rightarrow 0$ the training trajectory converges to a sequence of 3 paths (in blue, purple and red) starting from the origin ( + ) and passing through 2 saddles (.) before converging. Right: The train (solid) and test (dashed) loss of the three paths plotted sequentially, in the saddle-to-saddle limit; $\cdots$ represent an infinite amount of steps separating these paths.
i.i.d. centered Gaussian with standard deviation 0.2. Input points are isotropic Gaussians. The training outputs are generated by the noisy teacher, and the test outputs are generated by the noiseless teacher. We generated 100 training and 1000 test data points. Different runs of the same experiment yielded effectively the same figure. The learning rate is 0.001 both for the shallow and the deep case. Tolerance for the rank is set to $10^{-4}$ (i.e. eigenvalues smaller than $10^{-4}$ are set to 0 for the rank calculation).

## I. 2 Regimes of Training

In this section we describe the regimes of training depending on the scaling $\gamma$ of the variance at initialization $\sigma^{2}=w^{-\gamma}$.

## Equivalence of Parametrization/Initializations

## NTK Parametrization

Let us show that the NTK parametrization corresponds to a scaling of $\gamma=1-\frac{1}{L}$.
The NTK parametrization [105] for linear networks is

$$
A_{\theta}^{N T K}=\frac{W_{L}}{\sqrt{n_{L-1}}} \cdots \frac{W_{1}}{\sqrt{n_{0}}}=\frac{1}{\sqrt{n_{0} \cdots n_{L-1}}} W_{L} \cdots W_{1}
$$

with all parameters initialized with a variance of 1 . One can show that gradient flow $\theta^{N T K}(t)$ with the NTK parametrization, initialized at some parameters $\theta_{0}^{N T K}$ is equivalent (up to a rescaling of the learning rate) to gradient flow $\theta(t)$ with the classical parametrization with an initialization of $\theta_{0}=\left(n_{0} \cdots n_{L-1}\right)^{-\frac{1}{2 L}} \theta_{0}^{N T K}$ :
Proposition I.1. Let $\theta^{N T K}(t)$ be gradient flow on the loss $\mathcal{L}^{N T K}(\theta)=C\left(A_{\theta}^{N T K}\right)$ initialized at some parameters $\theta_{0}^{N T K}$ and $\theta(t)$ be gradient flow on the cost $\mathcal{L}(\theta)=C\left(A_{\theta}\right)$ initialized at $\theta_{0}=$


Figure I.1.2: Training in (a) the NTK regime, (b) mean-field, (c) saddle-to-saddle regimes in deep linear networks for three widths $w=10,100,1000, L=4$, and 10 seeds; extension of Fig. 9.4.1 in the main. Top: The evolution of the rank of the network matrices during training. Tolerance of the matrix is set at $1 e-1$. Middle: The evolution of the nuclear norm during training, we can see that the smooth jumps are aligned with the rank transitions. Bottom: The evolution of the gradient norm of the parameters. Decrease of the gradient norm down to zero indicates approaching to a saddle, and the following increase indicates escaping it.
$\left(n_{0} \cdots n_{L-1}\right)^{-\frac{1}{2 L}} \theta_{0}^{N T K}$. We have

$$
A_{\theta(t)}=A_{\theta^{N T K}\left(\sqrt{n_{0} \cdots n_{L-1}} t\right)}^{N T K}
$$

Proof. We will show that $\theta(t)=\left(n_{0} \cdots n_{L-1}\right)^{-\frac{1}{2 L}} \theta^{N T K}\left(\sqrt{n_{0} \cdots n_{L-1}} t\right)$ which implies that $A_{\theta(t)}=$ $A_{\theta^{N T K}(t)}^{N T K}$. This is obviously true at $t=0$. Now assuming it is true at a time $t$, we show that the time derivatives of $\theta(t)$ and $\left(n_{0} \cdots n_{L-1}\right)^{-\frac{1}{2 L}} \theta^{N T K}\left(\sqrt{n_{0} \cdots n_{L-1}} t\right)$ match:

$$
\partial_{t} \theta^{N T K}\left(\sqrt{n_{0} \cdots n_{L-1}} t\right)=\frac{\sqrt{n_{0} \cdots n_{L-1}}}{\sqrt{n_{0} \cdots n_{L-1}}} \partial_{t} \theta(t)=\partial_{t} \theta(t)
$$

This implies that the NTK parametrization with $\mathcal{N}(0,1)$ initialization is equivalent to the classical parametrization with $\mathcal{N}\left(0,\left(n_{0} \cdots n_{L-1}\right)^{-\frac{1}{L}}\right)$ initialization, which for rectangular networks corresponds to a $\mathcal{N}\left(0, n_{0}^{-\frac{1}{L}} w^{-\frac{L-1}{L}}\right)$ initialization with scaling $\gamma=\frac{L-1}{L}=1-\frac{1}{L}$.


Figure I.1.3: Training in the NTK vs. saddle-to-saddle regimes in shallow (top) and deep (bottom) networks when learning a low rank matrix corrupted with noise. Black lines (the NTK regime): the parameters are initialized with the standard deviation $\tilde{\sigma}=w^{-L-1 / 2 L}$. The rank of the network matrix increases incrementally as the gradient trajectory follows the paths between the saddles. Top/Shallow case: $L=2$ and $w=50$; in the saddle-to-saddle regime (shown in red), the initialization scale is $\tilde{\sigma}=w^{-2}$. Bigger initialization scales result in shorter plateaus in the loss curve if the same learning rate is used. Bottom/Deep case: $L=4$ and $w=100$; in the saddle-tosaddle regime (shown in blue), the initialization scale is $\tilde{\sigma}=w^{-1}$. We observe that the transitions from saddles to saddles are sharper. We observe that the gradient norm of the parameters is highly non-monotonic; a decrease down to 0 indicates approaching to a saddle, and a following increase indicates escaping it. We note that the peaks of the gradient norm are sharper in the deep case, suggesting a different rate of escape. In the NTK regime, the gradient norm decreases down to 0 monotonically. In the deep case the GD training is implemented for 1500000 iterations whereas in the shallow case it is only 100000 iterations. The input data is standard Gaussian, the outputs are generated by a rank 3 teacher of size $10 \times 10$ corrupted with noise, and the loss is MSE.

## Maximal Update Parametrization

The Maximal Update parametrization (or $\mu$-parametrization) [229] is equivalent to $\gamma=1$. The $\mu$-parametrization for linear rectangular networks is the same the classical one, since

$$
A_{\theta}^{\mu}=\frac{W_{L}}{\sqrt{w}} W_{L-1} \cdots W_{2}\left(\sqrt{w} W_{1}\right)=W_{L} \cdots W_{1}
$$

and the parameters are initialized with variance $w^{-1}$, i.e. $\gamma=1$.

## Distance to Different Critical Points

Let $d_{\mathrm{m}}$ and $d_{\mathrm{s}}$ be the Euclidean distances between the initialization $\theta$ and, respectively, the set of global minima and the set of all saddles. For random variables $f(w), g(w)$ which depend on $w$, we write $f \asymp g$ if both $f(w) / g(w)$ and $g(w) / f(w)$ are stochastically bounded as $w \rightarrow \infty$. The following theorem studies how $d_{\mathrm{m}}$ and $d_{\mathrm{s}}$ scale as $w \rightarrow \infty$ :

Theorem I. 1 (Theorem 9.1 in the main). Suppose that the set of matrices that minimize $C$ is nonempty, has Lebesgue measure zero, and does not contain the zero matrix. Let $\theta$ be i.i.d. centered Gaussian r.v. of variance $\sigma^{2}=w^{-\gamma}$ where $1-\frac{1}{L} \leq \gamma<\infty$. Then:

1. if $1-\frac{1}{L} \leq \gamma<1$, we have $d_{\mathrm{m}} \asymp w^{-\frac{(1-\gamma)(L-1)}{2}}$ and $d_{\mathrm{s}} \asymp w^{\frac{1-\gamma}{2}}$,
2. if $\gamma=1$, we have $d_{\mathrm{m}}, d_{\mathrm{s}} \asymp 1$,
3. if $\gamma>1$ we have $d_{\mathrm{m}} \asymp 1$ and $d_{\mathrm{s}} \asymp w^{-\frac{\gamma-1}{2}}$.

To prove this result, we require a few Lemmas:
Lemma I.1. Let $\theta$ be the vector of parameters of a DLN with i.i.d. $\mathcal{N}\left(0, w^{-\gamma}\right)$ Gaussian entries, and let $\mathcal{A}_{\min }=\left\{A \in \mathbb{R}^{n_{L} \times n_{0}}: C(A)=0\right\}$ be the set of global minimizers of $C$. Under the same assumptions on the cost $C$ as Proposition I.1, we have $d\left(A_{\theta}, \mathcal{A}_{\min }\right) \asymp 1$ as $w \rightarrow \infty$.

Proof. If $\gamma>1-\frac{1}{L}$ then $A_{\theta}$ converges in distribution to the zero matrix as $w \rightarrow \infty$, the distance $d\left(A_{\theta}, \mathcal{A}_{\text {min }}\right)$ therefore converges to the finite value $d\left(0, \mathcal{A}_{\text {min }}\right) \neq 0$.

If $\gamma=1-\frac{1}{L}$, then $A_{\theta}$ converges in distribution to random Gaussian matrix with iid $\mathcal{N}(0,1)$ entries (this can seen as a consequence of the more general results for non-linear networks [127, 46]). As a result the distribution of $d\left(A_{\theta}, \mathcal{A}_{\text {min }}\right)$ converges to the distribution of $d\left(B, \mathcal{A}_{\text {min }}\right)$ for a matrix $B$ with iid Gaussian $\mathcal{N}(0,1)$ entries. Since $\mathbb{P}\left[d\left(B, \mathcal{A}_{\text {min }}\right)=0\right]=0$ and $\mathbb{P}\left[d\left(B, \mathcal{A}_{\text {min }}\right)>b\right] \rightarrow 0$ as $b \rightarrow \infty$ we have that $d\left(A_{\theta}, \mathcal{A}_{\text {min }}\right) \asymp 1$ as needed.

Lemma I.2. Let $\theta$ be the vector of parameters of a DLN with iid $\mathcal{N}\left(0, w^{-\gamma}\right)$ Gaussian entries. For all $\epsilon$, there is a constant $C_{\epsilon, L}$ that does not depend on $w$ s.t. with prob. $1-\epsilon$, we have for all $\theta^{\prime} \in \mathbb{R}^{P}$ that

$$
\left\|A_{\theta^{\prime}}-A_{\theta}\right\|_{F}^{2} \leq C_{\epsilon, L} \sum_{k=1}^{L}\left\|\theta-\theta^{\prime}\right\|^{2 k} w^{(1-\gamma)(L-k)}
$$

Proof. By Corollary 5.35 in [217], reformulated as Theorem I. 2 below, we know that for all $\epsilon$, there is a constant $c_{\epsilon}$ that does not depend on $w$ s.t. with prob. $1-\epsilon$, we have for all $\ell$

$$
\left\|W_{\ell}\right\|_{o p}^{2} \leq c_{\epsilon} w^{1-\gamma}
$$

We now write $d \theta=\theta^{\prime}-\theta$ (and the corresponding matrices $d W_{\ell}=W_{\ell}^{\prime}-W_{\ell}$ ) so that we may write the difference $A_{\theta+d \theta}-A_{\theta}$ as the following sum

$$
\begin{aligned}
& \quad \sum_{a_{1}, \ldots, a_{L} \in\{0,1\}}\left(\{ \begin{array} { l l } 
{ W _ { L } } & { \text { if } a _ { L } = 0 } \\
{ d W _ { L } } & { \text { if } a _ { L } = 1 }
\end{array} ) \cdots \left(\left\{\begin{array}{ll}
W_{1} & \text { if } a_{1}=0 \\
d W_{1} & \text { if } a_{1}=1
\end{array}\right)\right.\right. \\
& \exists \ell, a_{\ell} \neq 0
\end{aligned}
$$

where the indicator $a_{\ell}$ determines whether we take $W_{\ell}$ or $d W_{\ell}$ in the product. We can therefore bound
$\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F}^{2} \leq\left(\sum_{\substack{a_{1}, \ldots, a_{L} \in\{0,1\} \\ \exists \ell, a_{\ell} \neq 0}} \|\left(\left\{\begin{array}{ll}W_{L} & \text { if } a_{L}=0 \\ d W_{L} & \text { if } a_{L}=1\end{array}\right) \cdots\left(\left\{\begin{array}{ll}W_{1} & \text { if } a_{1}=0 \\ d W_{1} & \text { if } a_{1}=1\end{array}\right) \|_{F}\right)^{2}\right.\right.$

$$
\begin{aligned}
& \leq\left(2^{L}-1\right) \sum_{\substack{a_{1}, \ldots, a_{L} \in\{0,1\}}} \|\left(\{ \begin{array} { l l } 
{ W _ { L } } & { \text { if } a _ { L } = 0 } \\
{ d W _ { L } } & { \text { if } a _ { L } = 1 }
\end{array} ) \ldots \left(\left\{\begin{array}{ll}
W_{1} & \text { if } a_{1}=0 \\
d W_{1} & \text { if } a_{1}=1
\end{array}\right) \|_{F}^{2}\right.\right. \\
& \leq\left(2^{L}-1\right) \sum_{\substack{a_{1} \\
a_{1}, \ldots, a_{L} \in\{0,1\} \\
\exists \ell, a_{\ell} \neq 0}}\left(\{ \begin{array} { l l } 
{ \| W _ { L } \| _ { o p } ^ { 2 } } & { \text { if } a _ { L } = 0 } \\
{ \| d W _ { L } \| _ { F } ^ { 2 } } & { \text { if } a _ { L } = 1 }
\end{array} ) \cdots \left(\left\{\begin{array}{ll}
\left\|W_{1}\right\|_{o p}^{2} & \text { if } a_{1}=0 \\
\left\|d W_{1}\right\|_{F}^{2} & \text { if } a_{1}=1
\end{array}\right)\right.\right. \\
&
\end{aligned}
$$

We now bound $\left\|W_{L}\right\|_{o p}^{2}$ by $c_{\epsilon} w^{1-\gamma}$ and $\left\|d W_{L}\right\|_{F}^{2}$ by $\|d \theta\|^{2}$ so that we obtain the bound

$$
\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F}^{2} \leq\left(2^{L}-1\right) \sum_{k=1}^{L}\binom{L}{k}\|d \theta\|^{2 k} c_{\epsilon}^{L-k} w^{(1-\gamma)(L-k)} \leq C_{\epsilon, L} \sum_{k=1}^{L}\|d \theta\|^{2 k} w^{(1-\gamma)(L-k)}
$$

for $C_{\epsilon, L}=\left(2^{L}-1\right) \max _{k=1, \ldots, L}\binom{L}{k} c_{\epsilon}^{L-k}$.
Let us now prove Theorem [.1.
Proof. (1) Distance to minimum: Let us first give an lower bound on the distance from initialization to a global minimum. Let $\theta$ be the intialization and $\theta+d \theta$ be the closest minimum. By Lemma I.2 we obtain

$$
\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F}^{2} \leq C_{L}^{\prime} \sum_{k=1}^{L}\|d \theta\|^{2 k} w^{(1-\gamma)(L-k)} .
$$

If $\gamma>1$, the term with $k=L$ dominates, in which case $\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F}^{2} \leq\|d \theta\|^{2 L}$ which implies that $\|d \theta\| \geq\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F}^{\frac{1}{L}} \geq d\left(A_{\theta}, \mathcal{A}_{\text {min }}\right)^{\frac{1}{L}} \asymp 1$ by Lemma I. 1 .

If $\gamma<1$, the term $k=1$ dominates, which implies $\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F}^{2} \leq\|d \theta\|^{2} w^{(1-\gamma)(L-1)}$ which implies that $\|d \theta\| \geq\left\|A_{\theta+d \theta}-A_{\theta}\right\|_{F} w^{-\frac{(1-\gamma)(L-1)}{2}}=O\left(w^{-\frac{(1-\gamma)(L-1)}{2}}\right)$, which decreases with width.

Let us now show upper bounds on $\|d \theta\|$. When $\gamma>1$, we will construct a closeby minimum. Let us first define the parameters $\bar{\theta}=\left(\bar{W}_{1}, \ldots, \bar{W}_{L}\right)$ where $\bar{W}_{1}=0$ and $\bar{W}_{L}=0$ and $\bar{W}_{\ell, i j}=\left\{\begin{array}{ll}W_{\ell, i j} & \text { if } i, j>\min \left\{n_{0}, n_{L}\right\} \\ 0 & \text { otherwise }\end{array}\right.$. Since we have set only $O(w)$ parameters to zero, we have $\|\theta-\bar{\theta}\|^{2}=O\left(\sigma^{2} w\right)=O\left(w^{1-\gamma}\right)$. Now let the matrix $A$ be a global minimum of the cost $C$ with SVD $A=U S V^{T}$ (with inner dimension equal to the rank $k$ of $A$ ), we then set $\theta^{*}=$ $\bar{\theta}+I^{(k \rightarrow w)}\left(S^{\frac{1}{L}} V^{T}, S^{\frac{1}{L}}, \ldots, S^{\frac{1}{L}}, U S^{\frac{1}{L}}\right)$. The parameters $\theta^{*}$ are a global minimum since $A_{\theta^{*}}=A$ and $\left\|\theta^{*}-\theta\right\| \leq\left\|\theta^{*}-\bar{\theta}\right\|+\|\bar{\theta}-\theta\|=O(1)+O\left(w^{\frac{1-\gamma}{2}}\right)=O(1)$.

When $\gamma<1$, with prob. $1-\epsilon$, we have $s_{\text {min }}\left(W_{L-1} \cdots W_{1}\right)>\frac{1}{2} \sigma^{(L-1)} w^{\frac{L-1}{2}}=w^{\frac{(1-\gamma)(L-1)}{2}}$, we can reach a global minimum by only changing $W_{L}$, we need $d W_{L} W_{L-1} \cdots W_{1}=A^{*}-A_{\theta}$ hence we take $d W_{L}=\left(A^{*}-A_{\theta}\right)\left(W_{L} \cdots W_{1}\right)^{+}$with norm $\|d \theta\|=\left\|d W_{L}\right\|_{F} \leq \frac{\left\|A^{*}-A_{\theta}\right\|}{s_{\text {min }}\left(W_{L-1} \cdots W_{1}\right)}=O\left(w^{-\frac{(1-\gamma)(L-1)}{2}}\right)$.
(2) Distance to saddles: Given parameters $\theta=\left(W_{1}, \ldots, W_{L}\right)$, we can obtain a saddle $\theta^{*}$ by setting all entries of $W_{1}$ and $W_{L}$ to zero. We have

$$
\mathbb{E}\left[\left\|\theta-\theta^{*}\right\|^{2}\right]=\mathbb{E}\left[\left\|W_{1}\right\|_{F}^{2}\right]+\mathbb{E}\left[\left\|W_{L}\right\|_{F}^{2}\right]=\sigma^{2}\left(n_{0}+n_{L}\right) w=O\left(w^{1-\gamma}\right) .
$$

This gives an upper bound of order $w^{1-\gamma}$ on the distance between $\theta$ and the set of saddles $\theta^{*}$.
Now let $\theta^{*}=\theta+d \theta$ be the saddle closest to $\theta$, we know that

$$
0=\partial_{W_{L}} \mathcal{L}\left(\theta^{*}\right)=\nabla C\left(A_{\theta^{*}}\right)\left(W_{1}^{*}\right)^{T} \cdots\left(W_{L-1}^{*}\right)^{T}
$$

Since $A_{\theta^{*}}$ is not a global minimum, $\nabla C\left(A_{\theta^{*}}\right) \neq 0$, for the above to be zero, we therefore need $\left(W_{1}^{*}\right)^{T} \cdots\left(W_{L-1}^{*}\right)^{T}$ to not have full column rank, i.e. $\operatorname{Rank}\left(W_{1}^{*}\right)^{T} \cdots\left(W_{L-1}^{*}\right)^{T}=n_{0}$.

We will show that at initialization $\left(W_{1}\right)^{T} \cdots\left(W_{L-1}\right)^{T}$ has rank $n_{0}$ and its smallest non-zero singular value $s_{\text {min }}$ is of order $w^{\frac{(1-\gamma)(L-1)}{2}}$. We will use the fact that $\left\|\left(W_{1}\right)^{T} \cdots\left(W_{L-1}\right)^{T}-\left(W_{1}^{*}\right)^{T} \cdots\left(W_{L-1}^{*}\right)^{T}\right\|_{F} \geq$ $s_{\text {min }}$ to lower bound the distance $\left\|\theta-\theta^{*}\right\|$ using Lemma I. 2 ,

The singular values of $W_{1}^{T} \cdots W_{L-1}^{T}$ are the squared root of the eigenvalues of the $n_{0} \times n_{0}$ matrix $W_{1}^{T} \cdots W_{L-1}^{T} W_{L-1} \cdots W_{1}$. One can show that as $w \rightarrow \infty$ this matrix concentrates in its expectation

$$
\mathbb{E}\left[W_{1}^{T} \cdots W_{L-1}^{T} W_{L-1} \cdots W_{1}\right]=\sigma^{2(L-1)} w^{L-1}=w^{(1-\gamma)(L-1)}
$$

which implies that $s_{\text {min }}$ concentrates in $w^{\frac{(1-\gamma)(L-1)}{2}}$ and therefore $s_{\text {min }} \asymp w^{\frac{(1-\gamma)(L-1)}{2}}$.
Now by Lemma I. 2 (applied to the depth $L-1$ this time), we have with prob. $1-\epsilon$

$$
\begin{aligned}
s_{\min }^{2} & \leq\left\|\left(W_{1}\right)^{T} \cdots\left(W_{L-1}\right)^{T}-\left(W_{1}^{*}\right)^{T} \cdots\left(W_{L-1}^{*}\right)^{T}\right\|_{F}^{2} \\
& \leq C_{\epsilon, L-1} \sum_{k=1}^{L-1}\left\|\theta-\theta^{\prime}\right\|^{2 k} w^{(1-\gamma)(L-1-k)}
\end{aligned}
$$

and $\left\|\theta-\theta^{\prime}\right\|$ needs to be at least of order $w^{\frac{(1-\gamma)}{2}}$ for any of the terms in the sum to be at least of order $w^{(1-\gamma)(L-1)}$ (actually all these become of the right order at the same time).

## Spectrum bounds

An important tool in our analysis is the following Theorem (which is a reformulation of Corollary 5.35 in [217])

Theorem I.2. Let $A$ be a $m \times n$ matrix with i.i.d. $\mathcal{N}\left(0, \sigma^{2}\right)$ entries. For all $t \geq 0$, with probability at least $1-2 e^{-\frac{t^{2}}{2}}$, it holds that

$$
\sigma(-\sqrt{m}-\sqrt{n}-t) \leq s_{\min }(A) \leq s_{\max }(A) \leq \sigma(\sqrt{m}+\sqrt{n}+t)
$$

Corollary 3. If the parameters $\theta$ are independent centered Gaussian with variance $\sigma^{2}$, for all $t \geq 0$, with probability at least $1-2 L e^{-\frac{t^{2}}{2}}$, it holds that

$$
\left\|A_{\theta}\right\|_{o p} \leq(1+t)^{L} \sigma^{L}\left(\sqrt{n_{0}}+\sqrt{w}\right)(4 w)^{\frac{L-2}{2}}\left(\sqrt{w}+\sqrt{n_{L}}\right)
$$

Proof. By Theorem I.2, with probability greater than $1-2 L e^{-\frac{t^{2}}{2}}$, for all $\ell=1, \ldots, L,\left\|W_{\ell}\right\|_{o p} \leq$ $\sigma\left(\sqrt{n_{\ell-1}}+\sqrt{n_{\ell}}+t\right)$, where $n_{\ell}=w$ for $\ell \in\{1, \cdots, L-1\}$. Hence

$$
\left\|A_{\theta}\right\|_{o p} \leq\left\|W_{L}\right\|_{o p} \cdots\left\|W_{1}\right\|_{o p} \leq \sigma^{L} \prod_{\ell=1}^{L}\left(\sqrt{n_{\ell-1}}+\sqrt{n_{\ell}}+t\right) \leq(1+t)^{L} \sigma^{L} \prod_{\ell=1}^{L}\left(\sqrt{n_{\ell-1}}+\sqrt{n_{\ell}}\right)
$$

## I. 3 Proofs for the Saddle-to-Saddle regime

In this section, we prove Theorem 4 of the main. Given a saddle $\vartheta^{*}=R I^{(k \rightarrow w)}(\vartheta)$ where $\vartheta$ is a local minimum in a width $k$ network, we want to describe the dynamics of gradient descent $\theta_{\alpha}(t)=\gamma\left(t, \vartheta^{*}+\alpha \theta_{0}\right)$, initialized close to $\vartheta^{*}$. We shall consider $\vartheta^{*}=0$ for convenience, though the same arguments could be applied for $\vartheta^{*} \neq 0$. We will start by studying the case of homogeneous costs, which will allow us to describe costs that locally look homogeneous around 0 . Later on, after having defined the notion of escape paths, we will show that as $\alpha \rightarrow 0$, the path $\left(\theta_{\alpha}(t)\right)_{t \in \mathbb{R}_{+}}$ converges to an escape path with specific direction and speed. We will then show that the escape paths which escape at this speed are unique in some aspects.

## Homogeneous Costs

As in the main text, we use $\theta$ to denote an element in the parameter space $\mathbb{R}^{P}$. Let $k \geq 2$ be an integer. We say that a cost $H$ is $k$-homogeneous if $H(\alpha \theta)=\alpha^{k} H(\theta)$ for all $\theta \in \mathbb{R}^{P}$ and all scalar $\alpha>0$. Later in this paper, we will be particularly interested in the case where $H(\theta)=\operatorname{Tr}\left[G A_{\theta}\right]$ for a linear network $A_{\theta}$ of depth $L$ and some $n_{L} \times n_{0}$ matrix $G$. Thus defined, $H$ is a $L$-homogeneous polynomial.

Throughout, when studying a $k$-homogeneous cost $H$, we will always assume that it is twice differentiable.

A useful property of gradient descent on a homogeneous cost is that:
Lemma I.3. Gradient flow on a twice-differentiable $k$-homogeneous cost $H$ satisfies

$$
\gamma_{H}\left(t, \lambda \theta_{0}\right)=\lambda \gamma_{H}\left(\lambda^{k-2} t, \theta_{0}\right)
$$

for all $\theta_{0} \in \mathbb{R}^{P}$, all $\lambda>0$ and all $t \geq 0$.

Proof. We simply need show that for all $\theta_{0} \in \mathbb{R}^{P}, \lambda>0, t \geq 0$, we have $\frac{1}{\lambda} \gamma_{H}\left(\lambda^{2-k} t, \lambda \theta_{0}\right)=\gamma_{H}\left(t, \theta_{0}\right)$, i.e. that the path $t \mapsto \frac{1}{\lambda} \gamma_{H}\left(\lambda^{2-k} t, \lambda \theta_{0}\right)$ is the solution of gradient descent starting at $\theta_{0}$. Clearly, the path starts at $\theta_{0}$ and satisfies

$$
\partial_{t} \frac{1}{\lambda} \gamma_{H}\left(\lambda^{2-k} t, \lambda \theta_{0}\right)=-\lambda^{1-k} \nabla H\left(\gamma_{H}\left(\lambda^{2-k} t, \lambda \theta_{0}\right)\right)=-\nabla H\left(\frac{1}{\lambda} \gamma_{H}\left(\lambda^{2-k} t, \lambda \theta_{0}\right)\right)
$$

since, using the fact that $H$ is $k$-homogeneous, for all scalar $\alpha>0$, and any $\theta \in \mathbb{R}^{P}, \alpha \nabla H(\alpha \theta)=$ $\alpha^{k} \nabla H(\theta)$. One concludes using Picard-Lindel $\tilde{A} \llbracket f$ Theorem, using that $\nabla H$ is locally Lipschitz around 0 since $H$ is twice differentiable.

An Escape Direction at 0 of $H$ is a vector on the sphere $\rho \in \mathbb{S}^{P-1}$ such that $\nabla H(\rho)=-s \rho$ for some $s \in \mathbb{R}_{+}$which we call the escape speed associated with $\rho$. A path $(\theta(t))_{t<0}$ indexed by negative times and following gradient flow on $H$ such that $\theta(t)$ is on one escape direction for some $t<0$ will remain along this direction (these paths are equal for $t<0$ to $\theta(t)=\rho e^{s t}$ when $k=2$ and $\theta(t)=\rho(-(k-2) s t)^{-\frac{1}{k-2}}$ when $\left.k>2\right)$. Note that this entails that $\theta(t) \rightarrow 0$ as $t \rightarrow-\infty$. When $H(\theta)=\theta^{T} A \theta$ for some symmetric matrix $A$, the escape directions are simply the eigenvectors of the Hessian $A$ and the escape speeds are twice the eigenvalues of $A$.

An Optimal Escape Direction $\rho^{*} \in \mathbb{S}^{P-1}$ is an escape direction with the largest speed $s^{*}>0$. It is a minimizer of $H$ restricted to $\mathbb{S}^{P-1}$ :

$$
\begin{equation*}
\rho^{*} \in \arg \min _{\rho \in \mathbb{S}^{P-1}} H(\rho) \tag{I.3.1}
\end{equation*}
$$

Indeed, critical points of $H(\rho)$ restricted to the sphere are the escape directions, and by Euler's condition (i.e. $\nabla H(\rho)^{T} \rho=k H(\rho)$ if $H$ is $k$-homogeneous), if $\rho$ is an escape direction with speed $s$, then $H(\rho)=-\frac{s}{k}$ : optimal escape directions are thus global minimizers of $H$ restricted on the unit sphere.

Under some conditions on the Hessian along the escape directions, one can guarantee that gradient descent will escape along an optimal escape path:
Proposition I.2. Assume that the optimal escape speed $s^{*}$ is positive and that for all escape directions $\rho$ which are not optimal, there is a vector $v \perp \rho$ such that $v^{T} \mathcal{H} H(\rho) v<-s^{*} v^{T} v$. Let $\Omega$ be the set of $\theta_{0}$ such that the direction $\frac{\gamma\left(t, \theta_{0}\right)}{\left\|\gamma\left(t, \theta_{0}\right)\right\|}$ of the gradient descent flow converges towards an optimal escape direction as $t \rightarrow T$, where $T$ is the explosion time of the path (which can be infinite). The set $\mathbb{S}^{P-1} \backslash \Omega$ has spherical measure zero.

Proof. Let $\Omega^{\prime} \subset \mathbb{R}^{P}$ be the set of points $\theta \neq 0$ such that gradient flow on the 0-homogeneous cost $\bar{H}(\theta)=H\left(\frac{\theta}{\|\theta\|}\right)$ converges to a global minimum. Our proof is divided in two steps: (1) we show that $\Omega^{\prime} \subset \Omega$, (2) we show that $\Omega^{\prime} \cap \mathbb{S}^{P-1}$ has spherical measure 1 .
(1) Note that both sets $\Omega$ and $\Omega^{\prime}$ are cones: for any $\alpha>0, \Omega=\alpha \Omega$ and $\Omega^{\prime}=\alpha \Omega^{\prime}$. Therefore, we only need to show that $\Omega^{\prime} \cap \mathbb{S}^{P-1} \subset \Omega \cap \mathbb{S}^{P-1}$. Besides, note that since $\bar{H}$ is 0 -homogenous, $\nabla \bar{H}(\theta)^{T} \theta=0$ for all $\theta \in \mathbb{R}^{P}$ and thus, the norm is an invariant of the descent gradient flow for $\bar{H}$ : for any $\theta_{0} \in \mathbb{R}^{P}, t \mapsto\left\|\gamma_{\bar{H}}\left(t, \theta_{0}\right)\right\|$ is constant.

In particular, if $\theta_{0} \in \Omega^{\prime} \cap \mathbb{S}^{P-1}$, then $\bar{\theta}(t)=\gamma_{\bar{H}}\left(t, \theta_{0}\right)$ converges to an optimal escape direction $\rho^{*}$ as $t \rightarrow \infty$, by Equation I.3.1. The gradient flow path $\theta(t)$ can be obtained from the gradient flow path $\bar{\theta}(s)$ directly. First we define the function $\alpha(s)=e^{-k \int_{0}^{s} H(\bar{\theta}(r)) d r}$ such that

$$
\begin{aligned}
\partial_{s}[\bar{\theta}(s) \alpha(s)] & =-\left(I-\bar{\theta}(s) \bar{\theta}(s)^{T}\right) \nabla H(\bar{\theta}(s)) \alpha(s)-k \bar{\theta}(s) H(\bar{\theta}(s)) \alpha(s) \\
& =-\nabla H(\bar{\theta}(s)) \alpha(s)
\end{aligned}
$$

where we used the fact that $\theta^{T} \nabla H(\theta)=k H(\theta)$. Let us now define $\tau(t)=\int_{0}^{t} \alpha(s)^{k-2} d s$, we have

$$
\bar{\theta}(\tau(t)) \alpha(\tau(t))=-\nabla H(\bar{\theta}(\tau(t))) \alpha(\tau(t))^{k-1}=-\nabla H(\bar{\theta}(\tau(t)) \alpha(\tau(t)))
$$

which implies that $\theta(t)=\bar{\theta}(\tau(t)) \alpha(\tau(t))$. As $r \rightarrow \infty$, we have $H(\bar{\theta}(r)) \rightarrow-s^{*}<0$, which implies that $\alpha(s) \rightarrow \infty$ as $s \rightarrow \infty$. This in turn implies that $\tau(t) \rightarrow \infty$ as $t \rightarrow \infty$. As a result, we obtain that

$$
\lim _{t \rightarrow \infty} \frac{\theta(t)}{\|\theta(t)\|}=\lim _{t \rightarrow \infty} \frac{\bar{\theta}(\tau(t)) \alpha(\tau(t))}{\|\bar{\theta}(\tau(t)) \alpha(\tau(t))\|}=\lim _{t \rightarrow \infty} \bar{\theta}(\tau(t))=\rho^{*}
$$

and hence $\theta_{0} \in \Omega$ as needed.
(2) We now show that $\Omega^{\prime} \cap \mathbb{S}^{P-1}$ has spherical measure 1: this is a consequence of the fact that the critical points of $\bar{H}$ are global minima or strict saddle points. By taking the gradient of $\bar{H}$, one sees that the critical points of $\bar{H}$ on the sphere $\mathbb{S}^{P-1}$ are the points $\theta \in \mathbb{S}^{P-1}$ such that

$$
\nabla H(\theta)=\theta \theta^{T} \nabla H(\theta)
$$

Since $\theta \theta^{T}$ is the orthogonal projection on the line $\mathbb{R} . \theta$, the critical points of $\bar{H}$ on $\mathbb{S}^{P-1}$ are the escape directions. As explained before, global minima of $\bar{H}$ are optimal escape directions. The other escape directions are strict saddle points: consider such $\rho$ and let $v \perp \rho$ be such that $v^{T} \mathcal{H} H(\rho) v<-s^{*} v^{T} v$. Differentiating $\bar{H}$ twice and using that $v \perp \rho$, one can show that

$$
v^{T} \mathcal{H} \bar{H}(\rho) v=v^{T} \mathcal{H} H(\rho) v-\nabla H(\rho)^{T} \rho v^{T} v .
$$

Since $\rho$ is an escape direction, $\nabla H(\rho)=-s \rho$ with $s<s^{*}$ and $\|\rho\|=1$ : this implies $v^{T} \mathcal{H} \bar{H}(\rho) v<$ $\left(s-s^{*}\right) v^{T} v<0$. In particular, the points such that the gradient descent on $\bar{H}$ converge to a saddle have spherical measure 0 on $\mathbb{S}^{P-1}$. This shows that $\Omega^{\prime} \cap \mathbb{S}^{P-1}$ has spherical measure 1 , and allows us to conclude.

## Deep Linear Networks

For a depth $L$ DLN and the homogeneous cost $H(\theta)=\operatorname{Tr}\left[G^{T} A_{\theta}\right]$ with SVD decomposition $G=$ $U S V^{T}$, the escape directions $\rho$ are of the form

$$
\frac{1}{\sqrt{L}}\left( \pm u_{i} w_{L-1}^{T}, w_{L-1} w_{L-2}^{T}, \ldots, w_{1} v_{i}^{T}\right)
$$

with speed $s=\mp \frac{s_{i}}{L^{\frac{L-2}{2}}}$, where $u_{i}, v_{i}$ are the $i$-th columns of $U, V$ respectively. The optimal speed is $\frac{s_{1}}{L^{\frac{L-2}{2}}}$, where $s_{1}$ is the largest singular value of $G$.

Furthermore this loss satisfies the property required to ensure convergence along the fastest escape path:

Lemma I.4. For a network of depth $L$ and width $w \geq 1$, for any escape direction of the form $\rho=$ $\frac{1}{\sqrt{L}}\left( \pm u_{i} w_{L-1}^{T}, w_{L-1} w_{L-2}^{T}, \ldots, w_{1} v_{i}^{T}\right)$ with speed $\mp \frac{s_{i}}{L^{\frac{L-2}{2}}}<\frac{s_{1}}{L^{\frac{L-2}{2}}}$ the vector $v=\left(-u_{1} w_{L-1}^{T}, 0, \ldots, 0, w_{1} v_{1}^{T}\right)$ satisfies

$$
v^{T} \mathcal{H} H(\rho) v<\mp \frac{s_{i}}{L^{\frac{L-2}{2}}} v^{T} v
$$

Proof. We have $v^{T} \mathcal{H} H(\rho) v=-\frac{2 s_{1}}{L^{\frac{L-2}{2}}}$ and $\pm \frac{s_{i}}{L^{\frac{L-2}{2}}} v^{T} v= \pm \frac{2 s_{i}}{L^{\frac{L-2}{2}}}$ as needed.
This guarantees that gradient flow will not escape along a non-optimal direction, but it does not rule out the possibility that it converges to a saddle of the loss $H(\theta)=\operatorname{Tr}\left[G^{T} A_{\theta}\right]$. Each non-zero saddle $\theta^{*}=\left(W_{1}, \ldots, W_{L}\right)$ is technically proportional to an escape direction $\rho$ with escape speed 0 , since $\nabla H\left(\theta^{*}\right)=0$. For shallow networks these saddles are strict [115] and so they are almost surely avoided, guaranteeing convergence in direction. For depth $L=3$ we can apply Proposition I. 2 since we have:

Lemma I.5. Consider the cost $H(\theta)=\operatorname{Tr}\left[G A_{\theta}\right]$ for a rank $\min \left\{n_{0}, n_{L}\right\}$ matrix $G$ and a network of depth $L=3$ and width $w \geq 1$. For any escape direction $\rho$ with speed 0 there is a vector $v$ such that $v^{T} \mathcal{H} H(\rho) v<0$.

Proof. Since $\rho \neq 0$ there must a non-zero $W_{1}, W_{2}$ or $W_{3}$. We separate the case $W_{2} \neq 0$ from $W_{1}$ or $W_{3}$ is non-zero.

Case $W_{2} \neq 0$ : let $u_{1}, v_{1}$ be the largest singular vectors of $G$ and $\tilde{u}_{1}, \tilde{v}_{1}$ the largest singular vectors of $W_{2}$, then $v=\left(-\tilde{u}_{1} v_{1}^{T}, 0, u_{1} \tilde{v}_{1}^{T}\right)$ satisfies

$$
v^{T} \mathcal{H} H(\rho) v=-\operatorname{Tr}\left[G u_{1} \tilde{v}_{1}^{T} W_{2} \tilde{u}_{1} v_{1}^{T}\right]=-s_{1} \tilde{s}_{1}<0
$$

Case $W_{1} \neq 0$ (the case $W_{3} \neq 0$ is similar): Let $u_{1}, v_{1}$ be the largest singular vectors of $W_{1} G$ and $b$ be any unitary $w$-dim vector, then the parameters $v=\left(0, b v_{1}^{T}, u_{1} b^{T}\right)$ satisfy

$$
v^{T} \mathcal{H} H(\rho) v=-\operatorname{Tr}\left[G u_{1} b^{T} b v_{1}^{T} W_{1}\right]=-s_{1}<0 .
$$

For $L>3$ we were not able to prove that the saddles can be avoided with prob. 1, we therefore introduce the assumption:
Assumption A. Let I be the set of initializations which converge to a saddle of the cost $H(\theta)=$ $\operatorname{Tr}\left[G A_{\theta}\right]$. We shall work on the event $E=\theta_{0} \notin I$.

It can easily be proven for a Gaussian initialization that $\mathbb{P}(E) \geq 1 / 2$, i.e. that saddles can be avoided with probability at least $1 / 2$, since $P\left(H\left(\theta_{0}\right)<0\right)=\frac{1}{2}$ at initialization (this follows from the fact that $\left.H\left(\left(W_{1}, \ldots, W_{L}\right)\right)=-H\left(\left(-W_{1}, \ldots, W_{L}\right)\right)\right)$.

Another motivation for this assumption is the fact that if the network is initialized with balanced weights [4] [5], i.e. if $W_{\ell}^{T} W_{\ell}=W_{\ell-1} W_{\ell-1}^{T}$ for $1<\ell<L$, then necessarily $\theta_{0} \notin I$. This is because the balancedness is conserved during training: if gradient flow converges to a saddle, this saddle must be balanced. However the only balanced saddle of $H$ is the origin, which can only be approached along an escape direction $\rho$ with positive speed $s>0$, which are avoided with prob. 1 by Proposition I.2.

## Approximately Homogeneous Costs

In the previous section, we studied the escape paths for homogeneous costs $H$. We extend these results to more general cost functions, which are only locally homogeneous around a saddle $\vartheta^{*}$, i.e. we consider costs of the form

$$
\begin{equation*}
C(\theta)=H\left(\theta-\vartheta^{*}\right)+e\left(\theta-\vartheta^{*}\right), \tag{I.3.2}
\end{equation*}
$$

where $H$ is a $k$-homogeneous cost $H$, and where $e$ is infinitely differentiable such that its $m-1$ first derivatives vanish at 0 for a given $m>k$. We call such costs $(k, m)$-approximately homogeneous. In the setting of a cost $C\left(A_{\theta}\right)$ for a neural network of depth $L$, the saddle at the origin $\theta=0$ is $(L, 2 L)$ approximately homogeneous, since the only non-vanishing derivatives are the $k L$-th derivatives for $k=0,1,2, \ldots$.

Since we are only interested in the local behaviour around the saddle $\vartheta^{*}$, we localize the cost: let $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a smooth cut-off function such that $h(x)=1$ if $0 \leq x \leq 1,0 \leq h(x) \leq 1$ if $1<x<2$ and $h(x)=0$ when $x \geq 2$. For $r>0$, we define the localization $C_{r}$ of the $\operatorname{cost} C$ as

$$
\begin{equation*}
C_{r}(\theta)=H\left(\theta-\vartheta^{*}\right)+e\left(\theta-\vartheta^{*}\right) h\left(\frac{\left\|\theta-\vartheta^{*}\right\|}{r}\right) . \tag{I.3.3}
\end{equation*}
$$

As usual, we assume for simplicity that $\vartheta^{*}=0$. We note for later use that by assumption on $e$, for all compact set $K$ containing 0 , there exists a finite constant $c>0$ such that

$$
\begin{equation*}
\|\nabla e(\theta)\| \leq c\|\theta\|^{k}, \forall \theta \in K . \tag{I.3.4}
\end{equation*}
$$

Lemma I.6. Let $h: \mathbb{R}_{+} \rightarrow \mathbb{R}$ and $e: \mathbb{R}^{P} \rightarrow \mathbb{R}$ be as above. The correction $e_{r}(\theta)=e(\theta) h\left(\frac{1}{r}\|\theta\|\right)$ satisfies

$$
\left\|\partial_{\theta}^{k}\left[e_{r}\right]\right\|_{\infty}=O\left(r^{m-k}\right), \quad \text { as } r \rightarrow 0
$$

Proof. We have

$$
\partial_{\theta}^{k}\left[e(\theta) h\left(\frac{1}{r}\|\theta\|\right)\right]=\sum_{k_{1}+k_{2}=k} \partial_{\theta}^{k_{1}} e(\theta) \partial_{\theta}^{k_{2}} h\left(\frac{1}{r}\|\theta\|\right)
$$

Since $\partial_{\theta}^{k_{2}} h\left(\frac{1}{r}\|\theta\|\right)=0$ whenever $\|\theta\|>2 r$ and $\left\|\partial_{\theta}^{k_{2}} h\left(\frac{1}{r}\|\theta\|\right)\right\|_{\infty}=O\left(r^{-k_{2}}\right)$, while $\left\|\partial_{\theta}^{k_{1}} e(\theta)\right\|=$ $O\left(\|\theta\|^{m-k_{1}}\right)$ we see from the above equation that

$$
\left\|\partial_{\theta}^{k}\left[e(\theta) h\left(\frac{1}{r}\|\theta\|\right)\right]\right\|_{\infty}=O\left(r^{m-k_{1}} r^{-k_{2}}\right)=O\left(r^{m-k}\right)
$$

as claimed.

## Escape Cones

We will approximate approximately homogeneous costs by homogeneous ones using the following approximation:

Lemma I.7. Suppose that $C(\theta)=H(\theta)+e(\theta)$ is $(k, m)$-approximately homogeneous around 0 as defined in I.3.2. Let $\theta_{0} \in \mathbb{R}^{P}$. It holds that for all $t \geq 0$ and all $\alpha>0$, there is a finite constant $c_{1}(t)$ that does not depend on $\alpha$ such that

$$
\left\|\gamma_{C}\left(\alpha^{2-k} t, \alpha \theta_{0}\right)-\gamma_{H}\left(\alpha^{2-k} t, \alpha \theta_{0}\right)\right\| \leq c_{1}(t) \alpha^{2}
$$

Proof. Fix $\theta_{0} \in \mathbb{R}^{P}$ and $t \geq 0$ and let $d_{t}=d\left(t, \theta_{0}\right):=\sup _{s \leq t} \gamma_{C}\left(s, \theta_{0}\right), \gamma_{H}\left(s, \theta_{0}\right)$. We can bound how fast the distance between the two paths $\gamma_{C}$ and $\gamma_{H}$ increases as follows:

$$
\begin{aligned}
\partial_{t}\left\|\gamma_{C}\left(t, \theta_{0}\right)-\gamma_{H}\left(t, \theta_{0}\right)\right\| & =-\frac{\left(\gamma_{C}\left(t, \theta_{0}\right)-\gamma_{H}\left(t, \theta_{0}\right)\right)^{T}}{\left\|\gamma_{C}\left(t, \theta_{0}\right)-\gamma_{H}\left(t, \theta_{0}\right)\right\|}\left(\nabla H\left(\gamma_{C}\left(t, \theta_{0}\right)\right)+\nabla e\left(\gamma_{C}\left(t, \theta_{0}\right)\right)-\nabla H\left(\gamma_{H}\left(t, \theta_{0}\right)\right)\right) \\
& \leq\left(\sup _{\|\theta\| \leq d_{t}}\|\mathcal{H} H(\theta)\|_{o p}\right)\left\|\gamma_{C}\left(t, \theta_{0}\right)-\gamma_{H}\left(t, \theta_{0}\right)\right\|+\left\|\nabla e\left(\gamma_{C}\left(t, \theta_{0}\right)\right)\right\| \\
& \leq c^{\prime} d_{t}^{k-2}\left\|\gamma_{C}\left(t, \theta_{0}\right)-\gamma_{H}\left(t, \theta_{0}\right)\right\|+c d_{t}^{k}
\end{aligned}
$$

where $c$ comes from I.3.4 and $c^{\prime}=\sup _{\|x\| \leq 1}\|\mathcal{H} H(x)\|_{o p}$. Applying GrÃ $\llbracket$ nwall's inequality on $[0, t]$ to $A(s)=\left\|\gamma_{C}\left(s, \theta_{0}\right)-\gamma_{H}\left(s, \theta_{0}\right)\right\|+\frac{c}{c^{\prime}} d_{t}^{2}$ (such that $\left.\partial_{s} A(s) \leq c^{\prime} d_{t}^{k-2} A(s)\right)$, we obtain

$$
\left\|\gamma_{C}\left(s, \theta_{0}\right)-\gamma_{H}\left(s, \theta_{0}\right)\right\|+\frac{c}{c^{\prime}} d_{t}^{2}=A(s) \leq A(0) e^{c^{\prime} d_{t}^{k-2} s}=\frac{c}{c^{\prime}} d_{t}^{2} e^{c^{\prime} d_{t}^{k-2} s}
$$

Hence $\left\|\gamma_{C}\left(t, \theta_{0}\right)-\gamma_{H}\left(t, \theta_{0}\right)\right\| \leq \frac{c}{c^{\prime}} d_{t}^{2} e^{c^{\prime} d_{t}^{k-2} t}$ for all times $t \geq 0$. To finish the proof, one uses that for a fixed $t \geq 0, d\left(t, \alpha \theta_{0}\right)=O(\alpha)$ as $\alpha \rightarrow 0$, which is true because 0 is a saddle of $C$ and $H$ so their gradient tends to 0 with $\alpha$.

We define the $\epsilon$-Escape Cone as the set $\mathcal{C}_{\epsilon}=\left\{\theta \in \mathbb{R}^{P}: \frac{H(\theta)}{\|\theta\|^{k}}<\frac{-s^{*}+\epsilon}{k}\right\}$ where we recall that $s^{*}$ denotes the optimal escape speed.

Proposition I.3. For all $\epsilon>0$ small enough there is a $r>0$ such that

1. for any $\theta \in \partial \mathcal{C}_{\epsilon}$ with $\|\theta\|<r$, the negative of the gradient of $C$ at $\theta$ points inside the cone, i.e. denoting by $n$ the normal of $\mathcal{C}_{\epsilon}$ at $\theta$ pointing inside of the cone, we have $-\nabla C(\theta)^{T} n \geq 0$.
2. for any point $\theta$ inside the cone with $\|\theta\|<r$, we have $\|\theta\|^{k-1}\left(-s^{*}-\epsilon\right) \leq \nabla C(\theta)^{T} \frac{\theta}{\|\theta\|} \leq$ $\|\theta\|^{k-1}\left(-s^{*}+2 \epsilon\right)$.
3. Let $\theta_{0} \in \mathcal{C}_{\epsilon}$ and $\left\|\theta_{0}\right\|<r$, let $T$ be the time when $\left\|\gamma_{C}\left(t, \theta_{0}\right)\right\|=r$. When $k=2$ we have for all time $0 \leq t<T$

$$
\left\|\theta_{0}\right\| e^{-\left(-s^{*}+2 \epsilon\right) t} \leq\left\|\gamma\left(t, \theta_{0}\right)\right\| \leq\left\|\theta_{0}\right\| e^{-\left(-s^{*}-\epsilon\right) t}
$$

and when $k \neq 2$ we have for all time $0 \leq t<T$

$$
\left[\left\|\theta_{0}\right\|^{-(k-2)}+(k-2)\left(-s^{*}+2 \epsilon\right) t\right]^{-\frac{1}{k-2}} \leq\left\|\gamma\left(t, \theta_{0}\right)\right\| \leq\left[\left\|\theta_{0}\right\|^{-(k-2)}+(k-2)\left(-s^{*}-\epsilon\right) t\right]^{-\frac{1}{k-2}} .
$$

Proof. For all non-zero $\theta \in \mathbb{R}^{P}$, define $P_{\theta}=\left[I_{d}-\frac{\theta \theta^{T}}{\|\theta\|^{2}}\right]$, which is the orthogonal projection to the tangent space of $\mathbb{S}^{P-1}$ at $\frac{\theta}{\|\theta\| \|}$. Denote by $\partial \mathcal{C}_{\epsilon}$ the boundary of the cone and note that for any $\theta \in \partial \mathcal{C}_{\epsilon}$, it holds that $H(\theta)=\left(-s^{*}+\epsilon\right) / k$. Choose

$$
r=r(\epsilon)=\min \left\{\frac{\inf _{\rho \in \mathbb{S}^{P-1} \cap \partial \mathcal{C}_{\epsilon}}\left\{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)\right\}}{c \sup _{\rho \in \mathbb{S}^{P-1} \cap \partial \mathcal{C}_{\epsilon}}\left\{\sqrt{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)}\right.}, \sqrt{\frac{\epsilon}{c}}\right\},
$$

where the constant $c$ comes from I.3.4
(1) Let $\theta \in \partial \mathcal{C}_{\epsilon}$, so that $\frac{H(\theta)}{\|\theta\|^{k}}=H\left(\frac{\theta}{\|\theta\| \|}\right)=\left(-s^{*}+\epsilon\right) / k$. The normal pointing inside the cone is equal (up to a positive scaling) to

$$
-\nabla_{\theta}\left(H\left(\frac{\theta}{\|\theta\|}\right)\right)=-\nabla H\left(\frac{\theta}{\|\theta\|}\right) \frac{P_{\theta}}{\|\theta\|} .
$$

We then have that

$$
\begin{aligned}
\left(-\nabla_{\theta}\left(\frac{H(\theta)}{\|\theta\|^{k}}\right)\right)^{T}(-\nabla C(\theta)) & =-\nabla H\left(\frac{\theta}{\|\theta\|}\right)^{T} \frac{P_{\theta}}{\|\theta\|}(-\nabla H(\theta)-\nabla e(\theta)) \\
& =\|\theta\|^{k-1} \nabla H\left(\frac{\theta}{\|\theta\|}\right)^{T} P_{\theta} \nabla H\left(\frac{\theta}{\|\theta\|}\right)+\nabla H\left(\frac{\theta}{\|\theta\|}\right)^{T} \frac{P_{\theta}}{\|\theta\|} \nabla e(\theta) \\
& \geq\|\theta\|^{k-1} \inf _{\rho \in \mathbb{S}^{P-1} \cap \partial \mathcal{C}_{\epsilon}}\left\{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)\right\} \\
& -\frac{1}{\|\theta\|} \sup _{\rho \in \mathbb{S}^{P-1} \cap \partial \mathcal{C}_{\epsilon}} \sqrt{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)\|\nabla e(\theta)\|} \\
& \geq\|\theta\|^{k-1} \inf _{\rho \in \mathbb{S}^{P-1} \cap \partial \mathcal{C}_{\epsilon}}\left\{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)\right\} \\
& -c\|\theta\|^{k} \sup _{\rho \in \mathbb{S}^{P-1} \cap \partial \mathcal{C}_{\epsilon}}\left\{\sqrt{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)}\right\},
\end{aligned}
$$

where we used I.3.4 for the last inequality. The right-hand side above is positive since $\|\theta\|<r(\epsilon) \leq$ $\frac{\inf _{H(\rho)=s^{*}+\epsilon}\left\{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)\right\}}{c \sup _{H(\rho)=s^{*}+\epsilon}\left\{\sqrt{\nabla H(\rho)^{T} P_{\rho} \nabla H(\rho)}\right\}}$.
(2) Let $\theta \in \mathcal{C}_{\epsilon}$. By I.3.4, we have that

$$
\begin{aligned}
\nabla C(\theta)^{T} \theta & =\left.\partial_{\lambda} H(\lambda \theta)\right|_{\lambda=1}+(\nabla e(\theta))^{T} \theta \\
& \leq k H(\theta)+c\|\theta\|^{k+2} \\
& =k\|\theta\|^{k} H\left(\frac{\theta}{\|\theta\|}\right)+c\|\theta\|^{k+2} \\
& \leq\|\theta\|^{k}\left(-s^{*}+\epsilon+c\|\theta\|^{2}\right) \\
& \leq\|\theta\|^{k}\left(-s^{*}+2 \epsilon\right)
\end{aligned}
$$

where we used that $\|\theta\|^{2}<r^{2} \leq \frac{\epsilon}{c}$. In the other direction we obtain

$$
\begin{aligned}
\nabla C(\theta)^{T} \theta & =\left.\partial_{\lambda} H(\lambda \theta)\right|_{\lambda=1}+(\nabla e(\theta))^{T} \theta \\
& \geq k H(\theta)-c\|\theta\|^{k+2} \\
& =k\|\theta\|^{k} H\left(\frac{\theta}{\|\theta\|}\right)-c\|\theta\|^{k+2} \\
& \geq\|\theta\|^{k}\left(-s^{*}-c\|\theta\|^{2}\right) \\
& \geq\|\theta\|^{k}\left(-s^{*}-\epsilon\right)
\end{aligned}
$$

(3) Applying GrÃInwall's inequality generalized to polynomial bounds (Lemma I.12), we have

$$
\partial_{t}\|\theta\|^{2}=-2 \nabla C(\theta)^{T} \theta \leq c_{1}\left(\|\theta\|^{2}\right)^{\frac{k}{2}}
$$

Putting it all together, this guarantees that with probability 1 over the initialization, gradient flow escapes the saddle at a specific speed along a path $\theta^{1}$ :

Proposition I.4. Let $\theta_{\alpha}(t)=\gamma_{C}\left(t, \alpha \theta_{0}\right)$ for all $t \geq 0$. With prob. 1 over initialization (and under Assumption $\mid A$ when $L>3$ ) there is a time horizon $t_{\alpha}^{1}$ that tends to $\infty$ as $\alpha \rightarrow 0$ and a path $\left(\theta^{1}(t)\right)_{t \in \mathbb{R}}$ such that for all $t \in \mathbb{R}, \lim _{\alpha \rightarrow 0} \theta_{\alpha}\left(t_{\alpha}^{1}+t\right)=\theta^{1}(t)$. Furthermore, for all $\epsilon>0$ s.t. $\epsilon<s^{*} / 2$, there exists $T \in \mathbb{R}_{+}$such that:
(1) Shallow networks: $e^{\left(s^{*}-2 \epsilon\right)(T+t)} \leq\left\|\theta^{1}(t)\right\| \leq e^{\left(s^{*}+\epsilon\right)(T+t)}$ for all $t \in \mathbb{R}$.
(2) Deep networks: $\left[(L-2)\left(s^{*}-2 \epsilon\right)(T-t)\right]^{-\frac{1}{L-2}} \leq\left\|\theta^{1}(t)\right\| \leq\left[(L-2)\left(s^{*}+\epsilon\right)(T-t)\right]^{-\frac{1}{L-2}}$ for all $t<T$ (the path $\theta^{1}$ is defined up to time $T$ in this case).

Proof. We consider the gradient flow path $\tilde{\theta}_{\alpha}(t)=\gamma_{H}\left(t, \alpha \theta_{0}\right)$ on the $k$-homogeneous cost $H$. With prob. 1 (and under Assumption A when $L>3$ ), we have $\frac{H\left(\tilde{\theta}_{\alpha}(t)\right)}{\left\|\tilde{\theta}_{\alpha}(t)\right\|^{L}} \rightarrow-\frac{s^{*}}{k}$ as $t \rightarrow \infty$. In particular,
for all $\epsilon>0$, there exists a finite $t \in \mathbb{R}$ such that $\tilde{\theta}_{\alpha=1} \in \mathcal{C}_{\epsilon}$ and more generally, by Lemma I.3, we have $\tilde{\theta}_{\alpha}\left(\alpha^{-(L-2)} t\right)=\alpha \tilde{\theta}_{1}(t) \in \mathcal{C}_{\epsilon}$. Lemma I.7 then shows that there exists $\alpha_{0}>0$ such that for all $\alpha<\alpha_{0}$, it holds that $\theta_{\alpha}\left(\alpha^{-(L-2)} t\right) \in \mathcal{C}_{\epsilon}$. Define $t_{0}:=\inf \left\{t \in \mathbb{R}: \tilde{\theta}_{\alpha=1}\left(t_{0}\right) \in \mathcal{C}_{\epsilon}\right\}<+\infty$.

By Proposition I.3. once the gradient flow path is inside $\mathcal{C}_{\epsilon}$, it cannot leave the escape cone until the norm $\left\|\theta_{\alpha}(t)\right\|$ is larger than some radius $r$. We define the time horizon $t_{\alpha}^{1}=\inf \left\{t \in \mathbb{R}:\left\|\theta_{\alpha}(t)\right\|=\frac{r}{2}\right\}$ and the escape path $\theta^{1}$ as the limit $\theta^{1}(t)=\lim _{\alpha \rightarrow 0} \theta_{\alpha}\left(t_{\alpha}^{1}+t\right)$ for $t \in \mathbb{R}$ (the limit is well defined by continuity of $\theta \mapsto \gamma_{C}(t, \theta)$ and is an escape path by continuity of $\left.\theta \mapsto \nabla \gamma_{C}(t, \theta)\right)$. One can see that for any $t<0$, there exists $\alpha>0$ small enough such that $t_{\alpha}+t>\alpha^{-(L-2)} t_{0}$, thus it holds that $\theta^{1}(t) \in \mathcal{C}_{\epsilon}$ since for a small enough $\alpha$, we have $\theta\left(t_{\alpha}^{1}+t\right) \in \mathcal{C}_{\epsilon}$. Proposition I. 3 then implies the escape rates for deep and shallow networks.

## Optimal Escape Paths

In this section, we define the notions of escape paths, optimal escape paths and we give a description of the optimal escape paths at the origin.

Proposition I.4 shows that as $\alpha \searrow 0$ one has convergence to an escape path which escapes with an almost optimal speed $s^{*}-2 \epsilon$ for a small $\epsilon>0$. We will show that the only such escape paths are the optimal escape paths, i.e. those that escape exactly at a speed of $s^{*}$, furthermore these escape paths are unique up to rotations of the network.

We understand well the escape paths of the homogeneous loss $H$, and want to use this knowledge to describe the escape paths of the locally homogogeneous loss $C$. We will show a bijection between the escape paths of $H$ and those of $C$ such that their speed is preserved, but only between the set of escape paths which escape faster than a certain speed. It seems that in general there is no speed-preserving bijection between escape paths, indeed while for shallow networks (when the saddle is strict) one may apply the Hartman-Grobman Theorem to obtain a bijection, it does not preserve speed (since the bijection is in general not differentiable, only HÃ $\mathbb{l}$ der continuous).

This bijection is described by the following theorem (which is a more general version of Theorem 5[] from the main - one simply needs to set $k=L$ and $m=2 L$ and $s^{*}=L\|H\|_{\infty}$ to recover theorem 5, i.e. the DLN case):

Theorem I. 3 (Theorem 9.4 of the main text). Let $C=H+e$ be a ( $k, m$ )-approximately homogeneous loss, where $H$ is a polynomial.

When $k=2$ : for all $s_{0}$ s.t. $s_{0}>\frac{k\|H\|_{\infty}}{m-1}$ there is a unique bijection $\Psi: \mathcal{F}_{H}\left(s_{0}\right) \rightarrow \mathcal{F}_{C}\left(s_{0}\right)$ such that for all paths $x \in \mathcal{F}_{C}\left(s_{0}\right)$, we have $\|x(t)-\Psi(x)(t)\|=O\left(e^{(m-1) s_{0} t}\right)$ as $t \rightarrow-\infty$.

When $k>2$ : for all $s_{0}>\frac{k-1}{m-k+1} k\|H\|_{\infty}$ there is a unique bijection $\Psi: \mathcal{F}_{H}\left(s_{0}\right) \rightarrow \mathcal{F}_{C}\left(s_{0}\right)$ such that for all paths $x \in \mathcal{F}_{C}\left(s_{0}\right)$, we have $\|x(t)-\Psi(x)(t)\|=O\left((-t)^{-\frac{m-k+1}{k-2}}\right)$ as $t \rightarrow-\infty$.

Note that in the case $s_{0}>k\|H\|_{\infty}$, the set $\mathcal{F}_{H}\left(s_{0}\right)$ is empty (and therefore so is $\mathcal{F}_{C}\left(s_{0}\right)$ ).

Proof. For $r>0$, recall that $C_{r}$ denotes the localization of the cost $C$ as introduced in Section I. 3 . It is readily seen that for all $r>0$, there is a bijection $\Psi_{r}$ between $\mathcal{F}_{C}\left[s_{0}\right]$ and $\mathcal{F}_{C_{r}}\left[s_{0}\right]$ such that for all $x_{0} \in \mathcal{F}_{C}\left[s_{0}\right],\left\|x_{0}(t)-\Psi_{r}\left(x_{0}\right)(t)\right\|=O(0)$ (i.e. the difference is zero for small enough $t<0$ ). We therefore only need to show a bijection between $\mathcal{F}_{C_{r}}\left[s_{0}\right]$ and $\mathcal{F}_{H}\left[s_{0}\right]$.

Consider a fast escaping path $x_{0} \in \mathcal{F}_{H}\left(s_{0}\right)$ of the homogeneous approximation of the loss. The escape paths of the origin w.r.t. to gradient flow on the cost $C_{r}$ are fixed points of the following
map:

$$
\Phi_{C_{r}}: x_{0} \mapsto\left(t \mapsto \int_{-\infty}^{t}-\nabla C_{r}\left(x_{0}(u)\right) d u\right)
$$

Our strategy is simply to iterate this map starting from the path $x_{0}$ to find such a fixed point (note that any fixed point of $\Phi_{C_{r}}$ is differentiable by the fundamental theorem of calculus). We will show that this iteration converges to a gradient flow path $x_{0}^{\prime}$ of the cost $C_{r}$ which is, as $t \rightarrow-\infty$, $O\left(e^{(m-1) s_{0} t}\right)$-close to $x_{0}$ when $k=2$ and $O\left((-t)^{\frac{k-m-1}{k-2}}\right)$-close to $x_{0}$ when $k>2$.

For $c>0$, let $B_{c}$ be the set of corrections, that is the set of all paths $b: \mathbb{R}_{-} \rightarrow \mathbb{R}^{P}$ (which are Lebesgue measurable functions) such that when $k=2,\|b(t)\| \leq c e^{(m-1) s_{0} t}$ for all $t \leq 0$ and when $k>2,\|b(t)\| \leq c(-t)^{\frac{k-m-1}{k-2}}$ for all $t \leq 0$.

The convergence of the iteration process follows from the fact that $\Phi$ is a contraction w.r.t. to some norm on the set of paths $x_{0}+B_{c}$ (the set of possible corrections around $x_{0}$ ). Indeed, Lemma I. 9 (case $k=2$, stated and proven in Section I.3) and Lemma I.11 (case $k>2$, stated and proven in Section I.3) show that for all $x_{0} \in \mathcal{F}_{H}\left[s_{0}\right]$, there exist $r>0$ small enough and $c>0$ large enough, such that $\Phi_{C_{r}}$ is a contraction on $x_{0}+B_{c}$ for some well-suited norm (defined below), hence guaranteeing the existence and uniqueness of a fixpoint $x_{0}^{\prime}$ of $\Phi_{C_{r}}$ (which is obtained by interating $\Phi_{C_{r}}$ infinitely many times). We thus define the map $\Psi: x_{0} \mapsto \Psi\left(x_{0}\right)=x_{0}^{\prime}$.

We need to show that $\Psi$ has an inverse that maps a fast escaping path $y_{0} \in \mathcal{F}_{C}\left(s_{0}\right)$ back to a path $\Psi^{-1}\left(y_{0}\right) \in \mathcal{F}_{H}\left(s_{0}\right)$. We iterate the map

$$
\Phi_{H}: y_{0} \mapsto\left(t \mapsto \int_{-\infty}^{t}-\nabla H\left(y_{0}(u)\right) d u\right)
$$

whose fixed points are the escape paths w.r.t. to gradient flow on the cost $H$. By a similar argument we can show that this map is a contraction on $x_{0}+B_{c}$. Choosing $y_{0}=x_{0}^{\prime}$, this again implies the existence of a unique path $\Psi^{-1}\left(x_{0}^{\prime}\right)$ which is $O\left(e^{(m-1) s_{0} t}\right)$-close to $x_{0}^{\prime}$ when $k=2$ and $O\left((-t)^{-\frac{m-k+1}{k-2}}\right)$-close to $x_{0}^{\prime}$ when $k>2$. Because $x_{0}^{\prime} \in x_{0}+B_{c}$ The uniqueness implies that since $x_{0}^{\prime}=\Psi\left(x_{0}\right)$, the path $\Psi^{-1}\left(x_{0}^{\prime}\right)$ must be $x_{0}$. This shows that $\Psi$ is a bijection and it is the only bijection between fast escaping paths with the property of mapping a path to a closeby path as in the statement of the theorem.

## Shallow networks

For the case $k=2$, we consider the following norm for $\beta<(m-1) s_{0}$

$$
\|b\|_{\beta}^{2}=\int_{-\infty}^{0} e^{-2 \beta t}\|b(t)\|^{2} d t
$$

defined on the corrections $b \in B_{c}$, where the set of corrections $B_{c}$ is the set of all paths $b: \mathbb{R}_{-} \rightarrow \mathbb{R}^{P}$ such that $\|b(t)\| \leq c e^{(m-1) s_{0} t}$ for all $t \leq 0$. The condition $\beta<(m-1) s_{0}$ ensures that

$$
\|b\|_{\beta}^{2}=\int_{-\infty}^{0} e^{-2 \beta t}\|b(t)\|^{2} d t \leq c^{2} \int_{-\infty}^{0} e^{2\left((m-1) s_{0}-\beta\right) t} d t<\infty
$$

As a result the set $x_{0}+B_{c}$ equipped with the distance induced by the norm $\|\cdot\|_{\beta}$ is a complete metric space.

We define the scalar product for two corrections $x, y \in B$

$$
\langle x, y\rangle_{\beta}=\int_{-\infty}^{\infty} e^{-2 \beta t}\langle x(t), y(t)\rangle d t
$$

We first state a few useful properties of $\langle\cdot, \cdot\rangle_{\beta}$. In the following, $\dot{x}$ is the path obtained by considering the derivative of $x$.

Lemma I.8. For any two corrections $x, y \in B$, we have

1. $\langle x, \dot{y}\rangle_{\beta}=2 \beta\langle x, y\rangle_{\beta}-\langle\dot{x}, y\rangle_{\beta}$.
2. $\langle x, \dot{x}\rangle_{\beta}=\beta\|x\|_{\beta}^{2}$.
3. $\|x\|_{\beta} \leq \frac{1}{\beta}\|\dot{x}\|_{\beta}$.

Proof. The first point is obtained by integration by part:

$$
\begin{aligned}
\langle x, \dot{y}\rangle_{\beta}=\int_{-\infty}^{\infty} e^{-2 \beta t}(x(t))^{T} \dot{y}(t) d t & =\int_{-\infty}^{\infty} 2 \beta e^{-2 \beta t}(x(t))^{T} y(t) d t-\int_{-\infty}^{\infty} e^{-2 \beta t} \dot{x}(t) y(t) d t \\
& =2 \beta\langle x, y\rangle_{\beta}-\langle\dot{x}, y\rangle_{\beta}
\end{aligned}
$$

The second point is a consequence of the first one, by taking $x=y$. Finally, the last point follows from the second one since $\|x\|_{\beta}^{2}=\frac{1}{\beta}\langle x, \dot{x}\rangle_{\beta} \leq \frac{1}{\beta}\|x\|_{\beta}\|\dot{x}\|_{\beta}$, by Cauchy-Schwarz Inequality.

We may now describe how for large enough $\beta$, one can guarantee that the map $\Phi_{C_{r}}$ is a contraction on the set $x_{0}+B_{c}$ :

Lemma I.9. Let $C_{r}=H+e_{r}$ be a localized (2,m)-approximately homogeneous loss as in I.3.3. where $H$ is a polynomial. Choose a $s_{0}>\frac{2\|H\|_{\infty}}{m-1}$. There is a $r$ small enough such that for any $x_{0} \in \mathcal{F}_{H}\left[s_{0}\right]$ there is a constant $c$ such that the map $\Phi_{C_{r}}$ is contraction on the set $x_{0}+B_{c}=$ $\left\{x_{0}+b:\|b(t)\| \leq c e^{s_{0}(m-1) t}, \forall t<0\right\}$ w.r.t. the norm on paths $\|\cdot\|_{\beta}$ for some $\beta$.

Proof. We first show that for $r>0$ small enough and $c>0$ large enough, the image of $x_{0}+B_{c}$ under $\Phi_{C_{r}}$ is contained in itself and then show that $\Phi_{C_{r}}$ is a contraction w.r.t. the norm $\|\cdot\|_{\beta}$ for an adequate $\beta$.
(1) Self-map: Let $x \in x_{0}+B_{c}$, i.e. $x=x_{0}+b$ for some $b \in B_{c}$, then using the linearity of $\nabla H$ and the fact $x_{0}$ is a gradient flow path of $H$, we obtain

$$
\begin{aligned}
\Phi_{C_{r}}(x)(t) & =-\int_{-\infty}^{t} \nabla H(x(u))+\nabla e_{r}(x(u)) d u \\
& =-\int_{-\infty}^{t} \nabla H\left(x_{0}(u)\right)+\nabla H(b(u))+\nabla e_{r}(x(u)) d u \\
& =x_{0}(t)-\int_{-\infty}^{t} \nabla H(b(u))+\nabla e_{r}(x(u)) d u
\end{aligned}
$$

Writing $b^{\prime}(t)=\int_{-\infty}^{t}\left[\nabla H(b(u))+\nabla e_{r}(x(u))\right] d u$ we need to show that $b^{\prime} \in B_{c}$. We can bound $\left\|b^{\prime}(t)\right\|$ by

$$
\left\|b^{\prime}(t)\right\| \leq \int_{-\infty}^{t}\left(\|\nabla H(b(u))\|+\left\|\nabla e_{r}\left(x_{0}(u)\right)\right\|+\left\|\nabla e_{r}(x(u))-\nabla e_{r}\left(x_{0}(u)\right)\right\|\right) d u .
$$

Using the fact that for a map $g$ with uniformly bounded Hessian $\|\mathcal{H} g\|_{\infty}<\infty$, we have $\|\nabla g(x)-\nabla g(y)\| \leq$ $\|\mathcal{H} g\|_{\infty}\|x-y\|$, it follows that $\|\nabla H(b(u))\| \leq \sup _{z \in \mathbb{R}^{p}}\|\mathcal{H} H(z)\|_{\text {op }}\|b(u)\|$ and $\left\|\nabla e_{r}(x(u))-\nabla e_{r}\left(x_{0}(u)\right)\right\| \leq$ $\sup _{z \in \mathbb{R}^{P}}\left\|\mathcal{H} e_{r}(z)\right\|_{\text {op }}\|b(u)\|$. The last term $\left\|\nabla e_{r}\left(x_{0}(u)\right)\right\|$ can be bounded by $\frac{\sup _{z}\left\|\partial_{z}^{m} e_{r}(z)\right\|_{\text {op }}\left\|x_{0}(u)\right\|^{m-1}}{(m-1)!}$ since the first $m-1$ derivatives of $e_{r}$ vanish at 0 (see point 1 of Lemma I.13).

We therefore get

$$
\left\|b^{\prime}(t)\right\| \leq \int_{-\infty}^{t}\left(\left(\sup _{z \in \mathbb{R}^{P}}\|\mathcal{H} H(z)\|_{\mathrm{op}}+\sup _{z \in \mathbb{R}^{P}}\left\|\mathcal{H} e_{r}(z)\right\|_{\mathrm{op}}\right)\|b(u)\|+\sup _{z \in \mathbb{R}^{P}}\left\|\partial_{z}^{m} e_{r}(z)\right\|_{\mathrm{op}}\left\|x_{0}(u)\right\|^{m-1}\right) d u
$$

Since $\sup _{z \in \mathbb{R}^{P}}\|\mathcal{H} H(z)\|_{\text {op }}=2\|H\|_{\text {op }}$ (where $\|\mathcal{H} H(x)\|_{\text {op }}$ is the operator norm of the Hessian $\mathcal{H} H$, while $\left.\|H\|_{\text {op }}=\max _{x \in \mathbb{S}^{P-1}}|H(x)|\right)$ and by Lemma $I .6 \sup _{z \in \mathbb{R}^{P}}\left\|\mathcal{H} e_{r}(z)\right\|_{\infty} \leq \kappa_{0} r^{m-2}$ and $\sup _{z \in \mathbb{R}^{p}}\left\|\partial_{x}^{m} e_{r}(z)\right\|_{\infty} \leq \kappa_{1}$

$$
\begin{aligned}
& \leq \frac{2\|H\|_{\mathrm{op}}+\kappa_{0} r^{m-2}}{s_{0}(m-1)} c e^{s_{0}(m-1) t}+\kappa_{1} c_{0} e^{s_{0}(m-1) t} \\
& \leq\left(\frac{2\|H\|_{\mathrm{op}}+\kappa_{0} r^{m-2}}{s_{0}(m-1)} c+\kappa_{1} c_{0}\right) e^{s_{0}(m-1) t}
\end{aligned}
$$

Since by assumption $s_{0}>\frac{2\|H\|_{\text {op }}}{m-1}$, we can choose $r$ small enough such that $\frac{2\|H\|_{\text {op }}+\kappa_{0} r^{m-2}}{s_{0}(m-1)}<1$. We can then choose $c$ large enough so that $\frac{2\|H\|_{\mathrm{op}}+\kappa_{\mathrm{o}} r^{m-2}}{s_{0}(m-1)} c+\kappa_{1} c_{0} \leq c$. With these choices of $r$ and $c$, we obtain that $\left\|b^{\prime}(t)\right\| \leq c e^{s_{0}(m-1) t}$ and therefore $b^{\prime} \in B_{c}$ as needed.
(2) Contraction: We need to bound for any $x, y \in x_{0}+B_{c}$

$$
\left\|\Phi_{C_{r}}(x)-\Phi_{C_{r}}(y)\right\|_{\beta}^{2}=\left\|t \mapsto \int_{-\infty}^{t}\left[\nabla C_{r}(x(u))-\nabla C_{r}(y(u))\right] d u\right\|_{\beta}^{2},
$$

for any $\beta<(m-1) s_{0}$.
From point (1), we know that $\Phi_{C_{r}}(x), \Phi_{C_{r}}(y) \in x_{0}+B_{c}$ and hence $\left\|\Phi_{C_{r}}(x)-\Phi_{C_{r}}(y)\right\|_{\beta}^{2} \leq \infty$ (since $\beta<(m-1) s_{0}$ ).

From point (3) of Lemma I.8 we have:

$$
\begin{aligned}
\left\|t \mapsto \int_{-\infty}^{t}\left[\nabla C_{r}(x(u))-\nabla C_{r}(y(u))\right] d u\right\|_{\beta} & \leq \frac{1}{\beta}\left\|t \mapsto \nabla C_{r}(x(t))-\nabla C_{r}(y(t))\right\|_{\beta} \\
& \leq \frac{\sup _{z}\left\|\mathcal{H} C_{r}(z)\right\|_{\mathrm{op}}}{\beta}\|x-y\|_{\beta} .
\end{aligned}
$$

By the localization, we have $\sup _{z}\left\|\mathcal{H} C_{r}(z)\right\|_{\mathrm{op}} \leq \sup _{z}\|\mathcal{H} H(z)\|_{\mathrm{op}}+\sup _{z}\left\|\mathcal{H} e_{r}(z)\right\|_{\mathrm{op}} \leq 2\|H\|_{\mathrm{op}}+$ $\kappa_{0} r^{m-2}$.

Therefore to guarantee a contraction, we choose $\beta>2\|H\|_{\mathrm{op}}+\kappa_{0} r^{m-2}$, so that $\frac{\sup _{z}\left\|\mathcal{H} C_{r}(z)\right\|_{\mathrm{op}}}{\beta}<$ 1. Therefore $\beta$ lies in an open interval

$$
\left(\frac{2\|H\|_{\mathrm{op}}+\kappa_{0} r^{m-2}}{(m-1) s_{0}}\right)(m-1) s_{0}<\beta<(m-1) s_{0}
$$

which is non-empty since we have chosen $r$ small enough in point (1) such that $\frac{2\|H\|_{\text {op }}+\kappa_{0} r^{m-2}}{s_{0}(m-1)}<$ 1.

## Deep case

For the case $k>2$, we consider the following norm

$$
\|b\|_{\alpha}^{2}=\int_{-\infty}^{0}(-t)^{2 \alpha-1}\|b(t)\|^{2} d t
$$

If $\alpha<\frac{m-k+1}{k-2}$ then this norm is finite on any corrections $b \in B_{c}$ (i.e. if $\|b(t)\| \leq c(-t)^{-\frac{m-k+1}{k-2}}$ ), since

$$
\|b\|_{\alpha}^{2} \leq c^{2} \int_{-\infty}^{0}(-t)^{2\left(\alpha-\frac{m-k+1}{k-2}\right)-1} d t<\infty
$$

The set $x_{0}+B_{c}$ equipped with the distance $\|\cdot\|_{\alpha}$ therefore defines a complete metric space.
Again, for paths $x, y$ such that $\|x\|_{w},\|y\|_{w}<\infty$, we define the scalar product

$$
\langle x, y\rangle_{w}=\int_{-\infty}^{0}(-t)^{2 \alpha-1}\langle x(t), y(t)\rangle d t
$$

Lemma I. 8 is now replaced by the following:
Lemma I.10. For any differentiable paths $x, y$ with $\|x\|_{w},\|y\|_{w}<\infty$, we have

1. $\langle x,-t \dot{y}\rangle_{w}=2 \alpha\langle x, y\rangle_{w}-\langle-t \dot{x}, y\rangle_{w}$.
2. $\frac{1}{\alpha}\langle x,-t \dot{x}\rangle_{w}=\|x\|_{w}^{2}$.
3. $\|x\|_{w} \leq \frac{1}{\alpha}\|-t \dot{x}\|_{w}$.

Proof. The first point is obtained by integration by part:

$$
\begin{aligned}
\langle x,-t \dot{y}\rangle_{w} & =\int_{-\infty}^{0}(-t)^{2 \alpha} x(t) \dot{y}(t) d t \\
& =\int_{-\infty}^{0} 2 \alpha(-t)^{2 \alpha-1} x(t) y(t) d t-\int_{-\infty}^{0}(-t)^{2 \alpha} \dot{x}(t) y(t) d t \\
& =2 \alpha\langle x, y\rangle_{w}-\langle-t \dot{x}, y\rangle_{w}
\end{aligned}
$$

Taking $x=y$, we obtain the second point. Finally, the last point follows from the second one since:

$$
\|x\|_{w}^{2}=\frac{1}{\alpha}\langle x,-t \dot{x}\rangle_{w} \leq \frac{1}{\alpha}\|x\|_{w}\|-t \dot{x}\|_{w}
$$

Under certain conditions, we can ensure that there is an $\alpha$ such that $\Phi$ is a contraction on $x_{0}+B_{c}$ w.r.t. the norm $\|\cdot\|_{\alpha}$ :

Lemma I.11. Let $C_{r}=H+e_{r}$ be a localized $(k, m)$-approximately homogeneous loss as in I.3.3, where $H$ is a polynomial, with $k>2$. Choose a $s_{0}>\frac{k-1}{m-k+1} k\|H\|_{\infty}$. Let $x_{0} \in \mathcal{F}_{H}\left[s_{0}\right]$, there exist $r>0$ small enough, $c>0$ large enough and $T<0$ small enough, such that the map $\Phi$ is a contraction on the set $x_{0}+B_{c, T}=\left\{x_{0}+b:\|b(t)\| \leq c e^{s(m-1) t}, \forall t<T\right\}$ w.r.t. to the norm $\|\cdot\|_{\alpha}$ for some well-suited $\alpha$.

Proof. (1) Self-map: Let $x_{0}+b \in x_{0}+B_{c, T}$, we first show that $\Phi\left(x_{0}+b\right) \in x_{0}+B_{c, T}$. Let us rewrite

$$
\begin{aligned}
\Phi\left(x_{0}+b\right) & =-\int_{-\infty} \nabla C_{r}\left(x_{0}(u)+b(u)\right) d u \\
& =-\int_{-\infty} \nabla H\left(x_{0}(u)\right) d u+\int_{-\infty} \nabla H\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right) d u \\
& =x_{0}+b^{\prime}
\end{aligned}
$$

where

$$
\begin{aligned}
b^{\prime}(t) & =\int_{-\infty}^{t} \nabla H\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right) d u \\
& =\int_{-\infty}^{t} \nabla H\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)\right) d u \\
& +\int_{-\infty}^{t} \nabla C_{r}\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right) d u \\
& =-\int_{-\infty}^{t} \nabla e_{r}\left(x_{0}(u)\right) d u \\
& +\int_{-\infty}^{t} \nabla C_{r}\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right) d u
\end{aligned}
$$

Our goal is to show that $b^{\prime}(t) \in B_{c}$, i.e. that $\left\|b^{\prime}(t)\right\| \leq c(-t)^{\frac{k-m-1}{k-2}}$. We bound the two terms separately:

$$
\left\|b^{\prime}(t)\right\| \leq\left\|\int_{-\infty}^{t} \nabla e_{r}\left(x_{0}(u)\right) d u\right\|+\left\|\int_{-\infty}^{t}\left[\nabla C_{r}\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right)\right] d u\right\|
$$

The first term $\left\|\int_{-\infty}^{t} \nabla e_{r}\left(x_{0}(u)\right) d u\right\|$ is bounded by

$$
\begin{aligned}
& \int_{-\infty}^{t}\left\|\nabla e_{r}\left(x_{0}(u)\right)\right\| d u \\
& \leq m\left\|\partial_{x}^{m} e_{r}\right\| \int_{-\infty}^{t}\left\|x_{0}(u)\right\|^{m-1} d u \\
& \leq m \kappa s_{0}^{-\frac{m-1}{k-2}}(k-2)^{-\frac{m-1}{k-2}} \int_{-\infty}^{t}(-u)^{-\frac{m-1}{k-2}} d u \\
& =m \kappa s_{0}^{-\frac{m-1}{k-2}}(k-2)^{-\frac{m-1}{k-2}} \frac{k-2}{m-k+1}(-t)^{\frac{k-m-1}{k-2}}
\end{aligned}
$$

$$
=m \kappa s_{0}^{-\frac{m-1}{k-2}} \frac{(k-2)^{\frac{k-m-1}{k-2}}}{(m-k+1)}(-t)^{\frac{k-m-1}{k-2}} .
$$

The second term $\left\|\int_{-\infty}^{t} \nabla C_{r}\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right) d u\right\|$ is bounded by

$$
\begin{aligned}
& \int_{-\infty}^{t}\left\|\nabla C_{r}\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right)\right\| d u \\
& \leq \frac{\sup _{z}\left\|\partial_{z}^{k} C_{r}(z)\right\|_{\mathrm{op}}}{(k-2)!} \int_{-\infty}^{t}\|b(u)\| \max \left\{\left\|x_{0}(u)\right\|,\left\|x_{0}(u)+b(u)\right\|\right\}^{k-2} d u
\end{aligned}
$$

by Lemma I.13. Let us first bound $\max \left\{\left\|x_{0}(u)\right\|,\left\|x_{0}(u)+b(u)\right\|\right\}^{k-2}$ by

$$
\begin{aligned}
\left(\left\|x_{0}(u)\right\|+\|b(u)\|\right)^{k-2} & \leq\left(\left(s_{0}(k-2)(-u)\right)^{-\frac{1}{k-2}}+c(-u)^{-\frac{m-k+1}{k-2}}\right)^{k-2} \\
& =\left(s_{0}(k-2)(-u)\right)^{-1}+\sum_{i=1}^{k-2}\binom{k-2}{i}\left(s_{0}(k-2)(-u)\right)^{-1+\frac{i}{k-2}} c(-u)^{-\frac{m-k+1}{k-2} i} \\
& =\left(s_{0}(k-2)(-u)\right)^{-1}+\left(s_{0}(k-2)(-u)\right)^{-1} \sum_{i=1}^{k-2}\binom{k-2}{i}\left(s_{0}(k-2)\right)^{\frac{i}{k-2}} c^{i}(-u)^{-\frac{m-k}{k-2} i} \\
& \leq\left(s_{0}(k-2)(-u)\right)^{-1}\left[1+\sum_{i=1}^{k-2}\binom{k-2}{i}\left(s_{0}(k-2)\right)^{\frac{i}{k-2}} c^{i}(-T)^{-\frac{m-k}{k-2} i}\right],
\end{aligned}
$$

for any $\epsilon$, we can choose $T<0$ small enough so that $\max \left\{\left\|x_{0}(u)\right\|,\left\|x_{0}(u)+b(u)\right\|\right\}^{k-2}$ is bounded by $\left(s_{0}(k-2)(-u)\right)^{-1}[1+\epsilon]$.

Using also the bounds $\frac{\sup _{z}\left\|\partial_{z}^{k} C_{r}(z)\right\|_{\text {op }}}{(k-2)!} \leq k(k-1)\|H\|_{\infty}+\frac{\kappa}{(k-2)!} r^{m-k}$ and $\|b(u)\| \leq c(-u)^{-\frac{m-k+1}{k-2}}$, the second term $\left\|\int_{-\infty}^{t} \nabla C_{r}\left(x_{0}(u)\right)-\nabla C_{r}\left(x_{0}(u)+b(u)\right) d u\right\|$ can be bounded by

$$
\begin{aligned}
& \frac{k(k-1)\|H\|_{\mathrm{op}}+\frac{\kappa}{(k-2)!} r^{m-k}}{s_{0}(k-2)}(1+\epsilon) \int_{-\infty}^{t} c(-u)^{-\frac{m-k+1}{k-2}-1} d u \\
& =\frac{k(k-1)\|H\|_{\mathrm{op}}+\frac{\kappa}{(k-2)!} r^{m-k}}{s_{0}(m-k+1)}(1+\epsilon) c(-t)^{-\frac{m-k+1}{k-2}}
\end{aligned}
$$

We choose $r>0$ small enough, $c>0$ large enough, and $T<0$ small enough so that $\frac{k(k-1)\|H\|_{\text {op }}+\frac{k}{(k-2)!} r^{m-k}}{s_{0}(m-k+1)}(1+\epsilon)<1$ and $\left[m \kappa s_{0}^{-\frac{m-1}{k-2} \frac{(k-2)^{-\frac{m-k+1}{k-2}}}{m-k+1}}+\frac{k(k-1)\|H\|_{\text {op }}+\frac{k}{(k-2)!} r^{m-k}}{s_{0}(m-k+1)}(1+\epsilon) c\right] \leq$ $c$ so that

$$
\begin{aligned}
\left\|b^{\prime}(t)\right\| & \leq\left[m \kappa s_{0}^{-\frac{m-1}{k-2}} \frac{(k-2)^{-\frac{m-k+1}{k-2}}}{m-k+1}+\frac{k(k-1)\|H\|_{\mathrm{op}}+\frac{\kappa}{(k-2)!} r^{m-k}}{s_{0}(m-k+1)}(1+\epsilon) c\right](-t)^{-\frac{m-k+1}{k-2}} \\
& \leq c(-t)^{-\frac{m-k+1}{k-2}}
\end{aligned}
$$

and therefore $b^{\prime} \in B_{c}$.
(2) Contraction: We have, for any $x, y \in x_{0}+B_{c}$

$$
\begin{aligned}
\|\Phi(x)-\Phi(y)\|_{w} & =\left\|\int_{-\infty}^{t} \nabla C_{r}(x(s))-\nabla C_{r}(y(s)) d s\right\|_{\alpha} \\
& \leq \frac{1}{\alpha}\left\|-t\left(\nabla C_{r}(x)-\nabla C_{r}(y)\right)\right\|_{\alpha} \\
& \leq \frac{\left\|\partial_{k} C_{r}\left(x_{0}\right)\right\|_{\infty}}{\alpha(k-2)!}\|-t\| x-y\left\|(\max \{\|x\|,\|y\|\})^{k-2}\right\|_{\alpha}
\end{aligned}
$$

by Lemma I.13. Using the same argument as in point (1) to bound (max $\{\|x\|,\|y\|\})^{k-2}$, we obtain

$$
\begin{aligned}
& \frac{k(k-1)\|H\|_{\infty}+\frac{\kappa}{(k-2)!} r^{m-k}}{\alpha}\|-t\| x-y\left\|\left(s_{0}(k-2)(-t)\right)^{-1}\right\|_{\alpha} \\
& \leq \frac{k(k-1)\|H\|_{\infty}+\frac{\kappa}{(k-2)!} r^{m-k}}{\alpha s_{0}(k-2)}(1+\epsilon)\|x-y\|_{\alpha}
\end{aligned}
$$

To obtain a contraction, we need to choose $\alpha>\frac{k(k-1)\|H\|_{\infty}+\frac{k}{(k-2)!} r^{m-k}}{s_{0}(k-2)}(1+\epsilon)$. To summarize $\alpha$ must lie within the two bounds:

$$
\frac{k(k-1)\|H\|_{\infty}+\frac{\kappa}{(k-2)!} r^{m-k}}{(m-k+1) s}(1-\epsilon) \frac{m-k+1}{k-2}<\alpha<\frac{m-k+1}{k-2}
$$

which is possible since we have chosen $r, c$ and $T$ such that $\frac{k(k-1)\|H\|_{\infty}+\frac{k}{(k-2)!} r^{m-k}}{(m-k+1) s}(1-\epsilon)<1$.

## Proof of Theorem 9.2

We have now all the tools to prove the Theorem 4 of the main:
Theorem I. 4 (Theorem 9.2 of the main text). Assume that the largest singular value $s_{1}$ of the gradient of $C$ at the origin $\nabla C(0) \in \mathbb{R}^{n_{L} \times n_{0}}$ has multiplicity 1. There is a deterministic gradient flow path $\underline{\theta}^{1}$ in the space of width -1 DLNs such that, with probability 1 if $L \leq 3$, and probability at least $1 / 2$ if $L>3$, there exists an escape time $t_{\alpha}^{1}$ and a rotation $R$ such that

$$
\lim _{\alpha \rightarrow 0} \theta_{\alpha}\left(t_{\alpha}^{1}+t\right)=R I^{(1 \rightarrow w)} \underline{\theta}^{1}(t)
$$

Proof. From Proposition I.4 we know that with prob. 1 there is a time horizon $t_{\alpha}^{1}$ and an escape path such that $\lim _{\alpha \rightarrow 0} \theta_{\alpha}\left(t_{\alpha}^{1}+t\right)=\theta^{1}(t)$ which for any $\epsilon>0$ escapes the origin at a rate of at least $e^{\left(s^{*}+\epsilon\right) t}$ for shallow networks and $\left[(k-2)\left(s^{*}+\epsilon\right) t\right]^{\frac{1}{2-k}}$ for deep networks, where $s^{*}=-L^{-\frac{L-2}{2}} s_{1}$.

Since the loss $C^{N N}$ is $(L, 2 L)$-approximately homogeneous, we can apply Theorem I. 3 to obtain that $\theta^{1}$ must be in bijection with an escape path of the homogeneous loss $H$ of the same speed. For small enough $\epsilon$ the only escape path of $H$ of at least this speed are of the form $\rho^{*} e^{s^{*}(t+T)}$ for shallow networks and $\rho^{*}\left((k-1) s^{*}(-t-T)\right)^{-\frac{1}{k-1}}$ for some constant $T$ and an optimal escape
direction $\rho^{*}$. We therefore call $\theta^{1}$ an optimal escape path since it belongs to the unique set of paths which escape at an optimal speed and are in bijection to the optimal escape directions.

Assuming that the largest singular value of $s_{1}$ of $\nabla C(0)$ has multiplicity 1 , with singular vectors $u_{1}, v_{1}$, the optimal escape directions are of the form

$$
\rho^{*}=R I^{(1 \rightarrow w)}\left(\underline{\rho}^{*}\right)=\frac{1}{\sqrt{L}} R I^{(1 \rightarrow w)}\left(-v_{1}^{T}, 1, \ldots, 1, u_{1}\right)
$$

for any rotation $R$. In the width 1 network, there is an optimal escape path $\underline{\theta}^{1}$ corresponding to the escape direction $\rho^{*}$, then by the unicity of the bijection of Theorem I.3, the escape path $R I^{(1 \rightarrow w)}\left(\underline{\theta}^{1}\right)$ is the unique optimal escape path escaping along $R I^{(1 \rightarrow w)}\left(\underline{\rho}^{*}\right)$, as a result, we know that $\theta^{1}=R I^{(1 \rightarrow w)}\left(\underline{\theta}^{1}\right)$ for some rotation $R$.

## I. 4 Technical Results

In this section, we state and prove a few technical lemmas used throughout the appendix.
Let us first prove a generalization of GrÃ Inwall's inequality for polynomial bounds:
Lemma I.12. Let $x: \mathbb{R}^{+} \rightarrow \mathbb{R}$ which satisfy

$$
\partial_{t} x(t) \leq c x(t)^{\alpha}
$$

for some $c>0$ and $\alpha>1$. Then, for all $t<\frac{x(0)^{1-\alpha}}{c(\alpha-1)}$,

$$
x(t) \leq\left[x(0)^{1-\alpha}-c(\alpha-1) t\right]^{-\frac{1}{\alpha-1}}
$$

Proof. Note that the function $y(t)=\left[x(0)^{1-\alpha}+c(1-\alpha) t\right]^{-\frac{1}{\alpha-1}}$ satisfies $y(0)=x(0)$ and for all $t<\frac{x(0)^{1-\alpha}}{c(\alpha-1)}$ :

$$
\partial_{t} y(t)=c y(t)^{\alpha}
$$

We conclude by showing that if $x(t) \leq y(t)$ then $x(s) \leq y(s)$ for all $t \leq s \leq \frac{x(0)^{1-\alpha}}{c(\alpha-1)}$ : this follows from the fact that on the diagonal, i.e. when $x(t)=y(t)$, we have

$$
\partial_{t} x(t)-\partial_{t} y(t) \leq c x(t)^{\alpha}-c y(t)^{a}=0
$$

which implies that the flow points towards the inside of $\{(x, y): x \leq y\}$.
Let us now state a lemma to bound the gradient of a cost $C$ in terms of its high order derivatives:
Lemma I.13. Let $C$ be a cost and $k$ the largest integer such that $\partial_{x}^{n} C(0)=0$ for all $n<k$ and $\left\|\partial_{x}^{k} C\right\|_{\infty}<\infty$, then

1. For all $x,\|\nabla C(x)\| \leq \frac{\left\|\partial_{x}^{k} C\right\|_{\infty}\|x\|^{k-1}}{(k-1)!}$.
2. For all $x, y,\|\nabla C(x)-\nabla C(y)\| \leq \frac{1}{(k-2)!}\left\|\partial_{x}^{k} C\right\|_{\infty}\|x-y\|(\max \{\|x\|,\|y\|\})^{k-2}$.
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Proof. (1)

$$
\begin{aligned}
\|\nabla C(x)\| & =\left\|\int_{0}^{1} \mathcal{H} C(\lambda x)[x] d \lambda\right\| \\
& =\left\|\int_{0}^{1} \int_{0}^{\lambda_{1}} \cdots \int_{0}^{\lambda_{k-2}} \partial_{x}^{k} C\left(\lambda_{1} \cdots \lambda_{k-1} z_{t}\right)[x, \ldots, x] d t_{1} \cdots d t_{1}\right\| \\
& \leq \int_{0}^{1} \int_{0}^{\lambda_{1}} \cdots \int_{0}^{\lambda_{m-2}}\left\|\partial_{x}^{k} C\right\|_{\infty}\|x\|^{k-1} d t_{1} \cdots d t_{1} \\
& \leq \frac{\left\|\partial_{x}^{k} C\right\|_{\infty}\|x\|^{k-1}}{(k-1)!}
\end{aligned}
$$

(2) First note that $\nabla C(x)-\nabla C(y)$ is equal to

$$
\int_{0}^{1} \mathcal{H} C\left(z_{t}\right)[x-y] d t
$$

where $z_{t}=t x+(1-t) y$. This can further be rewritten as

$$
\int_{0}^{1} \int_{0}^{1} \partial_{x}^{3} C\left(t_{1} z_{t, t_{1}}\right)\left[x-y, z_{t}\right] d t_{1} d t
$$

Iterating this procedure, we obtain that $\nabla C(x)-\nabla C(y)$ equals

$$
\int_{0}^{1} \int_{0}^{1} \int_{0}^{t_{1}} \cdots \int_{0}^{t_{k-3}} \partial_{x}^{k} C\left(t_{1} \cdots t_{k-2} z_{t, t_{1}}\right)\left[x-y, z_{t}, \ldots, z_{t}\right] d t_{k-2} \cdots d t_{2} d t_{1} d t
$$

Since the volume of the set $\left\{\left(t_{1}, \ldots, t_{k-2}\right): 0 \geq t_{1} \geq \cdots \geq t_{k-2} \geq 0\right\}$ is $\frac{1}{(k-2)!}$ we have

$$
\begin{aligned}
\|\nabla C(x)-\nabla C(y)\| & \leq \int_{0}^{1} \int_{0}^{1} \int_{0}^{t_{1}} \cdots \int_{0}^{t_{k-3}}\left\|\partial_{x}^{k} C\right\|\|x-y\|\left\|z_{t}\right\|^{k-2} d t_{k-2} \cdots d t_{2} d t_{1} d t \\
& \leq \frac{1}{(k-2)!}\left\|\partial_{x}^{k} C\right\|_{\infty}\|x-y\|(\max \{\|x\|,\|y\|\})^{k-2}
\end{aligned}
$$
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Feb. 2021 4th Mini-workshop on Deep Learning Theory, Huawei Beijing, China (online).
Aug. 2020 Mathematics of Machine Learning Seminar, University of California, Los Angeles, USA (online).

July 2020 Online Summer School of Deep Learning Theory, Shanghai Jiao Tong University, China (online).

May 2020 Data Science Seminar, Shanghai Jiao Tong University, China (online).
Mar. 2020 DeepMind London, UK.
Feb. 2020 Statistics Seminar, University of Oxford, UK.
Feb. 2020 Neural Net Theory Group, École Polytechnique Fédérale de Lausanne, Switzerland.
Oct. 2019 Google Brain, Mountain View, USA.
Oct. 2019 Analyses of Deep Learning, Stanford University, USA.

Aug. 2019 Theoretical Advances in Deep Learning Workshop, Istanbul, Turkey.
Mar. 2019 CRiSM day on Bayesian Intelligence, Warwick University, UK.
Apr. 2019 Seminar in Probability: Theory of Deep Learning, Universität Basel, Switzerland.
Dec. 2018 Spotlight Presentation, NeurIPS 2018, Montréal, Canada.

## Skills and Other Activities

- Languages: French (native), English (fluent), German (fluent), Spanish (beginner).
- Programming: Python, Pytorch, Haskell, Scala, C, C++, Java.
- Music: Singer and bassist in two bands, piano.


[^0]:    ${ }^{1}$ This is in contrast to another line of work $90,81,80$ which identifies properties that are typically satisfied by networks at the end of training and prove generalization bounds conditioned on these properties (which could then be checked empirically for a specific network).

[^1]:    ${ }^{2}$ The KRR predictor is often defined without the $N$ factor in front of the $\lambda$, this change has little impact, since $\lambda$ can be chosen as any positive real number. This definition leads to a nicer theoretical analysis of the large $N$ behavior of $\hat{f}_{\lambda}$, as discussed in Section 1.6

[^2]:    ${ }^{3}$ If one multiplies the inside and the outside of the parenthesis by $N$ we recover the definition of the KRR predictor given in Section 1.5

[^3]:    ${ }^{4}$ See Section 4.3 for more precise bounds, in terms of the ridge $\lambda$.

[^4]:    ${ }^{5}$ For those familiar, this is the reciprocal of the Stieljes transform of the kernel Gram matrix.

[^5]:    ${ }^{6}$ In previous works studying this phenomenon, the effect of the variance of the parameters at initialization is also taken into account, which we do not. Note that scaling the non-linearity $\sigma$ has a similar effect to scaling the initialization of the connection weights by the same factor.

[^6]:    ${ }^{7}$ Explicit bounds on the distance between the two can be found in Section 8.4 Though these theoretical bounds blow up as $\lambda \searrow 0$ we observe empirically that this approximation remains accurate even for very small or zero ridges $\lambda$.

[^7]:    ${ }^{8}$ This is reminiscent of the role the derivative of the SCT $\partial_{\lambda} \vartheta$ played in the description of the variance of the KRR predictor in Section 1.6

[^8]:    ${ }^{9}$ The result actually holds for a general cost $C$ with a few conditions, see Section 9

[^9]:    ${ }^{1}$ While these smoothness assumptions greatly simplify the proofs of our results, they do not seem to be strictly needed for the results to hold true.

[^10]:    ${ }^{2}$ The classical example is for data following a Gaussian distribution $\mathcal{N}\left(0, I d_{n_{0}}\right)$ : as the dimension $n_{0}$ grows, all data points have approximately the same norm $\sqrt{n_{0}}$.

[^11]:    ${ }^{3}$ It can be observed numerically, that if we choose $\beta=1.0$ instead of our recommended 0.1 , the gap between the first and the second principal component is about ten times bigger, which makes training more difficult.

[^12]:    ${ }^{1}$ In our experiments, we take $\beta=0.1$.

[^13]:    ${ }^{2}$ This result was already obtained in [112], but without identifying the NTK explicitely and only at initialization.

[^14]:    ${ }^{1}$ Note that high dimensional datasets tend to concentrate on hyperspheres: for example in GANs [78] the inputs of a generator are vectors of iid $\mathcal{N}(0,1)$ entries which concentrate around $\mathbb{S}_{n_{0}}$ for large dimensions.

[^15]:    ${ }^{2}$ Of course the rates of Theorems 5.3.1 and 5.3.2 may not be tight, but from the proofs in Appendix B. 1 one can observe that the rate of $r_{\sigma, \beta}^{L / 2}$ appears as a result of the non-differentiability of the ReLU.

[^16]:    ${ }^{3} \mathrm{We}$ consider here post-nonlinearity BN , it is common to normalize the pre-activations $\tilde{\alpha}^{(\ell)}$ instead.

[^17]:    ${ }^{1}$ Weights of a layer of width $h$ are initialized at scale $1 / h$ as opposed to the usual $1 / \sqrt{h}$.

[^18]:    ${ }^{2}$ The exponent -1.5 has been empirically chosen so that the number of steps to converge is independent of $h$ 105.
    ${ }^{3}$ Note that the number of steps and the number of epochs are the same in this setup.

[^19]:    ${ }^{4}$ This observation carries over to convolutional networks, as well. We train CIFAR10 on a vanilla architecture with 3 convolutional layers with $f$ filters at each layer and a single fully-connected layer. For each $f$, we train 20 models at different random initial conditions. Just after $N^{*}$, the mean accuracy is $\sim \% 66$, accuracy of the ensemble averaging is $\sim \% 80$, and the average accuracy of widest models we could train (which has 5 orders of parameters more) is a little bit less than $\sim \% 77$.

[^20]:    ${ }^{5}$ Indeed in that case the NTK $\Theta\left(x, x^{\prime}\right)$ has a cusp for $x=x^{\prime} 105$.
    ${ }^{6}$ The true test error must be a smooth function of the decision boundary if the probability distributions to find data of different labels are themselves smooth functions of the input. It is the case, for instance, if the input data have Gaussian noise.
    ${ }^{7}$ The pre-factor could be zero if the optimal boundary is degenerate, a situation that will not occur generically if the data have e.g. Gaussian noise.

[^21]:    ${ }^{8}$ In our setup, the output variance at initialization is smaller than one. It is possible to suppress the randomness of $f_{N}^{t=0}$ at initialization by training $f^{\prime t}=f^{t}-f^{t=0}$. We have observed that it does not qualitatively affects our results.

[^22]:    ${ }^{9}$ Very recently empirical results suggest that the test error can even increase for increasing and large $N$ 34. Yet, this observation was made in the teacher-student framework, where it is intuitively clear that the student should be penalized when its number of parameters becomes larger than the teacher.

[^23]:    ${ }^{1}$ As a consequence, the pre-activations stay Gaussian during training as well, with the same covariance $\Sigma^{(\ell)}$.

