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Abstract.
This work presents the use of a collisional-radiative model to infer plasma

parameters from 2D emissivities of several deuterium Balmer lines. The
emissivities were obtained by MANTIS, an absolutely calibrated, 10-camera
imaging polychromator with < 5 mm spatial resolution, up to 800 Hz frame rate,
viewing the lower divertor tangentially.

Our analysis of those image frames generates 2D maps of plasma parameters
such as electron density, temperature, neutral atomic density and the reaction
rates for ionisation, recombination and charge exchange as a function of time. The
analysis is compared and validated against a SOLPS-ITER simulation accounting
for drifts. The results are compared against the simulation in 2D, radial and
poloidal profiles to probe the numerous effects of particle transport in the Scrape-
Off Layer, in particular in the approach to detached divertor leg conditions.

The inferred inner divertor leg radial profiles of the electron density and
temperature were consistent with the SOLPS-ITER predictions. A significant
transport of particles to the private flux region is found experimentally, that is
not captured in the simulation. The simulation diverges from the experiment
at the outer divertor target, where the plasma emission appears to be consistent
with the emission driven by plasma-molecule interactions. Our analysis also shows
prospects for aiding the power exhaust control efforts by potentially providing an
optical tracking of the particle balance in the divertor.
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1. Introduction

Rapid deployment of nuclear fusion as a commercial
energy source requires a reactor design that minimises
the cost and construction time [1]; this could be
achieved through a compact reactor design that
could be quickly built and mass-produced. However,
design considerations for a compact tokamak reactor
inevitably require a high toroidal magnetic field to
increase the energy density while decreasing the plasma
volume [2]. Such a combination poses a challenge to
the power exhaust design for which the engineering
challenges scale unfavourably with both increasing
magnetic field and decreasing volume [3]. To predict
the performance of power exhaust designs, one needs
predictive models that are continuously tested against
experiments on existing machines.

At the Tokamak à Configuration Variable (TCV),
2D plasma models were compared with Langmuir
probe measurements explaining the inner target
asymmetry [4]. Simulations also matched the results of
the alternative divertor geometry experiments [5] and
were used to predict the effects of different divertor
closure designs [6]. Validated simulation results can
then be used to validate spectroscopic techniques
before their application to experimental data [7, 8].
Recently, a novel inference of the particle balance [7]
indicated the mechanism behind the ion target current
limitation that led to the target particle flux rollover
[7, 9]. The target particle flux rollover itself is one
of the key indicators of detachment, a regime where
heat and particle fluxes to the target are reduced.
Detachment is currently thought to be necessary for
future high power devices as a viable regime for
prolonged operation for the power exhaust [10, 11, 12].

Recently at TCV, a set of divertor baffles
was installed to study the effects of the divertor
closure on detachment [13, 14, 15, 16]. As a
result, a deeper, earlier and symmetric rollover of
the ion target current in both targets was observed
[14, 16]. However, in contrast to the experiment,
rollover of the target ion fluxes is not obtained in
the corresponding SOLPS-ITER simulations [17, 18].
Simulations did, however, predict an X-point potential
well that was subsequently verified experimentally
with the Reciprocating Divetror Probe Array [19, 20].
Furthermore, in the simulation, the X-point potential
well induces an ExB drift which is expected to be a
dominant radial particle transport mechanism [19].

The aim of this paper is to determine whether
the plasma parameters are accurately reproduced in
SOLPS-ITER. Investigating the accuracy of this match
can provide information on how accurately the cross-
field particle transport is captured in SOLPS-ITER.

This paper also presents the development and
validation of a 2D analysis technique of the Balmer
line emission to infer flux-resolved hydrogenic power
and particle balance from imaging data. Quantitative
analysis of 2D imaging data is currently pursued on
European tokamaks. A similar analysis [21] was
recently applied at JET using a four-channel imaging
system [22] to assess the particle balance in the divertor
[23]. At MAST-U, a 2D inference is being developed
to infer plasma parameters directly from absolutely
calibrated images [8].

These aims are achieved by inferring the electron
density, temperature, neutral atomic density and
the reaction rates for ionisation and recombination
together with their respective power loss rates in the
form of 2D maps from measurements of the deuterium
Balmer line emissivities using the MANTIS system
[24, 25]. The analysis technique and the underlying
assumptions are presented in section 2. In section
3, the experimental scenario and the simulation setup
are described. Then, by employing similar upstream
electron density and temperature conditions, inferred

Figure 1. Emissivity of the D3→2 line measured by MANTIS
and predicted by SOLPS-ITER with the following inversion cell
markers: black for cells used in the upstream comparison; red
crosses for the Thomson Scattering locations; red cells for the
radial profiles on inner and outer divertor legs; magenta cells for
the poloidal profile. TCV #63546, t = 1.115 s; SOLPS-ITER
#150141.
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neutral atomic density and the ionisation rate are
compared. Next, the upstream plasma conditions
are used to determine suitable parameter ranges to
perform the analysis on the 2D emissivity data, in
section 4. Then, the resulting maps are compared to
the SOLPS-ITER predictions in detailed 1D profiles at
locations marked in Figure 1. The simulation results
are used to generate synthetic analysis data based on
known plasma parameters as input to the ADAS model
to verify the implementation and validate the analysis
method itself. The synthetic data analysis results are
presented in sections 4 and 5.

Section 5 presents the ion sources in a flux-resolved
comparison against the Langmuir probe measurements
and SOLPS-ITER predictions. Finally, in section 6,
the formation and the investigation of the physics
behind a High Field Side (HFS) MARFE is presented.
The time traces of chosen plasma parameters are
shown, highlighting the role of the MARFE and
the upstream pressure loss in the ion target current
reduction. This section also compares the inferred peak
and total ion target currents against the Langmuir
probe data, demonstrating this technique’s potential
for power exhaust control efforts by potentially
providing optical tracking of the particle flux to the
divertor target.

2. Analysis method

In this section, the Bayesian inference is used to
compare measured Balmer emissivity of deuterium
with a plasma emission model to obtain a Probability
Density Function (PDF) of the electron density,
temperature and neutral atomic density. The second
part of this section describes how the PDF is processed
to obtain: the electron density, temperature, neutral
atomic density, the reaction rates for ionisation,
recombination and charge exchange, together with the
power loss rates for ionisation and recombination. In
the third part, variations of this technique, including
additional information, are described.

2.1. Generation of the Probability Density Function

The Balmer line emission with a quantum number n is
the sum of excitation and recombination contributions.
These parts can be modeled using Photon Emissivity
Coefficients PECrec,excn→2 obtained from the ADAS
collisional-radiative model [26]. The total brightness
can be written as:

Bn→2 = ninePEC
rec
n→2(ne, Te)+nonePEC

exc
n→2(ne, Te)(1)

where no is the hydrogen atomic neutral density.
The ADAS model assumes that: the emission comes
from plasma volume with a constant ne and Te,
the model is valid for deuterium, Zeff = 1 and

that the contributions from molecular reactions are
negligible. In principle, Zeff could play a role in the
recombination contribution. However, recombination
emission is promoted in the regions of low Te,
insufficient to maintain high Zeff . The validity
of the last assumption can be questionable in the
divertor where the plasma-molecule interaction can
be a significant source of the D3→2 emission [27,
28]. The possibility of molecular contributions will
be investigated later in this paper. In the case of
upstream conditions, relatively low density, ne ≈ 2 ·
1019 m−3 combined with Te > 5 eV, are unfavourable
for the Molecularly Activated Recombination (MAR)
that leads to such emission [29].

Assuming ni = ne, equation 1 can be used to
construct a system of equations describing the plasma
emission across the deuterium Balmer lines for n =
3, 4, 5:

B3→2 = n2ePEC
rec
3→2(ne, Te) + nonePEC

exc
3→2(ne, Te)

B4→2 = n2ePEC
rec
4→2(ne, Te) + nonePEC

exc
4→2(ne, Te)

B5→2 = n2ePEC
rec
5→2(ne, Te) + nonePEC

exc
5→2(ne, Te)

In the experiment, ne, Te and no are the unknowns
while B3→2, B4→2, B5→2 are measured. To solve this
system for ne, Te and no, the experimentally measured
emission will be compared against modeled emission.

For the comparison, a lookup table of modeled
brightness, Bmodelledn→2 (ne, Te, no) was computed using
equation 1 for a 20 point per decade grid of
logarithmically spaced plasma parameters with Te
ranging from 0.2 eV to 150 eV; ne in the range 5 ·
1018 m−3 to 2·1020 m−3 and the neutral atomic density
n0 between 1015 m−3 and 1020 m−3. For numerical
stability, the computation is carried out in log10 of all
parameters. Next, the emissivity measurements are
compared against the modeled values in the lookup
table. To determine the likelihood with which ne,
Te and no in the lookup table correspond to the
measured emissivity, each lookup table cell is assigned
a likelihood value describing the goodness of the fit as:

PBn→2
(ne, Te, no) ∝ e

−
(

Bmodeled
n→2 −Bmeasured

n→2
Berr

n→2

)2

. (2)

This function assumes a normal distribution of
probability. It is the highest when the measured
and modelled values match and exponentially decays
as they deviate from each other. The uncertainty,
Berrn→2, derived from the tomographic inversion and
the absolute calibration, defines the decay rate [24].
Together, those likelihoods form a probability density
function (PDF) of fitting one Balmer line.

The next step is to combine the probabilities for
each Balmer line as a product which gives the PDF of
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matching all included lines simultaneously:

P (ne, Te, no) = PB3→2PB4→2PB5→2 . (3)

The PDF can be further supplemented with ad-
ditional information. The B7→2 is also experimentally
measured in with MANTIS. However, as shown in pre-
vious work, this spectral line cannot be easily sepa-
rated in MANTIS’s cavity due to neighbouring impu-
rity lines, O II in particular [24]. As a result, the mea-
sured brightness of the B7→2 line can only be higher
than its actual value. This information was utilized to
further constrain the PDF PBn→2(ne, Te, no) by remov-
ing probabilities in the regions of the lookup table for
which:

Bmodeled7→2 > Bmeasured7→2 + 3Berr7→2. (4)

This procedure is applied to each inversion cell without
explicit regularisation, which is applied implicitly in
the next step.

One of the difficulties in combining separate
camera images is spatial misalignment. An error in
the camera calibration can cause an offset between
inverted emissivities misplacing the emission gradient,
which, in turn, can skew the results. The R, Z location
uncertainty was included in the analysis by examining
multiple misalignment options when preparing the
PDF through a Monte Carlo method. A number
of random translations up to 2.5 mm in radial and
vertical directions of the poloidal plane are generated
for B4→2, B5→2 and B7→2 inversions while B3→2

was kept stationary. Additionally, each node of the
inversion grid was translated by [0.005,−0.005] m in
the RZ plane to match the strike point locations of the
magnetically reconstructed separatrix.

Apart from spacial misalignments, the absolute
calibration errors are included by introducing a random
offset with a flat distribution of up to 12% to the
absolute calibration of each Balmer line individually
[24]. This assumes the calibration uncertainties
between the various channels are independent.

Then, for each translation, a probability density
function, Pi(ne, Te, no), is generated to obtain the total
probability as:

P tot(ne, Te, no) =
1

m

m∑
i=1

Pi(ne, Te, no). (5)

Testing showed that the m > 35 was generally
sufficient to converge to a stable probability density
function, but m = 150 was finally chosen.

To obtain the PDFs for ne, Te or no; P tot is
marginalized with respect to the other two variables,
for example:

P tot(ne) =

∫ ∫
P tot(ne, Te, no)dTedno. (6)

The PDF is then normalised, and the maximum
likelihood is determined together with the smallest

interval containing 68% of the probability as the
uncertainty estimate.

2.2. Calculation of the plasma parameters

To calculate the plasma parameters, the PDF is
represented as a set of samples. The samples are
generated with a Monte Carlo distribution as random
combinations of ne, Te and no; each with a random
probability Psample ranging from 0 to the maximum
likelihood of the PDF. If Psample < P tot(ne, Te, no),
the sample is kept, else the sample is rejected. As a
result, the distribution of samples reflects the PDF.

The samples are used to calculate samples of
ionisation, recombination and the charge exchange
reaction rates as:

Irate = nenoSCD(ne, Te), (7)

Rrate = nineADC(ne, Te) ≈ n2eADC(ne, Te), (8)

CXrate = ninoCCD(ne, Te) ≈ nenoCCD(ne, Te). (9)

The SCD, ADC and CCD are their respective rate
coefficients obtained from ADAS [26]. Analogically,
the power loss rates for ionisation, P exc and recombi-
nation, P rec are calculated using their respective rate
coefficients: PLT and PRB [26]. The same hold for
the inferred brightness of the Balmer lines using equa-
tion 1 under the assumption that ni = ne.

The resulting samples of plasma parameters
are processed with a kernel density estimator to
approximate their PDFs [30]. The PDF is then
normalised, and the maximum likelihood is determined
together with the smallest interval containing 68% of
the probability as the uncertainty estimate.

2.3. Variations of the analysis method

Equation 6 can be extended with additional informa-
tion. In the case of the upstream profile comparison,
shown in section 3.3, the electron density and tempera-
ture are also locally available from Thomson Scattering
(TS). Electron density and temperature measurements
can be included in the analysis by interpolation of the
TS data in the flux space to the cell locations for which
Bmeasured3→2 is measured. In this analysis, only the TS
measurements below the mid-plane are used. The un-
certainty of the measurement location is treated ana-
logically to the emissivity before the interpolation. Fi-
nally, a normal distribution of probability is assumed
to derive PTSTe

and PTSne
as:

PTSTe
(ne, Te, no) ∝ e

−
(

Tmodelled
e −Tmeasured

e
2Terr

e

)2

, (10)

and for the electron density,

PTSne
(ne, Te, no) ∝ e

−
(

nmodelled
e −nmeasured

e
2nerr

e

)2

. (11)
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The uncertainties T erre and nerre correspond to the
95% confidence intervals derived from the Thomson
scattering data. The resulting probabilities are
included in the product of probabilities in equation 6.

The second option of additional information is the
static plasma pressure, p = 2neTe. In the divertor, the
static pressure should not be higher than the upstream
value at the separatrix. This limit will be applied in
section 4 to exclude the likelihoods with combinations
of ne and Te exceeding the upstream plasma pressure
by taking a single, conservative upstream value for the
entire experiment.

3. Matching simulation and experiment

When comparing SOLPS-ITER simulations to the
experimental data, one needs first to consider the
upstream profiles. Apart from the plasma density,
temperature and composition, the optical emission also
depends on the neutral atomic density. The neutrals
play an essential role at the plasma edge by undergoing
ionisation and charge exchange reactions leading to
power and momentum losses from the plasma. Neutral
particles can be stored in; and released from the
machine walls. On TCV, when sufficient, the neutral
pressure can be measured using a set of baratrons. The
baratron measurement requires a complex model to
interpret the molecular pressure measured by the gauge
[6]. The baratrons thus indicate a global pressure,
whereas the local plasma-neutral interaction can be
affected by the many other components [5, 14, 31]. A
recent comparison between SOLPS-ITER and a TCV
discharge found a difference between measured and
simulated baratron pressure up to a factor 5 [32]. A
local measure of the neutral density would thus be
more suitable in this comparison. This section presents
the experimental scenario, the simulation setup. Then,
the variation of the analysis method from section 2.3
is used to obtain the experimental upstream profiles.
Those are compared to determine whether the neutral
atomic density is well captured by SOLPS-ITER or
mismatched as the previous findings would suggest
[32].

3.1. Experimental scenario

The experimental data presented in this paper was
acquired during an unseeded, ohmic L-mode density
ramp discharge at 250 kA in the magnetic field
direction unfavourable for H-mode access (∇B drift
away from the X-point). This discharge is a portion of
a larger study that was carried out in the framework
of the European PEX (Plasma EXhaust) program
[14, 16]. As the line averaged density increases
in this scenario, the divertor target cools to below
temperatures for efficient excitation of hydrogen,

. 4 eV, which approximately coincides with the
ionisation front. This behaviour can be observed in
both the simulation and the experiment, which serves
as a qualitative matching parameter that narrows the
search for the upstream profiles match. The discharge
was recorded with the MANTIS system [25] containing
a filter set with Balmer D3→2, D4→2, D5→2, D7→2,
which are also refered to as Dα, Dβ , Dγ and Dε

respectively in this paper. The C III triplet centered
465 nm was also measured. The absolute calibration
and the tomographic inversion process, together with
the important interference filter characteristics, are
described in [24].

3.2. Simulation setup

SOLPS-ITER simulations based on an identical
magnetic equilibrium (TCV #62807, t = 1.0 s) and
including vessel geometry with gas baffles are used.
An extensive discussion on the simulation for settings
used in our TCV simulations are provided in [6,
20]. The simulations shown here are obtained with
a fixed heating power of 330 kW, assumed equally
distributed between electrons and ions, yielding a
PSOL ≈ 300 kW comparable to the experimentally
inferred value. Neutrals are treated kinetically by
coupling to Eirene code. The plasma density is scanned
by varying of the D2-gas puff rate, corresponding to
6 − 40 · 1021D0/s from a source at the location on
the floor at R = 0.88 m. Drifts and currents are
included in these simulations and found to significantly
influence the divertor particle transport [19], consistent
with simulation results on other machines e.g. DIII-D
[33] and ASDEX Upgrade [34, 35, 36, 37]. In absence
of a physics model for turbulent cross-field transport,
spatially constant anomalous transport coefficients
D⊥ = 0.2 m2s−1 and χe,i,⊥ = 1.0 m2s−1 are used
to obtain fall-off length λn ∼ 1.4 cm, λT ∼ 1.1 cm
that provide a reasonable match to the experimental
upstream profiles obtained from Thomson scattering
[32].

3.3. Upstream profile comparison

The results presented in this section were obtained
with the analysis method described in the previous
section with the inclusion of Thomson Scattering data
as described in section 2.3. Figure 2a) shows a
comparison between the inferred upstream density and
temperature profiles and their modelled counterparts.
The main discrepancy is found in the far SOL but
remains well within a factor of 2. The decay lengths
of the upstream profiles appear to be overestimated
by the simulation. The value at the separatrix is well
reproduced.

Figure 2b) shows the neutral density comparison.
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As most neutral atoms are created via dissociation of
molecular hydrogen, they can diffuse either towards
the core or at the machine walls. The neutral atoms
encounter a sink, either due to ionisation in the plasma
or recombination, forming a new molecule at the
reactor wall. In the case of TCV, the walls are made of
graphite, which has a chemical affinity with hydrogen.
The slope towards the core is well reproduced in the
simulation. A significant difference is found outside the
LCFS, where the simulated neutral density plateaus
while the inferred value decreases. This disagreement
can be interpreted as a difference in the wall recycling
coefficient for neutral atoms. In the simulation, the
divertor chamber serves as a neutral reservoir (both

Figure 2. Upstream profiles along the Thomson scattering
intersection below the mid-plane: a) Inferred profiles of Te, ne
together with the SOLPS-ITER simulation equivalent and the
Thomson scattering data; b) Inferred neutral density together
with the simulation prediction; c) Inferred ionisation rate; d)
Dα emissivity together with the reconstructed profile and its
simulation prediction. TCV #63546, t = 1.115 s; SOLPS-ITER
#150141; Location: black cells in Figure 1.

atomic and molecular) that recycle via reflections
from the machine walls. In the experiment, locally
produced neutral atoms diffuse outwards, appear to
be recombined into molecular deuterium, trapped in
the walls or lost in other interactions with available
species. This would explain the decrease in their
density away from the plasma. The proximity to the
outer baffle can also play a role in neutral particle
pumping. This finding suggests that most neutral
atoms at the plasma edge originate from molecules
dissociated shortly before ionisation, highlighting the
significance of the plasma-molecule interactions.

Figure 2c) compares the ionisation in the SOL
that is shifted towards the core in the experiment with
respect to the simulation. It could be caused by the
difference in the electron and neutral atomic density
profiles.

Figure 2d) presents Balmer line emissivities
together with the reconstructed and simulated values.
The reconstruction matches the measured values
except for Dε, which is extrapolated below the
measured value. This is consistent with the impurity
pollution elevating the measured emissivity.

4. Electron density, temperature and neutral
atomic density comparison

The SOLPS-ITER simulations predict a formation
of the X-point potential well, which results in a
substantially reshaped E×B-flow pattern for detached
divertor conditions [19]. Furthermore, the existence of
the potential well was experimentally observed with
the use of the Reciprocating Divertor Probe Array

Figure 3. Top row: emissivity of the Balmer series measured
in MANTIS. Bottom row: relative difference between the
Maximum Likelihood Estimate (MLE) of the reconstructed
emissivity and the measured value. TCV #63546, t = 1.115 s.



7

[38, 39]. The resulting radial particle transport is
expected to lead to a radial shift between density and
temperature profiles on the HFS. This section will
compare the inferred density and temperature maps
to verify this shift’s existence and magnitude.

The analysis ranges were altered to reflect
expected divertor parameters with Te ranging from
0.2 eV to 50 eV; ne in the range 5 · 1018 m−3 to
2 · 1020 m−3 and the neutral atomic density n0 from
1016 m−3 to 1 · 1020 m−3. One additional constrain
was added, stating that the predicted static plasma
pressure in the SOL cannot exceed its upstream value
of pu = 480 Pa, as described in section 2.3.

Cells within ρψ = [0.95, 1.12] were analysed and
the residuals are shown in Figure 3. The residual values
show that the Maximum Likelihood Estimate (MLE) of
a vast majority of the inferred cells reproduce measured
emissivity within 20%. The exception is found in
Dε, which is only used as an additional constrain due
to the measured value possibly containing significant
contributions from impurity lines [24]. Hence, the
reconstructed value of Dε is expected to be lower than
measured in the contaminated regions.

Figure 4. Upper and lower bound of 1σ confidence interval
together with the Maximum Likelihood Estimate of the inferred
values of plasma density, temperature and atomic hydrogen
density and the SOLPS-ITER solution. TCV #63546, t =
1.115 s; SOLPS-ITER #150141.

Figure 4 shows the analysis results. The lower and
upper bound of the 68% confidence intervals indicate
the uncertainty range together with the Maximum
Likelihood Estimate (MLE). Inferred temperature
map decreases monotonically along the divertor leg
towards the target. The maps also reveal a region
of low Te and high ne at the HFS near the X-point
captured by SOLPS simulations. This structure is
not present in the corresponding simulations with the
drifts deactivated [6, 19]. More details can be seen
in a 1D radial profile across the inner divertor leg
shown in figure 5. The figure shows a comparison
between the experimental data analysis, the SOLPS-
ITER result and its synthetic data analysis. Figure
5b) shows a radial shift of the ne profile with respect
to the Te profile in the vE×Br -direction (section 7.4.3
of [20]). The figure also contains the analysis run on
the synthetic data, which shows that such a shift can
be recovered. Figure 5a) shows the analysis results for
the experimental data, which produces a similar shift
of the ne profile.

Thus, confirming that the radial emission profiles
and subsequently inferred plasma parameters on the
HFS are consistent with the simulation results, where
the radial transport in the inner divertor leg is predicted

Figure 5. High Field Side radial profiles: a) inferred density
and temperature together with the SOLPS-ITER predictions;
b) SOLPS prediction together with the synthetic emissivity
analysis output; c) experimentally measured emissivity with 68%
confidence interval of reconstructed emissivity (shaded regions
mostly covered by the error bars) and SOLPS predictions (solid
lines); d) emissivities predicted by SOLPS (solid lines) together
with the interpolated emissivity for synthetic testing and a 68%
confidence interval of reconstructed emissivity. Location: red
cells on the HFS in Figure 1. TCV #63546, t = 1.115 s; SOLPS-
ITER #150141.
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Figure 6. Low Field Side radial profiles: a) inferred density
and temperature together with the SOLPS-ITER predictions;
b) SOLPS prediction together with the synthetic emissivity
analysis output; c) experimentally measured emissivity with 68%
confidence interval of reconstructed emissivity (shaded regions
mostly covered by the error bars) and SOLPS predictions (solid
lines); d) emissivities predicted by SOLPS (solid lines) together
with the interpolated emissivity for synthetic testing and a 68%
confidence interval of reconstructed emissivity. Location: red
cells on the LFS in Figure 1. TCV #63546, t = 1.115 s; SOLPS-
ITER #150141.

to be E ×B-dominated.
The experimental density profile extends much

further to the Private Flux Region (PFR) than the
simulated counterpart, with a sharp fall-off at the
separatrix. A smooth transition of ne through the
separatrix suggests that the separatrix does not limit
the radial transport. This observation shows the
existence of a cross-field transport to the PFR region,
which is greater than expected from the SOLPS-ITER
simulation presented in this paper. This finding implies
a potential lack of a transport mechanism in SOLPS-
ITER or, perhaps, the diffusion coefficients used in the
simulations are too low or spatially dependent. The
latter concurs with other works using spatially varying
transport coefficients to capture detached plasmas
[35, 36, 37].

Following the high density region on the 2D maps
in figure 4, the experimentally inferred density shows
a continuation towards the outer target through the
PFR. This continuation is consistent with the parallel
transport along the field lines. Figure 6a) shows
radial profiles across the outer divertor leg. These
profiles also exhibit a radial shift of ne towards the
PFR that is very similar in both shape and values
to the one observed in Figure 5a). However, the

Figure 7. Poloidal profiles along the outer divertor leg as a
function of distance to the outer target for ρψ = [1.01, 1.015]:
a) inferred density and temperature together with the SOLPS-
ITER predictions; b) SOLPS prediction together with the
synthetic emissivity analysis output; c) static pressure inferred
from the experimental data; d) static pressure inferred from
the synthetic emissivity; e) experimentally measured emissivity
with 68% confidence interval of reconstructed emissivity (shaded
regions mostly covered by the error bars) and SOLPS predictions
(solid lines); f) Emissivities predicted by SOLPS (solid lines)
together with the interpolated emissivity for synthetic testing
and a 68% confidence interval of reconstructed emissivity.
Location: magenta cells in Figure 1. TCV #63546, t = 1.115 s;
SOLPS-ITER #150141.

density shift on the outer divertor leg could be only
apparent due to a large density in the PFR. Although
the analysis shows the density shift to the PFR, the
SOLPS-ITER solution still falls within the uncertainty.
Thus, from the density profile alone, it cannot be
concluded whether the transport in the outer divertor
leg is well captured by SOLPS-ITER. Nevertheless,
when comparing the raw emissivity profiles in 6c) and
6d), one can note a shift of high-n Balmer lines to the
PFR region in the experiment, which is not captured
in the simulation.

More understanding of the analysis and its
limitations can be gained from the profiles along the
divertor leg. Figure 7 shows profiles for a selected
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range of ρψ = [1.01, 1.015], along the outer divertor
leg, up to the X-point. Unfortunately, the uncertainty
of the analysis does not allow for the observation
of small changes along the divertor leg. Instead,
ballpark estimates of plasma parameters are obtained.
Figures 7c) and 7d) show that the static plasma
pressure inference obtained in this analysis with its
uncertainties does not provide insights into the physics
of edge plasmas. Raw emissivities in 7e) and 7f) show
a significant increase of the low-n Balmer lines near
the target to the values exceeding the peak value in
the divertor leg. This increase is found with a much
smaller magnitude in the SOLPS-ITER simulation.

5. Particle sources and sinks

In high recycling conditions, the divertor can be
considered a closed system in which the ions arriving
at the target are produced in the ionisation reactions
within the divertor [40]. High recycling was
previously observed spectroscopically at TCV with a
line integrated measurement of the total ionisation Itot

matching the integrated saturation ion target current
[7]. The analysis presented in this paper adds a 2D
aspect to this measurement, yielding a flux-resolved
profile.

The advantage of such a profile is the possibility
of integration between the flux surfaces. In the
high recycling regime, it predicts the ion target flux
without accounting for any radial transport of ionised
particles. This profile can be compared against
the measured ion target flux to determine whether
the zero radial transport assumption is valid. A

Figure 8. Comparison of the hydrogenic ionisation and
recombination rates in the TCV divertor between the experiment
and simulation. TCV #63546, t = 1.115 s; SOLPS-ITER
#150141

comparison between the integrated ionisation profiles
can determine whether the particle source due to
the electron-impact ionisation is well reproduced in
SOLPS-ITER. The simulation results were processed
using the ADAS model to compute the local ionisation
rate for this comparison. Additionally, the simulation
provides the particle flux at cell boundaries, which
accounts for the transport of charged particles.
Comparing the ionisation source, measured ion target
flux, and the simulated particle flux at the cell
boundaries can answer whether the radial particle
transport in SOLPS-ITER captures the experiment.

Figure 8 compares the experimentally inferred
ionisation and electron-ion recombination rate and
its SOLPS-ITER counterparts. The inference shows
an additional ionisation region at the target, which
SOLPS-ITER does not capture. This region coincides
with the electron temperatures in the range ∼ 1−4 eV
in Figure 4. At those temperatures, the plasma-
molecule interaction can be a significant source of the
D3→2 emission, which can be interpreted as ionisation
[27, 28]. This contribution would not be accounted
for in the ADAS model skewing the analysis results.
This is discussed in detail in section 7.2.4. Fortunately,
the 2D resolution of the MANTIS system allows
for spatial separation of those regions. Therefore,
the experimentally inferred ionisation rate will be
separated between the divertor leg and the target.
Those two regions will be considered separately to
determine whether the target results are physical or
a misinterpretation of the emission. This will be
discussed in more detail in section 7.2.4.

The recombination rates shown in figures 8e)-
8h) are insignificant when compared to the ionisation
rates. This observation is consistent with the previous
spectroscopic findings on TCV [7]. The recombination
will be neglected as a particle sink in the remainder of
this paper.

To obtain the ionisation profile for the inner and
outer target, the inversion grid was split by a line
drawn between the magnetic axis and the X-point.
Then, the magnetic equilibrium was used to divide
the SOL into ranges of ρψ to select cells with centres
within those ranges. To avoid numerical scatter as the
ρψ range approaches the analysis cell size, the analysis
output polygon mesh was refined from 14549 cells to
128517 cells. Next, the volumes within those cells were
toroidally integrated, and the total ionisation within
each ρψ range was divided by the machine floor area it
intersects at the target.

Figure 9a) shows the particle balance for the
inner target, the flux-resolved ionisation matches the
integrated ionisation profile of the SOLPS-ITER,
SOLPS Itot, while underestimating the total value. The
measurements made by the Langmuir probes in the
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Figure 9. Ionisation source comparison between the experiment
and the simulation, including synthetic testing on the simulation.
a),c) Experimentally measured ionisation to the inner target
and outer target respectively; b),d) SOLPS-ITER predicted
ionisation and the ion saturation current accounting for
transport to the inner and outer target respectively. TCV
#63546, t = 1.115 s; SOLPS-ITER #150141.

far SOL at the inner target show a higher J IT
sat than

expected from the ionisation, which does not account
for transport. A comparison against the simulation
in 9b) shows that the predicted SOLPS Jsat at the
cell boundaries, which includes radial and poloidal
particle transport, matches the values measured by the
Langmuir probes. However, the probe coverage does
not capture the peak of the profile; with only three
probes, the match should be taken cautiously.

Figure 9c) presents the analysis results for the
outer target. Since two ionisation regions are observed,
the inference was also split at Z = −0.65 m forming
two separate regions; the divertor leg, I leg, which is
captured by the SOLPS-ITER and the target, which is
not. The Itot presents the total ionisation in the outer
divertor leg.

The shape and magnitude of the ionisation in the
divertor leg, I leg, are well captured by SOLPS-ITER.
Simulated and measured ionisation in the divertor leg,
I leg, also matches the peak ion target flux measured by
the Langmuir probes. Since the sum of ionisation does
not account for any radial transport of particles after
the ionisation event, one can conclude that the radial
transport is not necessary to explain the peak ion target
flux to the outer target.

Figure 9d), shows SOLPSJsat, which is the ion
flux at the cell boundaries at the target accounting

for the transport of charged particles in SOLPS-ITER.
It does not match the experimentally derived target
flux profile, which means that the radial transport
of charged particles in the outer divertor leg is
overestimated in SOLPS-ITER.

6. Time evolution of the discharge

The radial shift between density and temperature
profile at the HFS promotes recombination in the
locations where high density and low temperature
overlap. Therefore, it can be easily observed
and tracked in the inferred power radiated due to
recombination Prec in Figure 10. The figure shows
a maximum near the X-point as time advances, the
maximum and the size increase while stretching into
a double lobe structure. In the final stage, the X-
point lobe disappears. The remaining lobe creates
an axisymmetric region of low temperature and high
density. Its effects on the low-Z impurity emission
can be observed in Figure 11 which presents total
hydrogenic radiation losses Pexc + Prec, the total
radiated power measured by bolometry and the C III
emissivity of the C2+ ion, which was previously
found to be one of the main radiating species in the
TCV edge plasmas [20]. As the blob develops, the
impurity emission enters the confined region showing
a poloidal asymmetry coinciding with the bolometric
reconstruction. The characteristics of a poloidally
asymmetric, increased density region on the HFS,
combined with a relatively low temperature, are
consistent with the description of a High Field Side
MARFE [41]. Therefore, for the remainder of this
paper, it will be referred to as a MARFE.

The MARFE movement can be tracked by

Figure 10. Time evolution of the Hight Field Side MARFE
formation presented in the inferred Maximum Likelihood
Estimate of power spent on hydrogenic recombination.
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Figure 11. Time evolution of the High Field Side MARFE
formation in total hydrogenic radiation losses, impurity emission
and total radiated power measured with bolometry.

calculating the poloidal distance to the inner target,
LMARFE
pol of the cell with the highest Prec. Figure

12a) presents the tracking results together with the
upstream pressure obtained through the analysis in
section 3.3, and its smoothened version obtained
through a moving mean of 3 points. The traces show
that the MARFE formation coincides with a drop
in the upstream pressure consistent with cooling the
plasma edge.

To observe the effects of the MARFE formation on
the ionisation in the divertor, the ionisation inference
was separated into the divertor leg, I leg, and the
divertor target, Itarget, the ionisation was split using
a local minimum of Dα emission in the poloidal profile
as presented in Figure 7e). At TCV, the impurity
emission fronts using both tomographic and non-
tomographic inversion methods are frequently used to
compare discharges. Therefore, for reference, Figure
12b) presents this local emissivity minimum together
with the C III emission front tracking using a non-
tomographic method for reference [42].

The peak and total values of the inferred ionisation
and the ion target flux measured by the Langmuir
probes are presented in Figure 12c) and d) respectively.
Interestingly, the separation between the two ionisation
regions appears near the Γpeak rollover.

Figure 12 shows that the peak particle flux rollover
is also observed in the inferred peak ionisation in the
divertor leg, I leg. The rollover coincides with the drop
of the upstream pressure and the MARFE formation

Figure 12. Time evolution of the relevant divertor parameters:
a) inferred upstream pressure together with the distance of the
MARFE to the target, b) impurity front location together with
the minimum of Dα between the two ionisation regions, c) peak
ion flux to the inner and outer targets measured by the Langmuir
probes, d) total ion flux to the outer target measured by the
Langmuir probes together with the spectroscopically inferred
ionisation split between the divertor leg and the target regions.
TCV #63546

in Fig. 12a). Once the MARFE is formed, the total
ion target flux decreases by a factor of about 2, similar
to the decrease of the upstream pressure.

The total inferred ionisation in the outer divertor
leg, I legot and the integrated ion flux are shown in Figure

12d). The I legot coincides with the total ion target
flux throughout the discharge. Adding the inferred
ionisation at the target, Itargetot would result in more
ions produced in the divertor leg than arriving at the
target. A positive balance of ions in the divertor
is possible; however, it would require plasma flow
from the divertor leg to the core. Past the MARFE
formation and the Γt rollover, both Itargetot and I legot

are found to be sufficiently high to maintain the high
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recycling.

7. Discussion

7.1. Far SOL neutral density inference

Balmer line emissivities were used to solve the
ADAS collisional-radiative model of hydrogen to infer
plasma and neutral atomic density ranges together
with the electron temperature. The solutions were
used to match the experimentally obtained upstream
profiles to their SOLPS-ITER counterparts. The
matching showed a good agreement between electron
temperature and density while revealing a significant
difference in the neutral atomic density in the far SOL.
Although the source of the mismatch is unclear, one
could speculate that it is caused by the wall conditions
in terms of recycling coefficients for neutral atoms in
the simulation. This difference in the far SOL was not
observed in other discharges at higher plasma currents,
which could be due to narrower SOL, thus decreasing
the interaction with the machine wall. More analysis of
a broader range of experimental parameters is needed
to conclude the source of this mismatch.

7.2. Sources of error

7.2.1. Incomplete localisation of the tomographic
inversion
The emissivities used in this work were obtained using
a tomographic inversion process, which may not be
able to fully localise the emission along the lines of
sight as seen by the camera. This deficiency results
in parabolic streaks of light observed in figures 1
or 3a)-d). Consequently, in the outer divertor leg,
the maximum intensity of the radial profiles can be
underestimated. At the same time, both sides of
the peak emission can be overestimated by spreading
the emission in the far SOL and the PFR. On the
inner divertor leg, the tomographic inversion process
might displace the emission poloidally between the
inner strike point and the X-point and radially to the
PFR. The incomplete localisation contributes to the
experimentally observed emission in the PFR and may
contribute to the spreading in the radial profiles of ne
and Te.

7.2.2. Machine wall reflections
The tomographic inversions used in this work do not
account for tile reflection, which can also influence the
reconstructions. Accounting for wall reflections is a
common practice in metallic wall tokamaks [43, 44].
In TCV, the walls are covered with graphite tiles,
which are expected to reflect significantly less light
than polished metallic walls. A study of the effects
of reflections in JET ITER-like, i.e. metallic wall,

found that reflections amplified the brightness by
approximately 10% in the brightest regions. In the
more remote parts of the image, 50 to 100% of the
emission could be comprised of reflections [43].

7.2.3. Absolute calibration uncertainty
One of the biggest sources of uncertainty is the absolute
calibration [24]. The interference filters’ transmission
curves are currently used in the calculations for the
absolute calibration, resulting in an uncorrelated 12%
systematic error for each camera. Correlating the
error between the cameras would decrease the inference
uncertainty.

7.2.4. Limitations of the plasma emission model
Recent works on TCV highlight the role of molecular
reactions in the interpretation of the Balmer series
of hydrogen with schemes of separating integrated
emission into excitation, recombination, and the
molecular contributions [27, 28]. This work adds a
new aspect to it, a 2D spatial separation. In a 2D
solution, one can spot regions that give unexpected
results and investigate whether the assumptions behind
the ADAS model used in this work still hold. One
such region is found in the vicinity of the outer target,
where the 2D map of ionisation rate in figure 8 shows a
maximum near the target. The corresponding SOLPS-
ITER simulation does not capture it. This observation
raises whether it is an actual region ionisation or
a misinterpretation of the emission due to plasma-
molecule interactions.

Current modelling of the molecular contributions
to the deuterium Balmer lines predicts that strong
contributions to the emission spectrum would appear
as excitation in plasma with temperatures 5−15 eV [27]
which is not observed in figure 4. However, molecular
contributions may also have different magnitudes,
e.g. sufficient to skew the results but not dominant.
Furthermore, depending on the magnitude, it could
also increase the inferred electron temperature by a
certain amount; for example, it could increase Te from
2 to 4 eV.

The line ratio of D4→2 to D3→2 near the target
reaches values of approximately 0.065. This ratio is
consistent with the emission dominated by the plasma
interaction with the H+

2 molecule obtained through
Yacora for TCV conditions in [27]. Furthermore, figure
3 shows a pattern of over and underestimation in the
analysis residuals at the outer target. It could indicate
that a solution consistent with all measured Balmer
lines cannot be found in the ADAS model.

It is also worth investigating whether the value
of the ionisation at the target is plausible. The
integrated ionisation in figure 9c) shows a good
agreement between the ionisation near the target and
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the ion saturation current profile in the far SOL, ρψ =
[1.05, 1.1]. It could result from the inversion error due
to the reflections from the outer target. Misplaced light
along the line of sight due to the incomplete localisation
could also broaden the target profile. A good example
of this inversion artefact can be found in figure 8b),
where the ionisation forms a triangular shape near the
floor at R = 0.9 m. The total ionisation in figure 12
exceeds the saturation ion target current by a factor of
2. Unless there are significant plasma sinks other than
the target currents, assuming 1 m3 of plasma, with the
excess ionisation of 5 · 1021 s−1, the average plasma
density would increase by 1020 m−3 every 20 ms. This
is not the case in the experiment.

The arguments presented in the section strongly
suggest that the hydrogen emission at the target is
dominated by the plasma-molecule interaction, which
cannot be neglected in the analysis of the Balmer line
series. Detailed investigations are critical since the 2D
maps of ne and Te in figure 4 do not exhibit clear
unphysical behaviour such as an increase of Te towards
the divertor targets.

7.3. Role of the X-point potential well in the HFS
MARFE formation

As the line average density increases, a low tempera-
ture and high density region forms on the HFS, consis-
tent with the radial E × B drift captured by SOLPS-
ITER. This region coincides with the maximum emis-
sion of C2+ ions and bolometric radiation in figure 11.
It could be caused by an accumulation of carbon on
the HFS; ne, Te conditions promoting radiation, or a
combination of those. Either way, it leads to a strongly
radiating region on the HFS. The hydrogenic recombi-
nation maximum of this region has a structure which
is shown in figure 10. The region stretches into two
lobes before one moves poloidally upward, leading to
a MARFE formation. This lobe separation could be a
crossing in the impurity cooling curve, beyond which
the radiated power increases with decreasing electron
temperature. It would act as a positive feedback loop,
further decreasing the local temperature. As a result,
one of the lobes would have an increased cooling capa-
bility, consistent with the upstream electron temper-
ature collapse as it moves upstream. The tempera-
ture collapse results in the upstream pressure collapse
shown in figure 12a).

Combining those observations, one can argue that
the E × B radial transport on the HFS induced
by the X-point potential well creates conditions for
a MARFE-seed; once the seed reaches the right
conditions, the HFS MARFE forms. Then, it collapses
the upstream electron temperature, which causes the
upstream pressure drop resulting in a symmetric ion
target current rollover on both targets. Alternatively,

the movement could start with a change of upstream
conditions, which triggers the MARFE formation
by dropping the upstream Te. In both of those
explanations, the X-point potential well acts as a seed
for the HFS MARFE.

8. Summary and outlook

Multispectral imaging was used to measure the
emissivity of the Balmer series of deuterium. The
emissivities were used with the ADAS collisional-
radiative model of hydrogen to infer ranges of the
neutral atomic density together with the electron
density and temperature. Simultaneously, a SOLPS-
ITER simulation was used to generate synthetic data
to verify the implementation of the analysis while
comparing the profiles of plasma parameters to the
experiment.

Experimental observations are consistent with
an E × B-induced radial shift between density and
temperature at the inner divertor leg predicted by
SOLPS-ITER. The plasma density profile continued
through the separatrix to the PFR smoothly. Thus,
showing a significant cross-field particle transport
through the separatrix that is not captured by the
SOLPS-ITER simulation. The radial profiles across
the outer divertor leg showed an analogous increase of
density in the PFR consistent with the parallel particle
transport.

The origins of a MARFE presented in this paper
can be traced to the existence of this E×B drift caused
by the X-point potential well. As the line average
density increases, the low temperature and high density
region on the HFS stretch into two lobes. One of them
evolves into the HFS MARFE. This evolution coincides
with the upstream pressure loss leading to a symmetric
rollover of the ion target flux, which can be interpreted
as detachment. However, it does not necessarily mean
that detachment was achieved. The ion target flux
can be reduced by radiation alone, which one would
call SOL power starvation. Detachment additionally
requires a large pressure drop along the field lines
towards the target, which could not be recovered in
this analysis as shown in figure 7c) and d).

An unexpected ionisation region near the outer
target was found. Upon closer investigation, the
region appears to be consistent with hydrogen Balmer
emission due to plasma-molecule interaction, not
included in the ADAS model.

The rollover was also observed in the inferred
ionisation in the divertor leg. Thus, potentially
provides optical tracking of the peak particle flux to the
outer divertor target. This inference provides a wealth
of information for the power exhaust control efforts.
Current control schemes involve either the control
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of radiation that does not provide the information
about the peak target fluxes [45, 46, 47, 48, 49] or
control of the target quantities through probes or shunt
currents, which do not provide the information about
the plasma edge [50, 51, 52, 53, 54]. The analysis
presented in this paper links the particle sources and
sinks between the upstream location and the target.
Thus, simultaneously providing valuable information
about the state of the divertor along and across the
SOL.

The power balance needs to be added for a
complete view of the SOL. This analysis should be
extended with impurity models to provide input for the
SOL power balance due to impurity radiation. Such
an addition would allow for Multiple Input, Multiple
Output (MIMO) control. Different gas valves would
be actuated independently to seed impurities affecting
the power balance or increase the divertor neutral
pressure through fueling. Furthermore, including
helium spectroscopy and accounting for the emission
due to plasma-molecule interaction would improve
the inference. Ultimately, this analysis would have
to be performed in real-time within a fraction of a
second, which would require speed-up by 4-5 orders
of magnitude from its current 2600 s per time step
on a single CPU. Such a performance improvement
is not inconceivable when employing physics informed
neural networks that already delivered 3-5 orders of
magnitude speed-up by approximating a quasilinear
turbulence model QuaLiKiz [55].
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