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Abstract

We study a nearest neighbors ferromagnetic classical spin system on the square
lattice in which the spin field is constrained to take values in a discretization of
the unit circle consisting of N equi-spaced vectors, also known as the N -clock
model. We find a fast rate of divergence of N with respect to the lattice spacing for
which the N -clockmodel has the samediscrete-to-continuumvariational limit as the
classical XY model (also knownasplanar rotatormodel), in particular concentrating
energy on topological defects of dimension 0. We prove the existence of a slow
rate of divergence of N at which the coarse-grain limit does not detect topological
defects, but it is instead a BV -total variation. Finally, the two different types of
limit behaviors are coupled in a critical regime for N , whose analysis requires the
aid of Cartesian currents.

1. Introduction

The emergence of phase transitions mediated by the formation of topologi-
cal singularities has been proposed in pioneering works on the ferromagnetic XY
model (also planar rotator model) [15,34,35]. The latter describes a system of S1

vectors sitting on a square lattice, in which only the nearest neighbors interact in a
ferromagnetic way. If the spin field is allowed to attain only finitely many, say N ,
equi-spaced values on S1 (as in the N -clock model) this topological concentration
is ruled out. Instead, the phase transitions are characterized by a typical domain
structure as in Ising systems. These two different behaviors lead to the natural
question whether the N -clock model approximates the XY model as N → +∞.
Fröhlich and Spencer give a positive answer to this question, showing in [29] that
the N -clock model (for N large enough) presents phase transitions mediated by the
formation and interaction of topological singularities.

The results in this paper and in [25,26] concern a related problem regarding
the behavior of low-energy states of the two systems in the discrete-to-continuum
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variational analysis as the lattice spacing vanishes and N diverges simultaneously.
With the help of fine concepts in geometric measure theory and in the theory of
cartesian currents, these results show to which extent the coarse-grain limit of the
classical N -clock model resembles the one of the classical XY model obtained
in [4,7]. To state precisely the results, we set the mathematical framework for the
problem.

We consider a bounded, open set with Lipschitz boundary � ⊂ R
2. Given a

small parameter ε > 0, we consider the square lattice εZ2 and we define �ε :=
�∩εZ2. The classical XY energy (relative to its minimum) is defined on spin fields
u : �ε → S

1 by

XYε(u) = 1

2

∑

〈i, j〉
ε2|u(εi)− u(ε j)|2,

where the sum is taken over ordered pairs of nearest neighbors 〈i, j〉, i.e., (i, j) ∈
Z
2×Z2 such that |i− j | = 1 and εi, ε j ∈ �ε. We consider the additional parameter

Nε ∈ N or, equivalently, θε := 2π
Nε
, and we set

Sε := {exp(ιkθε) : k = 0, . . . , Nε − 1} ,
where ι is the imaginary unit. The admissible spin fields we consider here are only
those taking values in the discrete set Sε. We study the energy defined for every
u : �ε → S

1 by

Eε(u) :=
{
XYε(u) if u : �ε → Sε,
+∞ otherwise.

(1.1)

We are interested in the behavior of low-energy states uε such that Eε(uε) � Cκε
with κε → 0 as ε → 0 to be determined. To this end, given θε → 0, we find the
relevant scaling κε and we study the �-limit of 1

κε
Eε. The limit strongly depends

on the rate of convergence θε → 0 and can be characterized by interfacial-type
singularities [2,8,12,17,20,21,23,24,27] (see also [5,18]) or vortex-like singular-
ities [3,4,6,7,14,19,38], possibly coexisting. In this paper we are interested in the
following three regimes: ε| log ε| 	 θε, θε ∼ ε| log ε|, and θε 	 ε. The interme-
diate case ε 	 θε 	 ε| log ε| has been covered in [25].

To understand how the limit is affected by the choice of θε → 0, we start
by considering the following example. Let � = B1/2(0) be the ball of radius 1

2
centered at 0, let ϕ1, ϕ2 ∈ [0, 2π) and v1 = exp(ιϕ1), v2 = exp(ιϕ2) ∈ S

1, and for
x = (x1, x2) ∈ R

2 define

u(x) :=
{
v1 if x1 � 0,

v2 if x1 > 0.
(1.2)

For εi = (εi1, εi2) ∈ �ε and ηε > 0 we define

uε(εi) :=

⎧
⎪⎪⎨

⎪⎪⎩

v1 if εi1 � 0,

exp
(
ι
(
(ϕ1 − ϕ2)

(
1− εi1

ηε

)+ ϕ2
))

if 0 < εi1 � ηε,
v2 if εi1 > ηε.

(1.3)
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Fig. 1. Construction which shows that 1
εθε

Eε approximates the geodesic distance between
the two values v1 and v2 of a pure-jump function. During the transition between v1 and v2
in the strip of size ηε = |ϕ1 − ϕ2| εθε the minimal angle between two adjacent vectors is θε

If uε satisfies the pointwise constraint uε(εi) ∈ Sε, then |ϕ1 − ϕ2| εηε ∼ θε, i.e.,
ηε ∼ |ϕ1 − ϕ2| εθε , see Fig. 1. As a result,

1

κε
Eε(uε) ∼

(
1− cos

( ε
ηε
(ϕ1 − ϕ2)

))ηε
κε

∼ (
1− cos(θε)

) ε

θεκε
|ϕ1 − ϕ2| ∼ εθε

κε
|ϕ1 − ϕ2|.

This suggests that the nontrivial scaling κε = εθε leads to a finite energy propor-
tional to |ϕ1 − ϕ2|. The construction can be optimized by choosing the angles ϕ1
and ϕ2 in such a way that |ϕ1 − ϕ2| equals the geodesic distance on S

1 between
v1 and v2, namely dS1(v1, v2). This back-of-the-envelope calculation shows that
the presence of θε allows us to detect energy concentration on interfaces. Such a
behavior is ruled out in the classical XY model, see [4, Example 1].

The fact that dS1(v1, v2) is the total variation (in the sense of [10, For-
mula (2.11)]) of the S

1-valued pure-jump function u defined in (1.2) suggests
that at the scaling κε = εθε the �-limit of 1

εθε
Eε might be finite on the class

BV (�;S1) of S1-valued functions of bounded variation. This is confirmed by
the following theorem, for which we introduce some notation, cf. [11]. Given a
function u ∈ BV (�;S1), its distributional derivative Du can be decomposed as
Du = ∇uL2+D(c)u+(u+−u−)⊗νuH1 Ju , where∇u denotes the approximate
gradient, L2 is the Lebesgue measure in R

2, D(c)u is the Cantor part of Du, H1 is
the 1-dimensional Hausdorff measure, Ju is the H1-countably rectifiable jump set
of u with normal vector νu , and u+ and u− are the traces of u on Ju . By | · |1 we
denote the 1-norm on vectors and by | · |2,1 the anisotropic norm on matrices given
by the sum of the Euclidean norms of the columns.

Theorem 1.1. (Regime ε| log ε| 	 θε 	 1) Assume that ε| log ε| 	 θε 	 1. Then
the following results hold:

i) (Compactness) Let uε : �ε → Sε be such that 1
εθε

Eε(uε) � C. Then there

exists a subsequence (not relabeled) and a function u ∈ BV (�;S1) such that
uε → u in L1(�;R2).
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Fig. 2. Example of discrete vorticity measure equal to a Dirac delta on the point εi ∈ εZ2.
By following a closed path on the square of the lattice with the top-right corner in εi , the spin
field covers the whole S1. The discrete vorticity measure can only have weights in {−1, 0, 1}

ii) (�-liminf inequality) Assume that uε : �ε → Sε and u ∈ BV (�;S1) satisfy
uε → u in L1(�;R2). Then
∫

�

|∇u|2,1 dx+|D(c)u|2,1(�)+
∫

Ju
dS1(u

−, u+)|νu |1 dH1 � lim inf
ε→0

1

εθε
Eε(uε).

iii) (�-limsup inequality) Let u ∈ BV (�;S1). Then there exists a sequence
uε : �ε → Sε such that uε → u in L1(�;R2) and

lim sup
ε→0

1

εθε
Eε(uε) �

∫

�

|∇u|2,1 dx+|D(c)u|2,1(�)+
∫

Ju
dS1(u

−, u+)|νu |1 dH1.

The previous theorem does not hold true if θε � ε| log ε|, i.e., θε
ε| log ε| → C ∈

[0,+∞). In this regime, an additional object plays a role, namely the discrete
vorticity measures μuε associated to the spin field uε (see Fig. 2 and cf. (2.6) for
the precise definition). By (1.1), we have

1

ε2| log ε| XYε(uε) =
εθε

ε2| log ε|
1

εθε
Eε(uε) ∼ θε

ε| log ε| ∼ C. (1.4)

The bound 1
ε2| log ε| XYε(uε) � C yields compactness for the discrete vorticity

measure μuε . More precisely, in [4] it is proven that μuε
f→ μ up to a subsequence

in the flat convergence (i.e., in the norm of the dual of Lipschitz functions with
compact support, see (2.7)), whereμ =∑N

h=1 dhδxh , xh ∈ �, dh ∈ Z, is a measure
that represents the vortex-like singularities of the spin field uε as ε goes to zero. The
limit of 1

εθε
Eε(uε) is, in general, strictly greater than the anisotropic total variation in

BV (�;S1)obtained inTheorem1.1, sinceuεmust satisfy the topological constraint

μuε
f→ μ. To describe the limit, we associate to uε with 1

εθε
Eε(uε) � C the current

Guε given by the extended graph in �×S1 of its piecewise constant interpolation,
see Section 3.5. In Section 4 we prove a compactness result for Guε to deduce
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that Guε ⇀ T in the sense of currents. In Proposition 3.11 we show that ∂Guε =
−μuε×[[S1]], where [[S1]] is the current given by the integration over S1 oriented

counterclockwise. Sinceμuε
f→ μ, the limit T ∈ Adm(μ, u;�) of the currentsGuε

satisfies, among other properties that characterize the class Adm(μ, u;�) given
in (4.1), ∂T = −μ×[[S1]]. For this reason, in general, the current T is different
from the graph Gu of the limit map u, which may have a boundary different from
−μ×[[S1]]. Nevertheless, T can be represented as

T = Gu + L×[[S1]], (1.5)

where L is an integer multiplicity 1-rectifiable current, which keeps track of the
possible concentration of |Duε| on 1-dimensional sets. In [25] we have proved that
the energy concentration on vortex-like singularities and the BV -type concentration
on 1-dimensional sets occur at two separate energy scalings if ε 	 θε 	 ε| log ε|.
In this paper, we investigate the critical regime θε ∼ ε| log ε| and prove that the two
concentration effects appear simultaneously and are coupled in the limit energy by

J (μ, u;�) := inf

{∫

JT
�T (x)|νT (x)|1 dH1(x) : T ∈ Adm(μ, u;�)

}
.

Here JT is the 1-dimensional jump-concentration set of T oriented by the normal
νT , accounting for both the jump set of u and the support of the concentration part
L in the decomposition (1.5). At each point x ∈ JT , the current T has a vertical
part, given by a curve in S1 which connects the traces of u on the two sides of JT ;
�T (x) is its length. See also Fig. 3.

Theorem 1.2. (Regime θε ∼ ε| log ε|) Assume that θε = ε| log ε|.1 Then the fol-
lowing results hold:

(i) (Compactness) Let uε : �ε → Sε be such that 1
ε2| log ε| Eε(uε) � C. Then there

exists a measure μ =∑M
h=1 dhδxh , M ∈ N, xh ∈ �, dh ∈ Z, such that (up to a

subsequence) μuε
f→ μ and there exists a function u ∈ BV (�;S1) such that

(up to a subsequence) uε → u in L1(�;R2).
(ii) (�-liminf inequality) Let uε : �ε → Sε, let μ =∑M

h=1 dhδxh , M ∈ N, xh ∈ �,
dh ∈ Z, and let u ∈ BV (�;S1). Assume that μuε

f→ μ and uε → u in
L1(�;R2). Then

∫

�

|∇u|2,1 dx + |D(c)u|2,1(�)+ J (μ, u;�)+ 2π |μ|(�)

� lim inf
ε→0

1

ε2| log ε| Eε(uε).

1 If θε = θ0ε| log ε|, with θ0 ∈ (0,+∞), the limit functional needs to be modified
accordingly bymultiplying by θ0 the first three terms, while the term 2π |μ|(�) is unaffected.
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Fig. 3. Depiction of a current of the form T = Gu − L×[[S1]] ∈ Adm(0, u;�). In the
picture, � is the unit disc centered at the origin. The function u has no jumps and presents
a vortex-like singularity, turning once counterclockwise around the origin. In particular, the
graph Gu has a hole, namely, ∂Gu = −δ0×[[S1]]. The current T features a concentration
part −L×[[S1]]. It is supported on a radius of the ball and is characterized by a vertical part
(in gray) that connects clockwise in S

1 the (equal) traces u− and u+ of u on the two sides
of the radius. Note that the vertical part is not given by the geodesic connecting u− and
u+. The concentration part is needed to compensate the boundary of the graph Gu , so that
∂T = 0. Indeed, −∂L×[[S1]] = δ0×[[S1]] = −∂Gu inside �. In conclusion, the current T
does not turn around the origin. In this figure, for H1-a.e. x in the support of L , the length
�T (x) is 2π

(iii) (�-limsup inequality) Let μ = ∑M
h=1 dhδxh , M ∈ N, xh ∈ �, dh ∈ Z and

let u ∈ BV (�;S1). Then there exists a sequence uε : �ε → Sε such that

μuε
f→ μ, uε → u in L1(�;R2), and

lim sup
ε→0

1

ε2| log ε| Eε(uε) �
∫

�

|∇u|2,1 dx + |D(c)u|2,1(�)
+J (μ, u;�)+ 2π |μ|(�).

Theorems 1.1, 1.2, and [25, Theorem 1.1] lead, in particular, to the conclusion
that for ε 	 θε the Nε-clock model does not share the same asymptotic behavior of
the classical XY model. For the latter model, the following asymptotic expansion
is known to hold true in the sense of �-convergence (see [7, Section 4] and also
[1,9,16,39] for the Ginzburg-Landau model)

1

ε2
XYε(uε) ∼ 2πM | log ε| +W(μ)+ Mγ, (1.6)

whereW is aCoulomb-type interaction potential referred to as renormalized energy,
while γ is the core energy carried by each vortex, cf. (7.3) and (7.5) for the precise
definitions. The next theorem shows that the Eε energy has the same asymptotic
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expansion if θε 	 ε, finally providing a precise range for θε for which the Nε-clock
model approximates the classical XY model.

Theorem 1.3. (Regime θε 	 ε) Assume that θε 	 ε and M ∈ N. Then the
following results hold:

(i) (Compactness) Assume that uε : �ε → Sε satisfies 1
ε2
Eε(uε)−2πM | log ε| �

C. Then there exists a measure μ = ∑N
h=1 dhδxh , xh ∈ �, dh ∈ Z, with

|μ|(�) � M such that (up to a subsequence) μuε
f→ μ. Moreover, if |μ|(�) =

M, then |dh | = 1.
(ii) (�-liminf inequality) Letμ =∑M

h=1 dhδxh , xh ∈ �, |dh | = 1, and let uε : �ε →
Sε be such that μuε

f→ μ. Then

W(μ)+ Mγ � lim inf
ε→0

( 1

ε2
Eε(uε)− 2πM | log ε|

)
.

(iii) (�-limsup inequality) Let μ = ∑M
h=1 dhδxh , xh ∈ �, |dh | = 1. Then there

exists uε : �ε → Sε such that μuε
f→ μ and

lim sup
ε→0

( 1

ε2
Eε(uε)− 2πM | log ε|

)
� W(μ)+ Mγ.

We summarize all the results obtained in this paper, in [25], and in [26] in
Table 1.

It is worth mentioning that the paper also contains an extension result for Carte-
sian currents, Lemma 3.4, that we reckon to be of independent interest.

2. Notation and preliminaries

In order to avoid confusionwith lattice points we denote the imaginary unit by ι.
We shall often identifyR2 with the complex planeC. By x y wemean the product
of x, y ∈ R

2 seen as complex numbers. Given a vector a = (a1, a2) ∈ R
2, its 1-

norm is |a|1 = |a1|+|a2|. We define the (2, 1)-norm of a matrix A = (ai j ) ∈ R
2×2

by
|A|2,1 :=

(
a211 + a221

)1/2 + (
a212 + a222

)1/2
.

If u, v ∈ S
1, their geodesic distance on S1 is denoted by dS1(u, v). It is given by the

angle in [0, π ] between the vectors u and v, i.e., dS1(u, v) = arccos(u ·v). Observe
that

1
2 |u − v| = sin

( 1
2dS1(u, v)

)
and |u − v| � dS1(u, v) � π

2
|u − v|. (2.1)

Given two sequences αε and βε, we write αε 	 βε if limε→0
αε
βε
= 0 and αε ∼ βε

if limε→0
αε
βε
∈ (0,+∞). We will use the notation deg(u)(x0) to denote the topo-

logical degree of a continuous map u ∈ C(Bρ(x0) \ {x0};S1), i.e., the topological
degree of its restriction u|∂Br (x0), independent of r < ρ.

We denote by Iλ(x) the half-open squares given by

Iλ(x) = x + [0, λ)2. (2.2)
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Table 1. In this table we summarize our results

Regime Energy
bound

Limit of μuε Energy
Behavior

Theorem

θε finite 1
ε Eε � C Not relevant Interfaces [26, Thm 1.2]

ε| log ε| 	 θε
1
εθε

Eε � C Not relevant BV Thm 1.1
vortices

θε ∼ ε| log ε| 1
εθε

Eε � C μuε
f→ μ + Thm 1.2

BV+
concen-
tration
vortices

ε 	 θε 	 ε| log ε| 1
εθε

Eε −
2πM | log ε| εθε �
C

μuε
f→ μ + [25, Thm 1.1]

BV+
concen-
tration

θε 	 ε 1
ε2

Eε −
2πM | log ε| �
C

μuε
f→ μ XY Thm 1.3

By “interfaces” we mean that the energy concentrates on 1-dimensional domain walls that
separate the different phases [26], while “BV ” denotes a BV -type total variation, Theo-
rem 1.1. The expression “BV+concentration” indicates the presence in a BV -type energy
of a surface term of the form J (μ, u;�) which accounts for concentration effects on 1-
dimensional surfaces, as in [25] and Theorem 1.2. By “vortices” we mean that a logarithmic
energy is carried by the system for the creation of vortex-like singularities in the limit.
Finally, “XY ” expresses the fact that the energy is a good approximation (at first order) of
the classical XY model, Theorem 1.3. The missing case θε ∼ ε is still mainly open

2.1. BV-functions

In this section we recall basic facts about functions of bounded variation. For
more details we refer to the monograph [11].

Let O ⊂ R
d be an open set. A function u ∈ L1(O;Rn) is a function of bounded

variation if its distributional derivative Du is given by a finite matrix-valued Radon
measure on O . We write u ∈ BV (O;Rn).

The space BVloc(O;Rn) is defined as usual. The space BV (O;Rn) becomes
a Banach space when endowed with the norm ‖u‖BV (O) = ‖u‖L1(O) + |Du|(O),
where |Du| denotes the total variation measure of Du. The total variation with
respect to the anisotropic norm | · |2,1 is denoted by |Du|2,1. When O is a bounded
Lipschitz domain, then BV (O;Rn) is compactly embedded in L1(O;Rn). We say
that a sequence un converges weakly∗ in BV (O;Rn) to u if un → u in L1(O;Rn)

and Dun
∗
⇀ Du in the sense of measures.

Given x ∈ O and ν ∈ S
d−1 we set

B±ρ (x, ν) = {y ∈ Bρ(x) : ±(y − x) · ν > 0} .
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Fig. 4. Graph of the function � for t ∈ (−2π, 2π). Observe that � is an odd function

We say that x ∈ O is an approximate jump point of u if there exist a �= b ∈ R
n

and ν ∈ S
d−1 such that

lim
ρ→0

1

ρd

∫

B+ρ (x,ν)
|u(y)− a| dy = lim

ρ→0

1

ρd

∫

B−ρ (x,ν)
|u(y)− b| dy = 0 .

The triplet (a, b, ν) is determined uniquely up to the change to (b, a,−ν). We
denote it by (u+(x), u−(x), νu(x)) and let Ju be the set of approximate jump points
of u. The triplet (u+, u−, νu) can be chosen as a Borel function on the Borel set
Ju . Denoting by∇u the approximate gradient of u, we can decompose the measure
Du as

Du(B) =
∫

B
∇u dx +

∫

Ju∩B
(u+(x)− u−(x))⊗ νu(x) dHd−1 + D(c)u(B),

where D(c)u is the so-called Cantor part and D( j)u = (u+ − u−)⊗ νuHd−1 Ju
is the so-called jump part.

2.2. Results for the classical XY model

We recall here some results about the classical XY model, namely when the
spin field uε : �ε → S

1 is not constrained to take values in a discrete set.
Following [6], in order to define the discrete vorticity of the spin variable, it is

convenient to introduce the projection Q : R→ 2πZ defined by

Q(t) := argmin{|t − s| : s ∈ 2πZ}, (2.3)

with the convention that, if the argmin is not unique, then we choose the one with
minimal modulus. Then, for every t ∈ R, we define (see Fig. 4)

�(t) := t − Q(t) ∈ [−π, π ]. (2.4)

Let u : εZ2 → S
1 and let ϕ : εZ2 → [0, 2π) be the phase of u defined by the

relation u = exp(ιϕ). The discrete vorticity of u is defined for every εi ∈ εZ2 by

du(εi) := 1

2π

[
�
(
ϕ(εi + εe1)− ϕ(εi)

)+�(
ϕ(εi + εe1 + εe2)− ϕ(εi + εe1)

)

+ �(
ϕ(εi + εe2)− ϕ(εi + εe1 + εe2)

)+�(
ϕ(εi)− ϕ(εi + εe2)

)]
.

(2.5)
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As already noted in [6], the discrete vorticity du only takes values in {−1, 0, 1},
i.e., only vortices of degree±1 can be present in the discrete setting. We introduce
the discrete measure representing all vortices of the discrete spin field defined by

μu :=
∑

εi∈εZ2

du(εi)δεi+ε(e1+e2). (2.6)

Remark 2.1. In [6,7] the vorticity measure μ̊u is supported in the centers of the
squares completely contained in �, i.e.,

μ̊u =
∑

εi∈εZ2

εi+[0,ε]2⊂�

du(εi)δεi+ε/2(e1+e2) .

In this paperwe prefer definition (2.6) since it fitswell with our definition of discrete
currents in Section 3.5 on the whole set�. However, as wewill borrow some results
from [6,7], we have to ensure that these definitions are asymptotically equivalent
with respect to the flat convergence defined below.

Definition 2.2. (Flat convergence) Let O ⊂ R
2 be an open set. A sequence of

finite Radon measures μ j ∈ Mb(O) converges flat to μ ∈ Mb(O), denoted by

μ j
f→ μ, if

sup
ψ∈C0,1

c (O)
‖ψ‖C0,1�1

∣∣∣∣
∫

O
ψ dμ j −

∫

O
ψ dμ

∣∣∣∣→ 0. (2.7)

Observe that the flat convergence is weaker than the weak* convergence. The two
notions are equivalent when the measures μ j have equibounded total variations.

The two vorticity measuresμu and μ̊u are then close as explained in Lemma 2.3
below. For A ⊂ R

2 we shall use the localized energy given by

Eε(u; A) := 1

2

∑

〈i, j〉
εi,ε j∈A

ε2|u(εi)− u(ε j)|2.

We shall adopt the same notation for the classical XYε energy. We work with spin
fields uε : εZ2 → S

1 defined on the whole lattice εZ2. We can always assume that
XYε(uε;�ε) � CXYε(uε;�), where�ε is the union of the squares εi+[0, ε]2 that
intersect �. (If not, thanks to the Lipschitz regularity of �, we modify uε outside
� in such a way that the energy estimate is satisfied, see [4, Remark 2].)

Lemma 2.3. Assume that uε : εZ2 → S
1 is a sequence such that 1

ε2
XYε(uε) �

C | log ε|. Then μuε �− μ̊uε
f→ 0.

Proof. Note that, for any ψ ∈ C0,1
c (�) with ‖ψ‖C0,1 � 1, we have

|〈μuε �− μ̊uε , ψ〉| �
∑

εi∈εZ2∩�ε
|duε (εi)|

ε√
2

� ε√
2
|μ̊uε |(�ε)
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�Cε
1

ε2
XYε(u;�ε) � Cε| log ε| ,

where in the last but one inequality we used [6, Remark 3.4]. This proves the claim.

We recall the following compactness and lower bound for the classical XY
model:

Proposition 2.4. Let uε : εZ2 → S
1 and assume that there is a constant C > 0

such that 1
ε2| log ε| XYε(uε) � C. Then there exists a measure μ ∈ Mb(�) of the

formμ =∑M
h=1 dhδxh with dh ∈ Z and xh ∈ �, and a subsequence (not relabeled)

such that μuε �
f→ μ. Moreover

2π |μ|(�) � lim inf
ε→0

1

ε2| log ε| XYε(uε).

Proof. In [7, Theorem 3.1-(i)] it is proven that (up to a subsequence) the discrete
vorticity measures μ̊uε converge flat to a measure of the claimed form satisfying
also the lower bound. The claim thus follows from Lemma 2.3.

3. Currents

For the theory of currents and cartesian currents we refer to the books [30,
31]. We recall here some notation, definitions, and basic facts about currents. We
additionally prove some technical lemmata that we need in this paper and that were
also used in [25].

3.1. Definitions and basic facts

Given an open set O ⊂ R
d , we denote byDk(O) the space of k-formsω : O �→

�k
R
d that are C∞ with compact support in O . A k-current T ∈ Dk(O) is an

element of the dual of Dk(O). The duality between a k-current and a k-form ω
will be denoted by T (ω). The boundary of a k-current T is the (k−1)-current
∂T ∈ Dk−1(O) defined by ∂T (ω) := T (dω) for every ω ∈ Dk−1(O) (or ∂T := 0
if k = 0). As for distributions, the support of a current T is the smallest relatively
closed set K in O such that T (ω) = 0 if ω is supported outside K . Given a smooth
map f : O → O ′ ⊂ R

N ′ such that f is proper2, f #ω ∈ Dk(O) denotes the
pull-back of a k-form ω ∈ Dk(O ′) through f . The push-forward of a k-current
T ∈ Dk(O) is the k-current f#T ∈ Dk(O ′) defined by f#T (ω) := T ( f #ω). Given
a k-form ω ∈ Dk(O), we can write it via its components

ω =
∑

|α|=k
ωα dx

α, ωα ∈ C∞c (O),

2 which means f −1(K ) is compact in O for all compact sets K ⊂ O ′.
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where the expression |α| = k denotes all multi-indices α = (α1, . . . , αk) with
1 � αi � d, and dxα = dxα1∧. . .∧dxαk . The norm of ω(x) is denoted by |ω(x)|
and it is the Euclidean norm of the vector with components (ωα(x))|α|=k . The total
variation of a k-current T ∈ Dk(O) is defined by

|T |(O) := sup{T (ω) : ω ∈ Dk(O), |ω(x)| � 1}.
If T ∈ Dk(O) with |T |(O) <∞, then we can define the measure |T | ∈Mb(O)

|T |(ψ) := sup{T (ω) : ω ∈ Dk(O), |ω(x)| � ψ(x)}
for everyψ ∈ C0(O),ψ � 0.As a consequence ofRiesz’sRepresentationTheorem
(see [30, 2.2.3, Theorem 1]) there exists a |T |-measurable function T : O �→ �kR

d

with |T (x)| = 1 for |T |-a.e. x ∈ O such that

T (ω) =
∫

O
〈ω(x), T (x)〉 d|T |(x) (3.1)

for every ω ∈ Dk(O). We note that if T has finite total variation, then it can be
extended to a linear functional acting on all forms with bounded, Borel-measurable
coefficients via the dominated convergence theorem. In particular, in this case the
push-forward f#T can be defined also for f ∈ C1(O, O ′)with bounded derivatives,
cf. the discussion in [30, p. 132].

A set M ⊂ O is a countably Hk-rectifiable set if it can be covered, up to
an Hk-negligible subset, by countably many k-manifolds of class C1. As such, it
admits atHk-a.e. x ∈M a tangent space Tan(M, x) in a measure theoretic sense.
A current T ∈ Dk(O) is an integer multiplicity (i.m.) rectifiable current if it is
representable as

T (ω) =
∫

M
〈ω(x), ξ(x)〉θ(x) dHk(x), for ω ∈ Dk(O), (3.2)

whereM ⊂ O is aHk-measurable and countablyHk-rectifiable set, θ :M→ Z is
locallyHk M-summable, and ξ :M→ �kR

d is aHk-measurable map such that
ξ(x) spans Tan(M, x) and |ξ(x)| = 1 for Hk-a.e. x ∈M. We use the short-hand
notation T = τ(M, θ, ξ). One can always replace M by the set M ∩ θ−1({0}),
so that we may always assume that θ �= 0. Then the triple (M, θ, ξ) is uniquely
determined up toHk-negligible modifications. Moreover, one can show, according
to the Riesz’s representation in (3.1), that T = ξ and the total variation3 is given
by |T | = |θ |Hk M.

If Tj are i.m. rectifiable currents and Tj ⇀ T in Dk(O) with sup j (|Tj |(V ) +
|∂Tj |(V )) < ∞ for every V ⊂⊂ O , then by the Closure Theorem [30, 2.2.4,
Theorem 1] T is an i.m. rectifiable current, too. By [[M]] we denote the current
defined by integration over M.

3 For i.m. rectifiable currents, the total variation coincides with the so-called mass. Hence,
we will not distinguish between these two concepts.
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3.2. Currents in product spaces

Let us introduce somenotation for currents definedon theproduct spaceRd1×Rd2 .
We will denote by (x, y) the points in this space. The standard basis of the first
space Rd1 is {e1, . . . , ed1}, while {ē1, . . . , ēd2} is the standard basis of the second
space Rd2 . Given O1 ⊂ R

d1 , O2 ⊂ R
d2 open sets, T1 ∈ Dk1(O1), T2 ∈ Dk2(O2)

and a (k1 + k2)-form ω ∈ Dk1+k2(O1×O2) of the type

ω(x, y) =
∑

|α|=k1|β|=k2

ωαβ(x, y) dx
α∧dyβ,

the product current T1 × T2 ∈ Dk1+k2(O1×O2) is defined by

T1×T2(ω) := T1
( ∑

|α|=k1
T2

( ∑

|β|=k2
ωαβ(x, y) dy

β
)
dxα

)
,

while T1×T2(φ dxα∧dyβ) = 0 if |α| + |β| = k1 + k2 but |α| �= k1, |β| �= k2.

3.3. Graphs

Let O ⊂ R
d be an open set and u : � → R

2 a Lipschitz map. Then we can
consider the d-current associated to the graph of u given by Gu := (id×u)#[[O]] ∈
D2(O×R2), where id×u : O → O×R2 is the map (id×u)(x) = (x, u(x)). Note
that by definition we have

Gu(ω) =
∫

O
〈ω(x, u(x)),M(∇u(x))〉 dx

for all ω ∈ Dd(O × R
2), with the d-vector

M(∇u) = (e1 + ∂x1u1ē1 + ∂x1u2ē2) ∧ . . . ∧ (ed + ∂xd u1ē1 + ∂xd u2ē2) . (3.3)

The above formula can be extended to the class A1(O;R2) defined by

A1(O;R2) := {u ∈ L1(O;R2) : uapprox. diff. almost everywhere

and all minors of∇uare inL1(O)}.

Remark 3.1. We recall that ∂Gu |�×R2 = 0 when u ∈ W 1,2(O;R2) ⊂ A1(O;R2),
see [30, 3.2.1, Proposition 3]. This property however fails for general functions
u ∈ A1(O;R2).

In Lemma 3.4 we need to interpret the graphs ofW 1,1(O;S1) as currents. This
can be done because of the following observation:

Lemma 3.2. Let O ⊂ R
d be an open, bounded set. Then W 1,1(O;S1) ⊂

A1(O;R2).
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Proof. It is well-known that Sobolev functions are approximately differentiable a.e.
Moreover, all 1-minors of∇u are in L1(O).We argue that all 2-minors vanish at a.e.
point. To this end, denote by P : R2\{0} → R

2 the smooth mapping P(x) = x/|x |.
Since for u ∈ W 1,1(O;S1) we have u = P ◦ u almost everywhere, for a.e. x ∈ O
the chain rule for approximate differentials yields

∇u(x) = ∇P(u(x))∇u(x).
Since ∇P(u(x)) has at most rank 1, also ∇u(x) has at most rank 1 and therefore
all 2-minors have to vanish as claimed.

We will use the orientation of the graph of a smooth function u : O ⊂ R
2 → S

1

(cf. [30, 2.2.4]). For such maps we have |Gu | = H2 M, whereM = (id×u)(�),
and, for every (x, y) ∈M,

√
1+ |∇u(x)|2 Gu(x, y) = e1 ∧ e2

+ ∂x2u1(x)e1 ∧ ē1 + ∂x2u2(x)e1 ∧ ē2

− ∂x1u1(x)e2 ∧ ē1 − ∂x1u2(x)e2 ∧ ē2.

(3.4)

3.4. Cartesian currents

Let O ⊂ R
d be a bounded, open set. We recall that the class of cartesian

currents in O×R2 is defined by

cart(O×R2) := {T ∈ Dd(O×R2) : T is i.m. rectifiable, ∂T |O×R2 = 0,

πO
# T = [[O]], T | dx � 0, |T | <∞, ‖T ‖1 <∞},

where πO : O×R2 → O denotes the projection on the first component, T | dx � 0
means that T (φ(x, y) dx) � 0 for every φ ∈ C∞c (O×R2) with φ � 0, and

‖T ‖1 = sup{T (φ(x, y)|y| dx) : φ ∈ C∞c (O×R2), |φ| � 1}.
Note that, if for some function u

T (φ(x, y) dx) =
∫

O
φ(x, u(x)) dx then ‖T ‖1 =

∫

O
|u| dx . (3.5)

The class of cartesian currents in O×S1 is
cart(O×S1) := {T ∈ cart(O×R2) : supp(T ) ⊂ O×S1} ,

(cf. [31, 6.2.2] for this definition). We recall the following approximation theorem
which explains that cartesian currents inO×S1 are precisely those currents that arise
as limits of graphs of S1-valued smooth maps. The proof, based on a regularization
argument on the lifting of T , can be found in [32, Theorem 7].4

4 Notice that some results in [32] require O to have smooth boundary. This is not the case
for this theorem, which is based on a local construction.
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Theorem 3.3. (Approximation Theorem) Let T ∈ cart(O×S1). Then there exists
a sequence of smooth maps uh ∈ C∞(O;S1) such that

Guh ⇀ T in Dd(O×R2) and |Guh |(O×R2)→ |T |(O×R2).

Using the above approximation result, we now prove an extension result for
cartesian currents, which we could not find in the literature.

Lemma 3.4. (Extension of cartesian currents) Let O ⊂ R
d be a bounded, open set

with Lipschitz boundary and let T ∈ cart(O×S1). Then there exist an open set Õ �
O and a current T ∈ cart(Õ×S1) such that T̃ |O×R2 = T and |T̃ |(∂O×R2) = 0.

Proof. Applying Theorem 3.3 we find a sequence uk ∈ C∞(O;S1) such that
Guk ⇀ T in Dd(O×R2) and |Guk |(O×R2) → |T |(O×R2). In particular, the
sequence |Guk |(O×R2) is bounded, which implies that

sup
k

∫

O
|∇uk |dx < C . (3.6)

Next we extend the functions uk . To this end, note that there exists t > 0 and a
bi-Lipschitz map � : (∂O×(−t, t))→ �(∂O×(−t, t)) such that �(x, 0) = x for
all x ∈ ∂O , �(∂O×(−t, t)) is an open neighborhood of ∂O and

�(∂O×(−t, 0)) ⊂ O, �(∂O × (0, t)) ⊂ R
2\O . (3.7)

This result is a consequence of [37, Theorem 7.4 & Corollary 7.5]; details can be
found for instance in [36, Theorem 2.3]. The extension of uk is then achieved via
reflection. More precisely, for a sufficiently small t ′ > 0 we define it on O ′ with
O ′ = O + Bt ′(0) by

ũk(x) =
{
uk(�(P(�−1(x)))) if x /∈ O,

uk(x) otherwise,
(3.8)

where P(x, τ ) = (x,−τ). Since� is bi-Lipschitz, we have that ũk ∈ W 1,1(O ′;S1)
and by a change of variables we can bound the L1-norm of its gradient via
∫

O ′
|∇ũk | dx �

∫

O
|∇uk | dx+C�

∫

O ′\O
|(∇uk)◦�◦P◦�−1| dx � C�

∫

O
|∇uk | dx,

(3.9)
where the constant C� depends only on the bi-Lipschitz properties of � and the
dimension. Lemma 3.2 implies that ũk ∈ A1(O ′;R2). In particular, the current
Gũk ∈ Dd(O ′ × R

2) is well-defined in the sense of

Gũk (ω) =
∫

O ′
〈ω(x, ũk(x)),M(∇ũk(x))〉 dx ,

withM(∇ũk) given by (3.3).We next prove thatGũk ∈ cart(O ′×S1). First note that
whenever ω ∈ Dd(O ′ ×R

2) is a form with supp(ω) ⊂⊂ O ′ ×R
2\(O ′ ×S

1), then
the definition yields Gũk (ω) = 0. It then suffices to prove that ∂Gũk |O ′×R2 = 0.
We will argue locally. For each x ∈ O ′ we choose a rotation Qx , radii rx > 0, and
heights hx > 0 such that the cylinders Cx := x + Qx

(
(−rx , rx )d−1 × (−hx , hx )

)

satisfy
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(i) Cx ⊂⊂ O if x ∈ O;
(ii) Cx ⊂⊂ O ′\O if x ∈ O ′\O;
(iii) Cx ⊂⊂ O ′ if x ∈ ∂O and

Cx ∩ O=Cx ∩
(
x+Qx {(x ′, xd) ∈ R

d : x ′∈(−rx , rx )d−1 : −hx<xd<ψ(x ′)}
)

for some ψ ∈ Lip(Rd−1).

For x ∈ O we have ∂Gũk |Cx×R2 = ∂Guk |Cx×R2 = 0 since uk ∈ C∞(Cx ;S1). Next
consider the second case, namely x ∈ O ′\O . Since Cx ⊂⊂ O ′\O , the properties
in (3.7) imply that � ◦ P ◦�−1(Cx ) ⊂⊂ O . In particular, by the smoothness of uk
on O we have that ũk ∈ W 1,∞(Cx ), so that by Remark 3.1 again ∂Gũk |Cx×R2 = 0.
Finally, we consider x ∈ ∂O . SinceCx ∩O is (up to a rigid motion) the subgraph of
a Lipschitz function, it is in particular simply connected. By classical lifting theory,
we find a sequence of scalar functions ϕk ∈ C∞(Cx ∩ O) such that uk(x) =
exp(ιϕk(x)). In particular, using the chain rule we see that ϕk ∈ W 1,1(Cx ∩ O).
Now fix 0 < δx < rx small enough such that Bδx (x) ⊂ Cx and

(� ◦ P ◦ �−1)(Bδx (x) ∩ (O ′\O)) ⊂ Cx ∩ O ,

which is possible due to (3.7). We then extend the lifting ϕk to a function ϕ̃k ∈
W 1,1(Bδx (x)) via the same reflection construction as in (3.8), which is well-defined
due to the above inclusion. Observe that this definition guarantees that ũk(y) =
exp(ιϕ̃k(y)) for almost every y ∈ Bδx (x). Expressed in terms of currents this means
that

Gũk |Bδx (x)×R2 = χ#G ϕ̃k |Bδx (x)×R2 ,

where G ϕ̃k ∈ Dd(Bδx (x)×R) is the current associated to the graph of ϕ̃k
and χ : Rd×R → R

d×S1 is the covering map defined by χ(x, ϑ) :=
(x, cos(ϑ), sin(ϑ)). In particular, by [32, Theorem 2, p. 97 & Proposition 1 (i),
p. 100] we have Gũk |Bδx (x)×R2 ∈ cart(Bδx (x) × S

1), so that by the definition of
cartesian currents we have ∂Gũk |Bδx (x)×R2 = 0.

Thus we have shown that, for every x ∈ O ′, there exists a ball Bδx (x) ⊂ O ′
such that ∂Gũk |Bδx (x)×R2 = 0. Using a partition of unity to localize the support

of any form ω ∈ Dd−1(O ′ × R
2) with respect to the x-variable, we conclude that

∂Gũk |O ′×R2 = 0 and thereforeGũk ∈ cart(O ′×S1). As seen in the proof of Lemma
3.2, all 2-minors of Du vanish, so that the bounds (3.6) and (3.9) yield

|Gũk |(O ′×R2) =
∫

O ′
|M(∇ũk)| dx �

∫

O ′

(
1+ |∇ũk |2

) 1
2
dx � C .

Hence, up to a subsequence, we can assume thatGũk ⇀ T̃ inDd(O ′×R2), see [30,
2.2.4 Theorem 2]. From [30, 4.2.2. Theorem 1] it follows that T̃ ∈ cart(O ′×S1).
Since ũk = uk on O , we find that T̃ |O×R2 = T . It remains to show that |T̃ |(∂O ×
R
2) = 0. To this end, note that for 0 < η < η′ < 1 (and η small enough), by the

bi-Lipschitz continuity of � and (3.7) we have that

(� ◦ P ◦ �−1)(Oout
η ) ⊂ O in

η′ ,
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where the sets Oout
η and O in

η′ are defined as

Oout
η := {x ∈ O ′\O : dist(x, ∂O) < η}, O in

η′ = {x ∈ O : dist(x, ∂O) < η′} .
Hence, similar to (3.9) we obtain that

|Gũk |((∂O + Bη(0))×R2) � C�

∫

O in
η′

(
1+ |∇uk |2

) 1
2
dx = C�|Guk |(O in

η′ ×R2) .

(3.10)
Since |Guk |(O×R2)→ |T |(O×R2) and |T | is a finite measure, for a.e. η′ ∈ (0, 1)
we have |Guk |(O in

η′ ×R2)→ |T |(O in
η′ ×R2). Applying the lower semicontinuity of

the mass with respect to weak convergence of currents in (3.10), we infer that

|T̃ |((∂O + Bη(0))×R2) � C�|T |(O in
η′ ×R2) .

Sending η → 0 first and then η′ → 0 we conclude that |T̃ |(∂O×R2) = 0, as
claimed.

We will also use the structure theorem for cartesian currents in O×S1 that has
been proven in [32, Section 3, Theorems 1, 5, 6].5 However, to simplify notation,
from now on we focus on dimension two. Recall that � ⊂ R

2 is a bounded, open
set with Lipschitz boundary. To state the theorem, we recall the following decom-
position for a current T ∈ cart(�×S1). LettingM be the countablyH2-rectifiable
set where T is concentrated, we denote by M(a) the set of points (x, y) ∈M at
which the tangent plane Tan(M, (x, y)) does not contain vertical vectors (namely,
the Jacobian of the projection π� restricted to Tan(M, (x, y)) has maximal rank),

by M( jc) := (M \M(a)) ∩ (JT×S1), where JT := {x ∈ � : dπ�# |T |
dH1 (x) > 0},

and by M(c) :=M \ (M(a) ∪M( jc)). Then we can split the current as

T = T (a) + T (c) + T ( jc),

where T (a) := T M(a), T (c) := T M(c), T ( jc) := T M( jc) are mutually
singular measures, and we denote by the restriction of the Radon measure T .
Hereafter we use the notation x̂1 = x2 and x̂2 = x1.

Theorem 3.5. (Structure Theorem for cart(�×S1)) Let T ∈ cart(�×S1). Then
there exists a unique map uT ∈ BV (�;S1) and an (not unique) i.m. rectifiable
1-current LT = τ(L, k, LT ) ∈ D1(�) such that T ( jc) = T ( j) + LT×[[S1]] and

T (φ(x, y) dx) = T (a)(φ(x, y) dx) =
∫

�

φ(x, uT (x)) dx, (3.11)

T (a)(φ(x, y) dx̂ l∧dym) = (−1)2−l
∫

�

φ(x, uT (x))∂
(a)
xl

umT (x) dx , (3.12)

T (c)(φ(x, y) dx̂ l∧dym) = (−1)2−l
∫

�

φ(x, ũT (x)) d∂
(c)
xl

umT (x), (3.13)

5 As for the Approximation Theorem, no boundary regularity is required for this result.
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T ( j)(φ(x, y) dx̂ l∧dym) = (−1)2−l
∫

JuT

{∫

γx

φ(x, y) dym
}
νluT (x) dH1(x)

(3.14)

for every φ ∈ C∞c (�×R2), γx being the (oriented) geodesic arc in S1 that connects
u−T (x) to u

+
T (x) and ũT being the precise representative of uT .

Remark 3.6. In [32, Theorem 6] the structure of T ( j) is formulated in a slightly
different way, using the counter-clockwise arc γϕ−,ϕ+ between (cos(ϕ−), sin(ϕ−))
and (cos(ϕ+), sin(ϕ+)) and replacing JuT by Jϕ , whereϕ ∈ BV (�) is a local lifting
of T . More precisely, the notion of lifting is understood in the sense that T = χ#Gϕ ,
where χ : R2×R→ R

2×S1 is the coveringmap (x, ϑ) �→ (x, cos(ϑ), sin(ϑ)) and
Gϕ ∈ cart(�×R) is the cartesian current given by the boundary of the subgraph of
ϕ (hence the push-forward via χ is well-defined as Gϕ has finite mass, see Section
3.1). To explain how to deduce (3.14), we recall the local construction in [32]: for
every x ∈ Jϕ one chooses p+(x) � 0 and k′(x) ∈ N ∪ {0} such that

ϕ+(x) = p+(x)+ 2πk′(x), 0 � p+(x)− ϕ−(x) < 2π ,

where we recall that in the scalar case the traces (and the normal to the jump set) are
arranged to satisfy ϕ− < ϕ+ on Jϕ . Then, locally, the 1-current L ′T in [32, Theorem
6] is given by L ′T = τ(L′, k′(x), L′T ), where L′ ⊂ Jϕ denotes the set of points
with k′(x) � 1 and L′T is the orientation of L′ defined via L′T = ν2ϕe1 − ν1ϕe2. To
obtain the representation via geodesics, we let

(q+(x), k(x)) =
{
(p+(x), k′(x)) if p+(x)− ϕ−(x) < π,
(p+(x)− 2π, k′(x)+ 1) if p+(x)− ϕ−(x) > π,

The case p+(x)−ϕ−(x) = π , i.e, antipodal points, needs special care. In this case
we define q+(x) and k(x) according to the following rule: let ϕ̃±(x) := ϕ±(x)
mod 2π ∈ [0, 2π). Then

(q+(x), k(x)) =
{
(p+(x), k′(x)) if�(ϕ̃+(x)− ϕ̃−(x)) = π,
(p+(x)− 2π, k′(x)+ 1) if�(ϕ̃+(x)− ϕ̃−(x)) = −π,

with the function � defined in (2.4). Replacing (p+(x), k′(x)) by (q+(x), k(x)),
the modified structure of T ( j) can be proven following exactly the lines of [32,
p.107-108], noting that by the chain rule in BV [11, Theorem 3.96] we have Jϕ =
JuT ∪ {x ∈ Jϕ : q+(x) = ϕ−(x)}. In particular,

LT = τ(L, k, LT ), L = {x ∈ Jϕ : k(x) � 1} , LT = ν2ϕe1−ν1ϕe2 (3.15)

still depend on the local lifting ϕ, but in (3.14) the curves γϕ−,ϕ+ are replaced by the
more intrinsic geodesic arcs γx connecting u−T (x) = (cos(ϕ−(x)), sin(ϕ−(x))) to
u+T (x) = (cos(ϕ+(x)), sin(ϕ+(x))) (these formulas are consistent with the choice
νuT (x) = νϕ(x)). In particular, exchanging u−T (x) and u+T (x) will change the



The N -Clock Model 1153

orientation of the arc (also in the case of antipodal points) and of the normal νuT (x),
6

so that the formula for T ( j) is invariant, hence well-defined without the use of local
liftings.

It is convenient to recast the jump-concentration part of T ∈ cart(�×S1) in the
following way. Let LT = τ(L, k, LT ) as in Theorem 3.5. We introduce forH1-a.e.
x ∈ JT the normal νT (x) to the 1-rectifiable set JT = JuT ∪ L as

νT (x) =
{
νuT (x) if x ∈ JuT ,

(−L2
T (x), L

1
T (x)) if x ∈ L\JuT ,

(3.16)

where we choose νuT (x) = (−L2
T (x), L

1
T (x)) if x ∈ L∩ JuT . ForH1-a.e. x ∈ JT

we consider the curve γ T
x given by: the (oriented) geodesic arc γx which con-

nects u−T (x) to u+T (x) if x ∈ JuT \ L (in the sense of Remark 3.6 in case of
antipodal points); the whole S

1 turning k(x) times if x ∈ L \ JuT , k(x) being
the integer multiplicity of LT ; the sum (in the sense of currents)7 of the oriented
geodesic arc γx and of S1 with multiplicity k(x) if x ∈ JuT ∩ L. Then

T ( jc)(φ(x, y) dx̂ l∧dym) = (−1)2−l
∫

JT

{ ∫

γ Tx

φ(x, y) dym
}
νlT (x) dH1(x).

(3.17)
The integration over γ T

x with respect to the form dym in the formula above is
intended with the correct multiplicity of the curve γ T

x defined for H1-a.e. x ∈ JT
by the integer number

m(x, y) :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

±1, if x ∈ JuT \ L, y ∈ supp(γx ),

k(x), if x ∈ L \ JuT , y ∈ S
1,

k(x)± 1, if x ∈ L ∩ JuT , y ∈ supp(γx ),

k(x), if x ∈ L ∩ JuT , y ∈ supp(γ T
x ) \ supp(γx ),

(3.18)

where ± = +/− if the geodesic arc γx is oriented counterclockwise/clockwise,
respectively. More precisely,

∫

γ Tx

φ(y) dym = (−1)m
∫

supp(γ Tx )
φ(y)ŷmm(x, y) dH1(y). (3.19)

6 More precisely, assume that u1, u2, ν ∈ S
1 and assume that the geodesic arc from u1

to u2 is counterclockwise. If (u+T (x), u
−
T (x), νuT (x)) = (u2, u1, ν), then γx is oriented

counterclockwise. If, instead, (u+T (x), u
−
T (x), νuT (x)) = (u1, u2,−ν) (equivalent to the

first choice, according to the definition of jump point), then γx is oriented clockwise.
7 In this case, a more elementary way of defining γ Tx is the following: let γx : [0, 1] →

S
1 be the geodesic arc, and let ϕx : [0, 1] → R be a continuous function (unique up to

translations of an integer multiple of 2π ) such that γx (t) = exp(ιϕx (t)). Then γ Tx (t) =
exp

(
ι(1− t)ϕx (0)+ ιt (ϕx (1)+ 2πk(x))

)
.
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Remark 3.7. Note thatwe constructedm(x, y) based on the orientation (3.16) of νT .
As discussed in Remark 3.6, changing the orientation of νuT changes the orientation
of the geodesic γx , while a change of the orientation of LT switches the sign of
k(x). Hence changing the orientation of νT (x) changes m(x, y) into −m(x, y).
If we choose locally νT = νϕ as in Remark 3.6, our construction above yields
m(x, y) � 0.

In the proposition below, we derive an explicit formula for the 2-vector T of a
cartesian current.

Proposition 3.8. Let T ∈ cart(�×S1), let uT be the BV function associated to T .
Then |T (a)| = H2 M(a), |T (c)| = H2 M(c), |T ( jc)| = |m|H2 M( jc), and

√
1+ |∇uT (x)|2 T (x, y) = e1 ∧ e2

+ ∂(a)
x2

u1T (x)e1 ∧ ē1 + ∂(a)x2
u2T (x)e1 ∧ ē2

− ∂(a)
x1

u1T (x)e2 ∧ ē1 − ∂(a)x1
u2T (x)e2 ∧ ē2,

(3.20)

for H2-a.e. (x, y) ∈M(a),

T (x, y) = d∂(c)
x2

u1T
d|D(c)uT | (x)e1 ∧ ē1 +

d∂(c)
x2

u2T
d|D(c)uT | (x)e1 ∧ ē2

− d∂(c)
x1

u1T
d|D(c)uT | (x)e2 ∧ ē1 −

d∂(c)
x1

u2T
d|D(c)uT | (x)e2 ∧ ē2,

(3.21)

for H2-a.e. (x, y) ∈M(c), and

sign(m(x, y))T (x, y) = − ν2T (x)y2e1 ∧ ē1 + ν2T (x)y1e1 ∧ ē2

+ ν1T (x)y2e2 ∧ ē1 − ν1T (x)y1e2 ∧ ē2,
(3.22)

for H2-a.e. (x, y) ∈M( jc), where m(x, y) is the integer defined in (3.18).

Proof. Assume � simply connected (if not, the following arguments can be
repeated locally). Let us consider the covering map χ : �×R → �×S1 defined
by χ(x, ϑ) := (x, cos(ϑ), sin(ϑ)). By [32, Corollary 1, p. 105] there exists a lift-
ing of T , i.e., there is a function ϕ ∈ BV (�;R) such that T = χ#Gϕ , where
Gϕ ∈ cart(�×R) is the cartesian current given by the boundary of the sub-
graph of ϕ. The fine structure of such currents is well known, compare [28, The-
orem 4.5.9], [30, 4.1.5 & 4.2.4]. We recall here that, if we consider the subgraph
SGϕ := {(x, y) ∈ �×R : y < ϕ(x)}, then SGϕ is a set of finite perimeter; Gϕ is
the current Gϕ = ∂[[SGϕ]]. The interior normal to SGϕ is given by

n(x, ϕ(x)) = d(Dϕ,−L2)

d|(Dϕ,−L2)| (x), for x ∈ � \ Jϕ,
n(x, ϑ) = (νϕ(x), 0), for x ∈ Jϕ, ϑ ∈ [ϕ−(x), ϕ+(x)],

(3.23)

where νϕ is the normal to the jump set Jϕ and L2 denotes the two-dimensional
Lebesgue measure. Moreover, the current Gϕ can be represented as Gϕ = Gϕ |Gϕ |
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where |Gϕ | is concentrated on the reduced boundary ∂−SGu , |Gϕ | = H2 ∂−SGu ,
and Gϕ is the 2-vector in R3 such that −Gϕ(x, ϑ) ∧ n(x, ϑ) = e1 ∧ e2 ∧ e3, i.e.,

Gϕ = −n3e1 ∧ e2 + n2e1 ∧ e3 − n1e2 ∧ e3.

Finally, letting that

�(a) := {(x, ϕ̃(x)) : x ∈ � \ Jϕ, n3(x, u(x)) �= 0},
�(c) := {(x, ϕ̃(x)) : x ∈ � \ Jϕ, n3(x, u(x)) = 0},
�( j) := {(x, ϑ) : x ∈ Jϕ, ϑ ∈ [ϕ−(x), ϕ+(x)], n3(x, ϑ) = 0},

we have that ∂−SGϕ = �(a) ∪ �(c) ∪ �( j) and, denoting G(a)ϕ = Gϕ �(a),

G(c)ϕ = Gϕ �(c), G( j)ϕ = Gϕ �( j), and by [32, formulas (2) and (16)] we have
on the one hand that uT = (cos(ϕ), sin(ϕ)) a.e. and

χ#G
(a)
ϕ = T (a), χ#G

(c)
ϕ = T (c), χ#G

( j)
ϕ = T ( jc). (3.24)

On the other hand, observe that the Jacobian of dχ : Tan(∂−SGϕ, x) �→ R
4 equals

1 (indeed dχ maps any pair of orthonormal vectors of R3 to a pair of orthonormal
vectors in R4). Hence, by the area formula, for σ ∈ {a, c, j} we obtain

χ#G
(σ )
ϕ (ω) =

∫

�(σ)
〈χ#ω,Gϕ〉 dH2(x, ϑ)

=
∫

χ(�(σ))

〈ω(x, y),
∑

(x,ϑ)∈χ−1(x,y)
dχ(x, ϑ)Gϕ(x, ϑ)〉 dH2(x, y). (3.25)

Next, note that for σ ∈ {a, c} the map χ : �(σ) → χ(�(σ)) is one-to-one and for
any (x, ϕ̃(x)) ∈ �(a) ∪�(c) we have

dχ(x, ϕ̃(x))Gϕ(x, ϕ̃(x))

= −n3(x, ϕ̃(x))e1 ∧ e2

− n2(x, ϕ̃(x)) sin(ϕ̃(x))e1 ∧ ē1 + n2(x, ϕ̃(x)) cos(ϕ̃(x))e1 ∧ ē2

+ n1(x, ϕ̃(x)) sin(ϕ̃(x))e2 ∧ ē1 − n1(x, ϕ̃(x)) cos(ϕ̃(x)e2 ∧ ē2 . (3.26)

Since |n| = 1 we see that | dχ(x, ϕ̃(x))Gϕ(x, ϕ̃(x))| = 1, too. Moreover, for H2-
a.e. (x, y) ∈ χ(�(σ)) the vector dχ(x, ϕ̃(x))Gϕ(x, ϕ̃(x)) orients the tangent space
at (x, y). Hence (3.24) and the uniqueness of the representation of i.m. rectifiable
currents (cf. Section 3.1) implies χ(�(σ)) = M(σ ) up to a H2-negligible set,
|T (σ )| = H2 M(σ ), and

T (χ(x, ϕ̃(x))) = dχ(x, ũ(x))Gϕ(x, ϕ̃(x))

for H2-almost every (x, y) = χ(x, ϕ̃(x)) ∈ �(σ). By the chain rule in BV [11,
Theorem 3.96] we deduce that

∇uT =
(−u2T

u1T

)
⊗∇ϕ, D(c)uT =

(−ũ2T
ũ1T

)
⊗ D(c)ϕ.
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Combined with the formula for n given by (3.23), the formulas (3.20) and (3.21)
then follow from (3.26) by a straightforward calculation.

In order to treat the case σ = j , note that due to (3.23) we have for any
(x, y) = χ(x, ϑ) ∈ χ(�( j))

dχ(x, ϑ)Gϕ(x, ϑ) = − ν2ϕ(x)y2e1 ∧ ē1 + ν2ϕ(x)y1e1 ∧ ē2

+ ν1ϕ(x)y2e2 ∧ ē1 − ν1ϕ(x)y1e2 ∧ ē2

=: ξ(x, y).
Again |ξ(x, y)| = 1 and ξ(x, y) orients the tangent space at H2-a.e. (x, y) ∈
χ(�( j)). Thus (3.25) and the uniqueness of the representation of i.m. rectifiable
currents imply (up toH2-negligible sets) thatM( jc) = χ(�( j)), T = ξ onM( jc),
and |T ( jc)| = N (x, y)H2 M( jc), with

N (x, y) = #{ϑ ∈ [ϕ−(x), ϕ+(x)] : (cos(ϑ), sin(ϑ)) = y} .
To conclude, we have to relate m(x, y) to N (x, y) and νT (x) to νϕ(x). First note
that the proof of the structure theorem (sketched in Remark 3.6) yields JuT ∪ L =
Jϕ and, combined with the definition of the curves γ T

x (cf. (3.17)), implies that
χ [ϕ−(x), ϕ+(x)] = supp(γ T

x ) for x ∈ Jϕ . Hence

M( jc) = χ(�( j)) = {(x, y) ∈ �×R2 : x ∈ JuT ∪ L, y ∈ supp(γ T
x )} . (3.27)

Moreover, provided we orient JuT the same way as Jϕ and L according to (3.15),
equation (3.16) also yields νT = νϕ and m(x, y) = N (x, y) (a detailed proof of
the latter requires to distinguish different cases, which we omit here).8 Inserting
this equality in (3.27) concludes the proof of (3.22).

Finally, we recall the following result, proven in [32, Section 4].

Proposition 3.9. If u ∈ BV (�;S1), then there exists a T ∈ cart(�×S1) such that
uT = u a.e. in �.

3.5. Currents associated to discrete spin fields

We introduce the piecewise constant interpolations of spin fields. For a set S,
we define

PCε(S) := {u : R2 → S : u(x) = u(εi) if x ∈ εi + [0, ε)2 for some i ∈ εZ2}
Given u : �ε → S

1, we can always identify it with its piecewise constant interpo-
lation belonging to PCε(S1), arbitrarily extended to R

2. Note that the piecewise
constant interpolation of u coincideswith u on the bottom-left corners of the squares
of the lattice εZ2.

8 As noted in Remark 3.7, the choice νT (x) = νϕ(x) always yields m(x, y) � 0. The
factor sign(m(x, y)) in (3.22) makes the formula invariant under the change of νT (x).
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Fig. 5. The current Gu has vertical parts concentrated on the jump set Ju , where a transition
from u− to u+ occurs

We associate to u ∈ PCε(S1) the current Gu ∈ D2(�×R2) defined by

Gu(φ(x, y) dx
1∧dx2) :=

∫

�

φ(x, u(x)) dx, (3.28)

Gu(φ(x, y) dx̂
l∧dym) := (−1)2−l

∫

Ju

{∫

γx

φ(x, y) dym
}
νlu(x) dH1(x), (3.29)

Gu(φ(x, y) dy
1∧dy2) := 0, (3.30)

for every φ ∈ C∞c (�×R2), where Ju is the jump set of u, νu(x) is the normal to
Ju at x , and γx ⊂ S

1 is the (oriented) geodesic arc which connects the two traces
u−(x) and u+(x) (Fig. 5). If u+(x) and u−(x) are opposite vectors, the choice
of the geodesic arc γx ⊂ S

1 is done consistently with the choice made in (2.3)
for the values �(π) and �(−π) as follows: let ϕ±(x) ∈ [0, 2π) be the phase of
u±(x); if�(ϕ+(x)−ϕ−(x)) = π , then γx is the arc that connects u−(x) to u+(x)
counterclockwise; if �(ϕ+(x) − ϕ−(x)) = −π , then γx is the arc that connects
u−(x) to u+(x) clockwise. Note that the choice of the arc γx is independent of the
orientation of the normal νu(x).

We define forH1-a.e. x ∈ Ju the integer numberm(x) = ±1, where± = +/−
if the geodesic arc γx is oriented counterclockwise/clockwise, respectively. Then

∫

γx

φ(x, y) dym = (−1)m m(x)
∫

supp(γx )
φ(x, y)ŷm dH1(y) . (3.31)

In the proposition below we characterize the current Gu associated to a discrete
spin field in terms of the decomposition Gu = Gu |Gu |.
Proposition 3.10. Let u ∈ PCε(S1) and let Gu ∈ D2(�×R2) be the current
defined in (3.28)–(3.30). Then Gu is an i.m. rectifiable current and, according
to the representation formula (3.1), Gu = Gu |Gu |, where |Gu | = H2 M,

M =M(a) ∪M( j) = {(x, u(x)) : x ∈ � \ Ju} ∪ {(x, y) : x ∈ Ju, y ∈ γx },
and

Gu(x, y) = e1 ∧ e2 (3.32)



1158 Marco Cicalese, Gianluca Orlando & Matthias Ruf

for H2-a.e. (x, y) ∈M(a) and

Gu(x, y) = sign(m(x))
[− ν2u (x)y2e1 ∧ ē1 + ν2u (x)y1e1 ∧ ē2

+ ν1u(x)y2e2 ∧ ē1 − ν1u(x)y1e2 ∧ ē2
] (3.33)

for H2-a.e. (x, y) ∈M( j).

Proof. First note that the set M is countably H2-rectifiable. Since u is piecewise
constant, for horizontal forms we have

Gu(φ(x, y) dx) =
∫

�

φ(x, u(x)) dx =
∫

�×R2
φ(x, y) dH2 M(a)(x, y) .

By (3.31) we deduce that for l,m = 1, 2

Gu(φ(x, y) dx̂
l∧dym)

= (−1)2−l
∫

Ju

{∫

γx

φ(x, y) dym
}
νlu(x) dH1(x)

= (−1)2−l+m
∫

Ju

{∫

supp(γx )
φ(x, y)ŷm dH1(y)

}
νlu(x)m(x) dH1(x)

= (−1)2−l+m
∫

�×R2
φ(x, y)ŷmνlu(x)m(x) dH2 M( j)(x, y).

Then for every ω ∈ D2(�×R2) we have

Gu(ω) =
∫

�×R2
〈ω,Gu〉 dH2 M

for Gu defined as in (3.32)–(3.33) and moreover Gu(x, y) is associated to the
tangent space at (x, y) ∈ M. Since also |Gu(x, y)| = 1 for |Gu |-a.e. (x, y) ∈
�×R2, we conclude the proof.

The next proposition is crucial since it relates the boundary of the current Gu

associated to a discrete spin field to the vorticity measure μu .

Proposition 3.11. Let u ∈ PCε(S1) and let Gu ∈ D2(�×R2) be the current
defined in (3.28)–(3.30). Then

∂Gu |�×R2 = −μu×[[S1]],
where μu is the discrete vorticity measure defined in (2.6) for u|εZ2 : εZ2 → S

1.

Proof. Let us fix 0 < ρ < min{ε/4, dist(�ε, ∂�)} and η ∈ D1(�×R2). With a
partition of unitywe can split η into the sum of 1-forms depending on their supports.
We discuss here all the possibilities for the supports.

Case 1 supp(η) ⊂ (εi + (0, ε)2)×R2 for some i ∈ Z
2. Since u is constant in

(εi + (0, ε)2), we get automatically ∂Gu(η) = 0 by Remark 3.1.



The N -Clock Model 1159

Case 2 Let H be the side of the square εi + [0, ε]2 connecting two vertices
p, q ∈ εZ2 and let U be the ρ/2-neighborhood of H \ (Bρ(p) ∪ Bρ(q)

)
. Assume

that supp(η) ⊂ U×R2. We claim that

∂Gu(η) = 0. (3.34)

To prove this, we approximate the pure-jump function u by means of a sequence of
Lipschitz functions u j . Let u± be the traces of u on the two sides of H and let νH
be the normal to H oriented as νu . We let ϕ̂± ∈ [0, 2π) be the phases of u± defined
by u± = exp(ιϕ̂±). We set ϕ− := ϕ̂− and ϕ+ := ϕ̂− +�(ϕ̂+ − ϕ̂−) ∈ (−π, 3π),
where � is the function given by (2.4). We then define

ϕ(t) :=

⎧
⎪⎨

⎪⎩

ϕ−, if t � − 1
2

ϕ− + (
ϕ+ − ϕ−)(t + 1

2 ) if − 1
2 < t < 1

2

ϕ+ if t � 1
2 ,

and ϕk(s) := ϕ(ks) for k large enough. Note that the curve t ∈ (−1/2, 1/2) �→
exp(ιϕ(t)) parametrizes the geodesic arc γ± ⊂ S

1 which connects u− to u+,
consistently with the choice done in formula (3.29). Then we put

uk(x) := exp
(
ιϕk(νH · (x − p))

)
for x ∈ U.

We prove that Guk ⇀ Gu in D2(U×R2). Let us fix φ ∈ C∞c (U×R2). Since
uk → u in measure, we have that

Guk (φ(x, y) dx) =
∫

U
φ(x, uk(x)) dx →

∫

U
φ(x, u(x)) dx = Gu(φ(x, y) dx).

Writing x ∈ U as x = x ′ + sνH with x ′ ∈ H , s ∈ R, for l = 1, 2 we further obtain
that

Guk (φ(x, y) dx̂
l∧dy1) = (−1)2−l

∫

U
φ(x, uk(x))∂xl u

1
k(x) dx

= (−1)3−l
∫

U
φ(x, uk(x)) sin(ϕk(νH · (x − p)))ϕ′k(νH · (x − p))νlH dx

= (−1)3−l
∫

H

⎧
⎪⎨

⎪⎩

1/2k∫

−1/2k
φ
(
x ′ + sνH , exp

(
ιϕk(s)

))
sin

(
ϕk(s)

)
ϕ′k(s) ds

⎫
⎪⎬

⎪⎭
νlH dH1(x ′)

= (−1)3−l
∫

H

⎧
⎪⎨

⎪⎩

1/2∫

−1/2
φ
(
x ′ + t

k νH , exp
(
ιϕ(t)

))
sin

(
ϕ(t)

)
ϕ′(t) dt

⎫
⎪⎬

⎪⎭
νlH dH1(x ′)

= (−1)2−l
∫

H

⎧
⎪⎨

⎪⎩

∫

γ±

φ
(
x ′ + t

k νH , y
)
dy1

⎫
⎪⎬

⎪⎭
νlH dH1(x ′)

→ (−1)2−l
∫

H

⎧
⎪⎨

⎪⎩

∫

γ±

φ
(
x ′, y

)
dy1

⎫
⎪⎬

⎪⎭
νlH dH1(x ′) = Gu(φ(x, y) dx̂

l∧dy1),
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Fig. 6. Example for the definition of ϕk for h = 0

where γ± ⊂ S
1 is the geodesic arc connecting u− to u+. With analogous compu-

tations one proves Guk (φ(x, y) dx̂
l∧dy2)→ Gu(φ(x, y) dx̂ l∧dy2).

Hence, due to Stokes’ Theorem we have that

0 = ∂Guk (η) = Guk (dη)→ Gu(dη) = ∂Gu(η),

which proves (3.34).
Case 3 supp(η) ⊂ Bρ(p)×R2, where p = εi + εe1 + εe2 for some i ∈ Z

2.
In this case we will approximate the current Gu with graphs of a sequence of
functions uk which are Lipschitz outside the point p. For notation simplicity we let
ϕ̂1, ϕ̂2, ϕ̂3, ϕ̂4 ∈ [0, 2π) be the phases defined by the relations

u(εi + εe1 + εe2) =: u1 = exp(ιϕ̂1), u(εi + εe2) =: u2 = exp(ιϕ̂2),

u(εi) =: u3 = exp(ιϕ̂3), u(εi + εe1) =: u4 = exp(ιϕ̂4).
(3.35)

We define the auxiliary angles

ϕ̃σ (h+1) := ϕ̂σ (h) +�(ϕ̂σ(h+1) − ϕ̂σ (h)), (3.36)

for h = 1, 2, 3, 4, where σ(h) ∈ {1, 2, 3, 4} is such that σ(h) ≡ h mod 4 (the term
�(ϕ̂σ(h+1)− ϕ̂σ (h)) is the oriented angle in [−π, π ] between the two vectors uσ(h)
and uσ(h+1)). We introduce the 2π -periodic function ϕk : R→ R

ϕk(ϑ)

:=

⎧
⎪⎨

⎪⎩

ϕ̂σ (h), if − π
4 + h π2 < ϑ � h π2 − 1

2k ,

ϕ̂σ (h) + k
(
ϕ̃σ (h+1) − ϕ̂σ (h)

)
(ϑ − h π2 + 1

2k ), if h π2 − 1
2k < ϑ < h π2 + 1

2k
ϕ̃σ (h+1), if h π2 + 1

2k � ϑ < π
4 + h π2 .

for ϑ ∈ ( − π
4 + h π2 ,

π
4 + h π2 ), h ∈ Z (see also Fig. 6). The function ϕk might

have jumps at the points π4 + h π2 , h ∈ Z; note, however, that according to (2.3) the
amplitude of the jump is given by

ϕ̂σ (h+1) − ϕ̃σ (h+1) =ϕ̂σ (h+1) − ϕ̂σ (h) −�(ϕ̂σ(h+1) − ϕ̂σ (h))
=Q(ϕ̂σ (h+1) − ϕ̂σ (h)) ∈ 2πZ.
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Fig. 7. Example of the approximation uk (on the left) of the function u (on the right). The
jump set of the function u is expanded and a transition between the jumps of u is constructed
using the geodesic arcs in S1 between the traces. If u has a nontrivial discrete vorticity as in
the picture, then the graph Guk of the function uk has a hole in the center, as it happens for
the graph of the map x �→ x

|x | . The hole is then preserved in the passage to limit to Gu , see
formula (3.37)

We now define a map vk : S1 → S
1. Given y ∈ S

1, let ϑ(y) ∈ [0, 2π) be the
angle such that y = exp(ιϑ(y)) and set

vk(y) := exp
(
ιϕk(ϑ(y))

)
.

The definition actually does not depend on the choice of the phase ϑ(y), due to the
2π -periodicity of ϕk . Thus we could also choose ϑ(y) ∈ [2πh, 2π(h+ 1)) for any
h ∈ Z. Note that vk is continuous: indeed the possible jumps of ϕk have amplitude
in 2πZ, and thus are not seen by vk . In particular, we can compute the degree of
the map vk via the formula

deg(vk)2π = deg(vk)
∫

S1

ωS1 =
∫

S1

v#kωS1 =
3∑

h=0
ϕ̃σ (h+1) − ϕ̂σ (h)

=
3∑

h=0
�(ϕ̂σ(h+1) − ϕ̂σ (h)) = du(εi)2π ,

where ωS1 is the volume form on S
1 and du(εi) is the discrete vorticity defined

in (2.5).
We now define the map uk : Bρ(p)→ S

1 by

uk(x) := vk
( x−p
|x−p|

)
.

Note that, if (r, ϑ) are polar coordinates for the point x − p, then the polar coordi-
nates of uk(x) are (1, ϕk(ϑ)) (see also Fig. 7).

By [30, 3.2.2, Example 2] we get that

∂Guk |Bρ(p)×R2 =− deg(vk)δp×[[S1]]
= − du(εi)δp×[[S1]] = −μu×[[S1]]|Bρ(p)×R2 . (3.37)
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Therefore, to conclude the proof it suffices to show the convergence Guk ⇀ Gu in
D2(�×R2), so that

−μu×[[S1]](η) = ∂Guk (η)→ ∂Gu(η).

To do so, let us fix φ ∈ C∞c (Bρ(p)×R2). Since uk → u in measure, we have that

Guk (φ(x, y) dx) =
∫

Bρ(p)
φ(x, uk(x)) dx →

∫

Bρ(p)
φ(x, u(x)) dx

=Gu(φ(x, y) dx).

To compute the limit on forms of the type φ(x, y) dx̂ l∧dym , observe that uk is not
constant only in the 4 sectors of Bρ(p) given in polar coordinates by

Ah
k − p := {

(r, ϑ) : r ∈ (0, ρ), ϑ ∈ (
h π2 − 1

2k , h
π
2 + 1

2k

)}
, h ∈ {0, 1, 2, 3},

thus, for l,m = 1, 2,

(−1)2−lGuk (φ(x, y) dx̂
l∧dym) =

∫

Bρ(p)
φ(x, uk(x))∂xl u

m
k (x) dx

=
3∑

h=0

∫

Ah
k

φ(x, uk(x))∂xl u
m
k (x) dx .

The integrals on the sets Ah
k can be computed in polar coordinates. We show the

computations for h = 0 and m = 1, the other cases being analogous. Changing
variables in the integral on the interval (−1/2k, 1/2k) we obtain
∫

A0
k

φ(x, uk(x))∂x2u
1
k(x) dx

= −
ρ∫

0

1/2k∫

−1/2k
φ
(
p + r exp

(
ιϑ

)
, exp

(
ιϕk(ϑ)

))
sin(ϕk(ϑ))ϕ

′
k(ϑ) cos(ϑ) dϑ dr

= −
ρ∫

0

1/2∫

−1/2
φ
(
p + r exp

(
ι tk

)
, exp(ιϕ1(t))

)
sin(ϕ1(t))ϕ

′
1(t) cos

( t
k

)
dt dr

→−
ρ∫

0

1/2∫

−1/2
φ
(
p + (r, 0), exp(ιϕ1(t))

)
sin(ϕ1(t))ϕ

′
1(t) dt dr

=
∫

J41

⎧
⎨

⎩

∫

γ41

φ(x, y) dy1

⎫
⎬

⎭ ν
2 dH1(x),

where t ∈ (−1/2, 1/2) �→ γ41(t) := exp
(
ι(ϕ̂4+(ϕ̃1−ϕ̂4)(t+ 1

2 )) is a parametriza-
tion of the geodesic arc γ41 ∈ S

1 which connects u4 to u1 (cf. the definition of ϕ̂4
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in (3.35) and of ϕ̃1 in (3.36)) and J41 is the subset of Ju ∩ Bρ(p) where u jumps
from u4 to u1, oriented with normal ν = (0, 1). Moreover,
∫

A0
k

φ(x, uk(x))∂x1u
1
k(x) dx

=
ρ∫

0

1/2k∫

−1/2k
φ
(
p + r exp

(
ιϑ

)
, exp

(
ιϕk(ϑ)

))
sin(ϕk(ϑ))ϕ

′
k(ϑ) sin(ϑ) dϑ dr

=
ρ∫

0

1/2∫

−1/2
φ
(
p + r exp

(
ι tk

)
, exp(ιϕ1(t))

)
sin(ϕ1(t))ϕ

′
1(t) sin

( t
k

)
dt dr → 0.

This concludes the proof.

In the elementary lemmabelowwe show that theflat convergence of the vorticity
measure implies convergence of the boundaries of the graphs associated to the
corresponding spin field.

Lemma 3.12. Let με,μ ∈ Mb(�) and assume that με
f→ μ in �. Then

με×[[S1]]⇀ μ×[[S1]] in D1(�×R2).

Proof. Let us fix φ ∈ C∞c (�×R2). For l = 1, 2, by the very definition of the
product of a 0-current and a 1-current we infer

με×[[S1]](φ(x, y) dxl) = 0 = μ×[[S1]](φ(x, y) dxl).
Next note that ψm(x) := ∫

S1
φ(x, y) dym belongs to C0,1

c (�) for m = 1, 2. Hence

με×[[S1]](φ(x, y) dym) =
∫

�

[[S1]](φ(x, y) dym) dμε(x)

=
∫

�

{∫

S1
φ(x, y) dym

}
dμε(x)

=
∫

�

ψm(x) dμε(x)→
∫

�

ψm(x) dμ(x).

4. A compactness result

In this sectionwe prove a general compactness result that includes the statement
in Theorem 1.2-(i) but can be also applied in other regimes, as in [25]. For this rea-
son, in each result we give precisely the assumptions on θε for which the statements
hold true. The notation θε � ε| log ε| stands for limε→0

θε
ε| log ε| ∈ [0,+∞). Given

a measure μ =∑M
h=1 dhδxh and an open set A, we adopt the notation

Aμ := A \ supp(μ) = A \ {x1, . . . , xM }
and Aρμ := A \⋃M

h=1 Bρ(xh).
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Our first goal is to prove a compactness result for the graphs Guε in the class
of i.m. rectifiable currents. To state the result, given μ =∑M

h=1 dhδxh with dh ∈ Z

and u ∈ BV (�;S1), we introduce the set of admissible currents

Adm(μ, u;�) :=
{
T ∈ D2(�×R2) : T ∈ cart(�μ×S1),
∂T |�×R2 = −μ×[[S1]], uT = u a.e. in �

}
.

(4.1)

This is the main result in this section.

Proposition 4.1. (Compactness in the sense of currents) Assume that uε : εZ2 →
S
1 satisfies 1

εθε
Eε(uε) � C with θε � ε| log ε|. Let Guε ∈ D2(�×R2) be the cur-

rent associated to uε as in (3.28)–(3.30) and let μuε the discrete vorticity measure
associated to uε as in (2.6). Then there exists a subsequence (not relabeled) and

(i) μ =∑M
h=1 dhδxh with dh ∈ Z such that μuε

f→ μ;

(ii) u ∈ BV (�;S1) such that uε → u in L1(�;R2) and uε
∗
⇀ u in BVloc(�;R2);

(iii) T ∈ Adm(μ, u;�) such that Guε ⇀ T in D2(�×R2).

In particular, if θε 	 ε| log ε|, then μ = 0 and T ∈ cart(�×S1).
We postpone the proof, since we need some preliminary results. To deduce

a bound on the mass |Guε | (and thus compactness in D2(�×R2)), we rewrite the
energy as a parametric integral of the currentsGuε . Specifically, defining the convex
and positively 1-homogeneous function  : �2(R

2×R2) �→ R by

 (ξ) :=
√
(ξ21)2 + (ξ22)2 +

√
(ξ11)2 + (ξ12)2 (4.2)

for every

ξ =ξ00e1 ∧ e2 + ξ21e1 ∧ ē1 + ξ22e1 ∧ ē2 + ξ11e2 ∧ ē1 + ξ12e2 ∧ ē2

+ ξ00ē1 ∧ ē2 ∈ �2(R
2×R2),

we have the following representation proven in [25, Lemma 4.3].

Lemma 4.2. Assume that θε 	 1. Let σ ∈ (0, 1) and A ⊂⊂ �. Then for ε small
enough

1

εθε
Eε(uε) � (1−σ)

∫

Juε∩A
dS1(u

−
ε , u

+
ε )|νuε |1 dH1 = (1−σ)

∫

A×R2
 (Guε ) d|Guε |.

One of the features of the limit current T is that it is an i.m. rectifiable current.
This will follow from the Closure Theorem [30, 2.2.4, Theorem 1]. However, we
first need a technical lemma to circumvent the fact that, in general, themasses |∂Guε |
are not equibounded. By Proposition 3.11 the boundaries ∂Guε are indeed related
to the vorticity μuε , which thanks to the well-known ball construction is equivalent
to a sequence of measures with equibounded masses. The precise statement suited
for our purposes is the following.
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Lemma 4.3. Assume that uε : εZ2 → S
1 satisfies 1

ε2| log ε| XYε(uε;�) � C. Let

Guε ∈ D2(�×R2) be the current associated to uε defined as in (3.28)–(3.30). Let
�′ ⊂⊂ �. Then there exist a subsequence (not relabeled), finitely many points
z1, . . . , z J ∈ �′, and uε : εZ2 → S

1 such that

(i) Guε − Guε ⇀ 0 in D2(�
′×R2);

(ii) supε |Guε |(�′×R2) � supε |Guε |(�′×R2)+ 1 for ε small enough;
(iii) ∂Guε |(�′\{z1,...,z J })×R2 = 0 for ε small enough.

Proof. The proof relies on some arguments for the discrete vorticity measure that
can be adapted in this from [13]. We provide some details for the sake of complete-
ness.

We consider an auxiliary discrete vorticity measure μ�uε defined through a tri-
angulation with respect to the lattice εZ2. (We do this since the results in [13]
are stated on the triangular lattice.) More precisely, let ϕε : εZ2 → [0, 2π) be
such that uε(x) = exp(ιϕε(x)). As in (2.5), for ± ∈ {+,−} in the triangle
conv{εi, εi ± εe1, εi ± εe2} we set

d±uε (εi) :=
1

2π

[
�
(
ϕ(εi ± εe1)− ϕ(εi)

)+�(
ϕ(εi ± εe2)− ϕ(εi ± εe1)

)

+�(
ϕ(εi)− ϕ(εi ± εe2)

)]

and

μ�uε conv{εi, εi ± εe1, εi ± εe2} := d±uε (εi)δεi±(1−
√
2
2 )εe1±(1−

√
2
2 )εe2

,

where εi ± (1−
√
2
2 )εe1± (1−

√
2
2 )εe2 is the incenter of the triangle conv{εi, εi ±

εe1, εi ± εe2}. Note that, if d±uε (εi) �= 0, then 1
ε2
XYε(uε; conv{εi, εi ± εe1, εi ±

εe2}) � c0 for some universal constant c0. Thus |μ�uε |(�′) � C
ε2
XYε(uε;�) �

C | log ε| for every �′ ⊂⊂ �. Moreover,

|μ�uε |(A′) = 0 �⇒ |μuε |(A) = 0 for A ⊂⊂ A′ and ε small enough. (4.3)

Indeed, if μ�uε conv{εi, εi + εe1, εi + εe2} = 0 and μ�uε conv{εi + εe1 +
εe2, εi + εe1, εi + εe2} = 0, then μuε (εi + (0, ε]2) = 0.

Let us fix �′ ⊂⊂ �. We define the family of balls

Bε := {B
(1−

√
2
2 )ε
(x) : x ∈ supp(μ�uε ) ∩�′}

and we let R(Bε) := ∑
Br (x)∈Bε r . Each ball in Bε is contained in a triangle of

the lattice εZ2. Since |μ�uε |(�′) � C | log ε|, we have that #Bε � C | log ε|. For
every 0 < r < R and for every x ∈ R

2 we set Ar,R(x) := BR(x) \ Br (x). If
Ar,R(x) ∩⋃

B∈Bε B = ∅ we set

Eε(Ar,R(x)) := |μ�uε (Br (x))| log
R

r
,
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and we extend Eε to every open set A by

Eε(A) := sup
{ N∑

j=1
Eε(A j ) : N ∈ N, A j = Ar j ,R j (x j ), A j ∩

⋃

B∈Bε
B = ∅,

A j ∩ Ak = ∅ for j �= k, A j ⊂ A for all j
}
.

(4.4)

The set function Eε is increasing, superadditive and equals−∞ iff A ⊂⋃
B∈Bε B.

Let �′′ be such that �′ ⊂⊂ �′′ ⊂⊂ �. As in [13, Lemma 7.1] one can prove that

Eε(�′′) � C

ε2
XYε(uε;�) � C | log ε|. (4.5)

We apply the ball construction to the triplet (Eε, μ�vε ,Bε). The form which suits
most the arguments here is the one stated in [13, Lemma 6.1]. To keep track of the
constants, we let C be such that XYε(uε;�) � Cε2| log ε|. We fix p ∈ ( 34 , 1) and
we set αε := Cε p| log ε|. Then there exists a family {Bε(t)}t�0 which satisfies that

(1)
⋃

B∈Bε B ⊂
⋃

B∈Bε(t1)
B ⊂

⋃
B∈Bε(t2)

B, for every 0 � t1 � t2 ;

(2) B ∩ B
′ = ∅ for every B, B ′ ∈ Bε(t), B �= B ′, and t � 0;

(3) for every 0 � t1 � t2 and every open set U we have that

Eε
(
U ∩

( ⋃

B∈Bε(t2)
B\

⋃

B∈Bε(t1)
B
))

�
∑

B∈Bε(t2)
B⊂U

|μ�uε (B)| log
1+ t2
1+ t1

;

(4) for B = Br (x) ∈ Bε(t) and t � 0, we have that r > αε and
|μ�uε |(Br+αε (x)\Br−αε (x)) = 0;

(5) for every t � 0 we have that R(Bε(t)) � (1 + t)
(R(Bε) + #Bεαε

)
, where

R(Bε(t)) :=∑
Br (x)∈Bε(t) r ;

Note that in general Bε(0) is not Bε. We let tε := ε p−1 − 1 and we define the
measures

μ̃ε :=
∑

Br (x)∈Bε(tε)
μ�uε (Br (x))δx .

Since #Bε � C | log ε|, by property (5) above we have that

R(Bε(tε)) � (1+ tε)
(R(Bε)+ #Bεαε

)
� Cε2p−1| log ε|2. (4.6)

Moreover, since Eε is an increasing set function, by (4.5), and property (3) in the
ball construction, for ε small enough we have that

C | log ε| � Eε(�′′) �
∑

B∈Bε(tε)
B⊂�′′

|μ�uε (B)| log(1+ tε) � |μ̃ε|(�′)(1− p)| log ε|

and thus
|μ̃ε|(�′) � C. (4.7)
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We consider the following two subclasses of Bε(tε):
B=0ε := {Br (x) ∈ Bε(tε) : μ�uε (Br (x)) = 0, x ∈ �′} ,
B �=0ε := {Br (x) ∈ Bε(tε) : μ�uε (B) �= 0, x ∈ �′} . (4.8)

Let Brε (xε) ∈ B=0ε . Thanks to property (4) in theball construction, |μ�uε |(Brε+αε (xε)\Brε−αε (xε)) = 0. We set Kε := � αε4ε p � � 1 and rk := rε − αε
2 + kε p for

k = 0, . . . , Kε. Note that rk � rε − αε
4 . For every ε there exists kε ∈ {1, . . . , Kε}

such that

Cε2| log ε| � XYε(uε; Brε+αε (xε)\Brε−αε (xε)) �
Kε∑

k=1
XYε(uε; Ark−1,rk (xε))

� KεXYε(uε; Arkε−1,rkε (xε)) � αε

8ε p
XYε(uε; Arkε−1,rkε (xε)).

Rearranging terms the definition of αε yields the bound XYε(uε; Arkε−1,rkε (xε)) �
C1ε

2, with C1 := 8. Hence we can apply Lemma 4.4 below to find uε : εZ2 → S
1

such that, for ε < (rkε − rkε−1) 1
C0C1

, we have

uε = uε on εZ
2 \ B rkε−1+rkε

2
(xε) and |μ�uε |(Brkε (xε)) = 0.

The condition ε < (rkε − rkε−1) 1
C0C1

is satisfied as ε < ε p 1
8C0

for ε small enough.

Since rkε � rε− αε4 	 rε−
√
2ε, we also have that the piecewise constant functions

uε and uε coincide outside Brε (xε).
We apply the modification described above to every Brε (xε) ∈ B=0ε . In this

way, for every ε we construct uε : εZ2 → S
1 such that uε = uε (as piecewise

constant functions) in R
2 \ ⋃B∈B=0ε B and |μ�uε |(A) = 0 for every open set A

such that A ⊂⊂ �′ \⋃
B∈B �=0ε B. By (4.7)–(4.8) and by the definition of μ̃ε, we

have that #B �=0ε is equibounded and, up to a subsequence, we can assume B �=0ε =
{Brε1 (xε1), . . . , BrεM (xεM )}. There exists a set of points {z1, . . . , z J } ⊂ �

′
with J �

M such that, up to a subsequence, each sequence xεm converges to a point zh as
ε → 0. (The points belonging to ∂�′ are actually not relevant for the following
discussion.) From now on, we work with this subsequence.

Let us show that Guε − Guε ⇀ 0 in D2(�
′×R2). Let φ ∈ C∞c (�′×R2).

By (4.6) we have

|(Guε − Guε )(φ(x, y) dx)| �
∫

�′
|φ(x, uε(x))− φ(x, uε(x))| dx

�
∑

B∈B=0ε

∫

B
|φ(x, uε(x))− φ(x, uε(x))| dx � 2‖φ‖L∞πR(Bε(tε))2

� C‖φ‖L∞ε4p−2| log ε|4.
For the next estimate we observe that, given a ball Br (x), we have H1(Juε ∩
Br (x)) � C r2

ε
. Indeed, since uε is piecewise constant on the squares of εZ2, the
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measure of its jump set in Br (x) can be roughly estimated by 4ε times the number
of squares that intersect Br (x), which is of the order of r2

ε2
, at least for ε � r .

The same holds true for uε. For x ∈ Juε (resp., x ∈ Juε ), let γ x (resp., γx ) be
the (oriented) geodesic arc that connects u+ε (x) and u−ε (x) (or u+ε (x) and u−ε (x)).
Then, using that uε = uε on εZ2 \⋃B∈B=0ε B,

|(Guε − Guε )(φ(x, y) dx̂
l∧dym)|

�
∣∣∣∣

∑

B∈B=0ε

∫

Juε∩B

⎧
⎪⎨

⎪⎩

∫

γ x

φ(x, y) dym

⎫
⎪⎬

⎪⎭
νluε (x) dH1(x)

−
∫

Juε∩B

⎧
⎨

⎩

∫

γx

φ(x, y) dym

⎫
⎬

⎭ ν
l
uε (x) dH1(x)

∣∣∣∣

� 2π‖φ‖L∞
∑

B∈B=0ε

(H1(Juε ∩ B)+H1(Juε ∩ B)
)

� C‖φ‖L∞ 2

ε
R(Bε(tε))2

� C‖φ‖L∞ε4p−3| log ε|4.
The two previous inequalities and the fact that p ∈ ( 34 , 1) imply thatGuε−Guε ⇀ 0
in D2(�

′×R2). Moreover, taking the supremum over 2-forms with L∞-norm less
than 1, they also imply that |Guε |(�′×R2) � |Guε |(�′×R2)+1 for ε small enough.

Let A ⊂⊂ A′ ⊂⊂ �′ \ {z1, . . . , z J }. By (4.6), for ε small enough it follows
that A′ ⊂⊂ �′ \ ⋃

B∈B �=0ε B and thus |μ�uε |(A′) = 0. By (4.3), we obtain that

|μuε |(A) = 0, i.e., ∂Guε |A×R2 = 0. By the arbitrariness of A and A′ we get
∂Guε |(�′\{z1,...,z J })×R2 = 0.

In the proof we applied the following extension lemma proven in [13, Lemma
3.5 and Remark 3.6].

Lemma 4.4. There exists a constant C0 > 0 such that the following holds true.
Let ε > 0, x0 ∈ R

2,and R > r > ε, let C1 > 1 and uε : εZ2 → S
1 with

XYε(uε; BR(x0) \ Br (x0)) � C1ε
2, μ�uε (Br (x0)) = 0, and |μ�uε |(εi + (0, ε]2) = 0

whenever (εi + (0, ε]2)∩ (BR(x0)\ Br (x0)) �= 0. Then there exists uε : εZ2 → S
1

such that, for ε < R−r
C0C1

,

• uε = uε on εZ2 \ B r+R
2
(x0);

• |μ�uε |(BR(x0)) = 0.

We are finally in a position to prove Proposition 4.1.

Proof of Proposition 4.1. From the assumptions 1
εθε

Eε(uε) � C and θε � ε| log ε|
it follows that

1

ε2| log ε| Eε(uε) =
θε

ε| log ε|
1

εθε
Eε(uε) � C,

so that by Proposition 2.4 we get that (up to a subsequence) μuε
f→ μ =∑M

h=1 dhδxh , proving the first point.
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Applying Lemma 4.2 with σ = 1
2 we deduce that for every A ⊂⊂ �

C � 1

εθε
Eε(uε) � 1

2

∫

Juε∩A
dS1(u

−
ε , u

+
ε )|νuε |1 dH1 � 1

2
|Duε|(A).

Hence uε is bounded in BV (A;S1) and we conclude that (up to a subsequence)

uε → u in L1(A) and uε
∗
⇀ u in BV (A;R2) for some u ∈ BV (A;S1) with

|Du|(A) � C . Since A ⊂⊂ � was arbitrary and the constant C does not depend
on A, the second point follows from a diagonal argument and the equiintegrability
of uε.

Applying Lemma 4.2 with σ = 1
2 and since  (ξ) �√

(ξ21)2 + (ξ22)2 + (ξ11)2 + (ξ12)2, we obtain, by Proposition 3.10, that for every
A ⊂⊂ �,
|Guε |(A×R2) = |Guε |(M(a) ∩ A×R2)+ |Guε |(M( j) ∩ A×R2)

� |A| +
∫

A×R2
 (Guε ) d|Guε | � |�| +

2

εθε
Eε(uε) � C.

By the Compactness Theorem for currents [30, 2.2.3, Proposition 2 and Theorem
1-(i)] we deduce that there exists a subsequence (not relabeled) and a current T ∈
D2(�×R2) with |T | <∞ such that Guε ⇀ T in D2(�×R2).

It remains to prove that T ∈ Adm(μ, u;�):
• T is an i.m. rectifiable current: Let�′ ⊂⊂ �.We consider the subsequence (not
relabeled), the points z1, . . . , z J ∈ �′, and the spinfielduε : εZ2 → S

1 givenby
Lemma 4.3. By Lemma 4.3-(i) we have thatGuε ⇀ T inD2(�

′×R2). Let us fix
A ⊂⊂ �′ \ {x1, . . . , xM , z1, . . . , z J }. We have that supε |Guε |(A×R2) < +∞
and ∂Guε |A×R2 = 0. By the Closure Theorem [30, 2.2.4, Theorem 1], the
limit T |A×R2 is an i.m. rectifiable current. By the arbitrariness of A and�′ and
since {xh}×S1 and {z j }×S1 areH2-negligible sets, this proves that T is an i.m.
rectifiable current in �×R2.

• ∂T |�×R2 = −μ×[[S1]]: by Proposition 3.11 we have ∂Guε |�×R2 =
−μuε×[[S1]]. Since μuε

f→ μ, by Lemma 3.12, and since ∂Guε ⇀ ∂T
in D1(�×R2), we conclude that ∂T |�×R2 = −μ×[[S1]]. In particular,
∂T |�μ×R2 = 0.

• T | dx � 0: let ω ∈ D2(�×R2) be of the form ω(x, y) = φ(x, y) dx with
φ ∈ C∞c (�×R2) and φ � 0. Then Guε (ω) =

∫
�
φ(x, uε(x)) dx � 0. Passing

to the limit as ε→ 0 we get T (ω) � 0.
• |T | <∞: this is a consequence of the Compactness Theorem for currents (see
above).

• ‖T ‖1 < ∞: note that, by (3.5), ‖Guε‖1 =
∫
�
|uε| dx = |�|. By the lower

semicontinuity of ‖ · ‖1 with respect to the convergence in D2(�×R2) we
deduce that ‖T ‖1 � |�|.

• π�# T = [[�]]: let us fix ω ∈ D2(�), i.e., a 2-form of the type ω(x) = φ(x) dx
with φ ∈ C∞c (�). Then Guε (ω) =

∫
�
φ(x) dx . Thus π�# Guε = [[�]]. Pass-

ing to the limit as ε → 0 we get the desired condition (cf. also [30, 4.2.1,
Proposition 3]).
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• supp(T ) ⊂ �×S1: let us fix ω ∈ D2(�×R2) with supp(ω) ⊂⊂ (�×R2) \
(�×S1). Then Guε (ω) = 0. Passing to the limit as ε → 0, we conclude that
T (ω) = 0.

To prove that uT = u a.e. we observe that uε → u implies

Guε (φ(x, y) dx) =
∫

�

φ(x, uε(x)) dx →
∫

�

φ(x, u(x)) dx

for every φ ∈ C∞c (�×R2). On the other hand, due to Theorem 3.5

Guε (φ(x, y) dx)→ T (φ(x, y) dx) =
∫

�

φ(x, uT (x)) dx .

By the arbitrariness of φ, we get uT = u a.e. in �.
Finally, if θε 	 ε| log ε|, then Proposition 2.4 and the assumed energy bound

yield that μ = 0, whence T ∈ cart(�×S1).

5. Proofs in the regime θε ∼ ε| log ε|

In this section we prove Theorem 1.2. We remark that the compactness result
Theorem 1.2-(i) is already covered by Proposition 4.1. Thus, we only need to prove
Theorem 1.2-(ii) and (iii).

From the lower semicontinuity of parametric integrals with respect to the mass
bounded weak convergence of currents, [31, 1.3.1, Theorem 1], we obtain the
following asymptotic lower bound:

Proposition 5.1. (Lower bound for the parametric integral) Assume that θε �
ε| log ε| and that 1

εθε
Eε(uε) � C. Let Guε ∈ D2(�×R2) be the currents associated

to uε defined as in (3.28)–(3.30) and assume that Guε ⇀ T with T ∈ D2(�×R2)

represented as T = T |T |. Then
∫

A×R2
 (T ) d|T | � lim inf

ε→0

∫

A×R2
 (Guε ) d|Guε |. (5.1)

for every open set A ⊂⊂ �.
We can write explicitly the parametric integral in the left-hand side of (5.1) in

terms of the BV function u, limit of the sequence uε. We recall that by (3.17) the
jump-concentration part of T is given by

T ( jc)(φ(x, y) dx̂ l∧dym) = (−1)2−l
∫

JT

{∫

γ Tx

φ(x, y) dym
}
νlT (x) dH1(x).

For H1-a.e. x ∈ JT we define the number

�T (x) := length(γ T
x ) =

∫

supp(γ Tx )
|m(x, y)| dH1(y), (5.2)
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where m(x, y) is the integer defined in (3.18). Notice that by length(γ T
x ) we mean

the length of the curve γ T
x counted with its multiplicity and not the H1 Hausdorff

measure of its support. Observe that, in particular, �T (x) = dS1
(
u−(x), u+(x)

)
if

x ∈ Ju \L, whilst �T (x) = 2π |k(x)| if x ∈ L \ Ju . The full form of the parametric
integral is contained in the lemma below.

Lemma 5.2. Let  be the parametric integrand defined in (4.2). Let μ =∑M
h=1 dhδxh with dh ∈ Z and u ∈ BV (�;S1). Let T ∈ Adm(μ, u;�). Then

∫

�×R2
 (T ) d|T | =

∫

�

|∇u|2,1 dx + |D(c)u|2,1(�)+
∫

JT∩�
�T (x)|νT (x)|1 dH1(x).

Proof. We first prove the statement in the case μ = 0, namely T ∈ cart(�×S1).
We employ the mutually singular decomposition given by Theorem 3.5 and Propo-
sition 3.8, so that |T | = H2 M(a) +H2 M(c) + |T ( jc)|. First of all note that
by (3.20) and (3.11) for every ψ ∈ C∞c (�) we have

∫

M(a)
ψ(x)

1√
1+ |∇u(x)|2 dH2(x, y) =

∫

�

ψ(x) dx, (5.3)

since both integrals are equal to T (a)(ψ(x) dx). By approximation, the above equal-
ity is true for everyψ : �→ R such that (x, y) �→ ψ(x) isH2 M(a)-measurable
and x �→ ψ(x) is L2-measurable. Note that x �→ |∇u(x)|2,1 satisfies these mea-
surability properties thanks to (3.20). In particular, we deduce that

∫

�×R2
 (T (x, y)) dH2 M(a)(x, y)

=
∫

M(a)
|∇u(x)|2,1 1√

1+ |∇u(x)|2 dH2(x, y)

=
∫

�

|∇u(x)|2,1 dx .

Next note that, by (3.13), for every function ψ ∈ Cc(�) it holds true

sup
|ω̃(x,y)|�ψ(x)
ω̃∈D2(�×R2)

T (c)(ω̃) = sup
|ω(x)|�ψ(x)

ω |D(c)u|−measurable

T (c)(ω). (5.4)

Indeed given ω̃ ∈ D2(�×R2) such that |ω̃(x, y)| � ψ(x), one can define the
|D(c)u|-measurable 2-form ω(x) := ω̃(x, ũT (x)) to prove that the left-hand side
is greater than or equal to the right-hand side. For the reverse inequality, given a
|D(c)u|-measurable 2-form ω such that |ω(x)| � ψ(x), one can regularize it and
then define the 2-form ω̃(x, y) := ω(x)ζ(y), where ζ ∈ C∞c (B2) is such that
ζ(y) = 1 for |y| � 1 (note that ζ does not affect the value of T (c)(ω) thanks
to (3.13)).

Since |T (c)| = H2 M(c) and by (3.13), equality (5.4) implies that
∫

M(c)
ψ(x) dH2(x, y) =

∫

�

ψ(x) d|D(c)u|(x) (5.5)
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for every function ψ ∈ Cc(�). By approximation, (5.5) holds true for every
ψ : � → R such that ψ is H2 M(c)-measurable and |D(c)u|-measurable. The
function x �→ ∣∣ dD(c)u

d|D(c)u| (x)
∣∣
2,1 satisfies these measurability properties, cf. (3.21),

thus (3.21) implies
∫

�×R2
 (T (x, y)) dH2 M(c)(x, y) =

∫

M(c)

∣∣∣
dD(c)u

d|D(c)u| (x)
∣∣∣
2,1

dH2(x, y)

= |D(c)u|2,1(�).
Finally, by (3.22) we get that

∫

�×R2
 (T (x, y)) d|T ( jc)|(x, y)

=
∫

�×R2
|m(x, y)||νT (x)|1 dH2 M( jc)(x, y)

=
∫

JT

{∫

S1
1M( jc) (x, y)|m(x, y)||νT (x)|1 dH1(y)

}
dH1(x)

=
∫

JT

{∫

supp(γ Tx )
|m(x, y)| dH1(y)

}
|νT (x)|1 dH1(x)

=
∫

JT
�T (x)|νT (x)|1 dH1(x).

In the second equality we employed the coarea formula for rectifiable sets [28,
Theorem 3.2.22] (applied with W = JT×S1, Z = JT , f given by the projection
JT×S1→ JT , and g = 1M( jc) |m||νT |1) and in the third equality we used (3.27).

Let us prove the general case T ∈ Adm(μ, u;�). We observe that a current
T ∈ cart(�μ×S1) can be extended to a current T ∈ D2(�×R2). Indeed, since
T ∈ cart(�μ×S1), it can be represented as

T (ω) =
∫

�μ×R2
〈ω, ξ 〉θ dH2 M, for ω ∈ D2(�μ×R2),

according to the notation in (3.2), where M ⊂ �μ×S1 H2-a.e. (cf. the proof of
Proposition 3.8 for the last fact). The integral above can be extended to a linear
functional on forms ω ∈ D2(�×R2), namely,

T (ω) =
∫

�×R2
〈ω, ξ 〉θ dH2 M, for ω ∈ D2(�×R2).

To prove the continuity of this functional, let us fix a form ω ∈ D2(�×R2) with
supx |ω(x)| � 1. We have the bound

|T (ω)| � |T ((1− ζ )ω)| +
∣∣∣
∫

�×R2
ζ 〈ω, ξ 〉θ dH2 M

∣∣∣

� |T |(�μ×R2)+
N∑

h=1

∫

Bρ(xh)×R2
|θ | dH2 M,

(5.6)
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where ζ ∈ C∞c (�) is such that 0 � ζ � 1, supp(ζ ) ⊂ ⋃N
h=1 Bρ(xh), and ζ ≡ 1

on Bρ/2(xh) for every h = 1, . . . , N . Letting ρ → 0 in the inequality above, we
get |T (ω)| � |T |(�μ×R2) since H2

(M ∩ ({xh}×R2)
)

� H2
({xh}×S1

) = 0 for
h = 1, . . . , N and θ isH2 M-summable. This shows that T ∈ D2(�×R2).

Moreover, by the arbitrariness of ω in (5.6) we deduce that |T |(�×R2) =
|T |(�μ×R2) and, in particular, from the first step of the proof applied to �μ we
infer that
∫

�×R2
 (T ) d|T | =

∫

�μ×R2
 (T ) d|T |

=
∫

�

|∇u|2,1 dx + |D(c)u|2,1(�)+
∫

JT
�T (x)|νT (x)|1 dH1(x).

We are now in a position to prove the lower bound in the regime θε ∼ ε| log ε|.
We recall that the asymptotic lower bound is written in terms of the energy

J (μ, u;�) := inf

{∫

JT
�T (x)|νT (x)|1 dH1(x) : T ∈ Adm(μ, u;�)

}
(5.7)

with�T (x)defined in (5.2) andAdm(μ, u;�) in (4.1).We remark thatAdm(μ, u;�)
is non-empty.9 Moreover,

J (μ, u;�) �
∫

Ju∩�
dS1(u

−, u+)|νu |1 dH1. (5.8)

Indeed, for H1-a.e. x ∈ JT we have dS1(u
−(x), u+(x)) � length(γ T

x ) = �T (x),
since γ T

x is a curve connecting u−(x) and u+(x) in S1.
Using the previous results, we obtain the �-liminf inequality.

Proof of Theorem 1.2-ii). Let uε : �ε → Sε (extended arbitrarily to εZ2), u ∈
BV (�;S1), and μ = ∑M

h=1 dhδxh be as in the statement of the theorem. Let
T ∈ Adm(μ, u;�) be given by Proposition 4.1 and fix a set A ⊂⊂ �μ. Let
ρ > 0 be such that the balls {Bρ(xh)}Mh=1 are pairwise disjoint and A ⊂⊂ �ρμ. Let
σ ∈ (0, 1). Then, by Lemma 4.2,

1

εθε
Eε(uε) �

M∑

h=1

1

ε2| log ε| Eε(uε; Bρ(xh))+ (1− σ)
∫

A×R2
 (Guε ) d|Guε |.

(5.9)
To estimate the first term,we exploit the localized lower bound for the XY -model [7,
Theorem 3.1], which yields the existence of a constant C̃ ∈ R such that

lim inf
ε→0

[
1

ε2
Eε(uε; Bρ(xh))− 2π |dh | log ρ

ε

]
� C̃

9 By Proposition 3.9 there exists a current T ∈ cart(�×S1) such that uT = u. Let
γ1, . . . , γM be pairwise disjoint unit speed Lipschitz curves such that γh connects xh to
∂�. Define Lh to be the 1-current τ(supp(γh),−dh , γ̇h), so that ∂Lh = dhδxh . Then T +∑M

h=1 Lh×[[S1]] ∈ Adm(μ, u;�).
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and, in particular, that

lim inf
ε→0

1

ε2| log ε| Eε(uε; Bρ(xh)) � 2π |dh |. (5.10)

By (5.9), Proposition 5.1, letting σ → 0 and A ↗ �μ, and by Lemma 5.2 we infer
that

lim inf
ε→0

1

εθε
Eε(uε) �

M∑

h=1
2π |dh | +

∫

�μ×R2
 (T ) d|T |

= 2π |μ|(�)+
∫

�

|∇u|2,1 dx

+ |D(c)u|2,1(�)+
∫

JT∩�
�T (x)|νT (x)|1 dH1(x) .

Taking the infimum over all T ∈ Adm(μ, u;�) we deduce the claim.

Let us prove the �-limsup inequality. In the definition of the recovery sequence
we use a map that projects vectors of S1 on Sε. Given u ∈ S

1 we let ϕu ∈ [0, 2π)
be the unique angle such that u = exp(ιϕu). We define Pε : S1→ Sε by

Pε(u) = exp
(
ιθε

⌊
ϕu
θε

⌋)
. (5.11)

Proof of Theorem 1.2-iii). To construct the recovery sequence, we closely follow
the proof of [25, Proposition 4.22] done for the regime ε 	 θε 	 ε| log ε|. Most of
the arguments hold true also when θε = ε| log ε|, see [25, Remark 4.23]. Here we
will sketch the proof and provide more details for the steps that need to be adapted.

Let us fix μ = ∑M
h=1 dhδxh and u ∈ BV (�;S1) as in the statement. The

function u is gradually approximated as explained in the following.
Step 1 (Approximation with currents) Fix σ > 0. By the definition (5.7) of J

there exists T ∈ Adm(μ, u;�) such that
∫

�×R2
 (T ) d|T | �

∫

�

|∇u|2,1 dx + |D(c)u|2,1(�)+ J (μ, u;�)+ σ. (5.12)

Step 2 (Approximation with S
1-valued maps with finitely many singularities)

Exploiting the extensionLemma3.4 and the approximationTheorem3.3,wefind an
open set �̃ ⊃⊃ � and a sequence of maps uk ∈ C∞(�̃μ;S1)∩W 1,1(�̃;S1) such
that uk → u in L1(�;R2), |Guk |(�×R2)→ |T |(�×R2), and deg(uk)(xh) = dh
for h = 1, . . . , N . We refer to [25, Lemma 4.17] for a detailed proof. Reshetnyak’s
Continuity Theorem implies that

∫

�

|∇uk |2,1 dx =
∫

�×R2
 (Guk ) d|Guk | �

∫

�×R2
 (T ) d|T | + σ, (5.13)

for k large enough. In the first equality we applied Lemma 5.2. Thanks to this
step (and via a diagonal argument as σ → 0), it is enough to prove the �-limsup
inequality assuming the stronger regularity u ∈ C∞(�̃μ;S1) ∩W 1,1(�̃;S1).
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Step 3 (Splitting of the degree) Without loss of generality, hereafter we shall
assume that | deg(u)(xh)| = 1 for h = 1, . . . , N . If this is not the case, we split
each singularity xh with degree dh into |dh | singularities of degree with modulus 1,
without increasing the energy asymptotically.More precisely, by [25, Lemma4.18],
for 0 < τ 	 1 there exist measures μτ and uτ ∈ C∞(�̃μτ ;S1) ∩ W 1,1(�̃;S1)
with μτ = ∑N τ

h=1 deg(uτ )(xτh )δxτh and | deg(uτ )(xτh )| = 1 such that uτ → u in

L1(�;R2), μτ
f→ μ, and

∫
�
|∇uτ |2,1 dx →

∫
�
|∇u|2,1 dx , as τ → 0.

Step 4 (Moving singularities on a lattice) We introduce the additional param-
eter λn := 2−n , n ∈ N, which will be used later to obtain a piecewise constant
approximation. Without loss of generality, we shall assume that xh ∈ λnZ2 for
h = 1, . . . , N . If this is not the case, we find an approximation of u in theW 1,1(�̃)-
norm satisfying that property as follows. For every n and h = 1, . . . , N we choose
xnh ∈ λnZ2 ∩� such that xnh → xh as n→+∞. For every n there exists a diffeo-
morphism ψn : �̃→ �̃ such that ψn(xnh ) = xh for h = 1, . . . , N (see, e.g., [33, p.
210] for an explicit construction). We remark that it is possible to construct ψn in
such a way that ‖ψn− id‖C1 and ‖ψ−1n − id‖C1 are controlled bymaxh |xnh−xh | for
every n. In particular, ‖ψn − id‖C1 , ‖ψ−1n − id‖C1 → 0 for n→ +∞. We define
un := u ◦ψn ∈ C∞(�̃ \ {xn1 , . . . , xnN };S1)∩W 1,1(�̃;S1). Then un → u strongly
in W 1,1(�̃;S1) as n→+∞. Let us fix ρ > 0 such that the balls Bρ(xh) are pair-
wise disjoint and contained in �̃. For n large enough, we have that xnh ∈ Bρ/4(xh)
for h = 1, . . . , N . Let ζ ∈ C∞c (Bρ(xh)) such that ζ ≡ 1 on Bρ/2(xh). By [22,
Theorem B.1] we have that

2π deg(un)(xnh ) = −
∫

Bρ(xh)
(un×∇un)⊥ · ∇ζ dx n→+∞→ −

∫

Bρ(xh)
(u×∇u)⊥ · ∇ζ dx

= 2π deg(u)(xh)

where (u×∇u)⊥ = (u1∂2u2 − u2∂2u1, u2∂1u1 − u1∂1u2).
Step 5 (Modification near singularities) Let us fix σ > 0. Then there exists η0 >

0 (small enough) and uσ ∈ C∞(�̃μ;S1)∩W 1,1(�̃;S1) such that ∫
�
|∇uσ |2,1 dx �

∫
�
|∇u|2,1 dx + σ , uσ (x) = u(x) in �̃ \⋃M

h=1 B√η0(xh), and uσ (x) =
( x−xh|x−xh |

)dh
in Bη0(xh) \ {xh} (where the power is meant in the sense of complex functions).
We refer to [25, Lemma 4.21] for a proof of this modification result. Thus, up to
a diagonal argument as σ → 0, we assume that u has the structure of uσ with
singularities xh ∈ λnZ2.

Step 6 (Recovery sequence near singularities) By the assumption in Step 5,
u(x) := ( x−xh|x−xh |

)dh in Bη0(xh), where dh = ±1. In [25, Formula (4.75)] we showed
that the projectionPε(u) is concentrating the energy of a vortex near the singularity.
More precisely, for every η ∈ (0, η0) we have that

lim sup
ε→0

( 1

εθε
Eε(Pε(u); Bη(xh))− 2π | log ε| ε

θε

)
� Cη, (5.14)

for some universal constant C . In the regime θε = ε| log ε|, this yields

lim sup
ε→0

1

εθε
Eε

(
Pε(u);

M⋃

h=1
Bη(xh)

)
� 2πM + Cη = 2π |μ|(�)+ Cη.
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Step 7 (Recovery sequence far from singularities) Fix η ∈ (0, η0). We consider
a suitable square centered at the singularities xh and with corners on λnZ2. More
precisely, let m(λn) ∈ N be the maximal integer such that Q(λn, xh) := xh +
[−2m(λn)λn, 2m(λn)λn]2 ⊂ Bη/2(xh), so that the estimate in Step 5 holds true in⋃M

h=1 Q(λn, xh). We also consider the square Q0(λn, xh) := xh + [(−2m(λn) +
1)λn, (2m(λn) − 1)λn]2. The squares Q(λn, xh) and Q0(λn, xh) differ by a frame
made by 1 layer of squares of λnZ2. By the choice of m(λn), one can prove that
Bη/16(xh) ⊂⊂ Q0(λn, xh). Far from the singularities, we discretize u on the lattice
λnZ

2. Specifically, we exploit the fact that u ∈ C∞(�̃ \⋃M
h=1 Bη/32(xh);S1) to

find a sequence of piecewise constant functions un ∈ PCλn (S1) such that

un → u strongly in L1(� \
M⋃

h=1
Bη/16(xh)

)
, (5.15)

lim sup
n→+∞

∫

Jun∩Oλn
dS1(u

−
n , u

+
n )|νun |1 dH1 �

∫

�

|∇u|2,1 dx, (5.16)

where Oλn is the union of half-open squares Iλn (λnz), with z ∈ Z
2, that intersect

� \⋃M
h=1 Bη/16(xh). Note that, since Bη/16(xh) ⊂ Q0(λn, xh),

� \
M⋃

h=1
Q0(λn, xh) ⊂ � \

M⋃

h=1
Bη/16(xh) ⊂ Oλn ⊂ �̃ \

M⋃

h=1
Bη/32(xh).

For a detailed proof of this discretization result see [25, Lemma 4.13].
We consider a recovery sequence u′ε ∈ PCε(Sε) for un satisfying u′ε → un

strongly in L1(Oλn ) and

lim sup
ε→0

1

εθε
Eε

(
u′ε;� \

M⋃

h=1
Q0(λn, xh)

)
�

∫

Jun∩Oλn
dS1(u

−
n , u

+
n )|νun |1 dH1.

(5.17)
The recovery sequence u′ε is defined as in the regime ε 	 θε 	 ε| log ε| in the
case of no vortex-like singularities, exploiting the piecewise constant structure of
un . The details of this construction can be found in [25, Proposition 4.16].

Step 8 (Joining the two constructions) A careful dyadic decomposition of the
square Q(λn, xh) leads to the construction of a spin field uε : εZ2∩Q(λn, xh)→ Sε
such that uε = Pε(u) on Bη/16(xh) ⊂ Q0(λn, xh), while uε(εi) = u′ε(εi) if
εi ∈ εZ2 ∩ Q(λn, xh) satisfies dist(εi, ∂Q(λn, xh)) � ε, and

lim sup
ε→0

1

εθε
Eε

(
uε;

M⋃

h=1
Q(λn, xh)

)
� 2π |μ|(�)+ Cη. (5.18)
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Sinceuε andu′ε agree close to ∂Q(λ, xh),wedefine aglobal spinfielduε ∈ PCε(Sε)
(equal to u′ε outside

⋃M
h=1 Q(λn, xh)) satisfying, thanks to (5.17) and (5.18),

lim sup
ε→0

1

εθε
Eε(uε) � lim sup

ε→0

[
1

εθε
Eε

(
u′ε;� \

M⋃

h=1
Q0(λn, xh)

)

+ 1

εθε
Eε

(
uε;

M⋃

h=1
Q(λn, xh)

)]

�
∫

Jun∩Oλn
dS1(u

−
n , u

+
n )|νun |1 dH1 + 2π |μ|(�)+ Cη.

(5.19)
We refer to [25, Steps 2–4 in the proof of Proposition 4.22] for the details about
this construction.

Step 9 (Identifying the L1-limit of uε) As ε → 0, the spin fields uε converge
in L1(�;R2) to the map ůn ∈ L1(�;S1) given by

ůn(x) :=

⎧
⎪⎨

⎪⎩

un(x), if x ∈ � \⋃M
h=1 Q(λn, xh),( x−xh|x−xh |

)dh , if x ∈ Q∞(λn, xh) for h = 1, . . . ,M,

uλn0 (x), if x ∈ Q(λn, xh) \ Q∞(λn, xh) for h = 1, . . . ,M,

where uλn0 is an S1-valuedmapwhose value is not relevant here and Q∞(λn, xh) :=
xh + [(−2m(λn) + 2)λn, (2m(λn) − 2)λn] ⊂ Q(λn, xh) (This notation is used in
agreement to [25, Proposition 4.22].) Since Q(λn, xh) \ Q∞(λn, xh) is a frame of
width 2λn and Q(λn, xh) ⊂ Bη/2(xh), where u(x) =

( x−xh|x−xh |
)dh by our assumptions

on u in Step 5, by (5.15) we get that

ůn → u in L1(�;R2). (5.20)

Hence, via a diagonal argument as n → +∞ we find a subsequence such that
uε → u in L1(�;R2) and, by (5.16) and (5.19), that

lim sup
ε→0

1

εθε
Eε(uε) �

∫

�

|∇u|2,1 dx + 2π |μ|(�)+ Cη,

which will give the claim after an additional diagonal argument as η→ 0.
Step 10 (Identifying the flat limit of μuε ) In order to implement the diagonal

arguments proven in Step 9, we need to identify the flat limit of μuε for n fixed.

After the diagonal argument we will obtain the desired convergence μuε
f→ μ. As

this is the major difference in the regime θε = ε| log ε|, we provide all the details.
Since θε = ε| log ε|, the energy bound (5.19) reads

lim sup
ε→0

1

ε2| log ε| Eε(uε;�) �
∫

Jun∩Oλn
dS1(u

−
n , u

+
n )|νun |1dH1+2π |μ|(�)+Cη .

(5.21)
Note that the left hand side agrees with the unconstrained scaled XY -model. In
particular, by Proposition 2.4 we deduce that there exists a measure μn ∈Mb(�)
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of the form μn = ∑Kn
k=1 dk,nδxk,n with dk,n ∈ Z\{0} such that, up to a subse-

quence, μuε
f→ μn . Thus the (already proven) lower bound in Theorem 1.2-(ii),

the convergence uε → ůn , and (5.21) yield
∫

�

|∇ůn|2,1 dx + |D(c)ůn|2,1(�)+ J (μn, ůn;�)+ 2π |μn|(�)

�
∫

Jun∩Oλn
dS1(u

−
n , u

+
n )|νun |1dH1 + 2π |μ|(�)+ Cη .

Since the last term in the above estimate is controlled via (5.16), we deduce that
|μn|(�) is equibounded in n. In particular, up to a subsequence, there exists a
measureμ0 ∈Mb(�) that has the structureμ0 =∑K

k=1 dkδxk for somedk ∈ Z\{0}
such that μn

f→ μ0 (and weakly* in the sense of measures). We next want to use
a lower semicontinuity property of the left hand side. However, due to the mixed
term J (μ, u;�), this is not straightforward, so we estimate the left hand side from
below with a negligible error when λn → 0. Indeed, by (5.8) we have that

J (μn, ůn;�) �
∫

Jůn∩�
dS1(ů

−
n , ů

+
n )|νůn |1dH1.

Inserting this lower bound in the previous estimate we obtain that
∫

�

|∇ůn|2,1 dx + |D(c)ůn|2,1(�)+
∫

Jůn∩�
dS1(ů

−
n , ů

+
n )|νůn |1dH1 + 2π |μn|(�)

� C η + 2π |μ|(�)+
∫

Jun∩Oλn
dS1(u

−
n , u

+
n )|νun |1dH1.

The left hand side is lower semicontinuous with respect to the L1(�;R2)-
convergence of ůn (see Proposition 6.1 below) and the weak*-convergence of μn .
The limit of the right hand side is given by (5.16). Due to (5.20) and the fact that
u ∈ W 1,1(�;S1) (recall the standing assumption in Step 5) we conclude that

∫

�

|∇u|2,1 dx + 2π |μ0| � Cη +
∫

�

|∇u|2,1 dx + 2π |μ|(�) ,

which implies that |μ0|(�) � |μ|(�) (recall that η < η0 can be chosen arbitrary
small, while the constant C is bounded uniformly).

We finish the proof by showing that all measures μn have mass 1 in a
uniform neighborhood of each of the points xh given by the target measure
μ = ∑M

h=1 deg(u)(xh)δxh . Indeed, by Step 6, uε = Pε(u) on each Bη/16(xh).
Due to (5.14) we have for ε small enough

1

ε2
Eε(Pε(u); Bη(xh)) � 2Cη

θε

ε
+ 2π | log ε| � C | log ε| .

This allows us to apply [6, Proposition 5.2], so that the flat convergence of discrete
vorticities is equivalent to the flat convergence of the (normalized) Jacobians of
the piecewise affine interpolations. Denote by v̂ε and û(ε) the piecewise affine
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interpolations associated toPε(u) and u on Bη/16(xh), respectively. (We adopt the
notation û(ε) to stress that the interpolated function is independent of ε.) We have
that

‖̂vε − û(ε)‖L2(Bη/16(xh))

(
‖∇v̂ε‖L2(Bη/16(xh)) + ‖∇û(ε)‖L2(Bη/16(xh))

)

� Cηθε

(
1

ε2
Eε(Pε(u); Bη(xh))+ 1

ε2
Eε

(( x−xh|x−xh |
)dh ; Bη(xh)

))1
2

� Cθε| log ε| 12 .
As θε = ε| log ε|, the right hand side vanishes when ε→ 0. Hence [6, Lemma 3.1]

yields that Ĵvε − Jû(ε)
f→ 0 on Bη/16(xh). Since u = ( x−xh|x−xh |

)±1 on Bη/16(xh),

Step 1 of the proof of [4, Theorem 5.1 (ii)] implies that 1
π
Jû(ε)

f→ deg(u)(xh)δxh .

Choosing an arbitrary ϕ ∈ C0,1
c (Bη/16(xh)), the above arguments imply

〈μn Bη/16(xh), ϕ〉 = lim
ε→0
〈μuε , ϕ〉

= lim
ε→0
〈 1
π
Ĵvε, ϕ〉 = lim

ε→0
〈 1
π
Jû(ε), ϕ〉 = deg(u)(xh)ϕ(xh).

Letting n → +∞ in the above equality we infer that μ0 Bη/16(xh) =
deg(u)(xh)δxh . Now consider the decomposition of μ0 into the mutually singu-
lar measures

μ0 =
M∑

h=1
deg(u)(xh)δxh + μ0

(
�\

M⋃

h=1
Bη/16(xh)

)
.

From mutual singularity we deduce that

|μ|(�) � |μ0|(�) =
M∑

h=1
| deg(u)(xh)| +

∣∣∣μ0

(
�\

M⋃

h=1
Bη/16(xh)

)∣∣∣

� |μ|(�)+
∣∣∣μ0

(
�\

M⋃

h=1
Bη/16(xh)

)∣∣∣ .

Henceμ0
(
�\⋃M

h=1 Bη/16(xh)
) = 0 and thereforeμ0 =∑M

h=1 deg(u)(xh)δxh =
μ. In conclusion, we have proved that μuε

f→ μn as ε → 0 and μn
f→ μ as

n→+∞ which justifies the diagonal arguments in Step 9.

6. Proofs in the regime ε| log ε| � θε � 1

In the present scaling regime the discrete vorticity measures μuε for sequences
with bounded energy are not necessarily compact. Hence we cannot use the para-
metric integral as a comparison, but we will work directly with the spin variable uε.
We recall the following lower-semicontinuity result proven in the d-dimensional
case in [26, Lemma 3.2] via a slicing argument.
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Proposition 6.1. For every open set A ⊂ � define the functional E(·; A) :
L1(A;R2)→ [0,+∞] with domain BV (A;S1), on which it is given by

E(u; A) :=
∫

A
|∇w|2,1 dx + |D(c)w|2,1(A)+

∫

Ju∩A
dS1

(
u+, u−

)|νu |1dH1 .

Then E(·; A) is lower semicontinuous with respect to strong convergence in
L1(A;R2).

Proof of Theorem 1.1. The compactness result in (i) follows by Lemma 4.2 as in
the proof of Proposition 4.1. Indeed, Lemma 4.2 with σ = 1

2 yields that uε is
bounded in BV (A;S1) for every A ⊂⊂ �.

To prove (ii), it suffices to consider u ∈ BV (�;S1) and a sequence uε ∈
PCε(Sε) such that uε → u strongly in L1(�;R2) and

lim inf
ε→0

1

εθε
Eε(uε) � C .

Let us fix an open set A ⊂⊂ � and σ > 0. By Lemma 4.2 , for ε small enough we
have that

1

εθε
Eε(uε) � (1− σ)

∫

Juε∩A
dS1(u

+
ε , u

−
ε )|νuε |1 dH1 = (1− σ)E(uε; A).

Hence Proposition 6.1 yields that

lim inf
ε→0

1

εθε
Eε(uε) � (1− σ)E(u; A).

We conclude the proof of the lower bound letting σ → 0 and A ↗ �.
In order to show the �-limsup inequality in (iii), we first remark that, following

the approximation procedure in [26, Proof of Proposition 4.3 (Step 1-3)], it suffices
to prove the upper bound for a target function u ∈ C∞(�̃ \ V ;S1)∩W 1,1(�̃;S1),
where �̃ ⊃⊃ � has Lipschitz-boundary and V = {x1, . . . , xM } ⊂ �̃ is a finite
set. Moreover, following Steps 3–5 in the proof of Theorem 1.2-(iii) above, we can
assume, without loss of generality, that V ⊂ λnZ2 ∩ �̃ with λn = 2−n , that there
exists � ⊂⊂ �′ ⊂⊂ �̃ such that V ∩ (�′ \ �) = ∅, and that there exists η0 > 0
such that for every xi ∈ V we have u(x) = ( x−xi|x−xi |

)±1 for x ∈ Bη0(xi ).
We are finally in a position to apply [25, Proposition 4.22] (which is valid also

in the case ε 	 θε) to the modified field u ∈ C∞(�′ \ V ;S1) ∩ W 1,1(�′;S1).
It gives the existence of a recovery sequence uε ∈ PCε(Sε) such that uε → u in
L1(�;R2) and

lim sup
ε→0

( 1

εθε
Eε(uε)− 2π |μ|(�)| log ε| ε

θε

)
�

∫

�

|∇u|2,1 dx .

Since | log ε| ε
θε
→ 0, we obtain that

�- lim sup
ε→0

1

εθε
Eε(u) �

∫

�

|∇u|2,1 dx .

Note that the right hand side coincides with the functional claimed to be the �-limit
in Theorem 1.1 since u ∈ W 1,1(�;S1).
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7. Proofs in the regime θε � ε

We now come to the scaling regime which yields a discretization of S1 that is
fine enough to commit asymptotically no error compared to the XY -model up to
the first order development. Throughout this section we shall always assume that

θε 	 ε. (7.1)

Moreover, we will use the following elementary estimate: for any x, y ∈ R
2\{0} it

holds that ∣∣∣∣
x

|x | −
y

|y|
∣∣∣∣ � 2

|x − y|
|y| . (7.2)

7.1. Renormalized and core energy

Following [16], we define the renormalized energy corresponding to the con-
figuration of vortices μ =∑M

h=1 dhδxh by

W(μ) = −2π
∑

h �=k
dhdk log |xh − xk | − 2π

∑

h

dh R0(xh),

where R0 is harmonic in � and R0(x) = −∑M
h=1 dh log |x − xh | for x ∈ ∂� (see

[16]). The renormalized energy can also be recast as

W(μ) = lim
η→0

[
m̃(η, μ)− 2π |μ|(�)| log η|], (7.3)

where

m̃(η, μ) := min

{∫

�
η
μ

|∇w|2 dx : w(x)=αh 
( x−xh|x−xh |

)dh for x ∈ ∂Bη(xh), |αh |=1
}
.

(7.4)

To define the core energy (see also [16, Section IX]), we introduce the discrete
minimization problem in a ball Br

γ (ε, r) := min

{
1

ε2
Eε(v; Br ) : v : εZ2 ∩ Br → S

1, v(x) = x
|x | for x ∈ ∂εBr

}
,

(7.5)
where ∂εBr is the discrete boundary of Br , defined for a general open set by

∂εA = {εi ∈ εZ2 ∩ A : dist(εi, ∂A) � ε}.
Note that ∂εBr ⊂ εZ2 ∩ Br \ Br−ε. Then the core energy of a vortex is the number
γ given by the following lemma. The result is analogous to [7, Theorem 4.1] with
some differences: here we consider rε → 0 depending on ε and we use a different
notion of discrete boundary of a set. The modifications in the proof are minor, but
we give the details for the convenience of the reader.
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Lemma 7.1. Let rε be a family of radii such that ε 	 rε � C. Then there exists

lim
ε→0

[
γ (ε, rε)− 2π

∣∣ log ε
rε

∣∣
]
=: γ ∈ R, (7.6)

where γ is independent of the sequence rε.

Proof. We introduce the function

I (t) = min
{
E1(v; B 1

t
) : v : Z2 ∩ B 1

t
→ S

1, v(x) = x
|x | for x ∈ ∂1B 1

t

}
.

Let us show that

I (t1) � I (t2)+ 2π log t2
t1
+ "t2 for 0 < t1 � t2, (7.7)

where "t2 is a generic sequence (which may change from line to line) satisfying
"t2 → 0 as t2 → 0. To this end, let v2 : Z2 ∩ B 1

t2
→ S

1 be such that v2(x) = x
|x |

for x ∈ ∂1B 1
t2
and E1(v2; B 1

t2
) = I (t2). We extend v2 to B 1

t1
setting

v1(i) :=
⎧
⎨

⎩
v2(i), if i ∈ Z

2 ∩ B 1
t2
,

i
|i | , if i ∈ Z

2 ∩ B 1
t1
\ B 1

t2
.

To reduce notation, we define A(t1, t2) := B 1
t1
\B 1

t2
−2. Next, note that if i ∈ B 1

t2

and j /∈ B 1
t2
with |i − j | = 1, then |i | � 1

t2
− 1 > 1

t2
− 2. Hence

I (t1) �E1(v1; B 1
t1
) � E1(v2; B 1

t2
)+ E1(v1; A(t1, t2))

=I (t2)+ 1

2

∑

〈i, j〉
i, j∈A(t1,t2)

∣∣ i
|i | − j

| j |
∣∣2.

To control the last sum, we derive an estimate for the finite differences away from
the singularity. Set u(x) = x

|x | . For any t ∈ [0, 1] and i, j ∈ Z
2 with |i − j | = 1

we have
|(1− t)εi + tε j | � |εi | − ε.

Hence, by the regularity of u inR2\{0}, for any εi, ε j ∈ εZ2\B2ε with |i − j | = 1,

|u(εi)− u(ε j)| �
∫ 1

0
|∇u(tεi + (1− t)ε j)(εi − ε j)| dt.

Since i − j ∈ {±e1,±e2}, a direct computation yields the two cases

|u(εi)− u(ε j)| �

⎧
⎪⎪⎨

⎪⎪⎩

∫ 1

0

|i · e2|
|ti + (1− t) j |2 dt if (i − j) ‖ e1,

∫ 1

0

|i · e1|
|ti + (1− t) j |2 dt if (i − j) ‖ e2,

(7.8)
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Fig. 8. Schematic illustration of the trimmed quadrants εQs
3

Next note that |t i + (1− t) j | � |i | − 1 � max{|i · e1|, |i · e2|} − 1. The right-hand
side is non-negative if i �= 0, so that we can take the square of this inequality. Using
Jensen’s inequality, we infer from (7.8) that

|u(εi)− u(ε j)|2 � k2

(k − 1)4

∣∣∣
k=max{|i ·e1|,|i ·e2|}

. (7.9)

We shall use both (7.8) and (7.9) to estimate the sum of interactions in A(t1, t2). To
do so, we split the annulus A(t1, t2) using trimmed quadrants defined as follows:
given a tuple of signs s = (s1, s2) ∈ {(+,+), (−,+), (−,−), (+,−)} and n ∈ N

we define the trimmed quadrants Qs
n as

Qs
n := {x ∈ R

2 : s1 x · e1 � n, s2 x · e2 � n} . (7.10)

Fix n = 3. We then consider interactions 〈i, j〉where both points belong to one
trimmed quadrant and the remaining interactions. For the latter we use the estimate
(7.9), noting that max{|i ·e1|, |i ·e2|} � 1√

2
|i | � 1√

2
t2 and that for t2 small enough,

i.e., the inner circle of the annulus large enough, the interactions outside the trimmed
quadrants can be counted along 20 lines parallel to one of the coordinate axes in
a way that the maximal component strictly increases along the line (cf. Fig. 8).
Summing over all pairs of signs s ∈ {(+,+), (−,+), (+,−), (−,−)} then yields
that

1

2

∑

〈i, j〉
i, j∈A(t1,t2)

∣∣ i
|i | − j

| j |
∣∣2 � 1

2

∑

s

∑

〈i, j〉
i, j∈Qs

3∩A(t1,t2)

∣∣ i
|i | − j

| j |
∣∣2 + C

# 1
t1
$∑

k=� 1√
2t2
�

k2

(k − 1)4
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� 1

2

∑

s

∑

〈i, j〉
i, j∈Qs

3∩A(t1,t2)

∣∣ i
|i | − j

| j |
∣∣2 + ρt2 ,

where we used that the series
∑∞

k=2 k2

(k−1)4 converges. The contributions on the
trimmed cubes have to be treated more carefully since we need the precise pre-
factor 2π in (7.7). The idea is two switch from the discrete latticeZ2 to a continuum
environment that leads to an integral. We have

Is := 1

2

∑

〈i, j〉
i, j∈Qs

3∩A(t1,t2)

∣∣ i
|i | − j

| j |
∣∣2 =

∑

i∈Z2

i∈Qs
3∩A(t1,t2)

∣∣ i+s1e1|i+s1e1| − i
|i |
∣∣2 + ∣∣ i+s2e2|i+s2e2| − i

|i |
∣∣2.

For each term on the right hand side we apply (7.8) noting that |t (i + sr er )+ (1−
t)i | = |i + tsr er | � |i | for i ∈ Qs

3, s = (s1, s2), and r ∈ {1, 2}, so that by Jensen’s
inequality

∣∣ i+s1e1|i+s1e1| − i
|i |
∣∣2 + ∣∣ i+s2e2|i+s2e2| − i

|i |
∣∣2 � |i · e1|

2 + |i · e2|2
|i |4 = 1

|i |2
Note that for i ∈ Z

2 ∩ Qs
3 it holds that 1

|x |2 � 1
|i |2 for all x ∈ i − s1e1 − s2e2 +

[− 1
2 ,

1
2 ]2. Since i − s1e1 − s2e2 + [− 1

2 ,
1
2 ]2 ∈ Qs

2, we can control Is by

Is �
∑

i∈Z2

i∈Qs
3∩A(t1,t2)

1

|i |2 �
∫

Qs
2∩B 1

t1
\B 1

t2
−4

1

|x |2 dx . (7.11)

Summing this estimate over all couples of signs s, we infer that

∑

s

Is �
∫

B 1
t1
\B 1

t2
−4

1

|x |2 dx � 2π log t2
t1
+ "t2

wherewe also used that by themean value theorem | log 1
t2
−log( 1t2−4)| � 4| t2

1−4t2 |.
This proves (7.7). As a consequence, the limit limt→0

[
I (t) − 2π | log t |] =: γ

exists. Since γ (ε, rε) = I
(
ε
rε

)
, it only remains to show that γ �= −∞. To this end,

we show that the boundary conditions in the definition ofγ (ε, 1) force concentration
of the Jacobians, so that we can use localized lower bounds. Let vε : εZ2∩B1→ S

1

be an admissibleminimizer for the problemdefining γ (ε, 1) and extend it to εZ2\B1
via vε(εi) = εi

|εi | . Then, using the boundary conditions imposed on vε and (7.2),
we deduce that

1

ε2
Eε(vε; B3) � 1

ε2
Eε(vε; B1)+ 1

2ε2
∑

〈i, j〉
εi,ε j∈B3\B1/2

ε2
∣∣∣∣
εi

|εi | −
ε j

|ε j |
∣∣∣∣
2

� γ (ε, 1)+ C

ε2

∑

〈i, j〉
εi,ε j∈B3\B1/2

ε4 � γ (ε, 1)+ C . (7.12)
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Since we already proved that γ (ε, 1) − 2π | log ε| remains bounded from above

when ε → 0, Proposition 2.4 implies that (up to a subsequence) μvε B3
f→ μ

for some μ = d1δx1 with d1 ∈ Z and x1 ∈ B3. We claim that μ �= 0. Indeed, let us
denote by v̂ε the piecewise affine interpolation of vε and let η : [0, 3] → R be the
piecewise affine function such that η = 1 on [0, 1], η = 0 on [2, 3] and η is affine
on [1, 2]. Then define the Lipschitz function ϕ ∈ C0,1

c (B3) via ϕ(x) = η(|x |).
Using the flat convergence of μvε , which transfers to the scaled Jacobian π−1Ĵvε
due to [6, Proposition 5.2], we infer that

〈μ, ϕ〉 = lim
ε→0

1

π

∫

B3
Ĵvε ϕ dx

=− lim
ε→0

1

2π

∫

B2\B1

(
(vε)1∂2(vε)2 − (vε)2∂2(vε)1
−(vε)1∂1(vε)2 + (vε)2∂1(vε)1

)
· ∇ϕ dx,

where in the last equality we integrated by parts due to the fact that in dimension
two the Jacobian can be written as a divergence (in two ways). Note that on B2\B1
the function vε agrees with the discrete version of x/|x |. Hence one can pass to the
limit in ε as v̂ε converges to x/|x | weakly in H1(B2\B1). Moreover, it holds that
∇ϕ(x) = −x/|x | a.e. in B2\B1. An explicit computation shows that

〈μ, ϕ〉 = 1

2π

∫

B2\B1
|x |−1 dx = 1 . (7.13)

Consequently μ B3 = δx1 . Let σ < 1
2dist(x1, ∂B3). Then [7, Theorem 3.1(ii)]

yields

lim inf
ε→0

(
1

ε2
Eε(vε; B3)− 2π | log ε|

)

� lim inf
ε→0

(
1

ε2
Eε(vε; Bσ (x1))− 2π log σ

ε

)
+ 2π log σ

� −C + 2π log σ

for some constant C . Combining this lower bound with (7.12) yields that

−C + 2π log σ � lim
ε→0

(γ (ε, 1)− 2π | log ε|)+ C .

This shows that γ > −∞ and concludes the proof.

Below we will use a shifted version of γ (ε, rε). More precisely, given x0 ∈ �,
set

γx0(ε, r) :=min
{ 1

ε2
Eε(v; Br (x0)) : v : εZ2 ∩ Br (x0)→ S

1,

v(x) = x−x0|x−x0| on ∂εBr (x0)
}
.

As shown in the lemma below the asymptotic behavior does not depend on x0.
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Lemma 7.2. Let γ ∈ R be given by Lemma 7.1 and let ε 	 rε � C. Then it holds
that

lim
ε→0

(
γx0(ε, rε)− 2π

∣∣ log ε
rε

∣∣
)
= γ .

Proof. Consider a point xε ∈ εZ2 such that |x0−xε| � 2ε. Then, given aminimizer
v : εZ2 ∩ Brε−4ε → S

1 for the problem defining γ (ε, rε − 4ε) (extended via the
boundary conditions on εZ2\Brε−4ε) we define ṽ(εi) = v(εi − xε). This function
is admissible in the definition of γx0(ε, rε). Hence

γx0(ε, rε)− 2π
∣∣ log ε

rε

∣∣

� γ (ε, rε − 4ε)− 2π
∣∣ log ε

rε

∣∣+ 1

2ε2
∑

〈i, j〉
εi,ε j∈Brε+2ε
εi,ε j /∈Brε−5ε

ε2
∣∣∣∣
εi

|εi | −
ε j

|ε j |
∣∣∣∣
2

.

The last sum can be bounded applying (7.2) which leads to

1

2ε2
∑

〈i, j〉
εi,ε j∈Brε+2ε
εi,ε j /∈Brε−5ε

ε2
∣∣∣∣
εi

|εi | −
ε j

|ε j |
∣∣∣∣
2

� C

r2ε

∑

εiεZ2

εi∈Brε+2ε
εi /∈Brε−5ε

ε2 � C

r2ε
|Brε+4ε\Brε−7ε| � C

rεε + ε2
r2ε

,

which vanishes due to the assumption that ε 	 rε. Thus we proved that

lim sup
ε→0

(
γx0(ε, rε)− 2π

∣∣ log ε
rε

∣∣
)

� γ .

The reverse inequality for the lim inf can be proven by a similar argument.

7.2. Compactness and �-convergence

We recall the compactness result and the �-liminf inequality obtained in [7,
Theorem 4.2]. We emphasize that these results also hold in our setting, regard-
ing uε ∈ PCε(Sε) as a spin field uε : εZ2 → S

1, that means, neglecting the Sε
constraint.

Theorem 7.3. (Theorem 4.2 in [7]) The following results hold:

(i) (Compactness) Let M ∈ N and let uε : εZ2∩�→ S
1 be such that 1

ε2
Eε(uε)−

2πM | log ε| � C. Then there exists a subsequence (which we do not relabel)

such that μuε
f→ μ for some μ =∑M ′

h=1 dhδxh with |μ|(�) � M. Moreover, if
|μ|(�) = M, then |dh | = 1.

(ii) (�-liminf inequality) Let uε : εZ2 ∩ � → S
1 be such that μuε

f→ μ with
μ =∑M

h=1 dhδxh , |dh | = 1. Then

lim inf
ε→0

[
1

ε2
Eε(uε)− 2πM | log ε|

]
� W(μ)+ Mγ.
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For the construction of the recovery sequence our arguments slightly differ
from the proof of [7, Theorem 4.2]. For the reader’s convenience we give here the
detailed proof, which together with Theorem 7.3 establishes Theorem 1.3.

Proposition 7.4. (�-limsup inequality) Let μ = ∑M
h=1 dhδxh with |dh | = 1. Then

there exists a sequence uε : εZ2 ∩�→ Sε with μuε
f→ μ such that

lim sup
ε→0

[ 1

ε2
Eε(uε)− 2πM | log ε|

]
� W(μ)+ Mγ. (7.14)

Proof. To avoid confusion among infinitesimal sequences, in this proof we denote
by "ε a sequence, which may change from line to line, such that "ε → 0 when
ε→ 0.

Step 1 (Construction of the recovery sequence)
Let us fix 0 < η′ < η < 1 with η small enough such that the balls Bη(xh) are
pairwise disjoint and their union is contained in �. We denote by wη a solution to
theminimumproblem (7.4) in�ημ. Then for h = 1, . . . ,M there existsαηh ∈ Cwith

|αηh | = 1 such that wη(x) = αηh 
( x−xh|x−xh |

)dh for x ∈ ∂Bη(xh). Extend wη to �η
′/2
μ

by wη(x) := αηh 
( x−xh|x−xh |

)dh for x ∈ Bη(xh)\Bη′/2(xh). To reduce notation, we

set Aη
η′(xh) := Bη(xh) \ Bη′(xh). The extension wη then belongs to W 1,2(�

η′
μ ;S1)

and its Dirichlet energy is given by

∫

�
η′
μ

|∇wη|2 dx =
∫

�
η
μ

|∇wη|2 dx +
M∑

h=1

∫

Aη
η′ (xh)

1

|x − xh |2 dx

= m̃(η, μ)+ 2πM log η
η′ . (7.15)

Set rε = | log ε|− 1
2 % ε and let ũε : εZ2 ∩ Brε (xh)→ S

1 be a function that agrees

with x �→ α
η
h 

( x−xh|x−xh |
)dh on ∂εBrε (xh) and such that, cf. Lemmata 7.1 and 7.2,

1

ε2
Eε(̃uε; Brε (xh)) = γxh (ε, rε) = 2π log rε

ε
+ γ + "ε � 2π | log ε| + γ + "ε.

(7.16)
We now extend ũε to εZ2 ∩� distinguishing two cases: we set that

ũε(εi) := αηh 
(
εi−xh|εi−xh |

)dh if εi ∈ Bη′(xh) \ Brε (xh) ; (7.17)

on εZ2 ∩�η′μ the definition is more involved since wη has only Sobolev regularity
up the (Lipschitz)-boundary and we are not aware of any density results preserving
the traces on part of the boundary and the S1-constraint. First we need to extend
wη to �̃ημ for some open set �̃ ⊃ �with Lipschitz boundary. This can be achieved
via a local reflection as in (3.8), so that we may assume from now on that wη ∈
W 1,2(�̃

η′
μ ;S1). We further extend it to R

2 with compact support (neglecting the

S
1 constraint outside �̃η

′/2
μ ). Now let us define the discrete approximation of this

extended wη. Consider the shifted lattice Zx
ε = x + εZ2 with x ∈ Bε and denote

by ŵηε,x ∈ W 1,2(R2;R2) the piecewise affine interpolation of (the quasicontinuous
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representative of)wη on a standard triangulation associated to Zx
ε . As shown in the

proof of [40, Theorem 1] there exists xε ∈ Bε such that ŵηε,xε → wη strongly in
W 1,2(R2;R2) (the proof is given in the scalar-case, but the argument also works
component-wise; see also [40, Section 3.1]). Thus it is natural to define ũε : εZ2 ∩
�
η′
μ → S

1 by
ũε(εi) = wηε,xε (εi + xε) . (7.18)

Observe that since wη is defined on �̃η
′/2
μ with values in S1, for ε small enough ũε

is indeed S
1-valued. Moreover, the strong convergence of the affine interpolations

ensures that

1

2

∑

〈i, j〉
εi,ε j∈�η′μ

ε2
∣∣∣∣
ũε(εi)− ũε(ε j)

ε

∣∣∣∣
2

�
∑

T triangle

εT∩�η′μ �=∅

∫

εT+xε
|∇ŵηε,xε |2dx �

∫

�
η′
μ

|∇wη|dx + "ε . (7.19)

Finally, we define the global sequence uε := Pε(̃uε) : εZ2 ∩ � → Sε with the
function Pε given by (5.11). Note that the piecewise constant maps uε and ũε
actually depend on η′ and η. For the computations to following however, we drop
the dependence on these parameters to simplify notation.

We start estimating the error in energy due to the projection Pε. To this end,
we use the elementary inequality

|a|2 − |b|2 � |a − b|(|a| + |b|) � 2|b||a − b| + |a − b|2, (7.20)

which yields that

1

ε2
Eε(uε) =1

2

∑

〈i, j〉

∣∣uε(εi)− uε(ε j)
∣∣2

� 1

ε2
Eε(̃uε)+ C |�|θ

2
ε

ε2
+ 2

∑

〈i, j〉
θε
∣∣̃uε(εi)− ũε(ε j)

∣∣. (7.21)

We shall prove that 1
ε2
Eε(̃uε) carries the whole energy, that means,

lim sup
ε→0

[ 1

ε2
Eε(̃uε)− 2πM | log ε|

]
� W(μ)+ Mγ, (7.22)

whereas the remainder satisfies

lim
ε→0

∑

〈i, j〉
θε
∣∣̃uε(εi)− ũε(ε j)

∣∣ = 0. (7.23)

Inequalities (7.21), (7.22), and (7.23) then yield (7.14) thanks to the assump-
tion (7.1).
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In order to prove both (7.22) and (7.23), we estimate separately the contribution

of the energy and that of the remainder in the regions Brε (xh),�
η′
μ , and (Bη′+ε(xh)\

Brε−ε(xh)). We remark that this decomposition of εZ2 ∩ � takes into account all
the nearest-neighbors interactions.

Step 2 (Estimates close to the singularities)
Let us start with the estimates inside Brε (xh). Notice that (7.16) already gives
explicitly the value of 1

ε2
Eε(̃uε; Brε ), so we only have to estimate the remainder in

Brε (xh). Combining the Cauchy–Schwarz inequality with (7.16), (7.1), and taking

into account that rε = | log ε|− 1
2 , we obtain that

∑

〈i, j〉
εi,ε j∈Brε (xh)

θε
∣∣̃uε(εi)− ũε(ε j)

∣∣ �

⎛

⎜⎜⎝
∑

〈i, j〉
εi,ε j∈Brε (xh)

θ2ε

⎞

⎟⎟⎠

1
2
⎛

⎜⎜⎝
∑

〈i, j〉
εi,ε j∈Brε (xh)

∣∣̃uε(εi)− ũε(ε j)
∣∣2

⎞

⎟⎟⎠

1
2

� Crε
θε

ε

( 1

ε2
Eε(̃uε; Brε (xh))

)1
2

� Crε
θε

ε

(
2π | log ε| + γ + "ε

)1
2 → 0 as ε→ 0.

(7.24)
Step 3 (Estimates in the perforated domain)

We go on with the estimates inside�η
′
μ . In this set the function ũε is given by (7.18).

In particular, by (7.15) and (7.19),

1

ε2
Eε(̃uε;�η′μ ) �

∫

�
η′
μ

|∇wη|2 dx + "ε = m̃(η, μ)+ 2πM log η
η′ + "ε. (7.25)

Concerning the remainder, the Cauchy–Schwarz inequality, (7.25), and (7.1) imply
that

∑

〈i, j〉
εi,ε j∈�η′μ

θε
∣∣̃uε(εi)− ũε(ε j)

∣∣

�

⎛

⎜⎜⎜⎜⎝

∑

〈i, j〉
εi,ε j∈�η′μ

θ2ε

⎞

⎟⎟⎟⎟⎠

1
2
⎛

⎜⎜⎜⎜⎝

∑

〈i, j〉
εi,ε j∈�η′μ

∣∣̃uε(εi)− ũε(ε j)
∣∣2

⎞

⎟⎟⎟⎟⎠

1
2

� C |�| 12 θε
ε

( 1

ε2
Eε(̃uε;�η′μ )

)1
2

� C |�| 12 θε
ε

(
m̃(η, μ)+ 2πM log η

η′ + "ε
)1
2 → 0 as ε→ 0 .

(7.26)

Step 4 (Estimates in the annulus)
Finally, we need to estimate the energy 1

ε2
Eε in the set (Bη′+ε(xh) \ Brε−ε(xh)),

where ũε(x) = αηh 
( x−xh|x−xh |

)dh (or slightly shifted in Bη′+ε(xh)\Bη′(xh) due to
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(7.18), for which we recall that wη = αηh 
( x−xh|x−xh |

)dh in Bη(xh)\Bη′/2(xh)). To
simplify notation, for R > r > 0 we denote in this step AR

r (x) := BR(x)\Br (x).
We first estimate the contribution involving the shifted function. For any εi, ε j

with |i − j | = 1 and εi ∈ Aη
′+ε
η′ (xh) the condition |xε| � ε and (7.2) imply that

|̃uε(εi)− ũε(ε j)| � 4ε

η′ − ε .

Summing these estimate we deduce that

1

ε2

∑

〈i, j〉
εi∈Aη′+ε

η′ (xh)

ε2 |̃uε(εi)− ũε(ε j)|2 �C
(η′ + 3ε)2 − (η′ − 2ε)2

(η′ − ε)2

�C
εη′ + ε2
(η′ − ε)2 → 0 as ε→ 0 .

Hence we can write

1

ε2
Eε(̃uε; Aη

′+ε
rε−ε(xh)) � 1

ε2
Eε(̃uε; Aη

′
rε−ε(xh))+ "ε . (7.27)

Note that on the set εZ2 ∩ A
η′
rε−ε(xh) the function ũε coincides with x �→

α
η
h 

( x−xh|x−xh |
)dh , so that the invariance of the discrete energy under orthogonal

transformations implies that

1

ε2
Eε(̃uε; Aη

′
rε−ε(xh)) =

1

ε2

∑

〈i, j〉
εi,ε j∈Aη′rε−ε(xh)

ε2
∣∣∣∣
εi − xh
|εi − xh | −

ε j − xh
|ε j − xh |

∣∣∣∣
2

.

Using a shifted version of the trimmed quadrants defined in (7.10) and summing
over all possible pairs of signs s ∈ {(+,+), (−,+), (+,−), (−,−)}, we can split
the energy as

1

ε2
Eε(̃uε; Aη

′
rε−ε(xh))

�
∑

s

1

ε2
Eε(̃uε; (εQs

3 + xh) ∩ A
η′
rε−ε(xh))+ C

∞∑

k=
⌊ rε
ε

⌋
−2

1

k2
,

(7.28)

where we used the bound (7.2) to estimate the contributions not fully contained in
one of the trimmed quadrants by the last sum. Since the sum

∑+∞
k=1 k−2 is finite

and rε
ε
→ +∞, the second term in the right-hand side is infinitesimal as ε → 0.

On each trimmed quadrant we use a shifted version of (7.8) and a monotonicity
argument as in (7.11) to deduce that

1

ε2
Eε(̃uε; (εQs

3 + xh) ∩ A
η′
rε−ε(xh))
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�
∑

εi∈Aη′rε−ε(xh)
εi∈εZ2∩(Qs

3+xh)

ε2
1

|εi − xh |2 �
∫

εQs
2∩Aη

′
rε−3ε

1

|x |2 dx,

with the annulus Aη
′

rε−3ε = Bη′ \ Brε−3ε centered at 0. Summing over all four
quadrants, since ε 	 rε, we get that

∑

s

1

ε2
Eε(̃uε; (εQs

3 + xh) ∩ A
η′
rε−ε(xh))

�
∫

Aη
′

rε−3ε

1

|x |2 dx = 2π log η′
rε−3ε = 2π log η

′
rε
+ "ε.

In combination with (7.27) and (7.28) we conclude that

1

ε2
Eε(̃uε; Aη

′+ε
rε−ε(xh)) � 2π log η

′
rε
+ "ε . (7.29)

We now estimate the remainder term in Aη
′+ε

rε−ε(xh), for which applying the Cauchy–
Schwarz inequality as in (7.24) is too rough. However, note that for any i ∈ Z

2 and
x ∈ εi + [0, ε)2 with |εi − xh | % ε, we have for ε small enough that

|εi − xh | � |x − xh | −
√
2ε � 1

2
|x − xh | .

Hence, using (7.2) and a change of variables we obtain that

∑

〈i, j〉
εi,ε j∈Aη′+εrε−ε(xh)

θε
∣∣̃uε(εi)− ũε(ε j)

∣∣ � C
∑

εi∈εZ2∩Aη′+εrε−ε (xh)

θε
ε

|εi − xh | � C
θε

ε

∫

Aη
′+3ε

rε−3ε

1

|x |dx .

(7.30)

Since the last integral is proportional to η′, inserting assumption (7.1) shows that
the right-hand side of (7.30) is infinitesimal as ε→ 0.

Step 5 (Proof of (7.22) and (7.23) and conclusion) To prove (7.22), we
employ (7.16), (7.25), and (7.29) to split the energy as follows:

1

ε2
Eε(̃uε)− 2πM | log ε| � 1

ε2
Eε(̃uε;�η′μ )− 2πM log η

η′ + 2πM log η

+
M∑

h=1

[ 1

ε2
Eε(̃uε; Brε (xh))− 2π log rε

ε

]

+
M∑

h=1

[ 1

ε2
Eε(̃uε; Aη

′+ε
rε−ε(xh))− 2π log η

′
rε

]

� m̃(η, μ)+ 2πM log η + Mγ + "ε.
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Now we stress the dependence of ũε on η′ and η, denoting the sequence by ũε,η
(set for instance η′ = η/2). Letting ε→ 0, for η < 1 we deduce that

lim sup
ε→0

[ 1

ε2
Eε(̃uε,η)− 2πM | log ε|

]
� m̃(η, μ)− 2πM | log η| + Mγ.

Moreover, (7.23) follows from (7.24), (7.26), and (7.30) splitting the remainder in
the same way. Hence, for each η < 1 we found a sequence uε,η ∈ PCε(Sε) such
that

lim sup
ε→0

[ 1

ε2
Eε(uε,η)− 2πM | log ε|

]
� m̃(η, μ)− 2πM | log η| + Mγ. (7.31)

Before we conclude via a diagonal argument, we have to identify the flat limit of
the vorticity measure μuε,η . From the above energy estimate and Proposition 2.4

we deduce that, passing to a subsequence,μuε,η
f→ μη for someμη =∑M

k=1 d
η
k δxηk

with |μη|(�) � M (we allow for dηk = 0 to sum up to M). Fix a Lipschitz set A =
Aη ⊂⊂ � such that supp(μη) ⊂ A. Due the logarithmic energy boundwe can apply

[6, Proposition 5.2] and deduce that on the set A it holds thatπ−1Jûε,η−μuε,η
f→ 0,

where ûε,η denotes the piecewise affine interpolation associated to uε,η (which is
at least defined on A for ε small enough). Let now v̂ε,η be the function defined
via piecewise affine interpolation of the values ũε,η(εi), εi ∈ εZ2 ∩ �. We argue
that on A the Jacobian of ûε,η is close with respect to the flat convergence to the
Jacobian of v̂ε,η, i.e.,

J(̂uε,η)− J(̂vε,η)
f→ 0 on A. (7.32)

To this end, we apply [6, Lemma 3.1] which states that the Jacobians of two func-
tions u and w are close if ‖u − w‖L2(‖∇u‖L2 + ‖∇w‖L2) is small. Since by
definition uε,η = Pε(̃uε,η), we know that

|uε,η(εi)− ũε,η(εi)| � θε.
Inserting this estimate in the definition of the piecewise affine interpolation one can
show that

|̂uε,η(x)− v̂ε,η(x)| � Cθε for all x ∈ A . (7.33)

Taking into account the energy bounds (7.31) and (7.22), we conclude that

‖ûε,η − v̂ε,η‖L2(A)

(‖∇ûε,η‖L2(A) + ‖∇v̂ε,η‖L2(A)

)

� C
√|A|θε

(
1

ε2
Eε(uε,η;�)+ 1

ε2
Eε(̃uε,η;�)

)1
2

� C
√|A|θε| log ε| 12 .

(7.34)

The above right hand side vanishes when ε → 0, so that [6, Lemma 3.1] implies
(7.32). Hence it suffices to study the limit of the Jacobians of v̂ε,η. We show that
the limit carries mass in each ball Bρ(xh) for all ρ > 0 small enough such that
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Bρ(xh) ⊂⊂ A. To this end, we test the flat convergence against the Lipschitz cut-off
function

ϕhρ(x) := min{max{ 2
ρ
(ρ − |x − xh |), 0}, 1}.

Using the distributional divergence form of the Jacobian and the fact that v̂ε,η
agrees with the piecewise affine interpolation of the map x �→ α

η
h 

( x−xh|x−xh |
)dh on

the support of the gradient of ϕhρ provided ρ < η/4 and rε 	 ρ/2, we infer that

〈μη, ϕhρ 〉 = lim
ε→0
〈π−1Ĵvε,η, ϕhρ 〉

= − lim
ε→0

1

2π

∫

Aρρ/2(xh)

(
(̂vε,η)1∂2(̂vε,η)2 − (̂vε,η)2∂2(̂vε,η)1
−(̂vε,η)1∂1(̂vε,η)2 + (̂vε,η)2∂1(̂vε,η)1

)
∇ϕhρ dx

= dh ,

where the limit can be calculated similarly to (7.13). From this equality and the
arbitrariness of ρ > 0, we deduce that {x1, . . . , xM } ⊂ supp(μη) and μ {xh} =
dhδxh . Since |μη|(�) � M , it follows that μη = μ independently of η and the
subsequence of ε. Since the flat convergence is given by a metric, we can thus use a

diagonal argument with η = ηε to find a sequence uε := uε,ηε satisfying μuε
f→ μ

and, due to (7.31), also the claimed inequality (7.14).
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