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Summary

A fundamental question in mathematical analysis is that of recovering a function f on Rd, taken
from some given function space V , only from its restriction and the restriction of its Fourier
transform f̂ to two given subsets A,B ⊆ Rd. In particular, one is interested in sufficient and
necessary conditions on A,B, V under which the restriction map f 7→ (f |A, f̂ |B) is injective.
This is the Fourier uniqueness problem contained in the title of this thesis, which has received
considerable attention in recent years because of a remarkable new Fourier interpolation formula
proved by Radchenko and Viazovska. Aiming to generalize that formula to higher dimensions in
different ways we present several new results related to the Fourier uniqueness problem. These all
involve the sequences of origin-centered spheres whose radii are square roots of integers and all of
our proofs feature modular forms, in one way or another.

To be more specific, we prove that for all dimensions d ≥ 2, any Schwartz function f on Rd
can be recovered only from the restrictions of f and the restrictions of its Fourier transform f̂
to the sequence of origin-centered spheres

√
nSd−1, where n traverses the non-negative integers.

We use harmonic analysis on spheres and on Rd to relate this problem to the same problem for
radial functions in dimension d, d+2, d+4, . . . and solve those radial interpolation problems via the
construction of modular integrals with preassigned period functions on Hecke-type groups (of finite
or infinite covolume). For these constructions, we use a modular Green-type kernel function and an
associated integral transform and also a series construction similar to the one for classical Poincaré
series (but with a real instead of an integral indexing parameter). We complement these so-
called Fourier uniqueness results with a Fourier uniqueness result for surfaces close to the spheres√
nSd−1 and sets of discrete points contained in them, which we obtain via functional-analytic

perturbation methods. In a complementary, opposite direction, we construct infinite dimensional
spaces of Schwartz Fourier eigenfunctions on Rd, which vanish on certain discrete sets coming from
totally real number fields, contained in the spheres

√
nSd−1.

Keywords

Fourier transform, modular forms.
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Zusammenfassung

Eine zentrale Frage der mathematischen Analysis ist die der Rekonstruktion einer Funktion f
auf Rd, aus einem gegebenen Funktionenraum V , nur durch Kenntnis ihrer Einschränkungen
und der Einschränkungen ihrer Fourier Transformierten f̂ auf zwei gegebene Teilmengen A,B ⊆
Rd. Insbesondere interessiert man sich für notwendige und hinreichende Bedingungen an A,B, V
unter denen die Einschränkungsabbildung f 7→ (f |A, f̂ |B) injektiv ist. Dies ist das Fourier-
Eindeutigkeitsproblem im Titel dieser Arbeit, welchem in den vergangenen Jahren beachtliches
Interesse geschenkt wurde dank einer erstaunlichen Interpolationsformel von Radchenko und Vi-
azovska. Mit dem Ziel diese Formel auf höhre Dimensionen zu verallgemeinern, legen wir in
dieser Arbeit neue Ergebnisse zum Fourier-Eindeutigkeitsproblem vor, welche alle die Folge der
kozentrischen Sphären mit Radius

√
n und Mittelpunk dem Ursprung beinhalten. In all unseren

Beweisen tauchen in der ein oder anderen Form Modulformen auf.

Genauer gesagt beweisen wir, dass in jeder Dimension d ≥ 2 jede beliebige Schwartz funktion
f auf Rd nur durch ihre Einschränkungen und die Einschränkungen ihrer Fourier-Transformierten
auf die Sphären

√
nSd−1 rekonstruiert werden kann. Wir verwenden harmonische Analysis auf Rd

und auf Sphären um dieses Problem auf dasselbe Problem für rotationsinvariante Funktionen zu
beziehen und lösen letzteres durch die Konstruktion modularer Integrale mit vorgeschriebenen Pe-
rioden auf Gruppen vom Hecke Typus (von endlichem oder unendlichem Kovolumen). Für dies be-
nutzen wir einerseits eine Integraltransformation mit einem Integralkern vom Green’schen Typ und
andererseits eine Konstruktion ähnlich zu jener der Poincaréschen Reihen (mit einem reellen anstatt
eines ganzen Paramteres). Wir ergänzen dieses (sogenannte) Fourier-Eindeutigkeitsergebnis durch
eines, das Flächen. die nah den oben genannten Sphären sind, beinhaltet und durch ein anderes mit
diskreten Punktmengen auf diesen Sphären. Zum Beweis dafür verwenden wir elementare Meth-
oden der Funktionalanalysis. In einer entgegengesetzten, ergänzenden Richtung konstruieren wir
einen unendlich dimensionalen Raum von Schwartz-Fourier- Eigenfunktionen auf Rd, die auf gewis-
sen diskreten Punktmengen in den Sphären

√
nSd−1 verschwinden. Diese Punktmengen stammen

von total reellen Zahlkörpern ab.

Schlüsselwörter

Fourier transformation, Modulformen.
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2.4 Modular integrals via Poincaré-type series . . . . . . . . . . . . . . . . . . . . . . . 62
2.4.1 Special subsets of Γθ(h) and Γ(h) . . . . . . . . . . . . . . . . . . . . . . . . 62
2.4.2 Convergence and definition of the generating functions . . . . . . . . . . . . 64
2.4.3 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.4.4 Proof of Theorem 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.4.5 Additional properties of the basis functions in the case h = 2 . . . . . . . . 73

2.5 Some concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
2.5.1 Some coincidental identities between the functions bk,2,n and the ak,n . . . 78
2.5.2 The parameter h ≥ 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.5.3 Other period functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.5.4 The parameters n0, n̂0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3 Fourier interpolation from spheres 81

5



Contents

3.1 Some harmonic analysis results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1.1 Polynomials, harmonic polynomials and Gaussians . . . . . . . . . . . . . . 81
3.1.2 Study of certain spherical averages . . . . . . . . . . . . . . . . . . . . . . . 87
3.1.3 Relations between restrictions of Schwartz functions to spheres . . . . . . . 91

3.2 Fourier interpolation from spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2.1 Main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.2.2 Proof of Theorem 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.2.3 Further explanation and remarks in the case 2 ≤ d ≤ 4 and

√
2n/h . . . . 100

3.3 Perturbed Fourier uniqueness and interpolation results . . . . . . . . . . . . . . . . 103
3.3.1 The basic idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.3.2 Preliminaries on function spaces . . . . . . . . . . . . . . . . . . . . . . . . 105
3.3.3 Proof of Theorem 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.4 Perturbation in the radial case . . . . . . . . . . . . . . . . . . . . . . . . . 112

3.4 Application towards uniqueness of magic functions . . . . . . . . . . . . . . . . . . 114

4 Fourier non-uniqueness sets and totally real number fields 118
4.1 Interpolation formulas with square roots of lattices . . . . . . . . . . . . . . . . . . 118

4.1.1 Set up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.1.2 Generating series and functional equations . . . . . . . . . . . . . . . . . . . 119
4.1.3 Conditions (D) and (F) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.1.4 Remarks on the necessity of condition (D) . . . . . . . . . . . . . . . . . . 123
4.1.5 Lattices having property (F) . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.2 Fourier non-uniqueness sets from totally real number fields . . . . . . . . . . . . . 125
4.2.1 Statement of non-uniqueness results . . . . . . . . . . . . . . . . . . . . . . 126

4.3 Proof of Theorem 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.3.1 Hilbert modular groups and subgroups . . . . . . . . . . . . . . . . . . . . . 129
4.3.2 Automorphic factors and slash action . . . . . . . . . . . . . . . . . . . . . 130
4.3.3 Ideals in the group algebra R = C[Γϑ] . . . . . . . . . . . . . . . . . . . . . 133
4.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

4.4 Proof of Theorem 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Bibliography 139

CV 143

6



1 Introduction

We are interested in two kinds of problems concerning the Fourier transform in Euclidean space,
called Fourier uniqueness and Fourier interpolation. Among those, we are particularly interested
in the ones that have connections to the theory of modular forms and to number theory more
generally. We start by giving a definition of a Fourier uniqueness pair, give some motivation and
context for its study and then outline the contents of this thesis. As indicated in the abstract,
this thesis is centered around a very special Fourier uniqueness pair, given by the origin-centered
spheres

√
nSd−1, where n ≥ 0 is an integer.

Let V be a space of complex-valued, continuous and integrable functions on Rd. Let A,B ⊆ Rd
be subsets. Let R = RA,B : V → C(A)×C(B) denote the map given by R(f) = (f |A, f̂ |B), where

f̂ denotes the Fourier transform of f (normalized as in §1.1 below) and where, for any topological
space X, we write C(X) for the space of continuous C-valued functions on X.

Definition. We say that the pair (A,B) is a (Fourier) uniqueness pair for the space V , if the
map R = RA,B , defined as above, is injective. If R is not injective, then (A,B) is a (Fourier)
non-uniqueness pair. If A = B, we simply speak of (Fourier) uniqueness sets or (Fourier) non-
uniqueness sets.

To get used to the definition, we start by noting the following trivial examples of Fourier
uniqueness pairs: (Rd, ∅), (∅,Rd), (Qd, ∅) and (∅,Qd). Another, slightly less trivial example is
(RdrS,RdrT ) for any two bounded subsets S, T ⊆ Rd. If (A,B) is a Fourier uniqueness pair for
V , then so is (gA, g−tB), for any g ∈ GLd(R). An easy general example of a non-uniqueness pair
is (D, ∅) or (∅, D) for any discrete subset D, assuming the space V contains compactly supported
functions. For a Fourier uniqueness pair to be interesting, we want it to be minimal (or tight or
sharp) in the sense that A and B are as “small as possible” and that V is as “large as possible”.
What exactly “minimal” means needs to be made precise depending on context. Do we mean
set-theoretic minimality (inclusion), measure-theoretic minimality or minimality with respect to a
certain notion of density of A and B (if these sets are discrete)?

In addition, we are interested in uniqueness pairs which are implied by the existence of a Fourier
interpolation formula. By that we mean, roughly speaking, a formula that reconstructs the values
of any given f ∈ V using only the information R(f) and that takes the form

f(x) =

∫
A

f(a)K(x, a)da+

∫
B

f̂(b)K̃(x, b)db, (1.1)

for some kernel functions K, K̃ and suitable measures da on A, db on B. The precise meaning of
those as well as the meaning of the equality in (1.1) needs of course to be specified for any given
instance, but the existence of such a formula clearly implies that (A,B) is a Fourier uniqueness pair.
Note also that any formula like (1.1) can be seen as a generalization of Fourier inversion, which
itself corresponds to the case A = ∅ (and K̃(x, b) = e2πix·b when using a suitable normalization).

7



1. Introduction

In this thesis, the term (Fourier-) interpolation formula will be used in the above general
and somewhat loosely defined sense. In particular, when we use the word interpolation in the
term Fourier interpolation (formula), we do not necessarily have in mind the problem of finding
necessary and sufficient conditions for when a pair of functions (g, h) ∈ C(A)×C(B) belongs to the
image of RA,B , although this problem will sometimes also be discussed. Thus, the term “Fourier
reconstruction formula” may perhaps be more accurate at certain places.

Let us now discuss a classical example, the Whittaker–Shannon interpolation formula. Fix some
positive real number w > 0, a bandw idth. Consider the Payley–Wiener space PWw(R) consisting

of all f ∈ L2(R) such that f̂(ξ) = 0 for almost every |ξ| ≥ w/2. Here, we use the extension of the
Fourier transform from L1(R)∩L2(R) to L2(R) (using the normalization in item (7) in section 1.1).
As is well-known such functions identify with (restrictions of) entire functions of exponential type
≤ 2π/w, so that their evaluation at points of R is canonically defined. The Whittaker–Shannon
interpolation formula says that for every f ∈ PWw(R) and x ∈ R, we have

f(x) =
∑
n∈Z

f
( n
w

) sin (πw(n− x))

πw(x− n)
. (1.2)

It can be proved by combining L2-Fourier inversion on R and L2-Fourier inversion on R/(wZ).

Since the value f(n/w) is the nth Fourier coefficient of f̂ (viewed as an element of L2(R/(wZ))),
we have {f(n/w)}n∈Z ∈ `2(Z) and from this it follows that convergence in (1.2) holds not only in
the L2-sense but also point-wise and uniformly on compact subsets of C. The Whittaker–Shannon
interpolation formula is an important tool in signal processing and connects to many different areas
in time-frequency analysis. A trivial corollary of (1.2) is that the pair ((1/w)Z,R \ (−w/2, w/2))
is a Fourier uniqueness pair for the space L2(R). The latter space is neither a space of continuous
nor L1-integrable functions on R, but we will sometimes use the notion of a uniqueness pair for
other function spaces, with obvious modifications.

More generally, in an L2- (or Lp-)space setting, Fourier uniqueness pairs have been extensively
studied, not only on Rd but also on other locally compact abelian groups. They are then sometimes
called “annihilating pairs”. It is beyond the scope of this thesis to give a sensible overview of these
results. We only mention the works of Amrein–Berthier [AB77], Nazarov [Naz93], Jaming [Jam07]
and the references therein to give a sample of some of these results.

Perhaps surprisingly, the case where A and B are both discrete infinite subsets of Rd has
not been explored up until recently. In 2017, Danylo Radchenko and Maryna Viazovska [RV19]
proved a remarkable, novel Fourier interpolation formula for Schwartz functions on the real line.
Using integral transforms of weakly holomorphic modular forms, they constructed even Schwartz
functions an : R→ R such that for all even Schwartz functions f : R→ C and all x ∈ R, one has

f(x) =

∞∑
n=0

an(x)f(
√
n) +

∞∑
n=0

ân(x)f̂(
√
n), (1.3)

where both series converge absolutely. (In fact, the sums on the right both converge absolutely
with respect to any continuous semi-norm on S(R).) They also proved a similar formula for odd

Schwartz functions on R, which uses the derivatives of f and f̂ at zero instead of the values at
zero. By subsequent work of Bondarenko, Radchenko and Seip [BRS20], it is known that (1.3)
holds not only for even Schwartz functions, but in a much larger function space, described by decay
and regularity conditions on f and f̂ (a weaker result of this type is already contained in [RV19]).
To the author’s knowledge, (1.3) is the first Fourier interpolation formula of its kind, in the sense

that it uses point-wise values of f and f̂ from discrete subsets of their respective domains. The
implied Fourier uniqueness result is moreover sharp in the sense that for all n0 ∈ Z≥0, the set

8



{
√
n : n ∈ Z≥0, n 6= n0} is not a Fourier uniqueness set for Seven(R) (the space of even Schwartz

functions on R).
In a subsequent, related work, done jointly [CKM+21] with Cohn, Kumar and Miller, Rad-

chenko and Viazovska proved an interpolation theorem for radial Schwartz functions on R8 and
R24 that recover any f ∈ Srad(Rd), d = 8, 24 only from the values of f and f̂ and the radial deriva-

tives f ′, f̂ ′ at all points
√

2n, for integers n ≥ n0(d), where n0(8) = 1, n0(24) = 2. Using these
formulas, the 5 authors were able to prove the universal optimality of the E8 and the Leech lattice
as energy minimizing configurations among all configurations of a given density, with respect to a
certain class of potential functions (see [CKM+21] for a precise formulation). Through this inter-
polation theorem their work put in a more conceptual framework the previous work by Viazovska
[Via17] and the same five authors [CKM+17] on sphere packing and the construction of so-called
magic functions used to solve them. In view of these results, the work by Radchenko–Viazvoska
[RV19] is a prequel to the one just mentioned and partially motivates its study.

As we will explain in more detail in the body of the thesis, the square root structure in the
nodes of these formulas connects them inextricably to the theory of modular forms. But besides
this connection, the particular sequence of nodes {

√
n}n∈N is also special from another perspective.

To explain it on an informal level, we briefly mention that, by yet unpublished work of Nazarov,
Kulikov and Sodin, it is now known that “basically” any sequence of points λn ∈ R≥0 which
concentrates more densely at infinity than

√
n (in the sense of how the differences λn+1−λn decay

as n → ∞) is a Fourier uniqueness set for a (large) space of functions containing the Schwartz
space, while any sequence that concentrates less densely (i.e. is sparser) than

√
n, is a Fourier

non-uniqueness set.
The main goal of this thesis is to study different generalizations of the formula (1.3) to functions

on Rd when d ≥ 2. As already mentioned, the generalizations are centered around replacing the
sequence

√
n in R by the sequence of spheres

√
nSd−1 in Rd and we will discover some new

phenomena while studying this problem.
Let us turn to an overview of the chapters and the main results contained in them. Given

that this is an overview, we will not give the most complete and precise formulations of the main
results, postponing such formulations to the individual chapters, after the necessary objects and
notations have been introduced.

Chapter 2: Fourier interpolation for radial functions

There is one way of generalizing (1.3) which is almost implicit in [RV19], namely to radial functions
in higher dimensions. (Note that, by slight abuse of notation, (1.3) makes sense if f is an element
Srad(Rd), the space of radial Schwartz functions on Rd and x ∈ Rd. This abuse of notation will be
committed throughout the thesis whenever convenient.)

After gathering some background material in §2.1 we will explain in §2.2 how the problem of
proving such a generalization to radial functions is equivalent to the problem of finding a family
of modular integrals for the group Γ(2) with pre-assigned period functions. We will explain what
the last few terms mean in their classical context. We then present two solutions of that problem
and thereby obtain two generalizations of (1.3) to radial Schwartz functions on Rd.

The first solution and result, Theorem 1 in §2.3, says that for all d ≥ 1 and all integers n0, n̂0 ≥ 0
such that n0 + n̂0 = 1 + bd/4c, there exist ad,n, ãd,n ∈ Srad(Rd) such that for all f ∈ Srad(Rd) we
have

f(x) =

∞∑
n=n0

ad,n(x)f(
√
n) +

∞∑
n=n̂0

ãd,n(x)f̂(
√
n) (1.4)

with natural convergence properties. Moreover, (1.4) holds naturally for the basis functions ad,n,
ãd,n themselves, in the sense that we have an(

√
m) = δnm and ân(

√
m) = 0 for all integers n,m

9



1. Introduction

in the appropriate ranges; see Theorem 1 for a precise formulation. The number 1 + bd/4c equals
the dimension of a space of modular forms of weight d/2 for the group Γ(2) ≤ SL2(Z) and we
show that this space precisely describes the image of the restriction map R : Srad(Rd) → S(N0)2,

f 7→ ((f(
√
n))n∈N0

, ((f̂(
√
n))n∈N0

), where S(N0) denotes the space of all rapidly decaying sequences
of complex numbers. We will also write down the inverse of this restriction mapR. As an immediate
corollary of Theorem 1, we obtain that the pair of subsets ⋃

n≥n0

√
nSd−1,

⋃
n≥n̂0

√
nSd−1

 (1.5)

is a Fourier uniqueness pair for the space Srad(Rd). It is minimal in the sense that we cannot remove
a single sphere from either set without losing the uniqueness property, as the basis functions in
(1.4) give counterexamples. (This will be clear from part (ii) of Theorem 1).

The proof of Theorem 1 uses a singular integral transform of a separately meromorphic and
modular kernel function K(τ, z) = Kk,n0,n̂0

(τ, z) of (τ, z) ∈ H×H which is being integrated against

the Gaussian eπiz|x|
2

over a suitable path (here and henceforth, H = {z ∈ C : Im(z) > 0} is the
upper-half plane). After a certain process of analytic continuation, this integral transform yields a
2-periodic holomorphic function Fk,n0,n̂0(τ, x) of τ ∈ H, whose Fourier coefficients are the functions
ad,n(x) in the above formula (1.4). The method is very similar to the one in [RV19], but it is not
the most direct generalization of that method to radial functions in higher dimensions (i.e. the
one we called “implicit” further above). The latter is contained in [BRS20]. As opposed to that
work, the main difference in our approach (which was worked out independently) is that we work
on a smaller congruence subgroup and we do not divide the problem into Fourier eigenspaces (to
be explained in §2.2.2.1).

The second main result of chapter 2, Theorem 2, asserts the following. For every real number
h ≥ 2 and for every integer d ≥ 5, there exist even entire functions bd/2,h,n, b̃d/2,h,n : C → C,

indexed by natural numbers n ≥ 1, such that for all radial f ∈ Srad(Rd) and all x ∈ Rd we have

f(x) =

∞∑
n=1

bk,h,n(|x|)f(
√

2n/h) +

∞∑
n=1

b̃k,h,n(|x|)f̂(
√

2n/h) (1.6)

where k = d/2 and the series converge absolutely and uniformly on Rd. Moreover, if h > 2, then,
for every integer n0 ≥ 1, there exists an interpolation formula like (1.6), with both series starting
at n = n0 and different functions bk,h,n, b̃k,h,n. We also prove bounds for these functions that are
explicit in all involved parameters (see parts (ii) and (iii) of Theorem 1), whose relevance will be
explained further below.

While Theorem 2 is in a certain sense weaker in its formulation, its proof will be completely
different from the one of Theorem 1 and is comparatively simple. Based on an idea by my advisor,
M. Viazovska, we will write down a series

Fk,h(τ, r) = −
∑
γ∈Vh

jk(γ, τ)−1eπi(γτ)r2

, τ ∈ H

which solves a modular integral equation corresponding to (1.6) (to be explained in §2.2.2), is
h-periodic and holomorphic in the variable τ ∈ H and whose Fourier coefficients bk,h,n(r) are the
ones in (1.6). The above construction is closely related to the construction of a Poincaré series for
the group Γ(h) ≤ PSL2(R) ∼= Authol(H), generated by the translation τ 7→ τ +h and the inversion
τ 7→ −1/τ . We will define the meaning of all the terms in the above series in §2.4, but just to say a

10



few words about the connection to Poincaré series now, let us mention that, if h = 2, k = d/2 ≥ 3
is an even integer and if r =

√
m is the square root of an integer m ≥ 0, then

−Fk,2(2τ,m) = −e2πimτ +
∑

γ∈Γ0(4)∞\Γ0(4)

(cγτ + dγ)−ke2πi(γτ)m

becomes the “actual”, classical Poincaré series P km(τ) on Γ0(4) of weight k, modified by removing
the identity coset in its defining series. The set V2 is a set representing these cosets (the corre-
sponding ones in Γ(2)). Here, the group Γ0(4) arises because that group is conjugate to Γ(2).1 In
that sense the series Fk,h(τ, r) “interpolate” the Poincaré series P km(τ) from integers m to complex
numbers r. By exploiting this connection to Poincaré series we can prove that, while the functions
bk,h,n(r) are smooth and have some decay with respect to real r ∈ R≥0, they are not of rapid decay
and in particular not in the Schwartz class (when restricted to R). More precisely, Proposition 2.12
will show that, if d ≥ 6 is even and if the nth Poncaré series on Γ0(4) (with respect to a character
if d/2 is odd) does not vanish identically, then m 7→ bd/2,2,n(

√
m) does not decay rapidly in m ∈ N

and hence bd/2,2,n(r) is not rapidly decaying in r ∈ R≥0 either.

Chapter 3: Fourier interpolation from spheres

As stated above, one of the main goals of this work was to generalize the Radchenko–Viazovska
formula not only to radial (Schwartz-) functions in all dimensions d ≥ 2, but to all (Schwartz-)
functions in all dimensions. Building upon Theorems 1 and 2 mentioned above and upon various
harmonic analysis results that we prove in the beginning of chapter 3, we could eventually achieve
this goal in the following way. As formulated more precisely in Theorem 3, we constructed smooth
kernel functions Adn, Ã

d
n : Rd × Sd−1 → C and cd, c̃d ∈ Srad(R) such that for all f ∈ S(Rd) and all

x ∈ Rd, we have

f(x) = cd(|x|)f(0) +

∞∑
n=1

∫
S

Adn(x, ζ)f(
√
nζ)dζ + c̃d(|x|)f̂(0) +

∞∑
n=1

∫
S

Ãdn(x, ζ)f̂(
√
nζ)dζ, (1.7)

where S = Sd−1 is the unit sphere in Rd and where dζ denotes integration with respect to the
unique rotation-invariant Radon probability measure on S.2 The convergence in (1.7) is absolute
for every fixed x ∈ Rd and uniform and rapid with respect to any partial derivative, on any fixed
compact subset of Rd r {0}. If d ≥ 4, we can take cd = 0 = c̃d = 0 and for d ≤ 4 the convergence
is uniform on any compact subset of Rd.

Let us explain the harmonic analysis input for the proof of (1.7) in the case d = 2, where
we can write things in terms of familiar Fourier series. For general d ≥ 2, we will use harmonic
polynomials. For a slightly oversimplified explanation of the strategy in the case d = 1, involving
even and odd functions and the relation to radial functions on R3, which is already implicit in
Radchenko and Viazovska’s paper [RV19], we refer to the introduction of our paper [Sto21].

We identify, as usual, the set C with R2 using 1C = (1, 0) and i = (0, 1). For x ∈ C, we write
e(x) = e2πix. Fix x ∈ R2 r {0} and write

x = |x|(x/|x|) = |x|e(θx), θx ∈ R/Z.

1It doesn’t arise naturally, but we find the translation/transition to Γ0(4) sometimes helpful, if only for ease of
reference to the literature.

2Throughout the thesis, we will often use the abbreviation S = Sd−1, which sometimes helps to make formulas
fit on one line together with their label, for example (1.7).
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1. Introduction

Let f ∈ S(R2) be arbitrary. We can interpret the value of f at the point x as the value of the
smooth function θ 7→ f(|x|e(θ)) at θ = θx. We expand that function into a Fourier series:

f(x) =
∑
n∈Z

e(nθ)

∫ 1

0

f(|x|e(ϕ))e(−nϕ)dϕ = R0f(|x|) +

∞∑
m=1

Rmf(|x|, θ),

where, for any r ∈ R× = R r {0}, we define R0f(r) :=
∫ 1

0
f(|r|e(ϕ))dϕ and for any m ≥ 1, r > 0

and θ ∈ R/Z, we define

Rmf(r, θ) :=
∑
±
e(±mθ)

∫ 1

0

f(|r|e(ϕ))e(∓mϕ)dϕ =

∫ 1

0

f(|r|e(ϕ))2 cos(2πm(θ − ϕ))dϕ,

For uniform notation, we also define R0(f)(r, θ) := R0f(r) for any θ ∈ R/Z. Fix temporarily
m ∈ N0 and θ ∈ R/Z. We will verify (Proposition 3.4) that the function r 7→ Rmf(r, θ) extends
to an even Schwartz function of r ∈ R and that, for every integer p ≥ 1, it can be viewed as a
radial Schwartz function on Rp, when we replace r by the Euclidean norm |x| = r of x ∈ Rp.
Consequently, we may use the formula (1.4) (or (1.6) with h = 2) for radial Schwartz functions on
Srad(Rp), to express Rmf(|x|, θ) in terms of its values at

√
n, and the values of its Fourier transform

(computed on Rp!) at
√
n. Here, we have the freedom of choosing p as a function of m and, if

we take p = 2 + 2m, then we can relate the Fourier transform on R2+2m to the Fourier transform
of the original function f on R2 in a simple way. This is (a somewhat indirect) consequence of
the well-known Bochner formula for the Fourier transform of a radial function times a harmonic
polynomial.

In this way, we obtain a formula for f(x) of the form

f(x) =

∞∑
m=0

Rmf(|x|, θx) =

∞∑
m=0

[ ∞∑
n=0

(∗∗)
∫ 1

0

(∗∗)f(
√
ne(ϕ))dϕ+

∞∑
n=0

(∗∗)
∫ 1

0

(∗∗)f̂(
√
ne(ϕ))dϕ

]
,

where the unspecified terms (∗∗) are all explicitly expressible only in terms of3 x and ad+2m,n(|x|),
ãd+2m,n(|x|). By formally manipulating these series and integrals we arrive at a formula like (1.7).
To make this into a rigorous proof, we need to

• precisely formulate and prove the statements about the spherical averages Rmf , introduced
above. In chapter 3, these averages will (up to a factor) be denoted as Luf , and indexed by
harmonic polyomials u on Rm. We will establish their main properties (smoothness, decay,
Fourier transform) in Propositions 3.3 and 3.4.

• take care of the origin, which was excluded at the very beginning. Once we have established
the basic properties of the Luf , this will not be very difficult.

• take care of convergence. This is the most serious problem. In order to rearrange the above
double sums and the integrals to obtain a formula (1.7), we need to have estimates for
a2+2m,n(|x|) and ã2+2m,n(|x|) which are explicit in m,n and |x|. In fact, we were not able to
prove good enough bounds for the radial functions from (1.4). This problem was the main
reason to use a different approach in the radial case which led to Theorem 2 in chapter 2.
The functions in those theorems can be estimated explicitly in all parameters and one can
prove bounds that are sufficient to justify the above maneuvers. On the other hand, these
functions only exist in dimension ≥ 5 and as a consequence, for 2 ≤ d ≤ 4, we will need both
Theorems 1 and 2 to prove (1.7).

3in fact, polynomials in the real and imaginary part of x, obtained by using relations like e(mθx) = e(θx)m =
xm/|x|m, where |x|m cancels another term |x|m that shows up. This becomes somewhat cleaner if one consistently
works only with harmonic polynomials.

12



Despite the convergence problem last described, it is possible to almost directly deduce the corollary
concerning only the Fourier uniqueness aspect of (1.7). For example, we get directly from Theorem
1 only (and the harmonic analytic results in chapter 3) that the pair (1.5) is a Fourier uniqueness
pair for S(Rd) (not only for Srad(Rd)). In fact, we don’t need the full force of Theorem 1 for that,
but only the uniqueness corollary it entails; see Proposition 3.7 for precise statements.

Another section in chapter 3 is concerned with perturbations of (1.7). These were obtained
in joint work with João Ramos in [RS21] using methods from functional analysis. What is being
perturbed is the uniqueness pair (1.5) given by the union of spheres

√
nSd−1 in two different ways:

• we can replace
√
nSd−1 by {(

√
n + εn(ζ))ζ : ζ ∈ Sd−1}, where εn : Sd−1 → R is any

sufficiently small, continuous function.

• we can replace
√
nSd−1 by

√
nDd

n, where Dd
n ⊆ Sd−1 is any sufficiently uniformly and densely

distributed finite set of points.

We formulate these results more precisely in Theorem 4. Let us mention that the word “sufficiently”
comes with a slight caveat. We can prove (i) only under the assumption that the functions εn
obey supζ∈Sd−1 |εn(ζ)| = O(n−10n−(5/2)d−c) for some c > 0 (not depending on anything) and

we can prove (ii) under the assumption the points belong to partitions of Sd−1 into subsets of
diameter bounded in terms of n in a similar way. We will not fight for numerical improvements
of these numbers here but we believe that these results remain true with more slowly decreasing
perturbations (as functions of n). More precisely, at least for the discrete uniqueness results.

The final result of chapter 3 is a conditional result, Theorem 6. Under the assumption that the
interpolation theorem [CKM+21] by Cohn, Kumar, Miller, Radchenko and Viazovska generalizes
(in a suitable way) to all even dimension d ≥ 8, we show that the so-called magic functions for
the spheres packing problem in 8 and 24 dimensions constructed by Viazovska [Via17] and the 5
authors just mentioned [CKM+17], are unique among all Schwartz functions which are admissible
and optimal for the so-called Cohn–Elkies linear program. We refer the reader to §3.4 for the
formulation of the precise result we prove.

Chapter 4: Fourier non-uniqueness and totally real number fields

Chapter 4 is concerned with a different line of generalization of the Radchenko–Viazovska formula
and based on joint work with Danylo Radchenko [RS]. We started to wonder whether the objects
in this formula and in its proof can be replaced in the following way:

• the set of nodes
√
Z := {x ∈ R : x2 ∈ Z} by the set

√
Λ = {(x1, . . . , xn) ∈ Rn : (x2

1, . . . , x
2
n) ∈ Λ}

where Λ ⊆ Rn is a lattice coming from a totally real number field K over Q of degree n.
To be more specific, Λ is given as the image of the inverse different d−1

K of K under the
Minkowski embedding K ↪→ Rn,

• even Schwartz functions by Schwartz functions on Rn that are even in each variable,

• the one-variable Gaussian eπizx
2

, z ∈ H, by an n-variable Guassian eπiz1x
2
1 · · · eπiznx2

n , where
xj ∈ R, zj ∈ H.

• modular forms by certain Hilbert modular forms.

13



1. Introduction

Figure 1: Non-uniqueness set (1.8) for K = Q(
√

17) and Q(
√

257)

While initially, this seemed natural and while the Fourier reconstruction problem with nodes
√

Λ
also admits an equivalent formulation in terms of modular integral equations for a subgroup ΓΛ

of the Hilbert modular group of K, we soon found out that there is a group theoretic obstruction
to the existence of any such formula. In its more general form, it can be nicely explained via
Margulis’ normal subgroup theorem. We will explain this in Chapter 4, in the discussion leading
up to Proposition 4.2. On the other hand, there is a way to exploit this group theoretic obstruction
to obtain the opposite of the Fourier uniqueness result that we were initially hoping for. More
precisely, we proved the following result (Theorem 8). Let K be a totally real number field of
degree n ≥ 2 over Q, and let σ1, . . . , σn : K → R denote the real embeddings. Define the set√

d−1
K :=

{
(x1, . . . , xn) ∈ Rn : (x2

1, . . . , x
2
n) = (σ1(α), . . . , σn(α)) for some α ∈ d−1

K

}
. (1.8)

Then, for each ε ∈ {±1}, the space of f ∈ S(Rn) satisfying f̂ = εf and f(x) = 0 for all x ∈
√
d−1
K ,

is infinite dimensional. We also proved that another discrete subset of Rn derived from the inverse
different of K is a Fourier non-uniqueness set, see Theorem 7.

The main reason why the above Fourier non-uniqueness set is interesting is that its points are
(again) contained in the spheres

√
mSn−1, for the non-negative integers m ≥ 0 which are traces

of totally non-negative elements in the inverse different d−1
K . Furthermore, we have the following

asymptotic formula for the number of these points∣∣∣√d−1 ∩
√
mSn−1

∣∣∣ = 2n
√
|disc(K)|
(n− 1)!

mn−1 +O(mn−2), m→∞,

with implied constant depending only on K (hence on n). On the one hand, this is quite a large
number (roughly the square of the surface area of

√
mSn−1), but on the other hand, because of

the nature of the square root map, the points are not uniformly distributed on
√
mSd−1 in the

sense that they “avoid” the regions close to the coordinate axis (see Figure 1).
Before proving Theorems 7 and 8, we will start Chapter 4 by studying the Fourier interpolation

formulas with nodes
√

Λ and formulate certain two natural conditions for their existence in terms
of the group ΓΛ ≤ PSL2(R)n mentioned above. One condition is that ΓΛ is discrete (condition D),

14



1.1. Some notation and conventions

the other one, condition (F), is a purely group theoretic one, ruling out the existence of certain
relations between two subgroups of ΓΛ. We conjecture the two conditions together are necessary
and sufficient for the existence for these kinds of interpolation formulas. We rigorously proof that
condition (F) is necessary and we also show that, if n ≥ 2, then there is no lattice Λ such that
ΓΛ satisfies both conditions simultaneously. The latter result reproves that there cannot exist an
interpolation formula when Λ comes from a totally real number field and the necessity of condition
(F) proves, for instance, that there is no such formula in the case Λ = Zn, n ≥ 2.

Let us mention here that another necessary condition for the existence of Fourier interpolation
formulas has recently been obtained by Kulikov [Kul21] in the case n = 1, by considering certain
counting functions of the set of interpolation nodes.

To mention another related result, Sardari [Sar21] recently studied the Fourier interpolation
problem for radial Schwartz functions on R2 with nodes given by the lengths of vectors of the A2

lattice to answer a question raised in [CKM+21]. His work is also based on a basic relation between
the generators of Hecke triangle groups.

Reading suggestions and comments on style of presentation

The thesis can be read linearly and its contents are ordered roughly from “old” to “new” with re-
spect to the point in time at which they were obtained. The chapters are essentially self-contained.
Chapter 3 depends upon chapter 2 only insofar as the two main results of that chapter will be used,
so that, in order to gain a quick overview, the reader may only read the statements of Theorems
1 and Theorem 2 (but not their proofs) and then see how they are applied in Chapter 3. Chapter
4 is essentially self-contained, but it may be helpful to have some understanding of the strategy in
§2.2.2 and to know the statements of Theorem 3 and Theorem 4 for motivation.

We intended to give all proofs in complete detail, including details in calculations. We have
attempted to include many reminders and paragraphs of orientation for the reader’s (and author’s)
convenience, thereby allowing certain repetitions and redundancies. We hope that the greater
amount of detail and background material, compared to our papers [Sto21], [RS], [RS21], turns
this text into a friendly introduction to “modular” Fourier interpolation and -uniqueness.

1.1 Some notation and conventions

We collect here some notations and conventions that will be used in this thesis. Occasionally, we
will refer back to this section in the body of the text.

(1) We clarify that, in this thesis, N = {1, 2, 3, . . . } is the set of natural numbers and that 0 /∈ N.
We write N0 := N∪{0}. The adjective “positive” implies nonzero, “negative” implies nonzero
and “smooth” means C∞.

(2) Asymptotic notation. We write A . B to express that there is a constant C > 0 so that
|A| ≤ C|B| for a range of parameters implicitly understood (or indicated explicitly, for
emphasis). If we wish to emphasize that C may depend on a parameter p, or on several
parameters p1, . . . pn, we write A .p B or A .p1,...,pn B. The notation A = O(B) bears the
same meaning as A . B, but A = O(B) will more often be used when the implied estimate
holds for “large enough” parameters. The notation A � B means A . B and B . A. If
A and B are functions of some parameter n (a positive integer, say), then A(n) ∼ B(n) as
n→∞, means that A(n)/B(n)→ 1 as n→∞ and A(n) = o(B(n)) means A(n)/B(n)→ 0.

(3) We denote by Hol(U, V ) the set of all holomorphic maps f : U → V between open subsets
U, V ⊆ C.
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1. Introduction

(4) Complex powers. For z ∈ H, the number z/i belongs to the simply connected, open right half
plane H := {w ∈ C : Re(w) > 0}. On H, there is a unique holomorphic function L : H → C
such that L(1) = 0 and exp(L(w)) = w for all w ∈ H. It is given by L(w) =

∫ w
1
dζ/ζ. It

may be proved that for all r > 0 and θ ∈ (−π/2, π/2) we have L(reiθ) = log(r) + θ, where
log : (0,+∞) → R denotes the inverse of t 7→ et, R → (0,+∞). For k ∈ C and z ∈ H, we
define

(z/i)k := exp(kL(z/i)).

In the body of the thesis, the letter L will not bear the same meaning as the one above. (The
author knows that the standard terminology of L is “principal branch”, but prefers not to
use it.)

(5) Assignments between functions. As we will be dealing many times with linear maps between
vector spaces of functions, we occasionally allow ourselves the standard abuse notation that
consists in confusing a function with its values (e.g. writing f(x) 7→ f(x2) to define a map
between functions on R). Similarly, when appropriate, we might confuse an element of Lp(Rd)
with one of its representatives.

(6) Cocycles: Let M be an abelian group written additively. Let G be a group acting on the
right on M via group automorphisms m 7→ m|g, m ∈ M , g ∈ G. A 1-cocycle of G with
values in M is a map c : G → M satisfying c(g1g2) = c(g1)|g2 + c(g2) for all g1, g2 ∈ G and
(hence) c(1G) = 0M . A 1-coboundary of G with values of M is a 1-cocycle c : G → M of
the form c(g) = m|g for some fixed m ∈M . As we will be dealing only with 1-cocycles or 1-
coboundaries (and not n-cocycles with n ≥ 2) we will just speak of cocycles. The terminology
will be used for G a subgroup of SL2(R) or PSL2(R) and M equal to the vector space of all
V -valued functions f : H → V , for some fixed complex vector space V , in which case the
action of G will be given by some “slash action” that we will specify. We will also apply the
terminology for the multiplicatively written G-module M = Hol(H,C×).

(7) Radial functions. A function f : Rd → C is radial if any of the following equivalent conditions
hold:

(i) For all x, y ∈ Rd with the same Euclidean norm |x| = |y|, one has f(x) = f(y).

(ii) For all r > 0, the function f is constant on rSd−1.

(iii) f is fixed by the action of the orthogonal group O(d).

(iv) There exists a function f0 : [0,∞)→ C so that f(x) = f0(|x|) for all x ∈ Rd.

If d = 1, a radial function is the same as an even function. If d ≥ 2, we could also replace
O(d) with SO(d) in (iii). More often than not, we will confuse a radial function f with the
function f0 given in (iv), but the notation f0 will occasionally be used as well, for emphasis.

(8) Fourier transform. For f ∈ L1(Rd), we normalize its Fourier transform by

f̂(ξ) =

∫
Rd
f(x)e−2πi〈x,ξ〉dx, ξ ∈ Rd,

where 〈x, ξ〉 =
∑d
i=1 ξixi for x = (x1, . . . , xd), ξ = (ξ1, . . . , ξd) ∈ Rd. Occasionally, we will

also use the notations
f̂ = F(f) = FRd(f).

In particular, we might use the last version with the subscript Rd, if f can be viewed as a
radial function in different dimensions and we wish to indicate in which dimension we take
the Fourier transform.
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1.1. Some notation and conventions

(9) Elements of SL2(R) and PSL2(R). Let R be a commutative unital ring. Given a, b, c, d ∈ R
satisfying ad− bc = 1 we denote by (

a b
c d

)
∈ SL2(R)

a matrix and we use[
a b
c d

]
∈ PSL2(R) = SL2(R)/{±I} = {{g,−g} : g ∈ SL2(R)}

to denote the corresponding element of PSL2(R), which is not a matrix. For an element
γ =

(
a b
c d

)
∈ M2(R) we sometimes use the notation a = aγ , b = bγ , c = cγ , d = dγ for its

entries. We use the same notation if γ ∈ PSL2(R), provided the expression or condition in
terms of aγ , bγ , cγ , dγ we write is well-defined for γ ∈ PSL2(R). For example, it makes sense
to describe a subset of PSL2(R) by imposing the condition cγ 6= 0.

(10) Fractional linear transformations. We denote them as follows. If g =
(
a b
c d

)
∈ SL2(R) and

z ∈ H, then

gz :=
az + b

cz + d
∈ H.

(11) Multi index notation. Let α = (α1, . . . , αd) ∈ Nd0. We write

|α| =
d∑
i=1

αi and α! = α1! · · ·αd!.

For f ∈ C∞(Rd), we use ∂αf as a short hand for ∂|α|f

∂x
α1
1 ···∂x

αd
d

. For x = (x1, . . . , xd) ∈ Rd

we write xα as a shorthand for the monomial xα1
1 · · ·x

αd
d . The generalized Leibniz rule for

partial derivative of products of functions is

∂α(f1f2) =
∑

γ1+γ2=α

α!

γ1!γ2!
(∂γ1f1)(∂γ2f2).

(12) Schwartz space. We denote by S(Rd) the space of Schwartz functions on Rd, topologized via
the semi-norms ‖f‖α,β := supx∈Rd |xα∂βf(x)| for α, β ∈ Nd0 in the usual way. A continuous
semi-norm on S(Rd) is, by definition, a semi-norm S(Rd) → R≥0 which is continuous for
this topology. Any continuous semi-norm is bounded by a constant positive multiple of a
finite sum of semi-norms ‖ · ‖α,β . We denote by Srad(Rd) = S(Rd)O(d) the subpsace of radial
Schwartz functions. It is closed and thus complete.

(13) Sequences. We denote by S(N0) the space of rapidly decaying sequences of complex numbers
xn, i.e. the ones that satisfy supn∈N0

|xn|(1 + n)A < ∞ for all A > 0. It is a Fréchet space
for the collection of semi-norms given by these suprema.

We denote by P(N0) the space of all polynomially bounded sequences of complex numbers
xn, i.e., the ones that satisfy supn∈N0

|xn|(1 + n)−A <∞ for some A > 0.

(14) Lattices. A lattice in a finite dimensional real vector space is a discrete cocompact subgroup.
If Λ ⊆ Rd is a lattice we denote its dual lattice by

Λ∨ = {x ∈ Rd : 〈x, y〉 ∈ Z for all y ∈ Λ}

17



1. Introduction

A lattice Γ in a real Lie group G is a discrete subgroup for which the quotient space Γ\G
admits a finite right G-invariant Radon measure. The latter notion will only appear once in
this thesis.

(15) Periodic holomorphic functions. Let D := {w ∈ C : |w| < 1} denote the open unit disc in C
and let D× := Dr{0} be the punctured open unit disc. Fix some real number h > 0. Suppose
F : H→ C is a holomorphic function satisfying F (z+ h) = F (z) for all z ∈ H. There is then
a unique holomorphic function Fdisc : D× → C with the property that F (z) = Fdisc(e2πiz/h)

for all z ∈ H. We define the Fourier coefficients F̂ (n) ∈ C, n ∈ Z, of F by

F̂ (n) =
1

h

∫ iy+h/2

iy−h/2
F (z)e−2πinz/hdz =

1

2πi

∫
|w|=δ

Fdisc(w)
dw

wn+1
, (1.9)

where the (contour-)integrals and identities are independent of y > 0 and δ ∈ (0, 1) (by
Cauchy’s theorem). We have the Fourier- and Laurent expansions

F (z) =
∑
n∈Z

F̂ (n)e2πinz/h, Fdisc(w) =
∑
n∈Z

F̂ (n)wn,

which converge absolutely and uniformly on horizontal strips in H and annuli in D× respec-
tively. We say that F is

• meromorphic at infinity, if there is n0 ∈ Z so that F̂ (n) = 0 for all n < n0,

• holomorphic at infinity, if F̂ (n) = 0 for all n < 0,

• vanishes at infinity, if F̂ (n) = 0 for all n ≤ 0.

If F is meromorphic at infinity we define its valuation at infinity to be the valuation of Fdisc

at 0 and denote it by ν∞(F ) = ν0(Fdisc) ∈ Z (it is the order of zero in case Fdisc vanishes at
zero, or minus the order of pole in case Fdisc has a pole at zero, and zero otherwise). This
discussion extends in a natural way to functions F that are meromorphic in H.
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2 Fourier interpolation for radial functions

The main results of this chapter are two interpolation theorems, Theorem 1 and Theorem 2, valid
for radial Schwartz functions f : Rd → C, of the form

f(x) =

∞∑
n=n0

an(x)f(
√
n/α) +

∞∑
n=n̂0

ãn(x)f̂(
√
n/β) (2.1)

for certain parameters n0, n̂0 ∈ N0 and α, β > 0. After giving some general background on modular
forms and modular integrals in §2.1, we explain in §2.2.2 how the problem of finding an(x) and
ãn(x) satisfying (2.1) is equivalent to the problem of finding certain modular integrals F : H→ C
(one for each real number r = |x| with x ∈ Rd, with pre-assigned period functions). We explain
what these terms mean in their classical context in §2.1.3. An important technical result that
makes this equivalence work is the fact that the span of all Gaussians eπiz|x|

2

, z ∈ H, is dense in
the space Srad(Rd). We discuss this and related preliminary results in §2.2.1. Theorem 1 will be
proved using a method closely related to the one employed by Radchenko–Viazovska in [RV19],
who construct the modular integral F as a contour integral of the Gaussian against a meromorphic
modular kernel function on H×H. Theorem 2 will be proved differently, by constructing F more
directly using a construction closely related to the construction of Poincaré series. The outcomes
of the two methods are quite different and we end the chapter with a comparison in §2.5. Both of
these Theorems will be applied in Chapter 3. The reader who is mainly interested in that chapter
may only read the statements of Theorems 1 and Theorem 2.

2.1 Background on modular forms and modular integrals

In this section, we review some basic definitions and examples of modular forms and we provide
some background on so-called modular integrals and Eichler cohomology of modular forms.

2.1.1 Groups, fundamental domains, slash action

The results we recall here are mostly standard and may be found in the union of [BK08], [Iwa97],
[Mum94], [Ser73], [Hec36], [Ran77].

2.1.1.1 Groups

Recall that the group PSL2(R) acts faithfully on the upper half plane H via fractional linear
transformations. Since the action is faithful, we will often identify γ ∈ PSL2(R) with the associated
automorphism it defines on H, in particular when writing compositions of maps. For x, y ∈ R, we
define the following elements of PSL2(R):

T x :=

[
1 x
0 1

]
, V y :=

[
1 0
y 1

]
, S :=

[
0 −1
1 0

]
.
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2. Fourier interpolation for radial functions

We also use the abbreviations T := T 1, V := V 1 = ST−1S. For every real h > 0, we define the
subgroup

Γθ(h) := 〈S, Th〉 ≤ PSL2(R). (2.2)

The study of these subgroups Γθ(h) goes back at least to Hecke [Hec36].4 It is known (see [BK08])
that Γθ(h) is discrete precisely, when h ≥ 2 or when h = 2 cos(π/q) for some integer q ≥ 3, in
which case Γθ(h) is called a Hecke triangle group. We also define

Γ(h) := 〈Th, V h〉 ≤ Γθ(h),

consistent with the standard notation Γ(N) for the principal congruence subgroup of level N . We
use the abbreviation Γθ := Γθ(2), which is known as the theta (sub)group. Just as Γ(2) is normal
in Γθ, the group Γ(h) is always normal in Γθ(h). It will sometimes be useful to allow h to be a
complex number in these definitions, in which case Γθ(h) ≤ Γ(h) ≤ PSL2(C).

Lemma 2.1. For all h ∈ C such that |h| ≥ 2, the group Γ(h) ≤ PSL2(C) is freely generated by
Th, V h.

Proof. Consider the following subsets of P1(C):

Xh := {z ∈ C : |z| ≤ 1/(|h| − 1)}, Yh := {∞} ∪ {z ∈ C : |z| ≥ (|h| − 1)}.

Let m ∈ Z r {0}. By the Ping Pong lemma, it suffices to show that

TmhXh ⊆ Yh, V mhYh ⊆ Xh.

Since SXh = Yh, S2 = 1 and STmhS = V −mh, it suffices to prove the first of these containments.
And indeed, for z ∈ Xh, we have

|Tmhz| = |z +mh| ≥ |m||h| − |z| ≥ |h| − |z| ≥ |h| − 1

|h| − 1
≥ |h| − 1,

since the last inequality is equivalent to |h| ≥ 2.

Remark 2.1. Later, in Corollary 2.2, we will also show that, when |h| ≥ 2, then S /∈ Γ(h) and
that the only relation in Γθ(h) is S2 = 1.

2.1.1.2 Fundamental domains

In this thesis, fundamental domains D ⊆ H for quotients Γ\H of the upper half plane H by discrete
subgroups Γ ≤ PSL2(R) are required to be open and connected, to intersect every Γ-orbit in at
most one point while the closure D must intersect every orbit in at least one and at most two
points. A fundamental domain in the strict sense may be obtained by adding to D certain subsets
of the boundary to the open fundamental domain.

For h > 0 such that Γθ(h) is discrete in PSL2(R), it is known ([BK08, Thm 3.1]) that the set

Dh := {z ∈ H : |Re(z)| < h/2, |z| > 1} (2.3)

is a fundamental domain for Γθ(h)\H. For h ≥ 2, the set

Dh ∪ SDh = {z ∈ H : |Re(z)| < h/2, |z − 1/h| > 1/h, |z + 1/h| > 1/h} (2.4)

is a fundamental domain for Γ(h)\H.

4We remark that h is denoted as λ in [Hec36]. We will reserve λ for the modular λ-invariant, introduced below.
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2.1. Background on modular forms and modular integrals

Dh

SDh

−h2 −1 0 1 h
2

(a) h > 2

D2

SD2

−1 0 1

(b) h = 2

Figure 2: Fundamental domains for Γθ(h)

2.1.1.3 Slash action and cocycles

Here, we will define a certain slash-action of subgroups Γ ≤ PSL2(R) on functions on H with
values in C or a complex vector space. This notation gives us an efficient tool to describe various
identities satisfied by such functions.

We define a cocycle µ : SL2(R)→ Hol (H,C×) by

µ(γ)(z) := µ(γ, z) := cγz + dγ , γ ∈ SL2(R), z ∈ H. (2.5)

Recall that cγ , dγ denote the lower row entries of γ ∈ SL2(R) (item (9) in §1.1). To say that µ is
a cocycle means that we have

µ(γ1γ2) = (µ(γ1) ◦ γ2) · µ(γ2) for all γ1, γ2 ∈ SL2(R).

Since we have µ(−γ, z) = −µ(γ, z), this cocyle is not well-defined on PSL2(R) (but |µ| or µ2 are,
for example). Not also that µ(γ)−2 is the complex derivative of the fractional linear transformation
γ : H→ H.

If k ∈ Z is an integer, we can define the “standard” slash-action in weight k of the group SL2(R)
on complex-valued (or complex-vector-space-valued) functions f on H by

(f |kγ) = µ(γ)−k(f ◦ γ). (2.6)

We may extend it to formal C-linear combinations of γ’s, or, in other words, to the group algebra
C[SL2(R)]. If k is an even integer, we can also work with PSL2(R) instead of SL2(R).

In fact, we will rarely work with the slash action defined as in (2.6). Instead, we will work with
the group Γθ(h) and define, for any real number k, the cocycle

jk : Γθ(h)→ Hol(H,C×), (2.7)

by prescribing its values on generators to be

jk(S, z) = (z/i)k, jk(Th, z) = 1 (2.8)

and in general by requiring that jk(γ1γ2) = (jk(γ1) ◦ γ2)jk(γ2) holds for all γ1, γ2 ∈ Γθ(h). Since
the only relation S2 = 1 in Γθ(h) is preserved, this is well-defined. Based upon this, we define a
slash action of Γθ(h) on complex-(vector-space)-valued functions f on H by

f |kγ = jk(γ)−1(f ◦ γ). (2.9)
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2. Fourier interpolation for radial functions

Of course, both the cocycle jk and the slash-action just introduced, depend upon the parameter h
in Γθ(h), but we will suppress this in the notation. Note that, when, k is an integer divisible by
four, then µ(γ)k = jk(γ) for all γ ∈ Γθ(h). Indeed, this equality can be checked on generators, in
which case it is clear.

We will also use that for all γ ∈ Γθ(h), all k ∈ R and z ∈ H we have

|jk(γ, z)| = |cγz + dγ |k. (2.10)

To see that this is true, we note that both sides of the equality (2.10) define cocycles Γθ(h) →
C(H,R>0), so that the equality can again be checked on the generators γ = Th and γ = S of
Γθ(h), in which case it is clear.

2.1.2 Theta functions and the modular lambda invariant

Here, we recall various properties of three well-known theta functions and the modular lambda
invariant, which will play an important role in our proofs, especially in the proof of Theorem 1.

For τ ∈ H, we define the theta functions

Θ2(τ) = θ10(τ) =
∑
n∈Z

eπi(n+1/2)2τ ,

Θ3(τ) = θ00(τ) =
∑
n∈Z

eπin
2τ ,

Θ4(τ) = θ01(τ) =
∑
n∈Z

(−1)neπin
2τ .

By direct computation using the Poisson summation formula, we see that these functions have the
following transformation properties

Θ2(τ + 1) = eπi/4Θ2(τ) Θ2(−1/τ) = (τ/i)1/2Θ4(τ) (2.11)

Θ3(τ + 1) = Θ4(τ) Θ3(−1/τ) = (τ/i)1/2Θ3(τ) (2.12)

Θ4(τ + 1) = Θ3(τ) Θ4(−1/τ) = (τ/i)1/2Θ2(τ) (2.13)

For any γ ∈ SL2(Z) such that c = cγ > 0, d = dγ and such that γ represents an element of Γθ, we
have

Θ3(γz) =
gc(d)√
c

((cz + d)/i)1/2Θ3(z) = gc(d)((z + d/c)/i)1/2Θ3(z), (2.14)

where gc(d) is defined in terms of the Gauss sums G(a, q) =
∑q−1
m=0 e

2πim2/q by

gc(d) :=

{
G(2d, c) if c ≡ 1 (mod 2),
1
2G(d, 2c) if c ≡ 0 (mod 2).

Remark 2.2. We give an extended remark concerning the notations θ00, θ10, θ01 for Θ3,Θ2 and
Θ4. This will be inessential to what follows, but it gives us the chance to provide a bit more
context, introduce two-variable Jacobi theta function and write down the Jacobi triple product
formula

ϑ(z, τ) =
∑
n∈Z

eπin
2τe2πinz =

∞∏
m=1

(1− e2πimτ )(1 + eπi(2m−1)τe2πiz)(1 + eπi(2m−1)τe−2πiz). (2.15)
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2.1. Background on modular forms and modular integrals

This holds for all τ ∈ H and all z ∈ C and both sides are absolutely convergent.
We start by stating the following fact: For fixed τ ∈ H, the entire function z 7→ ϑ(z, τ) spans

the one-dimensional space of entire functions f : C→ C obeying the following transformation laws
with respect to the group action of the lattice Λτ = Zτ + Z ⊆ C on C:

f(z + aτ + b) = e−πia
2τ−2πiazf(z), a, b ∈ Z.

For the proof, we may note that these transformation laws yield a simple recursion formula for the
Fourier coefficients of f(z) =

∑
n∈Z af (τ, n)e2πinz.

We may reformulate and generalize this fact in more group theoretic terms as follows. Let E
denote the space of all entire functions f : C→ C. Fix τ ∈ H. For a, b ∈ R and f ∈ E , we define5

Taf, Sbf ∈ E by

Taf(z) = eπia
2τ+2πiazf(z + aτ), Sbf(z) = f(z + b), z ∈ C.

It is easy to verify that a 7→ Ta and b 7→ Sb define group homomorphisms R → AutC(E). Let
Hτ ≤ Aut (E) denote the subgroup generated by all automorphisms Ta, Sb, a, b ∈ R. The relation
[Ta, Sb] = e−2πiab idE shows that any element of Hτ is of the form λ(Ta ◦ Sb) for some λ ∈ C(1),
a, b ∈ R. In fact, H is isomorphic to the central extension H := C(1)×R×R of R×R, with group
law

(λ1, a1, b1)(λ2, a2, b2) := (λ1λ2e
2πib1a2 , a1 + a2, b1 + b2), ai, bi ∈ R, λi ∈ C(1).

Moreover, Φ = Φτ : H → Hτ , Φ(λ, a, b) := λ(Ta ◦ Sb) is an isomorphism of groups. For every
integer ` ≥ 1, consider the subgroup Γ` := ({1}×`Z×`Z) ≤ H. One may show that dim(EΓ`) = `2

for all ` ≥ 1, with the case ` = 1 corresponding to the fact about z 7→ ϑ(z, τ) already discussed.
In particular, in the the case ` = 2, we obtain a 4-dimensional space.

For u, v ∈ {0, 1}, the functions θuv(τ) = θu,v(τ) defined above are derived as follows from
members of this 4-dimensional space. They are given as the following “Nullwerte” of translates of
ϑ(z, τ):

θu,v(τ) := (Tu
2
Sv

2
ϑ(·, τ))(z)

∣∣∣
z=0

= eπi
u2

4 τ+πizϑ(z + u
2 τ + v

2 , τ)
∣∣∣
z=0

= eπi
u2

4 ϑ(u2 τ + v
2 , τ).

So, more explicitly,

θ10(τ) = ϑ( τ2 , τ)eπi
τ
4 , θ00(τ) = ϑ(0, τ), θ01(τ) = ϑ( 1

2 , τ) (2.16)

and there is also the “missing” theta function

θ11(τ) = ϑ( τ2 + 1
2 , τ)eπi

τ
4 =

∑
n∈Z

eπin
2τe2πin(

τ
2 +

1
2 )+πi

τ
4 =

∑
n∈Z

(−1)neπi(n+1/2)2τ = 0,

which can be seen either by pairing n ∈ N0 with −n − 1 or by twice applying the identity
θ11(−1/τ) = −i(τ/i)1/2θ11(τ) which in turn follows from Poisson summation.

It is well-known that the fourth powers Θ4
2,Θ

4
3, Θ4

4 define modular forms for the group Γ(2) of
weight 2 and that they are related by Jacobi’s identity

Θ3(z)4 = Θ2(z)4 + Θ4(z)4. (2.17)

5There is no relationship between the matrices S, T defined above and the linear maps Ta, Sb defined here; we
simply follow Mumford’s notation [Mum94].
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2. Fourier interpolation for radial functions

∞ 1 0
θ4

10 1 0 0
θ4

00 0 1 0
θ4

01 0 0 1
λ 1 −1 0
λ′ 1 −1 1

Table 1: Valuations at the cusps

Recall that the group Γ(2) has three cusps, namely 0, 1,∞. More precisely, we have

Γ(2)\P1(Q) = {Γ(2)0,Γ(2)1,Γ(2)∞}.

In general, for an even integer k ∈ 2Z and any nonzero meromorphic6 modular form f : H→ P1(C)
of weight k for Γ(2), the following valency formula holds

ν0(f) + ν1(f) + ν∞(f) +
∑

[z]∈Γ(2)\H

νz(f) =
k

2
, (2.18)

where:

• we used [z] = Γ(2)z to denote the orbit of z ∈ H under Γ(2),

• for z ∈ H, νz(f) ∈ Z is the valuation of f at the point in the sense of complex analysis,
i.e. the order of zero, or minus the order of pole. This depends only on [z] and not on the
representative of that orbit.

• for s ∈ {0, 1,∞}, the valuation νs(f) is defined as

νs(f) = ν∞(f |kγ), for any γ ∈ Γ(1) such that γ∞ = s,

which is well-defined in the sense that, firstly, f |kγ is 2-periodic (in fact it is modular of
weight k for the group γ−1Γ(2)γ = Γ(2)) so that the definition given in item (15) of §1.1
applies and, secondly, the valuation is also independent of the choice of γ with γ∞ = γ, since
any two choices differ by a power of T , which only multiplies the Fourier coefficients by a
root of unity.

A proof of (2.18) can be given via integration of f ′(z)/f(z) over the boundary of a (suitably
modified) fundamental domain for Γ(2), given as in (2.4). Table 1 lists the valuations of the
Θ4

2, Θ4
3 and Θ4

4 and it follows from this table and the valency formula (2.18) that none of these
functions has a zero in the upper half plane. Alternatively, this follows from (2.16) and Jacobi’s
triple product formula (2.15). We will also be working with the elliptic modular lambda invariant
λ : H→ C, which is defined as

λ(z) :=
Θ2(z)4

Θ3(z)4
. (2.19)

Since Θ4
2 and Θ4

3 have no zeros in H and are both modular of weight 2 for Γ(2), the function λ is
well-defined, holomorphic, zero-free in H and it is Γ(2)-invariant. It transforms as follows under
S, T :

λ(Sz) = 1− λ(z), λ(Tz) =
λ(z)

λ(z)− 1
. (2.20)

6including meromorphic at the cusps
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2.1. Background on modular forms and modular integrals

This follows easily from (2.11), (2.12), (2.13) and Jacoboi’s identity (2.17). From the first identity
and the fact that λ(Sz) 6= 0 for all z ∈ H, it also follows that λ(z) 6= 1 for all z ∈ H. The
behavior of λ at the cusps is recorded in Table 1. From these properties, we may deduce that for
any w ∈ Cr {0, 1}, the function z 7→ λ(z)−w is holomorphic in H, modular of weight 0 for Γ(2),
does not vanish at the cusps ∞, 0, but has a pole at the cusp 1, so that, by the valency formula
(2.18), it must have a zero in H. In other words, λ : H → C r {0, 1} is surjective. The following
formula will also be used

λ′(z) = πiΘ3(z)4λ(z)(1− λ(z)) (2.21)

We prove this formula as an exercise. Let temporarily ϕ(z) = λ(z)(1 − λ(z))Θ3(z)4. Then
λ′(z)/ϕ(z) is a Γ(2)-invariant holomorphic function on H being the ratio of two forms of weight 2.
To show that it is constant, it suffices to show that it is holomorphic at all three cusps (because
X(2) = Γ(2)\(H ∪ P1(Q)) can be made into a compact Riemann surface and ϕ would then define
a holomorphic function on it). First, we note that with q = eπiz, we have, using the notation from
item (15) in §1.1,

λ′(z) = πiq
d

dq
λdisc(q) = πi

∞∑
n=1

nλ̂(n)qn,

so that ν∞(λ′) = 1, since it is easy to see that λ̂(1) = 16. To determine ν0(λ′) and ν1(λ′), we first
differentiate the relations

λ(Sz) = 1− λ(z), λ(TSz) = 1− 1/λ(z)

to obtain

λ′(Sz)z−2 = (λ|2S)(z) = −λ′(z), λ′(TSz)z−2 = (λ′|2(TS))(z) =
λ′(z)

λ(z)2

and then deduce ν0(λ′) = 1, ν1(λ′) = 1− 2 = −1. On the other hand, from what we already know
about λ,Θ4

3, we can compute

ν∞(ϕ) = 1 + 0 + 0 = 1, ν0(ϕ) = 0 + 1 + 0 = 1, ν1(ϕ) = −1 +−1 + 1 = −1,

where the order in the summation corresponds to the order of the factors λ, (1 − λ),Θ4
3 in the

definition of ϕ. Since the valuations of ϕ and λ′ agree at all cusps, the function ϕ is indeed
constant on X(2) and hence on H. That the constant equals πi, follows from λ′(z) ∼ (16)(πi)eπiz,
Θ3(z) ∼ 1, λ(z) ∼ 16eπiz,1− λ(z) ∼ 1 as Im(z)→∞. This finishes the proof of (2.21).

2.1.2.1 More on cocycles and slash actions

Here, we add a few more comments on cocycles and slash actions, which are specific to the groups
Γθ and Γ(2). We will refer back to this in the proof of Theorem 1, but it is not essential for any
other part of this thesis.

We abbreviate Θ3(z) to Θ(z). We define the following holomorphic logarithm of Θ:

LΘ(z) := −
∫ i∞

z

Θ′(w)/Θ(w)dw, z ∈ H.

This makes sense, since Θ′(z)/Θ(z) is a 2-periodic function on H that decays exponentially as
Im(z)→∞. It follows that LΘ(z)→ 0 as Im(z)→∞ and L′Θ(z) = Θ′(z)/Θ(z) so that we indeed
have exp(LΘ(z)) = Θ(z) for all z ∈ H. (Differentiate the ratio to see that it’s constant and note
that both sides tend to 1 as Im(z) → ∞). Moreover, since Θ(iy) ∈ R>0 and Θ′(iy) ∈ iR for all
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2. Fourier interpolation for radial functions

y > 0, we see that LΘ(iy) = log(Θ(iy)) for all y > 0, where on the right we mean, of course, the
usual real logarithm of positive real numbers. By 2-periodicity of the integrand Θ′(z)/Θ(z) (and
by Cauchy’s Theorem), it also follows that LΘ(z + 2) = LΘ(z) for all z ∈ H. We define

Θ(z)k := Θk(z) := exp(kLΘ(z)) ∈ C×, k ∈ C, z ∈ H.

Then, with jk : Γθ → C× defined as in (2.8) we have

jk(γ)(z) = Θ2k(γz)/Θ2k(z) for all γ ∈ Γθ, z ∈ H. (2.22)

Indeed, it suffices to verify this for γ = T 2, in which case both sides are equal to 1 and for γ = S,
we can argue as follows. We need to show that Θ2k

3 (Sz)/Θ2k
3 (z) = (z/i)k, for all z ∈ H, so we can

specialize to z = iy for y > 0 and compute

Θ2k(S(iy)) = exp (2kLΘ(i/y)) = exp (2k log (Θ(i/y))) = exp (2k(log (y1/2Θ(iy)))

= exp (2k(log (y1/2) + log (Θ(iy)))) = ykΘ(iy)2k = (iy/i)kΘ(iy)2k,

as desired. We might occasionally also use the notation

jΘ(γ)(z) := jΘ(γ, z) := Θ(γz)/Θ(z),

so that (2.22) can be written as jΘ(γ)2k = jk(γ) for all γ ∈ Γθ (where jΘ(γ)2k is defined as on the
right hand side of that equation). Note that jΘ(γ) is defined for all γ ∈ PSL2(R), as opposed to
jk(γ), which is a prioroi only defined on Γθ(h).

Definition 2.1 (in force when working with Γ(2) and k ∈ R). Let k ∈ R and Γ ∈ {Γ(2),Γθ}. A
function ϕ : H → C is modular of weight k with respect to Γ if ϕ|kγ = ϕ for all γ ∈ Γ. Such a
function is a modular form of weight k if it is in addition holomorphic and of moderate growth (see
Definition 2.2 below).

Let us also extend the notation of valuations at cusps of Γ(2) to the case of real weights k ∈ R.
Suppose that a holomorphic (or meromorphic) function ϕ : H → C is modular of weight k with
respect to Γ(2). For s ∈ {0, 1,∞} define As ∈ Γθ by

A∞ := 1, A0 := S, A1 := TS,

Note that z 7→ (ϕ|kAs)(z) is 2-periodic (in fact, it is modular of weight k for Γ(2), since Γ(2) is
normal in Γθ). We say that ϕ has valuation m ∈ R at the cusp s, if for some c ∈ C× we have

(ϕ|kAs)(z) ∼ ceπimz, as Im(z)→∞.

In this case, we write νs(ϕ) = m.

2.1.3 Period functions and modular integrals

The purpose of this section is to collect some background material on modular integrals. To
motivate this subject, we begin by discussing the notion of a (rational) period function for the
group SL2(Z). To that end, we start with a familiar example, the Eisenstein series of weight 2 for
SL2(Z). Recall that it is given by

E2(z) = 1 +
1

2ζ(2)

∑
06=m∈Z

∑
n∈Z

1

(mz + n)2
= 1− 24

∞∑
`=1

σ1(`)e2πi`z =
1

2πi

∆′(z)

∆(z)
, (2.23)

where:
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2.1. Background on modular forms and modular integrals

• the first series over n,m converges in the indicated order of summation,

• σs(`) =
∑
d|` d

s for any s ∈ C, ` ∈ N,

• ∆(z) = e2πiz
∏∞
n=1 (1− e2πinz)24 is the modular discriminant.

As is very well-known, E2 is holomorphic and 1-periodic, but not a modular form for SL2(Z). (If
we have forgotten it) we can easily derive its transformation behavior under SL2(Z) by using its
expression as a logarithmic derivative of a modular form. To explain how, consider more generally
a meromorphic modular form f on H for the group SL2(Z) of weight k ∈ 2Z. By differentiating
the relation

(f ◦ γ) = µ(γ)k · f, γ ∈ PSL2(Z)

we obtain
(f ′ ◦ γ)µ(γ)−2 = kµ(γ)k−1cγf + µ(γ)kf ′

and then, by dividing by f ◦ γ = µ(γ)kf and multiplying by µ(γ)2, the identity

f ′ ◦ γ
f ◦ γ

= kµ(γ)cγ + µ(γ)2 f
′

f
. (2.24)

Specializing to k = 12, f = ∆, we get

(E2 ◦ γ)µ(γ)−2 − E2 =
12cγ

(2πi)µ(γ)
=

6

πi

cγ
µ(γ)

. (2.25)

As a side remark, if, conversely, we have proved (2.25) in some other way, one can deduce that ∆,
when defined by the above product, is modular of weight 12 for SL2(Z).

Using the slash action in weight k introduced in (2.6), we can write (2.25) as

E2|2γ − E2 =
6

πi

cγ
µ(γ)

which shows that γ 7→ ϕγ := 6
πi

cγ
µ(γ) is a cocycle of the group PSL2(Z) with values in the space of

(nowhere vanishing) rational functions of z ∈ H, because it is in fact a coboundary (see item (6)
in §1.1). In other words {ϕγ}γ∈Γ is a collection of (nowhere vanishing) rational functions on H,
satisfying

ϕγ1γ2
= ϕγ1

|γ2
+ ϕγ2

(2.26)

for all γ1, γ2 ∈ Γ. Note that any PSL2(Z)-cocycle is determined by its values on the generators S
and T and that, in the above example, the values are the functions ϕT = 0 and ϕS(z) = 6

πi
1
z .

Let us now generalize the setting. Fix a weight k ∈ 2Z and let V be a space of (holomorphic)
functions on H which is stable under the slash action in weight k of the group Γ = PSL2(Z). As
already mentioned, a Γ-cocycle γ 7→ qγ Γ → V is then uniquely determined by its values qT ∈ V
and qS ∈ V. It is called parabolic, if qT = 0. Note that if a parabolic cocycle is a coboundary, that
is, if qγ = F |(γ − 1), for some F ∈ V, then F is necessarily 1-periodic. Note also that a parabolic
cocycle q : Γ → V is uniquely determined by the function qS ∈ V. We call f = qS the period
function of the parabolic cocycle q. If we write U = TS, we see that the period function f satisfies
the following two identities:

0 = q1 = qS2 = f |S + f = f |(1 + S),

0 = q1 = qU3 = qU |U2 + qU |U + qU = qU |(1 + U + U2) = f |(1 + U + U2).
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2. Fourier interpolation for radial functions

Here we used that, since qT = 0, we have

qU = qT |S + qS = 0 + f = f.

Conversely, for any given f ∈ V, there exists a parabolic cocycle Γ-cocyle {pγ}γ∈Γ with period
function pS = f , if and only if f |(1 + S) = 0 and f |(1 + U + U2) = 0.

Motivated by the study of the Eisenstein series of weight 2, Marvin Knopp started to investigate
the problem of characterizing Γ-cocycles of positive weight 2k ∈ Z>0, with values in the space of
rational functions on H, with no poles in H and discovered that this question is connected to the
real quadratic fields. In his papers [Kno78], [Kno81] he proved – among many other things – that
the poles of any such rational period function are on the real line and given by real quadratic
irrationals. We refer the reader also to the papers [CZ93], [Kno89] for related results.

A related question – which is more important for us – is that of determining when a parabolic
cocycle {qγ}γ∈Γ attached to some rational period function f = qS , is equal to a coboundary. In
other words, when can one solve the equation(s) F |(γ − 1) = qγ , γ ∈ Γ, or equivalently, the two
equations F |(T −1) = 0, F |(S−1) = f for a given period function f? In his paper [Kno74], Knopp
answered this question in great generality and often in the affirmative. The main idea is to use a
generalized Poincaré series, due to Eichler [Eic65]. Let us present Eichler’s construction.

We take an auxiliary weight m ∈ 2Z≥2, which should be thought of as “sufficiently large” for
convergence. Consider the series

Φ :=
∑

[γ]∈Γ∞\Γ

qγ · µ(γ)−m.

It makes sense to sum over cosets [γ] ∈ Γ∞\Γ, because for γ ∈ Γ and γ∞ = T ` ∈ Γ∞, we have

qγ∞γ · µ(γ∞γ)−m = (qγ∞ |kγ + qγ) ((µ(γ∞) ◦ γ) ·m(γ))
−m

= qγµ(γ)−m

since both the “additive” cocycle q and the “multiplicative” cocycle µ2 are trivial on Γ∞ ≤ Γ. We
assume in the following that the series Φ converges absolutely and we compute, for any ρ ∈ Γ, that

Φ ◦ ρ =
∑

[γ]∈Γ∞\Γ

(qγ ◦ ρ) · (µ(γ) ◦ ρ)−m

=
∑

[γ]∈Γ∞\Γ

(qγ ◦ ρ)µ(ρ)−kµ(ρ)k · ((µ(γ) ◦ ρ)µ(ρ))−mµ(ρ)m

= µ(ρ)m+k
∑

[γ]∈Γ∞\Γ

(qγ |kρ)µ(γρ)−m

= µ(ρ)m+k
∑

[γ]∈Γ∞\Γ

(qγρ − qρ)µ(γρ)−m

= µ(ρ)m+kΦ− µ(ρ)m+kqρEm,

where Em =
∑
γ∈Γ∞\Γ µ(γ)−m is the Eisenstein series of weight m. Multiplying by µ(ρ)−k−m, we

get the identity
(Φ ◦ ρ)µ(ρ)−k−m = Φ− qρEm. (2.27)

Now, the a priori only meromorphic function F on H, given by the ratio F := − Φ
Em

satisfies

F |kρ− F = − (Φ ◦ ρ)µ(ρ)−k

Em ◦ ρ
+

Φ

Em
= − (Φ ◦ ρ)µ(ρ)−k−m

Em
+

Φ

Em
= −Φ− qρEm

Em
+

Φ

Em
= qρ

where we used (2.27) in the second last step. This solves the problem formally, but there are two
obvious problems:
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2.1. Background on modular forms and modular integrals

• We can only handle cocycles γ 7→ qγ whose growth we can control to make Φ a nicely
convergent series.

• Since Em has zeros on the upper half plane, the function F = −Φ/Em may have poles at
the zeros of Em. We need to remove them by subtracting from F a suitable (meromorphic)
modular form of weight k. Note that for every modular form f of weight k, we have (F −
f)|k(γ − 1) = F |k(γ − 1), so the desired identity Fk|(γ − 1) = qγ is not changed, when we
replace F by F − f .

These problems are both addressed (in great generality) in Knopp’s paper [Kno74]. We will not
make use of his results. But there is a certain similarity of this construction to the construction
that we will be using in §2.4.

2.1.4 Functions of moderate growth

Here, we collect some definitions and facts about functions of moderate growth on H most of which
are taken from [CKM+21, §4] with some minor modifications. For some of the proofs, we refer to
the cited reference.

Recall that the Frobenius norm of a matrix g =
(
a b
c d

)
∈M2(R) is defined as

‖g‖Fr = (Tr(ggt))1/2 = (a2 + b2 + c2 + d2)1/2.

It is a sub-multiplicative matrix norm onM2(R) which is invariant under right- or left multiplication
by elements of SO2(R). For g ∈ SL2(R) one has ‖g−1‖Fr = ‖g‖Fr and ‖g‖Fr ≥

√
2, as follows for

instance from the Iwasawa decomposition for SL2(R). We have

‖g‖−1
Fr ≤ |µ(g, i)| = (c2g + d2

g)
1/2 ≤ ‖g‖Fr, (2.28)

for all g ∈ SL2(R). The upper bound is trivial and the lower bound is implied by (a2+b2)(c2+d2) ≥
1 = ad− bc, where the last inequality follows from the Cauchy–Schwarz inequality.

Definition 2.2. Let F : H→ C be a continuous function and let Ω ⊆ H be a subset. We say that
F has moderate growth on Ω, if there exist constants C,N ≥ 0 such that for all g ∈ SL2(R) one
has

gi ∈ Ω ⇒ |F (gi)| ≤ C‖g‖NFr. (2.29)

We say that F is of moderate growth, if it has moderate growth on H.

The following lemma gives an equivalent condition to moderate growth, which is also useful.

Lemma 2.2. Let F : H → C be a continuous function and let Ω ⊆ H be a subset. Then F has
moderate growth on Ω if and only if there exist constants C,α, β ≥ 0 such that

|F (τ)| ≤ C(|τ |α + Im(τ)−β) (2.30)

for all τ ∈ Ω.

Proof. We closely follow [CKM+21][§3]. Suppose first hat (2.30) holds. Let g =
(
a b
c d

)
∈ SL2(R)

be such that gi ∈ Ω. We have, by (2.28),

|gi|2 =
|ai+ b|2

|ci+ d|2
=

(a2 + b2)

(c2 + d2)
≤ ‖g‖2Fr

1

(c2 + d2)
≤ ‖g‖4Fr =⇒ |gi|α ≤ ‖g‖2αFr .
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2. Fourier interpolation for radial functions

Similarly,

Im(gi)−1 =
1

c2 + d2
≤ ‖g‖2Fr =⇒ Im(gi)−β ≤ ‖g‖2βFr .

Therefore, applying (2.30) with τ = gi (and using that ‖g‖Fr ≥
√

2 ≥ 1), we obtain

|F (gi)| ≤ C(‖g‖2αFr + ‖g‖2βFr ) ≤ 2C‖g‖max (2α,2β)
Fr

Suppose now that (2.29) holds. Let τ ∈ Ω. Write τ = x + iy. Consider the matrix g = gτ =(
y1/2 xy−1/2

0 y−1/2

)
∈ SL2(R). By assumption, there are constants C,N ≥ 0 so that

|F (τ)| = |F (gτ i)| ≤ C‖gτ‖NFr = C(y + x2/y + 1/y)N/2 = C(1 + |τ |2)N/2 Im(τ)−N/2.

If |τ | ≥ 1, then we bound

(1 + |τ |2)N/2 Im(τ)−N/2 ≤ 2N/2|τ |N Im(τ)−N/2 ≤ 2N/2−1
(
|τ |2N + Im(τ)−N

)
.

If |τ | ≤ 1, then also Im(τ) ≤ 1 and so

(1 + |τ |2)N/2 Im(τ)−N/2 ≤ 2N/2 Im(τ)−N/2 ≤ 2−N/2 Im(τ)−N ≤ 2N/2
(
|τ |2N + Im(τ)−N

)
.

In both cases, the bound |F (τ)| ≤ C2N/2(|τ |2N + Im(τ)−N ) holds, which is of the desired shape
(2.30).

Lemma 2.3. Let h > 0 and let F : H → C be a holomorphic h-periodic function of moderate
growth. Then F is holomorphic at infinity and there is β ≥ 0 so that F̂ (n) = O(nβ).

Proof. Let C,α, β ≥ 0 be such that (2.30) holds for all τ ∈ H. By applying the triangle inequality
to the first formula in (1.9), we obtain

|F̂ (n)| ≤ e−2πny/h sup
|x|≤h/2

|F (x+ iy)| ≤ Ce−2πny/h
(
y−β + (h/2 + y)β)

)
,

for all y > 0 and n ∈ Z. If n < 0, then the expression on the right tends to zero as y →∞, hence
F̂ (n) = 0 for those n, showing that F is holomorphic at infinity. For n ≥ 1 we can choose y = 1/n

to deduce F̂ (n) = O(nβ) as n→∞.

We remark (but will not use) that a holomorphic h-periodic function F : H → C, which is
holomorphic at infinity with Fourier coefficients of polynomial growth, is of moderate growth on
H, as a simple estimate using the geometric series shows. Indeed, if F̂ (n) = O(nb) for some b ≥ 0,
then the characterization of Lemma 2.2 holds with α = 0 and with β = b+ 1.

The next lemma implies that the space of functions of moderate growth on H is closed under
the slash action in weight k with respect to the group Γθ(h). (In fact, the lemma holds with any
kind of slash action defined with respect to a factor of automorphy whose absolute value equals
|µ|.)

Lemma 2.4. Let k ∈ R, h ≥ 2 and let γ ∈ Γθ(h). Let F : H → C be a function which is of
moderate growth on the subset Ω ⊆ H. Let C,N ≥ 0 be constants such that (2.29) holds for all
g ∈ SL2(R). Let γ ∈ Γθ be arbitrary. Then, for all g ∈ SL2(R) one has

γgi ∈ Ω ⇒ |(F |kγ)(g · i)| ≤ C‖gγ‖N+|k|
Fr ‖g‖|k|Fr ≤ ‖γ‖

N+|k|
Fr ‖g‖N+2|k|

Fr .

Thus, F |kγ is of moderate growth on γ−1Ω.
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2.2. Gaussians and generating series

Proof. Indeed, for γgi ∈ Ω we have, using (2.10) and the assumption on F ,

|(F |kγ)(gi)| = |jk(γ, gi)−1||F (γgi)| ≤ |µ(γ, gi)|−kC‖γg‖NFr.

Since µ is a cocycle, we also have

|µ(γ, gi)| = |µ(γg, i)||µ(g, i)|−1,

so that the desired result follows from (2.28).

2.2 Gaussians and generating series

In this section, we collect or establish some auxiliary results of general nature that will be used in
the proofs of Theorem 1 and Theorem 2. In §2.2.1 we gather some technical results on smooth radial
(Schwartz-) functions and in particular, give a proof of the density of Gaussians (see Proposition
2.3). In §2.2.2 we describe a translation of the problem of finding a Fourier interpolation formula for
radial Schwartz functions, using the nodes

√
n, n ∈ N0 to the problem of finding certain modular

integrals, making the link to what we discussed in the previous paragraph.

2.2.1 Preliminaries on radial functions and complex Gaussians

This preliminary subsection is about results on smooth radial functions on Rd, which are all related
to the issue that the Euclidean norm is not differentiable at the origin. The latter “problem” is
going to be present also at other places, in particular in Chapter 3. We will also prove a density
result for complex Gaussians, generalizing known ones.

We start by considering the linear map

Q : C∞(R)→ C∞even(R) Qg(t) = g(t2), t ∈ R.

It is natural to ask if Q is onto. In other words, given f ∈ C∞even(R), does the function g(t) = f(
√
t),

which is defined and continuous for t ≥ 0, extend to a smooth function on R? Note that the
extension of g to the negative axis can be arbitrary, as long as it is smooth on R. The first who
thoroughly investigated this question was H. Whitney [Whi43], who answered it in the affirmative.
We state his result as a lemma here. Whitney prove it via a clever application of Taylor’s theorem.

Lemma 2.5 ([Whi43]). The map Q, defined as a above, is surjective.

Note the following immediate consequence of this lemma. For every d ≥ 1, the linear map

Ed : C∞even(R)→ C∞(Rd) (Edf)(x) = f(|x|), x ∈ Rd, f ∈ C∞even(R)

is well-defined. For our purposes, we need to know that Ed induces a well-defined continuous linear
map between Schwartz spaces. This was proved by Grafakos and Teschl in [GT11] and their proof
also relied on Lemma 2.5.

Proposition 2.1 ([GT11]). The map Ed induces a continuous linear map Seven(R)→ Srad(Rd).

Before we turn to Gaussians, we need a further generalization of Whitney’s Lemma 2.5. To
explain it, note that we may view the space of radial Schwartz functions on Rd as the subspace
of functions fixed under the action of the orthogonal group O(d). Adopting this point of view,
we write Srad(Rd) = S(R)O(d) and in particular Seven(R) = S(R)O(1) with O(1) = { ± idR}. In
his paper [Sch75], Gerald Schwarz gave a beautiful characterization of the smooth functions on
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2. Fourier interpolation for radial functions

Rd which are invariant under the action of any compact subgroup K ≤ O(d). We only need
the case of K finite, which was also considered by Bierstone [Bie75] (and apparently, by several
authors roughly at the same time, as is written in cited references). So consider a finite group G
acting linearly on Rd. By a famous result of Hilbert, the algebra P(Rd)G of G-invariant polynomial
functions is finitely generated. Here, let us temporarily work with real-valued functions only, which
causes no loss of generality as far as smoothness and decay properties are concerned. Choose a
finite generating set P1, . . . , Pn ∈ P(Rd)G of P(Rd)G. We then have a well-defined map

C∞(Rn)→ C∞(Rd)G, h 7→ (x 7→ h(P1(x), . . . , Pn(x))) , x ∈ Rd, h ∈ C∞(Rn). (2.31)

Proposition 2.2 ([Sch75] [Bie75]7 ). The map in (2.31) is surjective.

Further below in this subsection, we only need the following corollary of Proposition 2.2, which,
for n = 1, specializes again to Whitney’s lemma 2.5.

Corollary 2.1. Let n ≥ 1 and let f : Rn → C be a smooth compactly supported function, which
is even in each variable, i.e., satisfies f(ε1t1, . . . , εntn) = f(t1, . . . , tn) for all εj ∈ {±1} and
all tj ∈ R. Then there exists a smooth, compactly supported function h : Rn → C such that
f(t1, . . . , tn) = h(t21, . . . , t

2
n).

Proof. We may assume that f is real-valued. It is easy to see that the algebra of real polynomials
P (x1, . . . , xn) which are even in each variable, is generated by the monomials x2

1, . . . , x
2
n. It follows

from Proposition 2.2 that there is some h ∈ C∞(Rd) such that f(t1, . . . , tn) = h(t21, . . . , t
2
n). Since f

is compactly supported, h|[0,∞)n is also compactly supported. To make h have compact support on

all of Rd, we can multiply it by a tensor product of one-dimensional functions that are identically
equal to one on [−1,∞) and identically equal to zero on (−∞,−2], say.

2.2.1.1 Gaussians

We now turn our attention to complex Gaussians eπiz|x|
2

, where z ∈ H is in the upper half plane
and x ∈ Rd. We abbreviate them by

gd(z, x) := gd(z)(x) := eπiz|x|
2

, (2.32)

but we might often drop the subscript d from the notation, when it is clear from context. As any
other function of two variables, we can view gd as a function-valued function and as such, it is
continuous, as the next lemma shows.

Lemma 2.6. The map gd : H→ Srad(Rd), z 7→ g(z), is continuous.

Proof. It suffices to verify continuity in the case d = 1, since the natural map S(R)⊗d → S(Rd) is
continuous. To do this, fix any z ∈ H and suppose given a sequence of points zk ∈ H converging
to z ∈ H, as k → ∞. By differentiating the Gaussian several times, we reduce the proof of
g1(zk)→ g1(z) in S(R1), to the task of showing that for all fixed integers j, ν ≥ 0, we have

sup
x∈R
|zjkx

νeπizkx
2

− zjxνeπizx
2

| → 0.

7Strictly speaking, Theorem 3 in [Bie75] only proves an assertion about germs of functions near the origin, but
Bierstone remarks (Remark 2 in [Bie75]) that it is possible to extend it to all functions. In any event, Theorem 1
in [Sch75] gives exactly the statement we need for all compact G.
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We write

zjkx
νeπizkx

2

− zjxνeπizx
2

= zjkx
ν(eπizkx

2

− eπizx
2

)− (zj − zjk)xνeπizx
2

= zjkx
ν

∫ zk

z

(2πix)eπiwx
2

dw + (zj − zjk)xνeπizx
2

and apply the triangle inequality to get, for all k,

sup
x∈R
|zjkx

νeπizkx
2

− zjxνeπizx
2

| . |z − zk| sup
x∈R
|xν+1e−πδx

2

|+ |zj − zjk| sup
x∈R
|xνe−πδx

2

|,

where the implied constant is independent of k and where δ = min {Im(z), infk Im(zk)} > 0. This
proves what we want.

Remark 2.3. Suppose for simplicity of discussion of this remark that d is even. It is known (see e.g.
[Lan85, ch. XI, p. 211]) that there is a unique morphism of groups ρ = ρd : SL2(R)→ Aut(S(Rd))
(the group of automorphism of the topological vector space S(Rd)), called the Weil representation,
such that the elements

n(b) =

(
1 b
0 1

)
, b ∈ R t(y) :=

(
y 0
0 y−1

)
, y ∈ R× w :=

(
0 1
−1 0

)
act in the following way on f ∈ S(Rd) via ρ:

ρ(n(b))f(x) = eπib|x|
2

f(x), ρ(t(y))f(x) = |y|d/2f(yx), ρ(w)f = f̂ .

It may be proved that ρ is strongly continuous, in the sense that for all f ∈ S(Rd) the map
SL2(R)→ S(Rd), g 7→ ρ(g)f is continuous. It is not hard to see that this is true on the subgroup
of upper-triangular matrices. This is consistent with Lemma 2.6 since for all z = b + iy ∈ H and
all x ∈ Rd, we have

ρ(n(b)t(
√
y))gd(i)(x) =

√
y
−d/2

gd(z).

Lemma 2.7. For all z ∈ H and all d ≥ 1, we have

FRd(gd(z)) = (z/i)−d/2gd(−1/z) (2.33)

where (z/i)−d/2 is defined as in item (4) in §1.1.

Proof. This is well-known. We will recall the proof of a more general formula (involving a harmonic
polynomial) in Proposition 3.1 below.

Remark 2.4. For z = iy, y > 0, the formula (2.33) is also consistent with Remark 2.3, from which
it may be “deduced” by means of the the relation

wt(y1/2)w−1 = t(y−1/2)

together with the fact that gd(i) is fixed under ρ(w) = FRd .

Proposition 2.3. For all d ≥ 1, the linear span of all Gaussians gd(z), z ∈ H is dense in Srad(Rd).
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2. Fourier interpolation for radial functions

Informally speaking, Proposition 2.3 says that Gaussians are “test functions” in Srad(Rd) in the
sense that any continuous Srad(Rd)-statement can be tested on them. More formally, a continuous
linear map from Srad(Rd) to another topological vector space is zero, if and only if its kernel
contains all Gaussians gd(z). We can apply this for instance to prove an interpolation formula for
radial Schwartz functions, if we know that both sides of that formula depend continuously upon
the input function.

For n = 1, a proof of Proposition 2.3 was given by Johnson-McDaniel in [JM12, Lemma 2]. His
proof relied on Hermite polynomials and -expansions and shows that the statement remains true
if one restricts to a subset of z ∈ H with an accumulation point. A completely different proof idea
is given in the paper by Radchenko and Viazovska [RV19, Sec. 6], which was then reformulated in
terms of density of Gaussians in [CKM+21, Lemma 2.2].

We will give a more general density result below, involving tensor products of Gaussians,
generalizing the idea [RV19, Sec. 6] further. We remark that [RV19, Sec. 6] and [CKM+21,
Lemma 2.2] both elide what is equivalent to the content of the non-trivial Corollary 2.1 for n = 1,
that is, Whitney’s lemma 2.5.

Proposition 2.4. Let d, n, d1, . . . , dn ≥ 1 be integers such that d = d1 + · · · + dn. View the
Euclidean space Rd as a product space Rd =

∏n
j=1 Rdj and correspondingly write x ∈ Rd as

x = (x1, . . . , xn) with xj ∈ Rdj . Consider the linear span V consisting of all tensor products of

Gaussians eπiz1|x1|2 · · · eπizn|xn|2 where zj ∈ H. Then V is dense in the space of all f ∈ S(Rd)
which are invariant under the natural action of O(d1)× · · · ×O(dn).

Proof. Abbreviate H := O(d1) × · · · × O(dn) ↪→ O(d). We need to show that the linear span
W ⊆ S(Rd)H , of all Gaussians

g(z)(x) = eπi
∑n
j=1 zj |xj |

2

, z ∈ Hn, xj ∈ Rdj ,

is dense in S(Rd)H .
Step 1: By adapting the proof of the fact that C∞c (Rn) is dense in S(Rd), one may show that

C∞c (Rd)O(d) is dense in S(Rd)H . In particular the larger space C∞c (Rd)H is dense in S(Rd)H .
For completeness, we include also this part of the argument. Fix w ∈ C∞c (R) such that

0 ≤ w ≤ 1, w(t) = 0, if |t| > 4, and w(t) = 1, if |t| ≤ 1. Then define φ : Rd → R by φ(x) := w(|x|2).
We have φ ∈ C∞c (Rd)O(d) ⊆ C∞c (Rd)H and 0 ≤ φ ≤ 1 as well as φ(x) = 0, if |x| > 2 and φ(x) = 1,
if |x| ≤ 1. Now given f ∈ S(Rd)H , consider fk(x) := f(x)φ(x/k), k ∈ N. Then each fk belongs to
C∞c (Rd)H and we have fk → f as k →∞ in the Schwartz topology. The intuition here is of course
that φ(x/k) will approximate the constant function 1 as k gets large, while f and all its derivatives
are very small once the norm is large. To make this rigorous, compute that for all α, β ∈ Nd0,

xα∂βf(x)− xα∂βfk(x) =
∑

γ1+γ2=β
γ1 6=0

β!

γ1!γ2!
k−|γ1|(∂γ1φ)(x/k)xα∂γ2f(x) + (φ(x/k)− 1)xα∂βf(x).

This difference tends to zero as k →∞, uniformly in x ∈ Rd.
Step 2: We now fix f ∈ C∞c (Rd)H (not the same as in step 1) and aim to show that f ∈ W .

Fix positive reals b1, . . . , bn > 0 and consider the function

h(x) := f(x)eπ
∑n
j=1 bj |xj |

2

, x = (x1, . . . , xn) ∈ Rd, xj ∈ Rdj .

Then h ∈ C∞c (Rd)H . We claim that there exists a function η ∈ C∞c (Rn) such that

h(x) = η(|x1|2, . . . , |xn|2) for all x ∈ Rd. (2.34)
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2.2. Gaussians and generating series

To prove this, let us fix the unit vectors ej ∈ Sdj−1 ⊆ Rdj and define h0 ∈ C∞c (Rn)O(1)×···×O(1) by
h0(t1, . . . , tn) := h(t1e1, . . . , tnen). By Corollary 2.1, there is η ∈ C∞c (Rn) such that h0(t1, . . . , tn) =
η(t21, . . . , t

2
n) for all tj ∈ R. This function then satisfies (2.34).

Step 3: For a function u ∈ S(Rn) such that û is compactly supported, but otherwise unspecified
for the moment, we write

f(x) = h(x)g(ib1,...,ibn)(x)

= (η − u)(|x1|2, . . . , |xn|2)g((ib1, . . . , ibn), x) + u(|x1|2, . . . , |xn|2)g((ib1, . . . , ibn), x)

= (η − u)(|x1|2, . . . , |xn|2)g((ib1, . . . , ibn), x) +

∫
Rn
û(ξ)g((ib1 + 2ξ1, . . . , ibn + 2ξn), x)dξ,

where we applied the Fourier inversion on Rn in the last step. The latter integral belongs to W ,
regardless of the choice of u, as long as û has compact support. This follows from integration
theory8 in Fréchet spaces and continuity of the map Hn → S(Rd), z 7→ gz (or alternatively by
approximation via Riemann sums). It therefore suffices to show that the term involving η − u
can be made arbitrarily small in the Schwartz topology. To see this, consider the linear map
E : S(Rn) → S(Rd)H , defined by Eϕ(x) := ϕ(|x1|2, . . . , |xn|2). It continuous for the Schwartz
topology and multiplication by g((ib1, . . . , ibn)) is continuous. Since the space of u ∈ S(Rn) such
that û has compact support is dense in S(Rn) and E is continuous, we can choose u in such a way
that E(η − u) is in any prescribed open zero neighborhood of S(Rd). This finishes the proof of
Proposition 2.4.

Remark 2.5. In the above proof, we used integration theory in locally convex vector spaces. Let
us therefore recall elements of the theory of (weak) Gelfand–Pettis integrals, as we will also use it
it in some other sections of this thesis. We refer to [Gar18, ch 14] for a more detailed treatment.

Let V be a Hausdorff locally convex vector space over the complex numbers. Let X be a
compact, second countable Hausdorff space, equipped with a Radon measure µ. Let f : X → V
be a continuous map. A vector v ∈ V is called a weak integral for f , if for all continuous linear
functionals ` : V → C we have `(v) =

∫
X
`(f(x))dµ(x) (note that the integral on the right always

exists). As a consequence of the fact that the continuous linear functionals of V separate its points,
we see that any weak integral (if it exists) is unique. Under the stated compactness assumptions
on X, and under the assumptions that the closed convex hull of any compact subset of V is also
compact9, a weak integral f exists and belongs to the (compact) closed convex hull of f(X) ⊆ V .
The existence proof is not difficult; it uses the finite intersection property and separation of convex
sets by hyperplanes in finite dimensional Euclidean spaces. We denote the weak integral of f by∫
X
fdµ or

∫
X
f(x)dµ(x). It is trivial to prove (from its characterization) that for any continuous

linear T : V →W one has
∫
X
f(x)dµ(x) =

∫
X
T (f(x))dµ(x).

Applying this to V = S(Rd) (or any closed subspace thereof) and to X ⊆ Y a compact set
containing the support of some compactly supported continuous function g : Y → V = S(Rd)
(on some locally compact space Y ), we can define the Schwartz function

∫
Y
f(x)dµ(x). The fact

that weak integrals commute with linear maps allows for trivial justification of operations such as
taking the Fourier transform under the integral sign or differentiation under the integral sign.

8We say precisely what we need after this proof
9which is satisfied by all locally convex V that are quasi-complete: all bounded Cauchy-sequences in V converge.

All Fréchet spaces are quasi-complete. We will always assume that V has (at least) the stated property for closed
convex hulls of compact sets.
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2. Fourier interpolation for radial functions

2.2.1.2 Non-integral dimensions

Here, we comment on the possibility of extending many of the results in this thesis concerning
radial functions, to non-integral dimensions, but we will not carry out this extension.

Recall the definition of the J-Bessel function as a power series:

Jν(x) =

∞∑
n=0

(−1)n

n!Γ(n+ ν + 1)

(x
2

)2n+ν

, x > 0, ν > −1.

and define J̃ν(x) := x−νJν(x), which is (at at the least) continuous near x = 0. As is well-
known we can use this function as an integral kernel to describe the Fourier transform on radial
functions. To explain how, let us define for any real k > 0 and any ϕ ∈ Seven(R) the new function
Hkϕ : [0,∞)→ C by

Hkϕ(ρ) := 2π

∫ ∞
0

ϕ(r)(r/ρ)k−1Jk−1(2πrρ)rdr = (2π)k
∫ ∞

0

ϕ(r)r2k−1J̃k−1(2πrρ)dr. (2.35)

The letter H is chosen because the above formula is a (renormalized) Hankel transform. For any
k ∈ (1/2)N and f ∈ Srad(R2k) and ρ > 0, we then have [Gra08, Appendix B.5, p. 429]

(FR2kf)0(ρ) = (Hkf0)(ρ). (2.36)

Via the Hankel transform Hk, the formula for the Fourier transform of the Gaussian (2.33) extends
to all real dimension d = 2k > 0 in a natural way. More precisely, we have

(Hkg1(z))(ρ) = (z/i)−kg1(−1/z) = (z/i)−keπi(−1/z)ρ2

(2.37)

for all real k > 0. For the proof of (2.37), we reduce via analyticity to the case z = iy and then
cite [ZMGR15, p. 706, 6.631], which asserts that∫ ∞

0

xνe−αx
2

Jν(βx)dx =
βν

(2α)ν+1
e−

β2

4α , Re(α) > 0,Re(ν) > −1, µ > 0.

We then apply this formula with

µ = k, α = πy, ν = k − 1, µ = k, β = 2πρ.

Via (2.36) and (2.37), one should be able to replace (Srad(Rd),FRd , gd) by (Seven(R),Hk, g1) for
any real k > 0, in some of the results and proofs in this thesis.

2.2.2 Generating series and functional equations

In this section, we explain the equivalence of the problem of finding a Fourier interpolation formula
for radial Schwartz functions that involves the pair of nodes {

√
n/α}n∈N0

, {
√
n/β}n∈N0

(for some
fixed α, β > 0) and the problem of finding a continuous family of modular integrals for a Hecke-
type group inside PSL2(R) depending on α, β. In Chapter 4 we will generalize this equivalence
by working with not necessarily radial functions on Rn, n ≥ 2, by replacing the nodes mentioned
above with the sets of points (x1, . . . , xn) ∈ Rn such that (x2

1, . . . , x
2
n) ∈ Λ for some fixed lattice

Λ ⊆ Rn. That generalization motivates the specific shape of interpolation nodes we consider here.
The general discussion that follows is the starting point for the proof of Theorem 1 and Theorem
2. It is implicit in [RV19] or [CKM+17].
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2.2. Gaussians and generating series

We start by asking when it is possible to find functions an, ãn : R → C so that for all f ∈
Srad(Rd) and all x ∈ Rd, we have

f(x) =

∞∑
n=0

an(|x|)f(
√
n/α) +

∞∑
n=0

ãn(|x|)f̂(
√
n/β) (2.38)

with absolute convergence. Here, the integer d ≥ 1 and the real numbers α, β > 0 are given and
considered as fixed. By a straightforward scaling argument, we see that it suffices to consider the
case α = β. We henceforth consider a fixed h > 0 and the problem of finding an, ãn satisfying
(2.38) in the case h/2 = α = β, i.e. such that

f(x) =

∞∑
n=0

an(|x|)f(
√

2n/h) +

∞∑
n=0

ãn(|x|)f̂(
√

2n/h). (2.39)

There are different ways of interpreting the equal sign in (2.39):

• at the point-wise level: we fix x and interpret the right hand side as a formula for the
functional evx(f) = f(x). From this point of view, we need two families of sequence of
numbers an(r), ãn(r). In principle, it could happen that such families exist, but that the
resulting functions r 7→ an(r) are badly behaved.

• at the level of functions: we seek sequences of functions an, ãn in some “nice” space V of
functions on Rd so that for all radial functions f ∈ V , we have

f =

∞∑
n=0

f(
√

2n/h)an +

∞∑
n=0

f̂(
√

2n/h)ãn (2.40)

with convergence in topology of that space. In that case, we can also view the the right hand
side of (2.40) as an artful way of expressing idV :

idV =

∞∑
n=0

(evrn ⊗ an) +

∞∑
n=0

(F∗(evrn)⊗ ãn), rn :=
√

2n/h.

Here F∗ denotes the distributional Fourier transform and ⊗ is used in reference to the natural
bilinear map V ∗ × V → End(V ). This viewpoint will be more relevant in §3.3.

Before we do anything fancier, we address the first of these viewpoints and restrict attention to the
function space Srad(Rd). Thus, we fix temporarily some x ∈ Rd and ask about the existence of two
sequences of complex numbers an(r), ãn(r), r = |x|, such that (2.39) holds for all f ∈ Srad(Rd).
It is then reasonable to impose the growth condition an(r), ãn(r) = O(na) for some a, possibly
depending on r. Indeed, in that case, the right hand side of (2.39) defines a continuous functional
on Srad(Rd) so that its equality with the evaluation functional evx can be tested on a dense subspace
of Srad(Rd), e.g. on the span of all complex Gaussians gd(z) ∈ Srad(Rd), z ∈ H, by Proposition
2.3. This technical reduction and the square root structure are what allows the connection to the
theory of modular forms, as will become clear in the sequel.

Assume first that numbers an(r), ãn(r) exist with the previously mentioned properties. We
can then consider the following generating functions of these numbers

F (z) =

∞∑
n=0

an(r)e2πinz/h, F̃ (z) :=

∞∑
n=0

ãn(r)e2πinz/h, z ∈ H. (2.41)
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2. Fourier interpolation for radial functions

By our polynomial growth assumptions, these series define h-periodic, holomorphic functions F, F̃ :
H → C. Moreover, since (2.39) holds for f = g(z), since FRd(g(z)) = (z/i)−d/2g(−1/z) and since
g(z)(

√
2n/h) = e2πinz/h, the functions F and F̃ must satisfy

F (z) + (z/i)−d/2F̃ (1/z) = g(z)(r) = eπizr
2

. (2.42)

We constructed F and F̃ assuming the existence of an(r), ãn(r). Suppose conversely that we are
given two h-periodic, holomorphic functions F, F̃ : H→ C related by (2.42). Then these functions
admit Fourier expansions as in (2.41) with Fourier coefficients given by

an(r) =
1

h

∫ iy+h/2

iy−h/2
F (z)e−2πinz/hdz, ãn(r) =

1

h

∫ iy+h/2

iy−h/2
F̃ (z)e−2πinz/hdz, (2.43)

where y > 0 is arbitrary. If one can show that the coefficients an(r) and ãn(r) are zero for n < 0 and
are polynomally bounded, then the interpolation formula (2.39) will hold with these numbers, for
all Gaussians, hence for all Schwartz functions, as just explained. By Lemma 2.3, these conditions
on the coefficients will hold if F and F̃ are both of moderate growth. (In fact, the conditions are
equivalent).

This was just a reformulation of the problem using the density of Gaussians. To make progress,
we will connect the problem to symmetries of the upper half plane and the groups Γθ(h), Γ(h) that
already implicitly appeared via the transformations z 7→ z + h and z 7→ −1/z. To that end, recall
from §2.1.1 the definition of the cocycle jk : Γθ → Hol(H,C×) and the slash action (2.9) derived
from it. If d = 2k, then what we need are two holomorphic functions F , F̃ : H → C (depending
on the fixed real number r ≥ 0) of moderate growth, satisfying

(i) F |k(Th − 1) = 0. This says that F is h-periodic.

(ii) F̃ |k(Th − 1) = 0. This says that F̃ is h-periodic.

(iii) F + F̃ |kS = g. This rewrites the equation (2.42). Here, we temporarily abuse notation and

write g for the function g(z) = eπizr
2

.

Again, we have not done much else other than rewriting things with the newly introduced slash-
action. Our next, slightly less trivial step, consists in eliminating F̃ from these equations. More
precisely, we claim that it suffices to find (only) F satisfying

(a) F |k(Th − 1) = 0,

(b) F |k(V −h − 1) = g|(V −h − 1).

We recall here that V x = ST−xS for all x ∈ R. To explain why (a) (b) imply (i), (ii) and (iii),
note that, if we have solved (a), (b), we can define F̃ by F̃ = (g−F )|kS and (i) and (iii) will hold
trivially and (ii) holds because

((g − F )|kS)|k(Th − 1) = (g − F )|k(S(Th − 1))

= (g − F )|k(S(Th − 1)SS)

= ((g − F )|k(V −h − 1))|kS = 0|kS = 0

Moreover, if F is of moderate growth on H, then so is F̃ by Lemma 2.4 and since g is obviously of
moderate growth.

To make further progress in finding F satisfying (a) and (b), let us generalize the setting,
“forget” that we actually care about the Gaussian g on the right hand side of (b) and let us
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2.2. Gaussians and generating series

instead consider the following problem: Given a real number h ≥ 2 and given a holomorphic
function ϕ : H → C of moderate growth, find a holomorphic function F : H → C of moderate
growth, such that

(A) F |k(Th − 1) = 0

(B) F |k(V −h − 1) = ϕ|k(V −h − 1).

Moreover, if F is of moderate growth, then so will be F̃ , by Lemma 2.4. If we can solve this problem,
we can solve (all) the previous one(s), since for all r ∈ R, the function ϕ(z) = gr(z) = eπir

2z is
holomorphic and of moderate growth (simply because it is always bounded by 1). In a second step,
we can attempt to analyze how the solutions vary with r, to say something towards the second
bullet point containing (2.40).

In solving (A) and (B), the first elementary but useful observation to make is the following:
When ϕ = 0, henceforth referred to as the homogeneous case/system, the solutions are exactly
modular forms for the subgroup generated by Th and V h, that is, the group Γ(h), introduced in
§2.1.1.

In order to actually find F , we will use two different approaches, which will be presented in the
remaining sections 2.3 and 2.4. We believe, but have not checked in complete detail, that if the
weight k is bigger than 2, then Knopp’s general results [Kno74], briefly discussed in §2.1.3, should
prove the existence of F by other means. Since the construction is rather complicated and not
explicit enough for our purposes, we will not comment further on this.

2.2.2.1 Decomposition into Fourier eigenspaces

For later purposes, we record here an alternative version of the strategy outlined in the previous
section, which is also the approach taken by Radchenko–Viazovska in [RV19]. For ε ∈ {±1}, define

Sεrad(Rd) := {f ∈ Srad(Rd) : f̂ = εf}.

Then any given f ∈ Srad(Rd) can be written as

f =
f + f̂

2
+
f − f̂

2
= f+ + f−,

where fε ∈ Sεrad(Rd) (we use here that the Fourier transform is an involution on even functions,
in particular on radial functions). Using this decomposition, we see that, in order to prove an
interpolation formula of the shape (2.39), it suffices to find bεn(r) so that

f(r) =

∞∑
n=0

bεn(r)f(
√

2n/h), for all f ∈ Sεrad(Rd). (2.44)

Indeed, the functions

an :=
b+n + b−n

2
, ãn :=

b+n − b−n
2

will then satisfy (2.39). To find bεn satisfying (2.44), it suffices to find h-periodic, holomorphic
functions F+, F− : H× R→ C of moderate growth such that

F ε(z, r) + ε(z/i)−kF ε(−1/z, r) = g(z, r) + ε(z/i)−kg(−1/z, r)

for all z ∈ H, r ∈ R. This is because the mappings f 7→ f+εf̂
2 are continuous surjective projections

onto Sεrad(Rd) so that, as a consequence of Proposition 2.3, the set of all functions g(z) + εĝ(z) =
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2. Fourier interpolation for radial functions

g(z) + ε(z/i)−kg(−1/z), z ∈ H, is dense in Sεrad(Rd). Just as before, we may also rewrite the
transformation behavior of F ε more algebraically using an extension of the slash action |k defined
via jk in (2.8). Namely, let χε : Γθ(h) → {±1} denote the group homomorphism satisfying
χε(T

h) = 1, χε(S) = ε. Let us then define

ϕ|εkγ := χε(γ)jk(γ)−1(ϕ ◦ γ)

for any function ϕ : H→ C and γ ∈ Γθ(h). Then the functions F ε must satisfy

(1) F ε|εk(1− Th) = 0,

(2) F−ε|εk(1− S) = g|εk(1− S).

Note the sign change in (ii). Here we have again extended the slash action to the group algebra
C[Γθ(h)]. Moreover, by means of the relationships(

F

F̃

)
=

1

2

(
1 1
−1 1

)(
F+

F−

)
⇐⇒

(
F+

F−

)
=

(
1 −1
1 1

)(
F

F̃

)
, (2.45)(

an
ãn

)
=

1

2

(
1 1
1 −1

)(
b+n
b−n

)
⇐⇒

(
b+n
b−n

)
=

(
1 1
1 −1

)(
an
ãn

)
, (2.46)

the problem of finding (F+, F−) and (b+n , b
−
n ) is equivalent to the problem of finding (F, F̃ ) and

(an, ãn) described in the previous section.

2.3 Modular integrals via Green-type kernels on Γ(2)

In this section, we will construct modular integral(s) F and F̃ having the properties stated in the

previous section, in the case h = 2 and ϕr(z) = eπizr
2

, as an integral transform of a meromorphic
kernel function K(τ, z) of τ, z ∈ H. The approach is similar to the approach taken by Radchenko
and Viazovska [RV19], but is not the most direct generalization of their proof to radial functions in
higher dimensions (see [BRS20] and [RS21] for that generalization). Specifically, instead of working
on the congruence subgroup Γθ of PSL2(Z) we work on the (smaller, normal) congruence subgroup
Γ(2) ≤ Γθ, which has three cusps instead of two.

The structure of §2.3 is as follows:

• In §2.3.1 we state the main result, Theorem 1.

• In §2.3.2 we prove one part of this theorem which follows from the other parts and shows
that Srad(Rd) is isomorphic (as topological vector spaces, in different ways) to a certain space
of pairs of sequences, which we will describe precisely. This shows that Theorem 1 provides
free interpolation formula.

• In §2.3.3 we will define the already mentioned kernel functions K(τ, z) and list some of their
important properties.

• In §2.3.4 we will compute the Fourier expansions of τ 7→ K(τ, z) which are weakly holomorphic
modular forms in z.

• In §2.3.5 we will construct the pair of generating functions F, F̃ , introduced in the previous
section as contour integrals involving the kernel K(τ, z) and the Gaussian.

• In §2.3.6 we will show that the generating functions F and F̃ so defined are of moderate
growth. This will be a big part of the work and quite technical.

• In §2.3.7 we will combine all of the previous parts to give the proof of Theorem 1.
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2.3. Modular integrals via Green-type kernels on Γ(2)

2.3.1 Main result

The main result of §2.3 is the following theorem.

Theorem 1. Let d ≥ 1 and n0, n̂0 ≥ 0 be integers such that n0 + n̂0 = 1 + bd/4c. Set k = d/2.
There exist two unique sequences10 (ak,n)n≥n0 , (ãk,n)n≥n̂0 of real-valued radial Schwartz functions
on Rd, having the following two properties.

(i) For every f ∈ Srad(Rd) we have

f =

∞∑
n=n0

f(
√
n)ak,n +

∞∑
n=n̂0

f̂(
√
n)ãk,n, (2.47)

with convergence in the Schwartz space topology.

(ii) For all integers n,m ≥ n0 and all p, q ≥ n̂0 we have

ak,n(
√
m) = δm,n F(ak,p)(

√
q) = 0

ãk,n(
√
m) = 0 F(ãk,p)(

√
q) = δp,q

Moreover, for every continuous semi-norm ‖·‖ on S(Rd), the sequences (‖ak,n‖)n∈N0 , (‖ãk,n‖)n∈N0

are polynomially bounded. The map

Φd : Srad(Rd)→ S(N0)× S(N0), Φd(f) =
(
(f(
√
n))n∈N0

, (f̂(
√
n))n∈N0

)
(2.48)

is a continuous linear injection and defines an isomorphism of Fréchet spaces onto a closed subspace
of co-dimension 1+bd/4c, which is the space of vectors annihilated by the image of a linear injection
Mk(Γ(2))→ (S(N0)× S(N0))∗. The inverse map is given by

Ψd((xn), (yn)) :=

∞∑
n=n0

xnak,n +

∞∑
n=n̂0

ynãk,n (2.49)

for x = (xn), y = (yn) in that subspace; see Proposition 2.5 for the precise description of the image
of Φd.

Here, S(N0) is the space of rapidly decreasing sequences and Mk(Γ(2)) is the space of modular
forms of weight k for the group Γ(2) ≤ PSL2(Z).

Remark 2.6. Note that the properties (i) and (ii) force the uniqueness of the functions ak,n, ãk,n
and that (ii) implies that, if n0 = n̂0, then ãk,n = F(ak,n) for all n ≥ n0. The assertion concerning
the isomorphism with the space of pairs of sequences will be formulated more precisely and proved
in Proposition 2.5 in §2.3.2.

2.3.2 The image of Φd and its inverse

We let, as usual, d ≥ 1 be an integer and write k = d/2 and view these parameters fixed. The goal
of this section is to explain and prove the assertions concerning the mappings Φ = Φd and Ψ = Ψd

10the functions ak,n and ãk,n also depend on n0 and n̂0, but we do not display this dependence in the notation.
In the following, we also set ak,n = 0 if n < n0 and ãk,n = 0 for n < n̂0.
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2. Fourier interpolation for radial functions

given in (2.48) and (2.49) in Theorem 1 assuming the other parts of that theorem. Recall from
item (13) in §1.1 the definition of the spaces S(N0), P(N0). There is the natural bilinear pairing

〈·, ·〉 : S(N0)× P(N0)→ C given by 〈(xn), (cn)〉 :=

∞∑
n=0

xncn. (2.50)

We say that a sequence of Schwartz functions (fn)n∈N0
on Rd has polynomial semi-norm growth,

if for all fixed α, β ∈ Nd0, the sequence of semi-norms ‖fn‖α,β belongs to P(N0). Next, recall (from
item (15) in §1.1) that any 2-periodic holomorphic function ϑ : H→ C admits a Fourier expansion

ϑ(z) =
∑
n∈Z ϑ̂(n)eπinz. Assuming that (ϑ̂(n))n∈N0

has polynomial growth we can attach to it a
continuous linear functional ϑ∗ ∈ S(N0)∗ via the above paring; it is given by

ϑ∗(x) := 〈x, ϑ∗〉 := 〈(xn)n∈N0
, (ϑ̂(n))n∈N0

〉 :=

∞∑
n=0

xnϑ̂(n).

Now consider some ϑ ∈ Mk(Γ(2)). We compute the action of ϑ∗ on a Gaussian g(z) = gd(z) ∈
Srad(Rd), z ∈ H and its Fourier transform ĝ(z) and see that 〈g(z), ϑ∗〉 =

∑∞
n=0 ϑ̂(n)eπinz = ϑ(z)

and

〈ĝ(z), ϑ∗〉 =

∞∑
n=0

ϑ̂(n)(z/i)−keπinSz = (ϑ|kS)(z) =

∞∑
n=0

(̂ϑ|S)(n)eπinz.

Recall that ϑ|S is 2-periodic with polynomially bounded Fourier coefficients. By replacing ϑ by
ϑ|S is the last computation, we obtain

〈g(z), ϑ∗〉 − 〈ĝ(z), (ϑ|S)∗〉 = ϑ(z)− ϑ(z) = 0,

for all z ∈ H. Let us define the linear map

A : Mk(Γ(2))→ (S(N0)× S(N0))∗, ϑ 7→ A(ϑ),

by

〈(x, y),A(ϑ)〉 := 〈x, ϑ∗〉 − 〈y, (ϑ|S)∗〉 =

∞∑
n=0

(ϑ̂(n)xn − (̂ϑ|S)(n)yn).

By continuity of f 7→ 〈Φ(f),A(ϑ)〉 and the density of the span of all Gaussians g(z) in Srad(Rd)
(Proposition 2.3) we then have have 〈Φ(f),A(ϑ)〉 = 0 for all ϑ ∈ Mk(Γ(2)) and all f ∈ Srad(Rd).
Formulated differently, we have shown that the image of Φd is contained in ⊥Mk(Γ(2)), where11

⊥Mk(Γ(2)) := {(x, y) ∈ S(N0)× S(N0) : 〈(x, y),A(ϑ)〉 = 0 for all ϑ ∈Mk(Γ(2))} .

The next proposition will show that image of Φ is in fact equal to that space and that Ψ defines
the inverse of Φ on its image.

Proposition 2.5. Let n0, n̂0 ∈ N0 be such that n0 + n̂0 = 1+bd/4c. Let (ak,n)n≥n0
and (ãk,n)n≥n̂0

denote the two (necessarily unique) sequences of radial Schwartz functions on Rd having properties
(i) and (ii) stated in Theorem 1 and enjoying polynomial semi-norm growth. Let Φ = Φd and
Ψ = Ψd be defined as in (2.48) and (2.49) respectively. Then Ψd is a well-defined continuous
linear map, and the compositions Φ ◦Ψ and Ψ ◦ Φ satisfy

Ψ(Φ(f)) = f for all f ∈ Srad(Rd), (2.51)

Φ(Ψ(x, x̃)) = (x, x̃) for all (x, x̃) ∈ ⊥Mk(Γ(2)). (2.52)

11The more accurate notation for this space is perhaps ⊥A(Mk(Γ(2))), but note that A is injective.
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2.3. Modular integrals via Green-type kernels on Γ(2)

Proof. That Ψ is a well-defined follows form sequential completeness of space of radial Schwartz
functions and the assumption that the ak,n, ãk,n have polynomial semi-norm growth. Continuity
holds from the same reason (use the triangle inequality). Note that (2.51) is just a rewriting of
(the assumed) part (i) of Theorem 1. It remains to establish (2.52). So let (x, x̃) ∈ ⊥Mk(Γ(2)).
By the assumed part (ii) of Theorem 1, the pair (y, ỹ) := Φ(Ψ(x, x̃))− (x, x̃) is of the form

(y, ỹ) = ((s0, . . . , sn0−1, 0, 0, . . . ), (t0, . . . , tn̂0−1, 0, 0, . . . )) ∈ ⊥Mk(Γ(2)),

for some sj , tj ∈ C. For integers a, b ≥ 0 such that a+ b ≤ bk/2c = n0 + n̂0 − 1, consider

ϑa,b := Θd
3λ
a(1− λ)b ∈Mk(Γ(2)).

Note that ord∞(ϑa,b) = a and that ϑa,b|S = ϑb,a and so

0 = 〈(y, ỹ),A(ϑa,b)〉 = 〈y, ϑ∗a,b〉 − 〈ỹ, ϑ∗b,a〉 =

n0−1∑
n=0

ynϑ̂a,b(n)−
n̂0−1∑
n=0

ỹnϑ̂b,a(n).

Taking a = n0 and letting b range in {0, 1 . . . , n̂0 − 1} yields a triangular system of homogeneous
linear equations in the ỹn and shows that they are all zero. Similarly, taking b = n̂0 and letting
a range in {0, 1, . . . , n0 − 1} yields a triangular system of homogeneous linear equations involving
only the yn and shows that they are all zero, as desired.

We point out that the map Φd and its image depend only upon d, whereas the map Ψd depends
a priori also on the parameters n0 and n̂0. However, the above proposition implies that all of
the maps Ψd = Ψd,n0,n̂0

agree on the finite co-dimensional subspace image(Φd) = ⊥Mk(Γ(2)) ⊆
S(N0)× S(N0).

2.3.3 Definition of the kernels

Given k ∈ R, `, ˆ̀∈ Z, we define a function Kk,`,ˆ̀(τ, z) of (τ, z) ∈ H×H such that z /∈ Γ(2)τ , by

Kk,`,ˆ̀(τ, z) =
1

πi

λ′(z)

λ(z)− λ(τ)

Θ(τ)2k

Θ(z)2k

λ(τ)`λ(Sτ)
ˆ̀

λ(z)`λ(Sz)ˆ̀
. (2.53)

Let us remark that for all z, τ ∈ H, we have that λ(z) = λ(τ) if and only if z ∈ Γ(2)τ (as can be
proved using (2.18)). Let us write down some properties of this kernel. First, for fixed τ ∈ H, the
function z 7→ Kk,`,ˆ̀(τ, z) is meromorphic and modular of weight 2 − k, all of its poles are simple,

contained in Γ(2)τ and for each γ ∈ Γ(2), we have

Resz=γτ Kk,`,ˆ̀(τ, z) =
jk(γ)(τ)−1

πi
. (2.54)

To see this, we compute that for z /∈ Γ(2)τ and z → γτ we have

πi(z − γτ)Kk,`,ˆ̀(τ, z) =
λ′(z)

λ(z)−λ(γτ)
z−γτ

Θ(τ)2k

Θ(z)2k

λ(τ)`λ(Sτ)
ˆ̀

λ(z)`λ(Sz)ˆ̀
−→ Θ(τ)2k

Θ(γτ)2k
= jk(γ, τ)−1.

Second, again for fixed τ ∈ H, the function

κτ (z) = Kk,`,ˆ̀(τ, z) =
1

λ(z)− λ(τ)

Θ(τ)2k

Θ(z)2k−4

λ(τ)`λ(Sτ)
ˆ̀

λ(z)`−1λ(Sz)ˆ̀−1

(where we used the formula (2.21) λ′ = πiλ(1− λ)Θ4) has the following valuations at the cusps

ν∞(κτ ) = 1− `, ν0(κτ ) = 1− ˆ̀, ν1(κτ ) = 1 +
4− 2k

4
+ (`− 1) + (ˆ̀− 1) = `+ ˆ̀− k

2
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2. Fourier interpolation for radial functions

2.3.4 Expansions into weakly holomorphic modular forms

The goal of this section is to show that the Fourier coefficients of the 2-periodic meromorphic
function τ 7→ Kk,`,ˆ̀(τ, z) are weakly holomorphic modular forms for Γ(2), which themselves have
an interesting Fourier expansion at infinity. We will ultimately use this to prove the interpolatory
properties of the basis functions entering Theorem 1, that is, part (ii) of that theorem.

This discussion is similar to [RV19, Thm 3] and to what is done in the paper [DJ08] by Duke
and Jenkins in the case of PSL2(Z). Compared to the latter paper, we replace (roughly speaking)
(PSL2(Z),∆, j) by (Γ(2),Θ3, λ).

We fix k ∈ R and two non-negative integers `, ˆ̀. We also fix z ∈ H and abbreviate

a := az := λ(z), κ(τ) := κz(τ) := Kk,`,ˆ̀(τ, z).

Let us also define

Ωz :=

{
τ ′ ∈ H : Im(τ ′) ≥ 1 + sup

γ∈Γ(2)

Im(γ · z)

}
. (2.55)

For τ ∈ Ωz, the function κ(τ) is holomorphic and if Im(τ) is in addition large enough so that
|λ(τ)/λ(z)| < 1, we have

κ(τ) = Θ(z)4−2kλ(Sz)1−ˆ̀ 1

1− λ(τ)/λ(z)

λ(τ)`

λ(z)`
Θ(τ)2kλ(Sτ)

ˆ̀

= Θ(z)4−2kλ(Sz)1−ˆ̀
∞∑
n=`

λ(τ)n

λ(z)n
Θ(τ)2kλ(Sτ)

ˆ̀
.

This suggests that there are polynomials Pk,n(X) = P
(`,ˆ̀)
k,n (X) ∈ X`Q[X] of degree n ≥ `, so that

κ(τ) =

∞∑
n=`

(
Θ(z)4−2kλ(Sz)1−ˆ̀

P
(`,ˆ̀)
k,n (1/λ(z))

)
eπinτ . (2.56)

We will now make this rigorous. We introduce ϕ(z) = Θ(z)2k−4λ(z)`−1λ(Sz)
ˆ̀−1 and recall formula

(2.21), which was λ′ = πiΘ3λ(1− λ), to write the kernel as

κ(τ) =
1

πi

λ′(τ)

a− λ(τ)

ϕ(τ)

ϕ(z)
=
w(λdisc)′(w)

a− λdisc(w)

ϕdisc(w)

ϕ(z)
, w = eπiτ .

Let n ≥ ` and let δ > 0 be such that for |w| < 2δ we have |λdisc(w)| < |a|. Then

κ̂(n) =
1

ϕ(z)

∫
|w|=δ

κdisc(w)

wn+1

dw

2πi
=

1

ϕ(z)

∫
|w|=δ

ϕdisc(w)

a− λdisc(w)

(λdisc)′(w)

wn
dw

2πi
.

Since λdisc(w) vanishes to order exactly 1 at w = 0, it defines a biholomorphic map between |w| < δ
and some open neighborhood of 0. We would thus like to make the change of variables ζ = λdisc(w).
In order to get a “nice” expression in terms of ζ after we do this, we want to be able rewrite the

term ϕdisc(w)
wn in terms of a function of λdisc(w). To do so, we look for a polynomial Qn = Q

(`,ˆ̀)
k,n so

that
ϕdisc(w)

wn
−Qn(1/λdisc(w)) = O(1), when w → 0. (2.57)
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2.3. Modular integrals via Green-type kernels on Γ(2)

We prove the existence of such polynomials Qn later. We add and subtract Q(1/λdisc(w)) to the

integral expressing κ̂(n) above to get rid of ϕdisc(w)
wn . Then, we change variables ζ = λdisc(w) as

explained before, to obtain

κ̂z(n) =
1

ϕ(z)

∫
|w|=δ

1

a− λdisc(w)
Qn(1/λdisc(w))(λdisc)′(w)

dw

2πi

=
1

ϕ(z)

∫
|ζ|=ε

1

a− ζ
Qn(1/ζ)

dζ

2πi
=

1

ϕ(z)

∫
|ξ|=1/ε

1

a− ξ−1
Qn(ξ)

1

ξ2

dξ

2πi

=
1

aϕ(z)

∫
|ξ|=1/ε

1

ξ − a−1

Qn(ξ)

ξ

dξ

2πi
=

1

aϕ(z)

Qn(a−1)

a−1
=

1

ϕ(z)
Qn(1/λ(z)),

where the second last step is an application of Cauchy’s theorem whose justification also requires
that Qn(0) = 0. Once we find such Qn, the polynomials Pk,n(X) = X`−1Qn(X) will then indeed

express κ̂(n) as in (2.56). We add the argument for this to the proof of the following summarizing
result.

Proposition 2.6. Let k be a real number and let `, ˆ̀≥ 0 be integers12. For every integer n ≥ `,

there exists a unique polynomial P
(`,ˆ̀)
k,n ∈ X`C[X] such that degP

(`,ˆ̀)
k,n = n and such that the weakly

holomorphic modular form

ϑ
(`,ˆ̀)
k,n (z) := Θ(z)4−2kλ(Sz)1−ˆ̀

P
(`,ˆ̀)
k,n (1/λ(z))

satisfies

(ϑ
(`,ˆ̀)
k,n )∧(−m) = δn,m

for all integers n,m ≥ `. Moreover, for each z ∈ H and all τ ∈ Ωz (as defined in (2.55)) we have

Kk,`,ˆ̀(τ, z) =

∞∑
n=`

ϑ
(`,ˆ̀)
k,n (z)eπinτ . (2.58)

Proof. Let n ≥ ` be an integer. Consider a general polynomial P (X) =
∑n−`
j=0 ajX

j+` ∈ X`C[X]
of degree n and the function

ϑP (z) = Θ(z)4−2kλ(Sz)1−ˆ̀
P (1/λ(z)).

This is a weakly holomorphic modular form for Γ(2) of weight 2 − k with a pole at infinity of
order at most the degree P , so we need to show that there is a unique P for which we have

ϑ∧P (−m) = δn,m for all m ∈ {`, `+ 1, . . . , n}. Since Θ(z)4−2kλ(Sz)1−ˆ̀
is regular and non-vanishing

at ∞, the condition ϑ∧P (−n) = 1 fixes the leading coefficient of P and the other coefficients are
then determined successively from the condition ϑ∧P (−m) = 0 for ` ≤ m < n. Thus there is indeed

a unique P = P
(`,ˆ̀)
k,n with the stated properties.

To prove that (2.58) holds, it suffices to show that the polynomial Qn(X) = Q
(`,ˆ̀)
n (X) =

X−`+1P
(`,ˆ̀)
k,n (X) is such that (2.57) holds. To see that it does, we write, for n ≥ `,

ϕdisc(w)

wn
−Qn(1/λdisc(w)) = ϕdisc(w)

(
1

wn
− λdisc(w)`−1

ϕdisc(w)
Pn(1/λdisc(w))

)
= ϕdisc(w)O(w−`+1) = O(1)

as w → 0, as desired.

12not necessarily satisfying `+ ˆ̀= 1 + bk/2c, as in many other parts of this chapter.
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M+M−

A B

Figure 3: The sets M±, A,B

2.3.5 Singular integral transforms

In this section, we will construct the modular integral Fk,`,ˆ̀(τ, x) whose Fourier coefficients are

the functions ak,n in Theorem 1 as an integral transform of the kernel function Kk,`,ˆ̀(τ, z) defined
earlier.

2.3.5.1 Definition of the integral

Fix a real number k ≥ 0 and integers `, ˆ̀ ∈ N0 such that ` + ˆ̀ = 1 + bk/2c. We abbreviate by
K := Kk,`,ˆ̀, the function defined in (2.53). Let

M := D2 ∪ SD2 = {z ∈ H : |Re(z)| < 1, |z − 1/2| > 1/2, |z + 1/2| > 1/2}

denote “the” fundamental domain for Γ(2)\H, as introduced in (2.3), (2.4). Let α0, β0 : [0, 1] →
H ∪ R, denote the following pieces of the boundary of M:

α0(t) = −1/2 + (1/2)eπi(1−t), β0(t) = 1/2 + (1/2)eπi(1−t).

We orient these paths clock-wise. We write α−0 and β−0 for the reversed paths, oriented counter-
clockwise. Recall that V = ST−1S and note that

α−0 = V −2β0, β−0 = V 2α0. (2.59)

Given a point τ ∈M, we call a piece-wise smooth path γ = γτ : [0, 1]→ C admissible for τ , if:

• γ((0, 1)) ⊆ H, γ(0) = −1, γ(1) = 1,

• there exists t0 ∈ (1/2, 1) such that γτ is the concatenation of α0|[0,t0], the line segment joining
α(t0) to β(1− t0) and β|[1−t0,1],

• Im(α0(t0)) < Im(τ), so that the line segment is below the point τ .

Thus, an admissible path is a slight “tweaking” near 0 of the path α0 + β0. This is to avoid the
pole of z 7→ K(τ, z) at the cusp 0 (and the pole at z = τ inM itself of course). Note that, if ˆ̀= 0,
then z 7→ K(τ, z) has no pole at 0 and no such modification would be necessary, that is to say, we
could set γτ = α0 + β0 for all τ ∈M during the entire following analysis.
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2.3. Modular integrals via Green-type kernels on Γ(2)

Proposition 2.7. Let ϕ : H→ C be a holomorphic function of moderate growth. For τ ∈ M the
integral

F (τ) := Fk,`,ˆ̀(τ, ϕ) :=
1

2

∫
γτ

K(τ, z)ϕ(z)dz, (2.60)

taken over any admissible path γτ of τ ∈M is well-defined and defines a holomorphic function of
τ . It extends to a holomorphic function on all of H where it satisfies the functional equations

F |k(T 2 − 1) = 0, F |k(V −2 − 1) = ϕ|k(V −2 − 1). (2.61)

Proof. Fix a point τ ∈ M, and an open ball B, centered at τ such that B ⊆ M, and such
that we can find a single admissible path γ = γτ , which is also admissible for all τ ′ ∈ B. Fix a
parametrization γ : [0, 1]→ C of this path. Let X = XB denote the space of C-valued continuous
functions on B which are holomorphic in B. Equipped with the sup norm, X becomes a Banach
algebra. Consider the map

f : (0, 1)→ X, f(t) := K(·, γ(t))ϕ(γ(t))γ′(t).

We claim that f is continuous and that it extends continuously to [0, 1] by f(0) = f(1) = 0 ∈ X.
To prove this, we may replace f by

f̃(t) :=
λ(γ(t))

λ(γ(t))− λ(·)
ϑ(γ(t))ϕ(γ(t)), ϑ(z) = Θ(z)4−2kλ(Sz)−

ˆ̀+1λ(z)−`.

For this reduction we used that multiplication by a complex scalar or an element ofX are continuous
operations on X. Let ti ∈ (0, 1) be a sequence such that ti → t0 ∈ [0, 1]. Write zi = γ(ti). Suppose
first that t0 ∈ (0, 1). To show that f̃(ti)→ f̃(t0), it suffices to show that

sup
τ∈B

∣∣∣∣ λ(zi)

λ(zi)− λ(τ)
− λ(z0)

λ(z0)− λ(τ)

∣∣∣∣ = sup
τ∈B

|λ(τ)|
|λ(z0)− λ(τ)|

|λ(z0)− λ(zi)|
|λ(zi)− λ(τ)|

tends to zero as i→∞. This is clear, since the denominators can be bounded uniformly from below
by compactness and continuity. Suppose now that t0 = 0. Then, to show that f̃(ti) → 0 ∈ X, it
suffices to show that

sup
t∈[0,1],τ∈B

∣∣∣∣ λ(γ(t))

λ(γ(t))− λ(τ)

∣∣∣∣ <∞, and lim
t→0

ϑ(γ(t))ϕ(γ(t)) = 0.

The second assertion holds since

ord1 (ϑ) =
4− 2k

4
+ (ˆ̀− 1) + ` = −k

2
+ 1 +

⌊
k

2

⌋
> 0,

so that, as t → 0, we have ϑ(γ(t)) . e−α Im(γ(t))−1

for some α > 0. Since ϕ is assumed to be of
moderate growth, the vanishing of the limit follows. The finiteness of the supremum follows by
writing

λ(γ(t))

λ(γ(t))− λ(τ)
=

1

1− λ(τ)/λ(γ(t))

and using that λ(γ(t))→ 0 as t→ 0 (or 1) and, away from t = 0, using compactness and continuity.
These arguments prove that the original map f(t) extends to a continuous X-valued function on
[0, 1] and can thus be integrated; see §2.5. This shows that the integral (2.60) is well-defined and
holomorphic on M. It is clear that it does not depend upon the choice of the admissible path.
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2. Fourier interpolation for radial functions

Now we turn to the analytic continuation. We introduce the following sets (see Figure 3).

M+ := {z ∈M : Re(z) > 0}, M− := {z ∈M : Re(z) < 0} = SM+.

Note that the open set

A := ST 2SM+ = V −2M+ = ∆(−1,−1/2, 0)

is a hyperbolic triangle13 below M−, with one arc given by α0. Similarly, the open set

B := ST−2SM− = V 2M− = ∆(0, 1/2, 1)

is a hyperbolic triangle below M+ with one arc given by β0. We shall first analytically continue
F (τ) from M+ to M+ ∪ B and then say that one can proceed similarly to analytically continue
F (τ) to M− ∪ A.

For τ ∈ B (or on β0) we define

Fcont(τ) =
1

2

∫
γ̃τ

K(τ, z)ϕ(z)dz

where γ̃τ is a path described as follows:

• In H− = {z ∈ H : Re(z) < 0}, the path γ̃τ is contained in M−, joins −1 to (essentially) 0
and runs “above” γτ , so as to enclose with γτ (in H−) a domain Ω−(ST 2Sτ) that contains
ST 2Sτ ∈M− and no other Γ(2) conjugates in that domain,

• in H+, the path γ̃τ is contained in B and joins 0 to 1 along the two geodesic arcs with
endpoints 0, 1/2, 1 (except that we have to modify the paths near the points 0 and 1/2 to
avoid possible poles of z 7→ K(τ, z) at 0 and at Γ(2)∞ = Γ(2)(1/2)) so as to enclose with γτ
(in H+) a domain Ω+(τ) that contains τ and no other Γ(2)-conjugates in that domain

It then follows from the modularity of the kernels in the τ -variables and the residue formulas (2.54)
that

Fcont(τ)− jk(ST 2S, τ)−1F (ST 2Sτ) =
1

2

∫
∂Ω+(τ)

K(τ, z)ϕ(z)dz − 1

2

∫
∂Ω−(ST 2Sτ)

K(τ, z)ϕ(z)dz

= πiResz=τ (K(τ, z)ϕ(z))− πiResz=ST 2Sτ (K(τ, z)ϕ(z))

= ϕ(τ)− jk(ST 2S, τ)−1ϕ(ST 2Sτ)

as desired (here, both boundaries are oriented counter-clock wise and we also used that the poles
of K are simple and that z 7→ ϕ(z) has no zeros and no poles). We should also note that Fcont(τ) =
F (τ) for τ ∈M+, by changing the contour from γτ back to γ̃τ (without crossing any poles).

Remark 2.7. We pause to point out a further technical point. A priori, we cannot apply the
residue theorem to the domains Ω = Ω+(τ) or Ω = Ω−(ST 2Sτ), as they are not open subsets
contained in H. Instead, we need to replace Ω by Ωδ = Ω r Σδ, where Σδ is a sector of a
disc of radius δ, centered at 1 or −1 respectively and apply the residue theorem to Ωδ. Since
z 7→ K(τ, z)ϕ(z)→ 0, as z → ±1 within M, we can let δ → 0.

In a completely similar way, we can analytically continue F (τ) from M− to M− ∪ A. In this
way, we have analytically continued F (τ) to an open subset U ⊆ H containing M. We obtain
then an analytic continuation to any translate γU of γ ∈ Γ(2) by writing γ as a product of the
generators T 2, V −2 of Γ(2) and requiring that the functional equations (2.61) hold.

13For pair-wise distinct p, q, r ∈ P1(R) we denote by ∆(p, q, r) the hyperbolic triangle with vertices p, q, r.
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2.3. Modular integrals via Green-type kernels on Γ(2)

To make a next step towards Theorem (1), we will specialize the function ϕ to the functions

z 7→ gd(z, x) = eπiz|x|
2

with k = d/2 and x ∈ Rd. In the following, we will reserve the letter r for
r = |x|.

Lemma 2.8. Fix d ≥ 1. The Gaussian gd : H→ Srad(Rd), gd(z, x) = gd(z)(x) = eπiz|x|
2

, x ∈ Rd

is of moderate growth, in the sense that for all α, β ∈ Nd0, the function z 7→ supx∈Rd |xα∂βx eπiz|x|
2 |

is of moderate growth on H.

Proof. To verify the moderate growth condition, when composed with semi-norms, it suffices to
bound supx∈Rd |zjxνeπiz|x|

2 | for integers j such that 0 ≤ j ≤ |β| and multi-indices ν ∈ Nn0 with

|ν| ≤ |α|+ |β|. To do that, we use that for all a, b > 0, we have supt>0 (tae−bt
2

) ≤ (a/2eb)a/2 and
then estimate∣∣∣zjxνeπiz|x|2∣∣∣ ≤ |z|j d∏

i=1

xνii e
−π Im(z)|xi|2 ≤ |z|j

d∏
i=1

(
νi

2πe Im(z)

)νi/2
.ν,d |z|j Im(z)−|ν|/2, (2.62)

which (together with 2AB ≤ A2 +B2), clearly implies the moderate growth condition.

Proposition 2.8. Let d ∈ N, k = d/2, and `, ˆ̀∈ N0 such that `+ ˆ̀= 1 + bk/2c. The function

Fk,`,ˆ̀(τ, x) := Fk,`,ˆ̀(τ, ϕr) =
1

2

∫
γτ

Kk,`,ˆ̀(τ, z)gd(z, x)dz,

defined for each fixed x ∈ Rd via Proposition 2.7, is such that τ 7→ Fk,`,ˆ̀(τ, ·) defines a continuous

function H→ Srad(Rd). Moreover, we have

Fk,`,ˆ̀(τ) + (τ/i)−k
(
FR2k ◦ Fk,ˆ̀,`

)
(−1/τ) = ϕ(τ) (2.63)

for all τ ∈ H. Note the order of the indices ` and ˆ̀.

Proof. By the proof of the analytic continuation, for any fixed τ ∈ M, there is an open ball B
containing τ and a path γ, joining −1 and 1 with endings in M, such that for all τ ∈ B we have

Fk,`,ˆ̀(τ, x) =
1

2

∫
γ

Kk,`,ˆ̀(τ, z)gd(z, x)dz.

As a function of z ∈ γ, the integrand defines a continuous Srad(Rd)-valued map with value the
zero function at the endpoints. It follows from abstract integration theory (§2.5) that this integral
defines a Schwartz function. To prove continuity, it suffices to prove continuity on B by the
functional equations.

To do that, let us write

Kk,`,ˆ̀(τ, z) =
φ(τ)ϑ(z)

λ(τ)− λ(z)

and compute, for τ ′ ∈ B,

Kk,`,ˆ̀(τ, z)−Kk,`,ˆ̀(τ
′, z) =

ϑ(z)

λ(τ)− λ(z)

φ(τ)− φ(τ ′)

(λ(τ)/λ(z))− 1
+ ϑ(z)

φ(τ ′)λ(τ)− λ(τ ′)φ(τ)

(λ(τ ′)− λ(z))(λ(τ)− λ(z))

Multiplying with the Gaussian gd(z) and integrating over z ∈ γ, we see that, as τ ′ → τ the resulting
Schwartz function tends to zero (in the Schwartz topology), as desired.
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2. Fourier interpolation for radial functions

Now let us prove (2.63). By analyticity, it suffices to consider τ ∈ M. Fix an admissible path
γτ for τ . We have

(τ/i)−k
(
FR2k ◦ Fk,ˆ̀,`

)
(−1/τ) =

1

2

∫
γτ

(τ/i)−kKk,ˆ̀,`(−1/τ, z)(z/i)−kϕr(−1/z)dz

=
1

2

∫
γτ

−Kk,`,ˆ̀(τ, Sz)ϕr(−1/z)(z/i)−2dz

= −1

2

∫
S◦γτ

Kk,`,ˆ̀(τ, z)ϕr(z)dz

Note the change in the subscripts ` and ˆ̀, which comes from terms such as λ(τ)`λ(Sτ)
ˆ̀

in the
definition of the kernel and the formula λ(Sτ) = 1 − λ(τ), which causes a sign change in the
denominator λ(z)− λ(τ) . Note moreover that S ◦ γτ is the concatenation of three paths, namely
±1 + i[0, Y ] and a path joining −1 + iY and 1 + iY (for some Y given as the imaginary part of
Sα0(t0), where t0 ∈ (1/2, 1) is as in the definition of “admissible path”). It follows that

Fk,`,ˆ̀(τ) + (τ/i)−k
(
FR2k ◦ Fk,ˆ̀,`

)
(−1/τ) =

1

2

∫
γτ+Sγτ

Kk,`,ˆ̀(τ, z)ϕ(z)dz = ϕ(τ)

because of the residue property and since the concatenation γτ + Sγτ encloses counterclockwise a
domain containing τ .

2.3.6 Moderate growth bounds

As before, we fix an integer d ≥ 1, set k = d/2 and fix two integers `, ˆ̀ such that `+ ˆ̀= 1 + bd/4c.
The goal of this section is to prove, in a first step, that τ 7→ Fk,`,ˆ̀(τ, ·) is of moderate growth on

the fundamental domain M of Γ(2) and, in a second step, on all of H.

To achieve the first step, we divide the latter into cuspidal regions (defined below) and the
compact complement in M, on which moderate growth holds by Proposition 2.8. We define the
cuspidal regions, for a > 1/2 and ε ∈ (0, 1/2) to be the following subsets of the fundamental
domain M:

R∞,a := {τ ∈M : Im(τ) ≥ a}
R0,ε := {τ ∈M : Im(τ) < ε, Re(τ) ∈ (−1/2, 1/2)}
R1,ε := {τ ∈M : Im(τ) < ε, Re(τ) /∈ [−1/2, 1/2]}

Proposition 2.9. For all ε ∈ (0, 1/2) and a > 1/2, for all R ∈ {R∞,a,R0,ε,R1,ε} and for all
α, β ∈ Nd0, the function

τ 7→ sup
x∈Rd

|xα∂βxFk,`,ˆ̀(τ, x)|

is of moderate growth on R and hence (by Proposition 2.8) of moderate growth on all of M. In
fact, we have

sup
x∈Rd

|xα∂βxFk,`,ˆ̀(τ, x)| ≤ C(1 + Im(τ)−b) (2.64)

for all τ ∈ M, for some constant C > 0 depending only on k, `, ˆ̀, α, β and some constant b
depending only on k, α, β.
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2.3. Modular integrals via Green-type kernels on Γ(2)

Remark 2.8. It is very likely that there is c ≥ 0 so that b = k+ |α|+|β|
2 + c is admissible in (2.64)

and that C as a function of k grows at most exponentially with k, but we have not carried out the
estimates carefully enough to guarantee this.14

All our estimate only use contour-shifts combined with compactness and continuity arguments
(and the properties of the fundamental domains). The contour-shifts are performed depending on
τ in such a way that, for z on the contour, one can control the denominator λ(z)−λ(τ) appearing
in K and creating the singularities. At some place, the following lemma will therefore be useful.

Lemma 2.9. There exists an absolute constant Y > 0 such that for all z, τ ∈ H we have

min (Im(z), Im(τ)) ≥ Y ⇒ |λ(z)− λ(τ)| ≥ 8|eπiz − eπiτ |.

Proof. This is based on λdisc(0) = 0 and (λdisc)′(0) = 16 6= 0. More generally, consider any
holomorphic function f : D → C satisfying f(0) = 0 and f ′(0) = a 6= 0. Let δ ∈ (0, 1) and
w1, w2 ∈ D with |w1|, |w2| ≤ δ. Then

f(w1) =

∫ w1

0

f ′(w)dw =

∫ w1

0

(a+ (f ′(w)− a))dw = aw1 +

∫ w1

0

(f ′(w)− a)dw.

Hence

f(w1)− f(w2) = a(w1 − w2) +

∫ w1

w2

(f ′(w)− a)dw. (2.65)

Since f ′(0)− a = 0 we have sup|w|≤δ |f ′(w)− a| → 0 as δ → 0 and hence, by applying the triangle
inequality to (2.65), we get

|w1 − w2|(|a|/2) ≤ |f(w1)− f(w1)| ≤ |w1 − w2|(3|a|/2),

for all sufficiently small δ. This translates in particular to the claimed lower bound.

2.3.6.1 Temporary notations and conventions

The following subsections 2.3.6.2, 2.3.6.3, 2.3.6.4 are devoted to the proof of Proposition 2.9 and
the following notations will be in force.

We abbreviate K = Kk,`,ˆ̀, g = gd and F (τ, x) = Fk,`,ˆ̀. We might also use r to denote |x|,
where x ∈ Rd and k = d/2 as always. All contour shifts involving paths ending in the cusps −1
or 1 are performed as explained in Remark 2.7. All implied constants are allowed to depend on
k, `, ˆ̀.

Let us also introduce short hands

φ(τ) := Θ(τ)dλ(τ)`λ(Sτ)
ˆ̀
, ψ(z) := Θ3(z)4−dλ(z)1−`λ(Sz)1−ˆ̀

(2.66)

so that, by definition (and by (2.21)), we can write

K(τ, z) =
φ(τ)ψ(z)

λ(z)− λ(τ)

For later reference, we compute (and recall) the following table of valuations at cusps.

14For a related painful exercise of this flavor resulting in such an estimate, we refer to §2 in our preprint [RS21].
We have not attempted to reproduce it here, because of the additional complications of our setting here, e.g. the
fact that we have three cusps.
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2. Fourier interpolation for radial functions

f ν∞(f) ν0(f) ν1(f)

φ ` ˆ̀ k/2− bk/2c − 1

ψ 1− ` 1− ˆ̀ bk/2c − k/2
λ 1 0 −1

Θ3 0 0 1/4

2.3.6.2 Bounds in R∞,a
This is the simplest region, where we don’t have to do any contour shifts and only use compactness
and continuity. Let a > 1/2. We fix a path γ, which is admissible for all τ ∈ Ra,∞. We also fix
α, β ∈ Nd0. We have, for τ ∈ Ra,∞,

xα∂βxF (τ, x) = φ(τ)
1

2

∫
γ

1

1− λ(τ)/λ(z)

ψ(z)

λ(z)
xα∂βxgd(z, x)dz.

We apply the triangle inequality and use that for τ ∈ Ra,∞ we have |φ(τ)| ≤ C, for some constant

C depending only on d, `, ˆ̀ and a. We use that

inf
(τ,z)∈Ra,∞×γ

|1− λ(τ)/λ(z)| > 0

which follows from the fact that λ(τ)→ 0 as τ → i∞, that 1/λ(z)→ 0 as z tends to either 1 or −1
along γ and from the fact that λ(z) 6= λ(τ) for all (τ, z) ∈ Ra,∞ (note that there are no problems
when τ ∈ 1 + iR>0, say as its only Γ(2)-conjugates are on −1 + iR but not on α0 or β0 (these two
pieces are identified under the generator V 2). Finally, as z → 1, or as z → −1 along γ, we have

sup
x∈R
|ψ(z)λ(z)−1xα∂βxgd(z, x)| −→ 0.

(This was already used in the proof of Proposition 2.7, where we used the notation ϑ(z) for
ψ(z)λ(z)−1). We deduce that supx∈Rd |xα∂βxF (τ, x)| is bounded on Ra,∞ and in particular of
moderate growth.

2.3.6.3 Bounds in R0,ε

Let Y be the smallest constant having the property of Lemma 2.9. For τ ∈ R0,ε we write τ̃ := Sτ
and note that Im(τ̃) ≥ 1/(2ε) ≥ 1. Suppose that 1/(2ε) ≥ max (1, Y ). Set c = 4 (other positive
real numbers > 2 should also do the job). Recall that α0, β0 are the two bounding semi-circles of
M. Define t0 = t0(τ, c) ∈ [0, 1] by requiring that α0(t0) is the point of intersection of α0 and the
semi-circle of radius r(τ) := c Im(τ) centered at 0. In the integral expressing xα∂βxF (τ, x), we shift
contours from an admissible path γτ , to the path which is the concatenation of

• the path α̃τ := α0|[0,t0].

• the path pτ , defined as the segment of the circle with radius r(τ) and center 0, with endpoints
α0(t0) and β0(1− t0),

• the path β̃τ := β0|[1−t0,1].

Also changing variables z ↔ Sz, we obtain

xα∂βxF (τ, x) = xα∂βx e
πiτ |x|2 +

1

2

∑
p∈{α̃τ ,β̃τ ,pτ}

∫
S◦p
K(Sτ̃ , Sz)xα∂βx e

πiSz|x|2 dz

z2
.
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2.3. Modular integrals via Green-type kernels on Γ(2)

Here, the supremum over x ∈ Rd of the residue xα∂βx e
πiτ |x|2 may be bounded by a negative power

of Im(τ) as in (2.62). In the remaining integral, we may replace xα∂βx e
πiSz|x|2 by xν(Sz)jeπiSz|x|

2

for some integer j ≤ |β| and multi-index ν ∈ Nd0 with |ν| ≤ |α| + |β|. By definition, there exists
h(τ) > 0 such that

Sα̃τ = 1 + i[0, h(τ)], Sβ̃τ = −1 + i[0, h(τ)],

the latter with opposite orientation. The path S ◦ pτ is the segment of the semi-circle with center
0, radius 1

r(τ) = 1
c Im(τ) connecting Sβ0(1 − t0) = −1 + ih(τ) to Sα0(t0) = 1 + ih(τ) (Note that

this is similar to the contour shift performed in the proof of Proposition 2.8). The point τ̃ = Sτ
(which belongs to M) lies above the integration variable z, since

Im(τ̃)− 1

r(τ)
≥ 1

2 Im(τ)
− 1

c Im(τ)
=

1

Im(τ)

(
1

2
− 1

c

)
=

1

4 Im(τ)
.

To simplify a bit more, we shift contours so that all paths of integration become straight line
segments and it remains to estimate

∑
σ∈{±}

σ

∫ σ+i/(4 Im(τ))

σ

K(Sτ̃ , Sz)(Sz)jxνeπiSz|x|
2 dz

z2
−
∫ 1+i/(4 Im(τ))

−1+i/(4 Im(τ))

K(Sτ̃ , Sz)(Sz)jxνeπiSz|x|
2 dz

z2
.

Using λ(Sz)−λ(Sτ̃) = λ(z)−λ(τ̃) and the definition of the slash action, we write the transformed
kernel as

K(Sτ̃ , Sz) =
(τ̃ /i)k(φ|kS)(τ̃)(z/i)2−k(ψ|2−kS)(z)

λ(τ̃)− λ(z)
. (2.67)

We split up the integrals over the vertical segments as
∫ σ+iY

σ
(. . . )+

∫ σ+i/(4 Im(τ))

σ+iY
(. . . ). To estimate

the contribution from the piece σ + i[0, Y ], we choose ε′ > 0 such that for all ε ∈ (0, ε′] and all
z ∈ σ + i(0, Y ],

|λ(z)− λ(τ̃)| ≥ |λ(z)|
2

+
|λ(z)|

2
− |λ(τ̃)|

≥ |λ(z)|
2

+
1

2

(
inf

t∈(0,Y ]
|λ(σ + it)|

)
−
(

sup
Im(τ ′)≥1/(2ε)

|λ(τ ′)|
)
≥ |λ(z)|

2
.

This is possible because the above infimum is strictly positive and the supremum tends to zero
with ε→ 0. We henceforth assume that ε ≤ ε′. We can then use∫ σ+iY

σ

K(Sτ̃ , Sz)xν(Sz)jeπiSz|x|
2 dz

z2

. |τ̃ |k|(φ|S)(τ̃)|
∫ σ+iY

σ

2

|λ(z)|
|z|−k|(ψ|S)(z)|(Sz)j |xνeπiSz|x|

2

||dz|

. |τ̃ |ke−π Im(τ̃)ν0(φ) . Im(τ)−k

where we bounded the Schwartz function by using that (ψ|S)(z)/λ(z)gd(z) tends to 0 ∈ S(Rd) as
s→ σ. Thus, the implied constants depend at most on k, ε, σ, Y, j and ν, but not on x. On all of
the remaining integrals, the integration variable z satisfies

Y ≤ Im(z) ≤ Im(τ̃)− (4 Im(τ))−1 ≤ Im(τ̃)− (4ε)−1.
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2. Fourier interpolation for radial functions

Thus, by (2.67), Lemma 2.9 and by (2.62), we have on these remaining integrals

|K(Sτ̃ , Sz)(Sz)jxνeπi(Sz)|x|
2

z−2| . 1

|λ(z)− λ(τ̃)|
|(ψ|S)(z)||z|−k|(φ|S)(τ̃)||τ̃ |k|Sz|j Im(Sz)−|ν|/2

.
1

|1− eπi(τ̃−z)|
eπ Im(z)e−π Im(z)(1−ˆ̀)e−π Im(τ̃)ˆ̀|z|k−j |τ̃ |k Im(Sz)−|ν|/2

. |τ̃ |k|z|k+|ν|−j Im(z)−|ν|/2

When integrated over the remaining 3 line segments (with respect to |dz|), this is clearly bounded
by an power of Im(τ)−1 � Im(τ̃) � |τ̃ |. In all estimates, the implied constant depends at most on
ε, ν, j and k, but not on x or τ .

2.3.6.4 Bounds in R1,ε

This is the most complicated case. Let ε ∈ (0, 1/2) and let τ ∈ R1,ε. Define

τ̃ :=

{
STτ if Re(τ) < 0,

ST−1τ if Re(τ) > 0.

Note that τ̃ ∈M and Im(τ̃) ≥ (2ε)−1 ≥ 1.
At various places in the proof, we will assume that ε is sufficiently small. We first shift contours

(with modifications explained in Remark 2.7) from an admissible path γτ to the path that is the
concatenation of the paths ±1+ i[0, 3ε] and the shifted piece α0 +β0 + i(3ε) of ∂M. By the residue
theorem, we thus obtain

F (τ, x) = g(τ, x) +
1

2

∫
α0+β0+i(3ε)

K(τ, z)g(z, x)dz +
∑
±

∫
±1+i(3ε)

K(τ, z)g(z, x)dz

and the same holds if we apply xα∂βx . We may bound g(τ, x) and the integral over α0 + β0 + i(3ε)
via compactness and continuity as in the analysis on R∞,a. By differentiating the Gaussian (as
in the proof of Lemma 2.8), we reduce our task to bounding the following integrals, for each fixed
integer j ≥ 0 and each fixed multi-index ν ∈ N0:

I± :=

∫
±1+i(3ε)

K(τ, z)zjxνg(z, x)dz

We focus on I+, the computations for I− are almost identical. In order to “see” better how to
avoid the singularities of the kernel, we proceed as follows. Let A = TS, so that A∞ = 1. We
change variables to the image of the segment 1 + i(0, ε) under A−1 and obtain

I+ =

∫ i/(3ε)

i∞
K(Aτ̃,Az)(Az)jxνg(Az, x)A′(z)dz

=

∫ i/(3ε)

i∞

λ(z)λ(τ̃)

λ(z)− λ(τ̃)
(φ|kA)(τ̃)jΘ(A, τ̃)k(ψ|2−kA)(z)jΘ(A, z)2−k(1− 1/z)jxνeπi(1−1/z)|x|2 dz

z2

where we used that λ(Az) = λ(TSz) = 1 − 1/λ(z) which follows from the formulas recorded in
(2.20). The virtue of this maneuver is that, on the new path of integration, the singularities to
avoid are exactly Γ(2)τ̃ ∩ {z ∈ H : Im(z) ≥ 1} = 2Z + τ̃ . We will avoid them by modifying the
path by a little semi-circle centered at i Im(τ̃) (this technique is inspired from [CKM+21]). More
precisely, we write I+ = I+,1 + I+,2 + I+,3, where:
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• the integral I+,1 is taken over the vertical line segment i[1/(3ε), Im(τ̃)− δ],

• the integral I+,2 is taken over the semi-circle

pτ (t) := i Im(τ̃) + δe
πi
2 (3−t sgn(Re(τ̃))), 0 ≤ t ≤ 2,

of radius δ := 1/4. Thus, pτ is in M− if τ̃ ∈M+ and vice versa)

• the integral over I+,3 is taken over the vertical ray i[Im(τ̃) + δ,∞).

Having performed this shift of countour, we estimate the integrals I+,j one after the other with
the triangle inequality and in each case we will use that, uniformly in z on the path of integration,
we have |1 + 1/z|j .ε,j 1 and (as in (2.62)),

sup
x∈Rd

|xνeπi(1−1/z)|x|2 | . Im(1− 1/z)−|ν|/2 = |z||ν| Im(z)−|ν|/2.

We will also assume that we have chosen ε so that 1/(3ε) ≥ Y ≥ 1, where Y is the smallest
admissible constant in Lemma 2.9. Note also that jΘ(A, τ̃) = |τ̃ | and |jΘ(A, z)|2−k = |z|2−k =
|z|2|z|−k and we may cancel |z|2 with 1/z2 in dz/z2. Thus,

I+,1 . |τ̃ |k|(φ|kA)(τ̃)|
∫ Im(τ̃)−1/4

1/3ε

|λ(τ̃)‖λ(it)|
|λ(it)− λ(τ̃)|

(ψ|2−kA)(it)tkt−|ν|/2dt

. |τ̃ |ke−π Im(τ̃)ν1(φ)e−π Im(τ̃)

∫ Im(τ̃)−1/4

1/3ε

|e−πi(it)‖λ(it)|
|1− eπi(τ̃−it)|

e−πtν1(ψ)t|ν|/2−kdt

. |τ̃ |ke−π Im(τ̃)(1+ν1(φ))

∫ Im(τ̃)−1/4

1/3ε

1

1− e−π/4
e−πtν1(ψ)t|ν|/2−kdt

. |τ̃ |ke−π Im(τ̃)(1+ν1(φ)−ν1(ψ))

∫ Im(τ̃)−1/4

1/3ε

t|ν|/2−kdt,

where all implied constants depend at most on ε, Y, k, j and where we used that ν1(ψ) = bk/2c −
k/2 ≤ 0. Since ν1(φ) = k/2 − bk/2c, the exponential is bounded by 1 and since in addition
|τ̃ | � Im(τ)−1 � Im(τ̃), it is clear that I+,1 may be bounded by some (negative) power of Im(τ),
depending on k and ν.

Now we turn to I+,3, where we proceed similarly, with the roles of τ̃ and z = it interchanged
in the lower bound of |λ(it)− λ(τ̃)| (since this time, t ≥ Im(τ̃) + 1/4). We get

I+3 . |τ̃ |ke−π Im(τ̃)ν1(φ)

∫ ∞
Im(τ̃)+1/4

e−πt(ν1(ψ)+1)t|ν|/2−kdt

. |τ̃ |ke−π Im(τ̃)ν1(φ)e−π(Im(τ̃)+1/4)(ν1(ψ)+1) × (a polynomial in Im(τ̃))

via integration by parts (if necessary, i.e. if |ν|/2−k > 0). Again, the exponential in Im(τ̃) will be
bounded by 1, since ν1(ψ) + ν1(φ) + 1 ≥ 0 so that we get a bound for I+,3 which is polynonomial
in Im(τ)−1 and all implied constants depend at most on k, ε, Y and j.

It remains to estimate I+,2, where we use infz∈pτ |λ(z)− λ(τ̃)| > 0 (by Lemma 2.9 and the
choice of pτ ) and

I+,2 . |τ̃ |k sup
z∈pτ

(
e−π Im(z)(1+ν1(ψ))e−π(1+ν1(φ))(Im(τ̃))|z|ν−k Im(z)−ν/2

)
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Bounding Im(z) from below by Im(τ̃) − 1/4 here and again using that 1 + ν1(φ) + ν1(ψ) ≥ 0 as
well as |z| � |τ̃ | or and Im(z) � Im(τ̃) we may also bound I+,2 by a polynomial in Im(τ)−1.

Finally, for the analysis of I−, we run exactly the same analysis with A = ST−1 mapping
i(1/3ε,∞) to −1 + i(0, 3ε) with almost no changes (replace 1− 1/z by 1 + 1/z in some integrals).

2.3.6.5 Propagation of moderate growth

Let (as usual) d ≥ 1 be an integer, k = d/2, and let `, ˆ̀≥ 0 be integers such that `+ ˆ̀= 1 + bk/2c.
Abbreviate (as before) F (τ, x) = Fk,`,ˆ̀(τ, x) and let

F̃ (τ, x) = gd(τ, x)|S − F (τ, x)|kS = (τ/i)−k
(
eπi(−1/τ)|x|2 − F (−1/τ, x)

)
We know, by Proposition 2.9 that F is of moderate growth on M and we now wish to show that
this property “propagates” to all of H via (repeated application) of the functional equations.

For a relatively clean (but not necessarily enlightening) proof, we will follow the approach in
[CKM+21] adapted to our specific situation. In particular, we will need [CKM+21, Lemma 3.2],
whose relevant parts we copy here for convenience. Exclusively for the following two Lemmas, we
use the notations

A = T 2 ∈ Γ(2), B = ST 2S = V −2 ∈ Γ(2).

Lemma 2.10. Let M ∈ Γ(2) be an element of the form M = Ae1Bf1T e2V f2 · · · with ei, fi ∈
Z− {0}, except possibly e1 = 0. The following holds:

(i) The word length |e1|+ |f1|+ |e2|+ |f2|+ · · · ≤ ‖M‖Fr.

(ii) The initial subwords

Asgn(e1), A2 sgn(e2), . . . , Ae2 , Ae2Bsgn(f1), Ae2B2 sgn(f2), . . . , Ae2Bf2 , Ae2Bf2Bsgn(e1), . . .

have (strictly) increasing Frobenius norms.

Lemma 2.11. Let k ∈ R and let let S be a complex vector space equipped with a semi-norm
‖ · ‖ : S → R≥0. Let F,G : H→ S be two functions. Assume that:

(i) F is of moderate growth on M with respect to ‖ · ‖: There exist constants C1, N1 ≥ 0 such
that for all g ∈ SL2(R) one has

gi ∈M ⇒ ‖F (gi)‖ ≤ C1‖g‖N1

Fr .

(ii) G is of moderate growth on H with respect to ‖ · ‖.

(iii) The functional equations F |k(B − 1) = G|k(B − 1) and F |k(A− I) = 0 hold.

Then F is of moderate growth on H.

Proof. For the proof, we omit the subscript k in the vertical bars denoting the slash action. Fix an
element g ∈ SL2(R). We wish to estimate ‖F (gi)‖. Pick γ ∈ Γ(2) such that γgi ∈ M. Trivially,
we have

F = (F − F |γ) + F |γ (2.68)

and hence
‖F (gi)‖ ≤ ‖(F − F |γ)(gi)‖+ ‖(F |γ)(gi)‖.
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We will estimate the second term using assumptions (i) on F and the first term by repeatedly
using (ii) and (iii). One of the main difficulties is to translate dependencies on γ to a dependence
on ‖g‖Fr given that γgi ∈ M. This is where Lemma 2.10 will be used. We first introduce some
notations that will be useful in the proof. We define cocycles

Φ,Ψ : Γ(2)→ { functions H→ S} by Φ(γ) := F − F |γ, Ψ(γ) := G−G|γ.

By assumption and definition, we have Φ(A) = 0 and Φ(B) = Ψ(B). A repeated use of the

cocycle property shows moreover that Φ(Bf ) =
∑|f |−1
i=0 Φ(Bsgn(f))|Bsgn(f)i for all f ∈ Z−{0}. For

ε ∈ {±1} define

Dε1 := {z ∈ H : |z| ≥ 1, εRe(z) ∈ [0, 1/2]} so that D∗ := D+1
1 ∪ TD−1

1 .

is also a fundamental domain for SL2(Z). The elements (h1, . . . , h6) = (I, T−1, S, TS, ST−1, STS)
are such that M = ∪6

i=1hiD∗ and max1≤i≤6 ‖hi‖Fr ≤ 3. It is verified in [CKM+21, Prop 4.2] that
for all b ∈ SL2(R) and all δ ∈ SL2(Z) one has

bi ∈ D∗ ⇒ ‖b‖Fr ≤ 3‖δb‖Fr. (2.69)

With these preparations, we now start by estimating the term ‖F |γ(gi)‖ appearing in (2.68). By
Lemma 2.4 and assumption (i), we have

‖F |γ(gi)‖ ≤ C1‖γg‖N1+|k|
Fr ‖g‖|k|Fr .

Let i ∈ {1, . . . , 6} be such that h−1
i γgi ∈ D∗. We use (2.69) with δ = γ−1hi and b = h−1

i γg to
estimate

‖γg‖Fr = ‖hih−1
i γg‖Fr ≤ 3‖h−1

i γg‖Fr ≤ 9‖g‖Fr (2.70)

and deduce
‖F |γ(gi)‖ .N1,k ‖g‖

N1+2|k|
Fr . (2.71)

Before proceeding, let us note that (2.70) allows us also to estimate ‖γ‖Fr in terms of ‖g‖Fr, because

‖γ‖Fr = ‖γgg−1‖Fr ≤ ‖γg‖Fr‖g−1‖Fr ≤ 9‖g‖2Fr. (2.72)

Now we turn to the estimate of ‖Φ(γ)‖ = ‖F −F |γ‖ in (2.68). Let us assume that γ is of the form

γ = Ae1Bf1Ae2Bf2 · · ·AemBfm .

The three other cases either reduce to this case or are exactly similar. Define the tail of the word
γ, starting after Bfi by Wi := Aei+1Bfi+1 · · ·AemBfm . Applying the cocycle property and the
assumptions, we get

Φ(γ) =
m∑
i=1

|fi|−1∑
ti=0

Ψ(Bsgn(fi))|Asgn(fi)tiWi.

Recall that Ψ(Bε) = G −G|Bε, for σ ∈ {±1}, which is of moderate growth on H with respect to
‖·‖ (by Lemma 2.4). We may therefore choose C ≥ 0 and N ≥ 0 such that ‖Ψ(Bε)(b · i)‖ ≤ C‖b‖NFr

for all b ∈ SL2(R) and all σ ∈ {ε1}. Thus, appealing once more to Lemma 2.4, we obtain

‖Φ(γ)(gi)‖ . ‖g‖N+2|k|
Fr

m∑
i=1

|fi|−1∑
ti=0

‖Asgn(fi)tiWi‖|k|Fr .
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The Frobenius norm of the tail-word Asgn(fi)tiWi of γ equals the Frobenius norm of its inverse,
which is an initial subword of γ−1, which, by Lemma 2.10, has Frobenius norm bounded by
‖γ−1‖Fr = ‖γ‖Fr. It follows that

‖Φ(γ)(gi)‖ . ‖g‖N+2|k|
Fr ‖γ‖|k|Fr

m∑
i=1

|fi|−1∑
ti=0

1 . ‖g‖N+2|k|
Fr ‖γ‖|k|+1

Fr . ‖g‖N+4|k|+2
Fr ,

where we used Lemma 2.10 again in the second inequality and (2.72) in the last step. Combining
this last estimate with (2.71) we may can now go back to (2.68) to get the final bound ‖F (gi)‖ .
‖g‖N+4|k|+2

Fr , which has the desired shape.

Combining Proposition 2.9 and Lemma 2.11 with the continuity of the functions F and F̃ (and
possibly with Lemma 2.4) we obtain the following proposition.

Proposition 2.10. Let k ≥ 0 be a real number and let `, ˆ̀ ≥ 0 be integers such that ` + ˆ̀ =
1 + bk/2c. The functions τ 7→ Fk,`,ˆ̀(τ, x) and τ 7→ F̃k,`,ˆ̀(τ, x) are of moderate growth on all of H
in the sense that any continuous semi-norm of S(Rd) of them is.

Remark 2.9. We could also prove the propagation of moderate growth of (F, F̃ ) in the following
way. We replace this pair of functions by (F+, F−), where, as in §2.2.2.1,

F+ := F − F̃ , F− := F + F̃ .

Recall the twisted slash action |εk from §2.2.2.1 and that these functions are both 2-periodic holo-
morphic and satisfy the functional equations

F−ε|εk(1− S) = gd|εk(1− S), ε ∈ {±1}. (2.73)

Let D = D2 = {z ∈ H : |z| > 1,Re(z) ∈ (−1, 1)} denote the standard fundamental domain for the
theta group Γθ. It is clear that F+, F− are both of moderate growth on D ⊆ M. It is also clear
that if we can show that F+, F− are of moderate growth on H, then so will be functions F and F̃ .
To prove this, one can very closely follow the approach in [RV19], giving more geometric intuition.
This is also rewritten in more detail in our preprint with Ramos [RS21, §2]. The argument appears
moreover in [RdS20] and [BRS20].

Remark 2.10 (Vector-valued version). In the previous remark, instead of using the reduction into
“plus and minus”, one could also consider the following vector-valued version of the argument,
which works more directly with F and F̃ in the following way. Define a morphism of groups
ρ : Γθ → GL2(C) by ρ(T 2) = 1 and ρ(S) :=

(
0 −1
−1 0

)
and then a slash action on functions

~F : H → C2 defined as (~F‖γ)(z) := jΘ(γ, z)−2k(ρ(γ)~F (γz)) for γ ∈ Γθ and z ∈ H. Consider then
the function

~Φ : H→ C2, ~Φ(τ) :=

(
F (τ)

F̃ (τ)

)
satisfying the functional equations

~Φ‖(1− T 2) = ~0, ~Φ‖(1− S) =

(
g
ĝ

)
.

Thus Φ is a vector valued modular integral on Γθ and of moderate growth on D. Thus, by an
adaption of the argument sketched in the previous remarks (for instance, replacing absolute values
by a suitable norm on C2), propagation of moderate growth can be proved in a similar way.
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2.3.7 Proof of Theorem 1

We are now ready to give the proof of Theorem 1. Fix an integer d ≥ 1, set k = d/2 and let n0, n̂0

be integers such that n0 + n̂0 = 1 + bk/2c. Set ` = n0, ˆ̀= n̂0. For all n ∈ Z and x ∈ Rd, we define

ak,n(x) :=
1

2

∫ iy+1

iy−1

Fk,`,ˆ̀(τ, x)e−πinτdτ, ãk,n(x) :=
1

2

∫ iy+1

iy−1

F̃k,`,ˆ̀(τ, x)e−πinτdτ. (2.74)

where Fk,`,ˆ̀(τ, x) is defined via Proposition 2.7 and

F̃k,`,ˆ̀(τ, x) = (τ/i)−k
(
eπi(−1/τ)|x|2 − Fk,`,ˆ̀(−1/τ, x)

)
,

which, by Proposition 2.8 is also the Fourier transform of x 7→ Fk,ˆ̀,`(τ, x) (for any fixed τ). To

emphasize dependence on ` and ˆ̀, we will sometimes write

ak,n = a
(`,ˆ̀)
k,n , ãk,n = ã

(`,ˆ̀)
k,n

in this proof. By Proposition 2.8 and by Remark 2.5, the functions ak,n and ãk,n are radial Schwartz
functions on Rd. By Proposition 2.10 (and by Lemma 2.3) these functions are zero if n ≤ 0 and
they have polynomial semi-norm growth. The interpolation formula (2.47) in part (i) thus holds,
by the general discussion in §2.2.2. It only remains to prove assertion (ii) of Theorem 1 and that
the ak,n, ãk,n are real-valued, because we already discussed the uniqueness aspect of Theorem 1
and the isomorphisms of Srad(Rd) with spaces of sequences based on (ii) was proved in §2.3.2. To
prepare for the proof of part (ii) of Theorem 1 , we take y = 2 in (2.74) and let (for the rest of
this proof) γ(t) = eπi(1−t), 0 ≤ t ≤ 1 denote the semi-circle joining −1 to 1 in clock-wise direction.
Clearly, the path γ is (homotopic to a path which is) admissible for all points τ ∈ 2i+ [−1, 1] and
we have

a
(`,ˆ̀)
k,n (x) =

1

2

∫
2i+[−1,1]

1

2

∫
γ

Kk,`,ˆ̀(τ, z)e
πiz|x|2dze−πinτdτ

=
1

2

∫
γ

1

2

∫
2i+[−1,1]

Kk,`,ˆ̀(τ, z)e
−πinτdτeπiz|x|

2

dz =
1

2

∫
γ

ϑ
(`,ˆ̀)
k,n (z)eπiz|x|

2

dz, (2.75)

where

ϑ
(`,ˆ̀)
k,n (z) = Θ(z)4−2kλ(Sz)1−ˆ̀

P
(`,ˆ̀)
k,n (1/λ(z))

is the weakly holomorphic modular form of weight 2− k for Γ(2) and P
(`,ˆ̀)
k,n ∈ X`C[X] has degree

n and is zero for n < `. Changing the order of integration in the above computation is justified
since (τ, z) 7→ Kk,`,ˆ̀(τ, z) is continuous on (the compact domain) (2i + [−1, 1]) × γ. Recall also

that the functions ϑ
(`,ˆ̀)
k,n all vanish at the cusp 1. This has several consequences:

• The point-wise formula (2.75) shows again that each ak,n is a radial Schwartz function (since

ϑ
(`,ˆ̀)
k,n (z)gd(z) → 0 in the Schwartz topology, as z tends to −1 or 1 within the fundamental

domain, allowing for an application of integration theory in the Schwartz space, see Remark
2.5). To prove that ak,n(r) ∈ R, we may conjugate both sides of (2.75) and use that for
z ∈ H, with |z| = 1 (i.e. for z on γ), we have

ϑ
(`,ˆ̀)
k,n (z) = ϑ

(`,ˆ̀)
k,n (−z) = ϑ

(`,ˆ̀)
k,n (−1/z)
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and then make a change of variables to see that ak,n(r) = ak,n(r) for all r ∈ R. Here, the

first equal sign holds in fact for all z ∈ H, since ϑ
(`,ˆ̀)
k,n is a 2-periodic holomorphic function

with real Fourier coefficients. This is clear from the proof of Proposition 2.6 and the fact
that Θ and λ have real (indeed integral) Fourier coefficients.

• Via a change of variables, we see that

F(a
(`,ˆ̀)
k,n ) =

1

2

∫
γ

ϑ
(`,ˆ̀)
k,n (z)F(gd(z))dz =

1

2

∫
γ

(ϑ
(`,ˆ̀)
k,n |2−kS)(z)gd(z)dz. (2.76)

• By changing the path of integration (as explained in Remark 2.7) from γ to the concatenation
of line-segments joining −1, −1 + i ,1 + i and 1, we obtain for all m ∈ N0 that

a
(`,ˆ̀)
k,n (
√
m) =

1

2

∫
i+[−1,1]

ϑ
(`,ˆ̀)
k,n (z)eπizmdz =

̂
ϑ

(`,ˆ̀)
k,n (−m). (2.77)

Finally, recall from Proposition 2.8 that FRd ◦ Fk,ˆ̀,` = F̃k,`,ˆ̀ which implies, by (2.76),

ã
(`,ˆ̀)
k,n = F(a

(ˆ̀,`)
k,n ) =

1

2

∫
γ

(ϑ
(ˆ̀,`)
k,n |2−kS)(z)gd(z)dz. (2.78)

Here and in the following, we draw the reader’s attention to the order of the indices ` and ˆ̀ in sub-
or superscripts. Applying the Fourier transform to (2.78), we obtain

F(ã
(`,ˆ̀)
k,n ) =

1

2

∫
γ

ϑ
(ˆ̀,`)
k,n (z)gd(z)dz. (2.79)

These formulas for ak,n, ãk,n as integral transforms allow us now to deduce the following properties.
First, by (2.75) and (2.78) (and Fourier inversion) we deduce that

a
(`,ˆ̀)
k,n = 0 if n < ` and ã

(`,ˆ̀)
k,n = 0 if n < ˆ̀.

By (2.77) and by Proposition 2.6, we have

ã
(`,ˆ̀)
k,n (
√
m) = δn,m for all n,m ≥ `

Similarly, by evaluating (2.79) at
√
m and invoking Proposition 2.6, we get

F(ã
(`,ˆ̀)
k,n )(

√
m) = δn,m for all n,m ≥ ˆ̀.

By evaluating (2.76) at
√
m we obtain

F(a
(`,ˆ̀)
k,n )(

√
m) = 0 for all n,m ≥ ˆ̀

since
(ϑ

(`,ˆ̀)
k,n |2−kS)(z) = Θ(z)4−2kλ(z)1−ˆ̀

P
(`,ˆ̀)
k,n (1/λ(Sz))

has valuation ≥ (1− ˆ̀) at infinity. Similarly, by evaluating (2.78) at
√
m we get

ã
(`,ˆ̀)
k,n (
√
m) = 0 for all n,m ≥ `.

This completes the proof of Theorem 1.
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2.4 Modular integrals via Poincaré-type series

In this section, we present another method which can be used to solve the modular integral problem
introduced in §2.2.2 via a construction closely related to the construction of Poincaré series. As
indicated in the introduction, the underlying idea was shown to the author by M. Viazovska in fall
2019.

We start by recalling from §2.2.2 that, in order to prove a point-wise interpolation formula
(2.39), it suffices to solve the following problem: Given a half-integer k = d/2 ≥ 0, a real number
h ≥ 2 and a holomorphic function ϕ : H → C of moderate growth, find a holomorphic function
F = Fϕ : H→ C of moderate growth such that:

(A) F |k(Th − 1) = 0,

(B) F |k(V −h − 1) = ϕ|k(V −h − 1).

Let us also recall that it really suffices to solve this problem for each of the functions ϕ(z) =

gd(z, x) = eπiz|x|
2

where x ∈ Rd. Here and in the rest of this section, the slash action in weight k
is defined as in §2.2.2.

We will write down a solution F of the above system as

F = −
∑
γ∈Vh

ϕ|kγ (2.80)

for a certain special subset Vh ⊆ Γ(h), which we define and study below in §2.4.1. For h = 2, this
subset has the property that it is a complete set of pair-wise inequivalent representatives for the
quotient space Γ(2)∞\Γ(2), except that the identity coset is not represented. In this sense, the
construction is similar to that of a Poincaré series and we will see more closer connections below
(note that if |x|2 = 2m/h for some integer m ≥ 0, then z 7→ g(z, x) is h-periodic, and it would
make sense to sum over cosets, whereas, for other values of h, this does not make sense).

2.4.1 Special subsets of Γθ(h) and Γ(h)

Here, we give the definition of the set Vh, which will be used to define F as in (2.80) and establish
some useful auxiliary properties of it.

Let h ∈ C with |h| ≥ 2. Recall from Lemma 2.1 in §2.1.1 that the group Γ(h) ≤ PSL2(C) is
freely generated by Th, V h. We define the subset Vh ⊆ Γ(h) to be the set of all γ ∈ Γ(h) of the
form

γ = V e1hT f1hV e2hT f2h · · ·V enhT fnh, (2.81)

where n ≥ 1 and e1, . . . , en, f1, . . . fn−1 ∈ Z r {0}, fn ∈ Z. In other words, Vh is the set of all
nonempty finite reduced words in V h, V −h, Th, T−h which start in V h. Note that for all γ, γ′ ∈ Vh
and we have

γ 6= γ′ ⇒ (cγ , dγ) 6= (cγ′ , dγ′)

where the last equality has to be interpreted in (R2 r {(0, 0)})/{±1}. Indeed, this is so because if
γ, γ′ have the same bottom row (up to sign), then γ′ = Thmγ for some m ∈ Z, which is necessarily
zero by definition of Vh.

We also define two subsets Rh, R̃h ⊆ {1} ∪ Vh by

Rh := {γ ∈ Vh : γ as in (2.81) with fn = 0}, (2.82)

R̃h := {γ ∈ Vh : γ as in (2.81) with fn 6= 0} ∪ {1}. (2.83)
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The set Vh is stable under right multiplication by powers of Th and Rh is a complete set of pairwise
inequivalent representatives for Vh/〈Th〉. Similarly, {1}∪Vh is stable under right multiplication by
powers of V h and R̃h is a complete set of pairwise inequivalent representatives for ({1}∪Vh)/〈V h〉.

The reason why these sets are so useful is because the properties

VhV h = (Vh r {V h}) ∪ {1}, VhTh = Vh

immediately imply that any series of the form (2.80) indeed has the desired properties (A) and (B),
provided of course that it converges absolutely. To prove that this series does converge absolutely
(for sufficiently large k) and to prove various other properties, we need the following lemma.

Lemma 2.12. Consider an element γ ∈ Vh as in (2.81) and write γ =
(
a b
c d

)
, so that the entries

a, b, c, d depend on n, ei, fi and h. Then the following holds:

(i) If fn = 0 (i.e. if γ ∈ Rh), then |c| ≥ |d|.

(ii) If fn 6= 0 (i.e. if γ ∈ R̃h), then |d| ≥ |c|.

(iii) c 6= 0 6= d.

(iv) |a| ≤ |c| and |b| ≤ |d|.

(v) Viewing h as a formal variable and the entries of γ as elements of Z[h], the degrees of the
polynomials c and d are at least 2n− 2.

(vi) Viewed as functions of h ∈ [2,∞), the entries |c| and |d| are monotonically increasing on
[2,∞).

Proof. We prove parts (i), (ii), and (iii) simultaneously, using induction on n, by multiplying on
the right with a non-trivial power of V h or Th . The base case is n = 1, f1 = 0, so γ = V e1h and
the inequality in (i) holds trivially and certainly cγdγ 6= 0. For the inductive step, assume n ≥ 2.
If fn 6= 0, set γ′ = γT−fnh and if fn = 0, set γ′ = γV −enh. Thus, we have

either γ = γ′T fnh =

(
∗ ∗
cγ′ dγ′ + fnhcγ′

)
or γ = γ′V enh =

(
∗ ∗

cγ′ + enhdγ′ dγ′

)
.

If fn 6= 0, then |cγ′ | ≥ |dγ′ | > 0 by inductive hypothesis and hence

|d| = |dγ′ + hfncγ′ | ≥ |fn||h||cγ′ | − |dγ′ | ≥ 2|cγ′ | − |cγ′ | = |cγ′ | = |c| > 0,

as desired. If fn = 0, then |dγ′ | ≥ |cγ′ | > 0 by inductive hypothesis and we deduce |c| ≥ |d| > 0 in
a similar way.

We prove part (iv) also by induction on n, but “in the reverse order”, that is, by multiplying
elements γ from the left by elements V ehT fh, starting with (e, f) = (en, fn) and γ = 1, then
(e, f) = (en−1, fn−1) and so on. To explain this more precisely, we first compute generally15

V ehT fh
(
a′ b′

c′ d′

)
=

(
1 fh
eh 1 + efh2

)(
a′ b′

c′ d′

)
=

(
a′ + fhc′ b′ + fhd′

a′eh+ c′ + efh2c′ eb′h+ d′ + d′efh2

)
.

The base case of the above inductive scheme is the case (e, f) ∈ (Z r {0}) × Z and a′ = d′ = 1,
b′ = c′ = 0, in which case we need to check that 1 ≤ |eh| (clear) and that|fh| ≤ |1 + efh| (also

15the primed notation is unrelated to the one in the previous item
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clear). For the inductive step, we assume that |a′| ≤ |c′| and |b′| ≤ |d′| and aim to show that for
all e, f ∈ Z r {0}, we have

|a′ + fhc′| ≤ |a′eh+ c′ + efh2c′|, |b′ + fhd′| ≤ |eb′h+ d′ + d′efh2|.

If c′ = 0, the first equality holds trivially and if d′ = 0, the second equality holds trivially. Dividing
by c′ and d′ respectively, we reduce to proving that for all x ∈ C with |x| ≤ 1 and all nonzero
e, f ∈ Z, we have

|x+ fh| ≤ |xeh+ 1 + efh2| = |eh(x+ fh) + 1|
and this holds, since

|1 + eh(x+ fh)| ≥ |h||x+ fh| − 1 ≥ 2|x+ fh| − 1 ≥ |x+ fh|,

because |x+ fh| ≥ 2|f | − |x| ≥ 2− |x| ≥ 1.
Part (v) can also be proved by induction on n, as parts (i) and (ii). In fact, one has deg(c) =

deg(d) + 1, if fn = 0 and deg(d) = deg(c) + 1 if fn 6= 0.
Part (vi) is easily verified for n = 1. For n ≥ 2, note that parts (v) and (iii) together imply that

the functions c and d are non-constant polynomial functions of h (with coefficients in Z, depending
upon ei, fi), all of whose complex zeros lie in the disc |h| < 2. It follows from the Gauss–Lucas
theorem16 that the zeros of their first derivatives also lie in that disc. In particular, the derivatives
of the polynomials c and d have no real zeros in Rr (−2, 2) and this implies the claim in (vi).

The following fact was postponed from Remark 2.1 in §2.1.1.

Corollary 2.2. Let h ∈ C with |h| ≥ 2. Then S /∈ Γ(h) and the only relation in Γθ(h) is S2 = 1.

Proof. Note that for all m ∈ Z, the lower right entry of TmhS is zero, so that S /∈ Γ(h) follows
from part (iii) of Lemma 2.12 and the definition of the set Vh. Proving the second part means
proving that there cannot exist nonzero mi ∈ Z and δ1, δ2 ∈ {0, 1}, so that

Sδ1Tm1hSTm2hSTm3h · · ·STm`hSδ2 = 1.

If such a relation were to hold, we could conjugate it by S, so we can focus on δ1 = 1. In that
case, a relation of the above form would produce an element of the set Vh which is equal to 1 or
S, which is again excluded by part (iii) of Lemma 2.12.

2.4.2 Convergence and definition of the generating functions

As explained above, given “any” function ϕ : H→ C, the formal series

F = −
∑
γ∈Vh

ϕ|kγ and F̃ := ϕ|kS − F |kS =
∑

γ∈({1}∪Vh)S

ϕ|kγ

are both (formally) h-periodic functions on H, which are related by F + F̃ |kS = ϕ. We prove next

that, in the case ϕ(z) = eπizr
2

and k > 2, these series converge absolutely with some uniformity.
We need one more preliminary observation. Consider any element γ ∈ Vh ∪ VhS ∪ {S}, which
appears in the series defining F or F̃ . Then, by part (iii) of lemma 2.12, we have |cγ | 6= 0 and
hence, by part (vi) of the same Lemma |cγ | ≥ 1 (in fact, we have |cγ | ≥ bhc for γ ∈ Vh),

|γz| =
∣∣∣∣aγcγ − 1

cγ(cγz + dγ)

∣∣∣∣ ≤ |aγ ||cγ | +
1

|cγ |2|z + dγ/cγ |
≤ 1 + Im(z)−1, (2.84)

where we also used part (iv) of Lemma 2.12.

16This theorem says that for every non-constant polynomial P ∈ C[x], the zeros of the derivative P ′ belong to
the convex hull of the zeros of P .
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Lemma 2.13. Fix real numbers k > 2, y0 > 0, X ≥ 1, h ≥ 2 and a compact subset Ω ⊆ C.
There exists a constant C, depending upon these parameters (but not on h) such that for all
γ ∈ Vh ∪ (Vh ∪ {1})S, all z ∈ H with |Re(z)| ≤ X, Im(z) ≥ y0 and all r ∈ Ω, we have∣∣∣jk(γ, z)−keπi(γz)r

2
∣∣∣ ≤ C(c2γ + d2

γ)−k/2.

If we replace Ω by an arbitrary subset Ω ⊆ R, then C can be chosen independently of Ω.

Proof. Let γ ∈ Vh ∪ (Vh ∪ {1})S, z ∈ H with Im(z) ≥ y0 > 0 and r ∈ Ω be arbitrary. Then, by
(2.10) and by (2.84)

|jk(γ, z)−keπi(γz)r
2

| ≤ |cγz + dγ |−keπ|γz||r|
2

≤ |cγz + dγ |−keπ(1+y−1
0 ) supr∈Ω |r|

2

.

Note that, in the case Ω ⊆ R, then we can simply use |eπiτr2 | ≤ 1 for all τ ∈ H and r ∈ R.
Consider now the R-linear map Az : C → C defined by Az(ci + d) = cz + d for c, d ∈ R. For

any (c, d) ∈ R2 r {(0, 0)}, we have

|ci+ d| = |A−1
z (cz + d)| ≤ ‖A−1

z ‖op|cz + d|

and hence
|ci+ d|k ≤ ‖A−1

z ‖kop|cz + d|k ≤ Ck(1 +X(1 + y−1))k|cz + d|k,

where we derived the last inequality from inversion of the matrix Mz =
(

1 Re(z)
0 Im(z)

)
, representing

Az in the ordered R-basis (1, i) of C (plus the assumptions on z and the equivalence of norms).
Inverting the last inequality and writing |cγi + dγ |k = (c2γ + d2

γ)k/2 we finish the proof of the
lemma.

Having established Lemma 2.13, we may now define the following two functions, for real k > 2,
h ≥ 2, z ∈ H and r ∈ C:

Fk,h(z, r) := −
∑
γ∈Vh

eπizr
2

|kγ, F̃k,h(z, r) :=
∑

γ∈(Vh∪{1})S

eπizr
2

|kγ. (2.85)

These series converge absolutely and uniformly on compact subsets of H × C by Lemma 2.13
and by part (vi) of Lemma 2.12. Indeed the two lemmas reduce the convergence question to the
convergence of

∑
(0,0)6=(c,d)∈Z2 (c2 + d2)−k/2 which is guaranteed for k > 2. As explained at the

beginning of this subsection 2.4.2, the functions Fk,h(z, r) and F̃k,h(z, r) are both h-periodic in z
and are related by the functional equation

Fk,h(z, r) + (z/i)−kF̃k,h(−1/z, r) = eπizr
2

. (2.86)

Following the general strategy explained in §2.2.2 we now define, for every r ∈ C, n ∈ Z,

bk,h,n(r) :=
1

h

∫ iy+h/2

iy−h/2
Fk,h(z, r)e−2πinz/hdz, (2.87)

b̃k,h,n(r) :=
1

h

∫ iy+h/2

iy−h/2
F̃k,h(z, r)e−2πinz/hdz. (2.88)

Recall that these integrals do not depend upon y > 0. It is clear (form general principles) that
these define holomorphic even functions of r ∈ C.
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2.4. Modular integrals via Poincaré-type series

Remark 2.11 (Dependence on k and h). In the above analysis, the parameters k, h were often
considered as fixed. Let us remark that the dependence of Fk,h(z, r) and F̃k,h(z, r) on (k, h) is
(at the very least) continuous. To see why, let φh : Γθ(2)→ Γθ(h) denote the group isomorphism
defined by

φh(T 2) = Th, φh(S) = S.

We can then write

Fk,h(z, r) = −
∑
γ∈V2

jk(φh(γ), z)−1eπi(γz)r
2

.

The proof of Lemma 2.13 shows that for all compact subsets K ⊆ (2,∞) × [2,∞) × H × C there
are κ > 2 and C = CK > 0 depending only on K so that for all γ ∈ V2 ⊆ Γ(2), we have

sup
(k,h,z,r)∈K

|jk(φh(γ), z)−1eπi(γz)r
2

| ≤ CK(c2γ + d2
γ)−κ/2,

which proves uniform convergence of the series defining Fk,h(z, r) in all parameters. Of course, the

same holds for F̃k,h(z, r).

2.4.3 Main result

Let us now state the main result of §2.4.

Theorem 2. Let d ≥ 5 be an integer, h ≥ 2 a real number and set k = d/2. Then the even entire
functions bk,h,n, b̃k,h,n : C→ C, defined in (2.87) have the following properties.

(i) For all f ∈ S(Rd) and all x ∈ Rd we have

f(x) =

∞∑
n=1

bk,h,n(|x|)f(
√

2n/h) +

∞∑
n=1

b̃k,h,n(|x|)f̂(
√

2n/h) (2.89)

where the series converge absolutely and uniformly on Rd.

(ii) For n ≤ 0 we have bk,h,n = 0 = b̃k,h,n and for n ≥ 1 and r ∈ R we have

|bk,h,n(r)|+ |b̃k,h,n(r)| ≤ C1 (C2/(kh))
k/2

nk, (2.90)

where C1, C2 are absolute constants (independent of k, h, n, r). For r > 0 and n ≥ 1 we have

|bk,h,n(r)|+ |b̃k,h,n(r)| ≤ C3n
k/2+9/8r−k+9/4, (2.91)

where C3 > 0 is an absolute constant, independent of k, h, n, r.

(iii) The assignments x 7→ bk,h,n(|x|), b̃k,h,n(|x|) define smooth radial functions Rd → C. For each
fixed multi-index α ∈ Nd0 and real number R ≥ 1, there exist constants C4, C5, C6, depending
only on R and α, such that for all |x| ≤ R, we have

|∂αx bk,h,n(|x|)|+ |∂αx b̃k,h,n(|x|)| ≤ C4(C5/k)k/2nk+|α| (2.92)

and for 0 < |x| ≤ R we have

|∂αx bk,h,n(|x|)|+ |∂αx b̃k,h,n(|x|)| ≤ C6n
k/2+9/8+|α||x|−k+9/4 (2.93)
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2. Fourier interpolation for radial functions

(iv) If h > 2, then, for every integer n0 ≥ 1, there exists an interpolation formula like (2.89), but
with both series starting at n = n0 and different functions bk,n,h, b̃k,h,n. See §2.4.4.5.

Remark 2.12. In the case h = 2, Theorem 2 is covered by our published work [Sto21, Thm 2]
which gives slightly stronger bounds on the functions in terms of the exponents of n and r = |x|.
To avoid having to work with yet an additional parameter, we will not include this improvement
here, but we remark that the only modification necessary to obtain it is a version of Lemma 2.14,
in which we allow the parameter κ in its statement to be arbitrarily close to 2.

Remark 2.13. We will see in the next chapter that the decay of the uniform estimate (2.90) in
terms of k as well as the exponents k/2 of n and −k of r in the estimates (2.91) are absolutely
crucial for our applications to non-radial functions, for large and small r.

Remark 2.14. There is an admissible constant C3 in (2.91) that is uniformly bounded and de-
caying as a function of h and k, see Remark 2.15 below.

2.4.4 Proof of Theorem 2

This section is devoted to the proof of Theorem 2. We will obtain the bounds stated in Theorem 2
by first bounding the functions Fk,h(z, r), F̃k,h(z, r) (and their derivatives with respect to x when
r = |x|) in terms of suitable powers of Im(z) and depending on whether r > 0 or not. We will
use these bounds together with the triangle inequality in (2.87) by choosing y = c/n for suitable c
(which may depend on k and r). To do so, we bound Fk,h(z, r), F̃k,h(z, r) in terms of two auxiliary

functions Uk,h, Ũk,h introduced below.

2.4.4.1 Bounds for two auxiliary functions

We start by defining the subset Ṽh ⊆ Γθ(h), by Ṽh := (Vh ∪ {1})S and then, for any real17 κ > 2,
the following auxiliary functions Uκ,h, Ũκ,h : H→ (0,+∞), by

Uκ,h(z) :=
∑
γ∈Vh

|jκ(γ, z)|−1 =
∑
γ∈Vh

|cγz + dγ |−κ, (2.94)

Ũκ,h(z) :=
∑
γ∈Ṽh

|jκ(γ, z)|−1 =
∑
γ̃∈Ṽh

|cγ̃z + dγ̃ |−κ =
∑

γ∈{1}∪Vh

|dγz − cγ |−κ. (2.95)

By the proof of Lemma 2.13, these series converge absolutely and define continuous, h-periodic
functions on H.

Lemma 2.14. There is a constant C0 > 0 so that for all real z = x + iy ∈ H, all h ≥ 2 and all
real κ ≥ 9/4 = 2 + 1/4, we have

max
(
|Uκ,h(z)|, |Ũκ,h(z)|

)
≤ C02κ/2(y−κ/2 + y−κ).

Proof. By h-periodicity, it suffices to consider z = x+ iy ∈ H with |x| ≤ h/2. We start by proving
the upper bound for Uκ,h. Recall that the set Rh, defined in (2.82) and that it is a complete set
of representatives for the quotient Vh/〈Th〉. Therefore,

Uk,h(z) =
∑
γ∈Rh

∑
f∈Z
|cγz + dγ + fhcγ |−κ =

∑
γ∈Rh

|cγ |−κ
∑
f∈Z
|z + dγ/cγ + fh|−κ.

17We will mostly use these functions for κ = k, but not always, hence the change in notation.
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2.4. Modular integrals via Poincaré-type series

We next bound the terms

|z + dγ/cγ + fh|2 = y2 + (x+ dγ/cγ + fh)2

from below. If |f | ≤ 1 we bound them trivially from below by y2 and if |f | ≥ 2 we use part (i) of
Lemma 2.12 as follows:

y2 + (x+ dγ/cγ + fh)2 ≥ 2y|x+ dγ/cγ + fh| ≥ 2y(|f |h− (h/2)− 1)

≥ 2yh(|f | − (1/2 + 1/h)) ≥ 2yh(|f | − 1).

Thus, we obtain

Uk,h(z) =
∑
γ∈Rh

(c2γ)−κ/2

∑
|f |≤1

y−κ +
∑
|f |≥2

(2yh(|f | − 1))−κ/2


≤
∑
γ∈Rh

((c2γ + d2
γ)/2)−κ/2

(
3y−κ + (2h)−κ/22ζ(κ/2)y−κ/2

)
,

where we used part (i) of Lemma 2.12 once more. By part (vi) of the same Lemma, the series∑
γ∈Rh (c2γ + d2

γ)−κ/2 is dominated by
∑

(c,d)∈Z2
prim

(c2 + d2)−κ/2, where Z2
prim denotes the set of

row vectors (c, d) ∈ Z2 with gcd(c, d) = 1. As we are assuming κ ≥ 2 + 1/4 and h ≥ 2, the last
estimate for Uκ,h(z) immediately implies the desired bound Uκ,h(z) ≤ C02κ(y−κ/2 + y−κ).

The analysis for Ũk,h(x+ iy) is very similar. Recalling the definition and properties of the set

R̃h defined in (2.83), we write

Ũκ,h(z) =
∑
γ∈R̃h

∑
e∈Z
|dγz − (cγ + ehdγ)|−κ =

∑
γ∈R̃h

|dγ |−κ
∑
e∈Z
|z − (cγ/dγ + eh)|−κ.

For all e ∈ Z we either bound |z + (cγ/dγ + eh)|2 from below by y2 (if |e| ≤ 1) or (if |e| ≥ 2), by
2yh(|e| − 1) (using part (ii) of Lemma 2.12). Proceeding similarly as above for Uκ,h we obtain the

desired upper bound for Ũκ,h.

2.4.4.2 Proof of part (ii) of Theorem 2

Fix k ≥ 5/2 and h ≥ 2. By applying the triangle inequality to (2.87), using the trivial bound

|eπizr2 | ≤ 1 and by Lemma 2.14, we see that for all r ∈ R, n ∈ Z, y > 0, we have

|bk,h,n(r)| ≤ 1

h

∫ h/2

−h/2
|Fk,h(x+ iy, r)|eπnydx ≤ C02k/2(y−k/2 + y−k)e2πny/h.

If n ≤ 0, we can let y →∞ in this estimate to deduce the vanishing of bk,h,n(r) = 0 for all r ∈ R
and hence for all r ∈ C by analyticity. For n ≥ 1, we specialize the above bound to y = kh

2πn and
thus obtain

|bk,h,n(r)| ≤ C02k/2

((
2πn

kh

)k/2
+

(
2πn

kh

)k)
ek ≤ C1

(
C2

kh

)k/2
nk

for certain constants C1, C2 > 0, which establishes (2.90) for bk,n,n. The argument for b̃k,h,n is
completely analogous.
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2. Fourier interpolation for radial functions

To establish (2.91), fix r > 0. Instead of the trivial bound |Fk,h(z, r)| ≤ Uk,h(z), we now use,
for some parameter β > 0 to be determined, the bound

|Fk,h(z, r)| ≤
∑
γ∈Vh

|cγz + dγ |−ke−π Im(γz)r2

Im(γz)β Im(γz)−β

≤
∑
γ∈Vh

|cγz + dγ |−k
(

β

πer2

)β
Im(γz)−β ≤

(
β

πer2

)β
Im(z)−βUk−2β,h(z).

Here, we used that supt>0 (tβe−αt) =
(
β
eα

)β
. We take β = k/2−9/8, so that we can apply Lemma

2.14 with κ = k − 2β = 9/4, giving

|Fk,h(z, r)| ≤
(
β

πe

)β
r−2βy−βU2c,h(z) ≤ C

(
β

πe

)β
r−2βy−β(y−9/4 + y−9/8)),

where C = C029/16, with C0 as in the cited Lemma. From this and from (2.87) we deduce for all
n ≥ 1 all y > 0, we have

|bk,h,n(r)| ≤ C
(
β

πe

)β
r−2βy−β(y−9/4 + y−9/8)e2πny/h.

By specializing this inequality to y = βh
2πn , we obtain, recalling that β = k/2− 9/8,

|bk,h,n(r)| ≤ C
(
β

πe

)β
r−2β

(
2πn

βh

)β ((
2πn

βh

)9/4

+

(
2πn

βh

)9/8
)
eβ

= Cr−2β

(
2n

h

)β
n9/4

((
2π

βh

)9/4

+
1

n9/8

(
2π

βh

)9/8
)
≤ C3n

k/2+9/8r−k+9/4

for some absolute constants C3 > 0. The argument for b̃k,h,n(r) is completely analogous.

Remark 2.15. We see from the above proof that for the bound (2.91), we can allow C3 to be of
the form

C3 = C ′3(2/h)k/2−9/8(h(k/2− 9/8))−9/8

which is not only bounded as a function of k ≥ 5/2 and h ≥ 2, but decaying in either of these
parameters.

2.4.4.3 Proof of part (i) of Theorem 2

This part follows from the uniform bounds of part (ii), the functional equation (2.86) satisfied by
Fk,h, F̃k,h, the definition of bk,h,n(r), b̃k,h,n(r) as their Fourier coefficients and the general results
of §2.2.2, in particular, the density of the Gaussians, which was Proposition 2.3.

2.4.4.4 Proof of part (iii) of Theorem 2

Let k = d/2 ≥ 5/2 and h ≥ 2. Fix some R ≥ 1 and a multi-index α ∈ Nd0. Consider x ∈ Rd such
that 0 ≤ r = |x| ≤ R. For 0 ≤ m ≤ |α|, let Pα,m ∈ Z[2πi][x1, . . . , xd] be the polynomial satisfying

∂αx e
πiτ |x|2 =

|α|∑
m=0

Pα,m(x)τm, x ∈ Rd, τ ∈ H.
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2.4. Modular integrals via Poincaré-type series

Using γz =
aγ
cγ
− 1

cγ(cγz+dγ) and the binomial theorem, we write, using the variable r = |x|,

∂αxFk,h(z, |x|) = −
|α|∑
m=0

Pα,m(x)
∑
γ∈Vh

|cγz + dγ |−k(γz)meπi(γz)|x|
2

(2.96)

= −
|α|∑
m=0

Pα,m(x)

m∑
j=0

(
m

j

) ∑
γ∈Vh

(aγ/cγ)m−j(−cγ(cγz + dγ))−j |cγz + dγ |−ke−π Im(γz)r2

(2.97)

By Lemma 2.12, we know that |aγ/cγ | ≤ 1 and that |cγ | ≥ 1 for all γ ∈ Vh. For the proof of (2.92),
we bound the Gaussian trivially by 1 and thus obtain

|∂αxFk,h(z, |x|)| ≤
|α|∑
m=0

Pα,m(x)

m∑
j=0

(
m

j

)
Uk+j,h(z)

≤ C02k/2+|α|
|α|∑
m=0

Pα,m(x)

m∑
j=0

(
m

j

)
(y−k/2−j/2 + y−k−j)

= C02k/2+|α|
|α|∑
m=0

Pα,m(x)
(
y−k/2(1 + y−1/2)m + y−k(1 + y−1)m

)
as in the proof of part (ii), we deduce that

|∂αx bk,h,n(|x|)| ≤ C02k/2+|α|
|α|∑
m=0

|Pα,m(x)|
(
y−k/2(1 + y−1/2)m + y−k(1 + y−1)m

)
e2πny/h

and by specializing this last inequality to y = kh
2πn and bounding the polynomials Pα,m(x) by

compactness and continuity for |x| ≤ R, we obtain (2.92).
Finally, for the proof of the bounds in (2.93), in which we assume that 0 < r = |x| < R, we

insert a term 1 = Im(γz)βj Im(γz)−βj into (2.97) for a suitable parameter βj , to obtain, similarly
to the proof of (2.91),

|∂αxFk,h(z, |x|)| ≤
|α|∑
m=0

|Pα,m(x)|
m∑
j=0

(
m

j

)
Im(z)−βj

(
βj
eπr2

)βj
Uk+j−2βj (z).

Proceeding similarly as before, we obtain the bounds in (2.93). (See also §5.5 in [Sto21] for more
details, at least in the case h = 2).

2.4.4.5 Proof of part (iv) of Theorem 2

We fix h > 2 and k > 2 and will not always display these parameters in our notation. Recall that
part (iv) of Theorem 2 asserted that one can modify the interpolation formula (2.89) and let the
summation start at n = n0 for any given integer n0 ≥ 1.

To prove that this is possible, it suffices to find a new pair of generating functions (F, F̃ ) whose
Fourier expansions start at n = n0. In the paper with Radchenko [RS], we used decomposition into
Fourier eigenspaces and the accompanying generating functions F+, F− as in §2.2.2.1, to reduce
the problem to an old result of Hecke. Here, we will present this argument slightly differently.
Recall from (2.2.2.1) the definition of the characters χε : Γθ(h) → {±1} and the twisted slash
action ϕ|εkγ = χε(γ)jk(γ)−1(ϕ ◦ γ).
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We define Mk(Γθ(h), ε) as the space of all holomorphic functions ϕ : H→ C of moderate growth
satisfying ϕ|εkγ = ϕ for all γ ∈ Γθ(h). We define Mk(Γ(h)) ⊇Mk(Γθ(h), χ+) to be the bigger space
of all holomorphic ϕ : H→ C of moderate growth such that ϕ|kγ = ϕ for all γ ∈ Γ(h).

Proposition 2.11. For every n ≥ 1 and ε ∈ {±1}, there exist f εn ∈ Mk(Γθ(h), χε) such that

f̂ εn(m) = 0 for all integers m < n and such that f̂ εn(n) = 1.

We defer the proof of Proposition 2.11 to the end of this section. Let us explain how it
implies part (v) of Theorem 2. Fix an integer n0 ≥ 1. By Proposition 2.11, we can construct
gεn ∈Mk(Γθ(h), χε) such that we have

ĝεn(ν) = δn,ν , for all n, ν ∈ {1, . . . , n0}.

For n ∈ {1, . . . , n0} we define

ϕn :=
g+
n + g−n

2
∈Mk(Γ(h))

whose Fourier expansions at the cusps 0 and ∞ are given as

ϕ̂n(ν) = δn,ν , ϕ̂n|kS(ν) = 0 for all n, ν ∈ {1, . . . , n0}.

We may now define two new solutions Φk,h(z, r), Φ̃k,h(z, r) to the functional equations by

Φk,h(z, r) := Fk,h(z, r)−
n0∑
n=1

bk,h,n(r)ϕn(z) +

n0∑
n=1

b̃k,h,n(r)(ϕn|kS)(z),

Φ̃k,h(z, r) := (g(z, r)− Φk,h(z, r)|kS = F̃k,h(z, r) +

n0∑
n=1

bk,h,n(r)(ϕn|kS)(z)−
n0∑
n=1

b̃k,h,n(r)ϕn(z).

We denote their Fourier coefficients by

ck,h,n(r) :=
1

h

∫ iy+h/2

iy−h/2
Φk,h(z, r)e2πinz/h, c̃k,h,n(r) :=

1

h

∫ iy+h/2

iy−h/2
Φ̃k,h(z, r)e2πinz/h.

By construction, these are entire functions of r ∈ C which vanish identically if n < n0 and there
are constants A,C > 0 depending on k, h so that for all n ≥ n0,

sup
r∈R
|ck,h,n(r)|+ sup

r∈R
|c̃k,h,n(r)| ≤ CnA.

Finally for all f ∈ Srad(R2k) and all x ∈ R2k, we have

f(x) =

∞∑
n=n0

ck,h,n(|x|)f(
√

2n/h) +

∞∑
n=n0

c̃k,h,n(|x|)f̂(
√

2n/h). (2.98)

by the above functional equations satisfied by Φk,h and Φ̃k,h and by the general results of §2.2.2.

Proof of Proposition 2.11. This proof is essentially due to Hecke [Hec36, §3] who proved the exis-
tence of such f εn for all integers n ≥ k/2. We will add a further observation (below near (2.100))
to his proof and show that the construction extends to all n ≥ 1. Hecke’s treatment in loc. cit. is
somewhat brief and we refer to [BK08, Chapter 4] for more details and explanation, also for parts
of the proof given below.18

18In terms of notation, note that we denote by h, the quantity λ in the cited references.

70



2.4. Modular integrals via Poincaré-type series

Let B1 := {z ∈ C : −h/2 < Re(z) < 0, |z| > 1}, so that B1 ∩ H is the left half of the
fundamental domain Dh (see figure 2a). Consider the following pieces of the boundary of B1:

L1 = −h/2 + iR, L2 = i[1,∞), L3 = {z ∈ C : Re(z) < 0, |z| = 1}, L4 = i(−∞,−1].

By the Riemann mapping theorem, there exists a biholomorphic map ϕ : B1 → H. It may be
chosen uniquely so that it extends continuously to the boundary of B1 (minus the point −i), maps
the latter to R and satisfies

ϕ(i) = 0, ϕ(−i) = −∞, ϕ(i∞) = 1, ϕ(−i∞) = a0, (2.99)

for some a0 > 1, where the values at ±i∞ are understood in the limit Im(τ) → ±∞. We then
have

ϕ(L1) = (1, a0), ϕ(L2) = [0, 1), ϕ(L3) = (−∞, 0) and ϕ(L4) = (a0,∞).

By the Schwarz reflection principle applied to L1, L2, and L3, one may extend ϕ to an analytic
function on C minus the set of points equivalent to −i under the reflections just mentioned. Then
ϕ|H is bounded, Γ(h)-invariant and never takes the value 1.

We claim that there is δ > 0 so that for all τ ∈ B1 with | Im(τ)| ≤ 2 we have |ϕ(τ) − 1| ≥ δ.
To prove this, it suffices to show that for all τ ∈ B1 we have

ϕ(τ) =
a0

ϕ(τ)
, (2.100)

because if we specialize the above to τ ∈ R ∩ B1, we get |ϕ(τ)|2 = a0 > 1 and can then use
continuity of ϕ to prove the claim. To prove (2.100), we note that both sides define biholomorphic
mappings B1 → {z ∈ C : Im(z) < 0} and that they extend in the same way to the boundary points
τ = ±i,±i∞. Now Hecke proves the existence of a holomorphic function Φ : H→ C satisfying

Φ(τ + h) = Φ(τ), Φ(−1/τ) = −Φ(τ), Φ(τ)2 = ϕ(τ)

for all τ ∈ H and then considers

ψ(τ) :=
ϕ′(τ)

Φ(τ)(ϕ(τ)− 1)
,

which is holomorphic and nowhere vanishing on H ∪ {i∞} and transforms like a modular form
in M2(h,+1) (we again refer to [BK08, Ch. 4] for justification and details). Using a suitable
logarithm of ψ, Hecke defines

f εn(τ) := Φ(τ)
1−ε

2 ψ(τ)k/2(ϕ(τ)− 1)n

and proves that f εn ∈ Mk(h, ε) for n ≥ k/2. Note that since ϕ(τ) − 1 vanishes to order 1 at i∞
while Φ and ψ are non-vanishing at i∞, each f εn indeed vanishes to order exactly n at i∞. It
remains to be shown that f εn belongs to Mk(h, ε) for all n ≥ 1. For this, it suffices to show that the
Γ(h)-invariant, continuous function |f εn(τ)| Im(τ)k/2 is bounded on the fundamental domain Dh.

For τ ∈ Dh with Im(τ) ≥ 2 we have ψ(τ) − 1 = O(e−(2π/h) Im(τ)) while ψ(τ)k/2 and Φ(τ) are
both O(1). For τ ∈ Dh with Im(τ) ≤ 2, we write

|f εn(τ)| Im(τ)k/2 = |ϕ(τ)|
1−ε

4 |ϕ(τ)− 1|n−k/2|f∗(τ)|k/2, where f∗(τ) := Im(τ)|ψ′(τ)/Φ(τ)|.
(2.101)

The function f∗ : H → R≥0 is easily seen to be bounded (see [BK08, Ch. 4, p. 31]) and since
we showed that |ϕ(τ) − 1| is bounded away from zero for τ ∈ Dh with Im(τ) ≤ 2 and that ϕ is
bounded on H, we are done.
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Remark 2.16 (on Hecke’s proof [Hec36]). For comparison, if we restrict the discussion to n ≥ k/2,
then the function |h(τ) − 1|n−k/2 is obviously bounded on H, since h is bounded on H and it is
then enough to argue with the bounded function f∗ only, as in (2.101) (on the whole fundamental
domain Dh). Presumably, Hecke was not concerned about the restriction n ≥ k/2, since his
primary goal was to show that the spaces Mk(Γθ(h), χε) are infinite dimensional for all h > 2 and
k ∈ R. He used this result to show that certain spaces of Dirichlet series are infinite dimensional,
while for other values of h, they are finite dimensional.

We finished the proof of part (iv) of Theorem 2 and thus the proof of the whole theorem.

2.4.5 Additional properties of the basis functions in the case h = 2

In this section, we will express each of the functions bk,2,n(r) as a sum of Bessel functions times
Kloosterman-type sums, depending on the continuous parameter r. This highlights the connection
to classical Poincaré series and we will use the connection to prove that (most of) these functions
are not of rapid decay on R. We assume throughout this section that k ≥ 3 is an integer and that
h = 2, so we work with modular forms for the group Γ(2) of weight k and a certain character. The
discussion which follows should apply analogously to the functions b̃k,2,n.

Our arguments will be based on the following lemma, which establishes a further property of
the set V2 ⊆ Γ(2).

Lemma 2.15. Let P denote the set of all pairs (c, d) of coprime integers c, d such that c is even,
nonzero and d is (necessarily) odd. The bottom row assignment γ 7→ (cγ , dγ) yields a bijection
V2 → P/Z×. Here, quotienting by Z× = {±1} signifies that we only consider the element of P up
to sign, as we are working in PSL2(Z).

Proof. Since for γ ∈ Γ(2) the entry cγ is always even and dγ always odd and since, by part (iii)
of Lemma 2.12, cγ is never zero, the map is well-defined. It is injective, since if γ1, γ2 ∈ V2 have
the same bottom row, then γ1γ

−1
2 = T 2m for some m ∈ Z, hence γ1 = T 2mγ2 , which forces

m = 0, by the definition of V2 and the fact that Γ(2) is freely generated by V 2 and T 2. Now we
prove surjectvity. So let (c, d) ∈ P be arbitrary. Since gcd(2c, d) = 1, we find a, b′ ∈ Z so that
ad− b′(2c) = 1. Then a is odd, b := 2b′ is even and

M =

[
a b
c d

]
∈ Γ(2)

has bottom row (c, d). It suffices to find q ∈ Z so that T 2qM ∈ V2, since T 2qM and M have the
same bottom row, both equal to (c, d). To prove the existence of such q, it suffices to find integers
m1, . . . ,mr, nonzero integers n1, . . . , nr and some p ∈ Z such

MT 2m1V 2n1 · · ·T 2mrV 2nr = T 2p.

Indeed, we then have T−2pM ∈ V2 (so q = −p has the desired property). To see that such integers
exist, we write down the effect of right multiplication by general T 2m, V 2n:[

∗ ∗
c d

] [
1 2m
0 1

]
=

[
∗ ∗
c d+ 2cm

]
,

[
∗ ∗
c d

] [
1 0

2n 1

]
=

[
∗ ∗

c+ 2dn d

]
. (2.102)

We see from this that, via successive reduction of d mod 2c and c mod 2d, we can make the
lower left entry c of M equal to zero, by successively multiplying on the right by suitable elements
T 2mjV 2nj .
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Recall that the set V2 is also stable under right-multiplication by powers of T 2. By the first
identity in (2.102) we see that γ 7→ (cγ , dγ) induces a well-defined map V2/〈T 2〉 → (P/Z×)/Z,
where we let Z act on the right on P/Z× by (c, d)|m = (c, d + 2mc) for (c, d) ∈ P, m ∈ Z. Since
this induced map is clearly a bijection, we obtain the following consequence.

Corollary 2.3. Retain the above set-up. For all even positive integers c > 0 and all odd integers
d ∈ {1, . . . , 2c}, with gcd(c, d) = 1, there is a unique element γ(c, d) ∈ V2 whose bottom row is
(c, d) (up to sign).

For later purposes it will be convenient to have notation for the upper left-entry of the element
γ(c, d) in the Corollary. Let us denote it as a(c, d), so that we have

γ(c, d) =

[
a(c, d) ∗
c d

]
∈ V2, (2.103)

for any c, d with the above properties.
These group-theoretic facts will allow us to imitate the computation for the formula of Fourier

coefficients of classical Poincaré series in terms of Bessel functions and Kloosterman sums. The
Kloosterman sum will be replaced by a certain analogue of it.

We start by recalling that for all n ∈ Z, all r ∈ C and all y > 0, we have

bk,2,n(r) =
1

2

∫ iy+1

iy−1

Fk,2(τ, r)e−πinτdτ.

In the remainder of §2.4.5, we abbreviate bk,2,n(r) to bk,n(r) and Fk,2(τ, r) to Fk(τ, r) and we
consider only r ∈ R≥0. In the above expression for bk,n(r) we write out the definition of Fk,2(τ, r)
and split the sum over V2 into orbits modulo the right action of 〈T 2〉, giving

bk,n(r) = −1

2

∑
γ∈V2/〈T 2〉

∑
m∈Z

∫ iy+1

iy−1

g2k(τ, r)|k(γT 2m)e−πinτdτ

= −1

2

∑
γ∈V2/〈T 2〉

∫
iy+R

jk(γ, τ)−1eπi(γτ)r2

e−πinτdτ.

Here, the first equal sign is justified by absolute and uniform (on iy + [−1, 1]) convergence of the
series Fk(τ, r) and the second equal sign is justified by absolute convergence of the integral, which
is easily seen from |jk(γ, τ)| = |cγτ + dγ |k and the fact that cγ 6= 0 for all γ ∈ V2. Next, we use the
the matrices γ(c, d) ∈ V2 as in (2.103) as set of representatives for V2/〈T 2〉, as well as the identity
γτ =

aγ
cγ
− 1

cγ(cγτ+dγ) , to rewrite the above as19

bk,n(r) = −1

2

∞∑
c=1
c≡0(2)

2c∑
d=1

gcd(2c,d)=1

eπi
a(c,d)
c r2

∫
iy+R

e
πi −1

c2(τ+d/c)r2 e−πinτ

jk(γ(c, d), τ)
dτ

= −1

2

∞∑
c=1
c≡0(2)

2c∑
d=1

gcd(2c,d)=1

eπi
a(c,d)
c r2

eπi
dn
c

∫
iy+R

eπi
−1

c2τ
r2

e−πinτ

jk(γ(c, d), τ − d/c)
dτ.

Next, we recall from (2.14) that for all z ∈ H, and all c, d as in the above sum, we have

jk(γ(c, d), z) = Θ3(γ(c, d)z)2k/Θ3(z)2k = gc(d)2k((z + d/c)/i)k,

19For even c, the conditions gcd(2c, d) = 1 and gcd(c, d) = 1 are equivalent, but we prefer to write the first one.
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where we recall that gc(d) = 1
2G(d, 2c) = 1

2

∑2c−1
m=0 e

πidm2/c. Applying that formula to z = τ + d/c
yields

bk,n(r) = −1

2

∞∑
c=1
c≡0(2)

2c∑
d=1

gcd(2c,d)=1

gc(d)−2keπi
a(c,d)
c r2

eπi
dn
c

∫
iy+R

eπi
−1

c2τ
r2

e−πinτ

(τ/i)k
dτ. (2.104)

In a next step, we will express each of the above integrals in terms of the J-Bessel function

Jα(x) = (x/2)α
∞∑
m=0

(−1)m

m!Γ(m+ α+ 1)
(x/2)2m x > 0, α > 0.

We define, for y, k and n as above and for any real number β ≥ 0, the integral

I(y, k, β, n) :=

∫
iy+R

eπi(−1/τ)βe−πinτ

(τ/i)k
dτ

so that our integral of interest in (2.104) is obtained by setting β = r2/c2. First, let us remark that
it is independent of y > 0, as an application of Cauchy’s theorem shows (apply it to a rectangle
[−R,R] + i[y1, y2], y1 < y2 and let R → ∞). For n ≤ 0, we infer from this independence that
I(y, k, β, n) = limy→∞ I(y, k, β, n) = 0, which reproves that bk,2,n(r) = 0 for n ≤ 0. Consider
henceforth only n > 0. To evaluate the integral in the case β = 0, we write

I(y, k, 0, n) =

∫
R

e−πin(t+iy)

(y − it)k
dt = eπny

∫
R

eπint

(y + it)k
dt = eπny

(2π)e−nπy(πn)k−1

Γ(k)
=

(2π)(πn)k−1

Γ(k)
,

where we used the following formula from [ZMGR15, 8.315], applied with η = y and ν = nπ:∫
R

eiνt

(η + it)k
dt =

(2π)e−νηνk−1

Γ(k)
.

(The argument of η + it taken in (−π/2, π/2), consistent with our standard convention made in
item (4) of §1.1.) For β > 0 we write out the exponential eπi(−1/τ)β as a power series and obtain
thus

I(y, k, β, n) =

∞∑
m=0

(πiβ)m(−1)m

m!

∫
iy+R

e−πinτ

τm(τ/i)k
dτ =

∞∑
m=0

(πβ)m(−1)m

m!
I(y,m+ k, 0, n)

=

∞∑
m=0

(πβ)m(−1)m

m!

(2π)(πn)k+m−1

Γ(m+ k)

= (2π)(πn)k−1
∞∑
m=0

(−1)m

m!Γ(m+ k − 1 + 1)
(πβ)(πn)m

= (2π)(πn)k−1(π
√
nβ)1−kJk−1(2π

√
nβ) = (2π)nk/2−1/2

√
β

1−k
Jk−1(2π

√
nβ).

We specialize this to β = r2/c2, and obtain from (2.104) that, for r > 0,

bk,n(r) = −1

2

∞∑
c=1
c≡0(2)

2c∑
d=1

gcd(2c,d)=1

gc(d)−2keπi
a(c,d)
c r2

eπi
dn
c

(
(2π)nk/2−1/2r1−kck−1Jk−1(2π

√
nr/c)

)

= −πnk/2−1/2r1−k
∞∑
c=1
c≡0(2)

1

c
Sk(r, n, c)Jk−1(2π

√
nr/c), (2.105)
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where we define

Sk(r, n, c) :=

2c∑
d=1

gcd(2c,d)=1

(gc(d)/
√
c)−2keπi

a(c,d)
c r2

eπi
dn
c . (2.106)

We also obtain

bk,n(0) = −1

2

∞∑
c=1
c≡0(2)

2c∑
d=1

gcd(2c,d)=1

gc(d)−2keπi
dn
c

(2π)(πn)k−1

Γ(k)
= −π (πn)k−1

Γ(k)

∞∑
c=1
c≡0(2)

1

ck
Sk(0, n, c)

Further above, we have assumed that k is an integer, but we have in fact not used this assumption
in the above computations.

The above formula and (2.105) are interesting because they (almost) “interpolate” the ones for
classical Poincaré-series in the parameter r. We can already see this property in the definition of
Fk(τ, r), which “interpolates” classical Poincaré series P km of weight k from integral parameters

m =
√
m

2
to real non-negative (indeed, complex) parameters m = r2, r ∈ C, since the set V2

represents the coset space Γ(2)∞\Γ(2), up to the identity coset. We will now make this connection
more precise and use it to prove not all of the functions bk,n(r) are of rapid decay as a function of
r ≥ 0. Indeed, we will show that infinitely many of them are not of rapid decay along the subset
r =
√
m, m ∈ Z≥0 (provided the weight k is sufficiently large). This will be a consequence of the

fact that the Fourier coefficients of a nonzero modular form cannot grow too slowly.

There is a somewhat technical but convenient step that we will take, which consists in switching
from the group Γ(2) to the group Γ0(4), which is conjugate to it. We do so for ease of reference
to the literature. Note that if f(z) is modular of weight k for the group Γ(2), then f(2z) will be
modular of weight k for the group Γ0(4), where modularity for that group is defined with respect
to the theta function θ(z) := Θ3(2z) (which agrees with the usual notion if k is an even integer).

Let us now specialize (2.105) to radii r =
√
m with m ∈ N. We replace c by c/2 in (2.105) and

correspondingly sum over c ∈ 4N, giving

bk,n(
√
m) = −π

( n
m

) k−1
2

∞∑
c=1
c≡0(4)

2

c
Sk(
√
m,n, c/2)Jk−1(4π

√
nm/c). (2.107)

We have

Sk(
√
m,n, c/2) =

c∑
d=1

gcd(c,d)=1

(gc/2(d)/
√
c/2)−2ke2πi( a(c/2,d)m

c + dn
c )

Let χ : (Z/4Z)× → {−1, 1} denote the non-trivial character. For 4|c and d coprime to c, we have
Gc(d)2 = i(2c)χ(d) and since gc/2(d) = 1

2Gc(d) (by our definition (2.14)) this implies that

(
√
c/2/gc/2(d))2k = i−kχ(d)k

Note that for 4|c, we can also view χ as a character on (Z/cZ)×. Note also that the definition of
a(c/2, d) further implies that a(c/2, d)d ≡ 1 (mod c). It follows that we can write

Sk(
√
m,n, c/2) = i−k

∑
d∈(Z/cZ)×

χ(d)ke(dm/c+ d̄n/c) =: i−kSχk(m,n, c), (2.108)
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where d̄ denotes the inverse of d mod c and where e(w) = e2πiw. Let us introduce the notations

σk(m,n) :=

∞∑
c=1
c≡0(4)

1

c
Sχk(m,n, c)Jk−1(4π

√
nm/c)

and

P km(z) :=
∑

γ∈Γ0(4)∞\Γ0(4)

χ(γ)k(cγz + dγ)−ke(m(γz)), (2.109)

for the mth Poincaré series of weight k for the group Γ0(4) (and character χk). It is known [IK04,
Lemma 14.2]20 that its nth Fourier coefficient is given by

P̂ km(n) = 2πi−k
( n
m

) k−1
2

(δ(m,n) + σk(m,n)) . (2.110)

It follows from this formula and from (2.107) and (2.108) (not forgetting the factors 2 and i−k)
that, for all integers m,n ≥ 1 such that m 6= n, we have

bk,n(
√
m) = −P̂ km(n). (2.111)

We comment that the minus sign is consistent with the minus sign in the definition of Fk(τ,
√
m).

Again, this relation is not surprising (in hindsight), because the series Fk(τ,
√
m) equals −P km(τ/2),

up to the identity coset in the summation range and it is the identity coset and orthogonality of
the exponentials e(mx) on R/Z that create the delta function δ(n,m) in the formula (2.110).

Now that we have established (2.111) we can move on to proving the following result. It shows
that the upper bound |bk,n(r)| . nk/2+5/4r−k+5/2 .n r−k+5/2 from (2.91) can’t be significantly
improved and that (infinitely many of) the functions bk,n(r) are (in particular) not of rapid decay
on R.

Proposition 2.12. Let k ≥ 3 and n ≥ 1 be integers. Assume that the nth Poincaré series
P kn as defined in (2.109) does not vanish identically on H. Then, for each ε > 0, the function
r 7→ rk−1+εbk,n(r) is unbounded on (0,+∞), in fact, unbounded on the subset of r =

√
m, m ∈ N.

Proof. Fix k ≥ 3 and n ≥ 1 and abbreviate ϕ := P kn ∈ Sk(Γ0(4), χk)r {0}. Let A > 0 and assume
that |bk,n(r)| = O(r−A) as r →∞. We will show that A ≤ k− 1. By (2.111) and (2.110) we have,
for all m ∈ Nr {n},

|bk,n(
√
m)| = |P̂ km(n)| =

( n
m

)k−1

|P̂ kn (m)| =
( n
m

)k−1

|ϕ̂(m)|.

It follows from our assumption that ϕ̂(m) = O(m−A/2+k−1). On the other hand, the Rankin–
Selberg method (see [Ran39, Theorem 1 and Remark B on page 364]) implies that for every

f ∈ Sk(Γ0(4), χk), the Fourier coefficients f̂(m) satisfy

M∑
m=1

|ϕ̂(m)|2 = ck(ϕ)Mk +O(Mk−2/5), as M →∞,

20in the cited reference, there may be a typo reversing the roles of n and m, as noted in a list of errata to the
book.
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where ck(ϕ) is proportional to the Petersson norm of ϕ which is > 0 since ϕ 6= 0. The bound
ϕ̂(m) = O(m−A/2+k−1) gives on the other hand that

M∑
m=1

|ϕ̂(m)|2 .M−A+2k−1 = MkMk−1−A, as M →∞,

which implies A ≤ k − 1, as desired.

Remark 2.17 (More elementary arguments). If we wish to avoid the input of the Rankin–Selberg
method in the proof of the above proposition and are satisfied with a numerically weaker result, we
may also argue as follows. Assume that k ≥ 3 is an integer and that a nonzero form ϕ ∈ Sk(Γ0(4), χ)
has Fourier coefficients satisfying ϕ̂(m) = O(mα) for some α > 0. Then, by a simple geometric
series estimate, we obtain ϕ(x + iy) . y−α−1 as y → 0. Thus, the Γ0(4)-invariant function
Φ(z) := |ϕ(z)| Im(z)k/2 satisfies Φ(z) . Im(z)k/2−α−1 as Im(z) → 0. If we had k/2 − α − 1 > 0,
then, by considering the orbit of points (in a small disc) in a fundamental domain of Γ0(4) which
accumulate (necessarily) at the real line, we would obtain that Φ and hence ϕ vanish at those points
and hence identically. It follows that α ≥ k/2−1. In the notation of the proof of Proposition 2.12,
we can apply this with α = −A/2 + k − 1 and deduce A ≤ k.

Remark 2.18 (On the assumption of Proposition 2.12). If Sk(Γ0(4), χk) 6= 0, then there are
infinitely many n such that P kn 6= 0. Indeed, if there is a nonzero cusp form ϕ ∈ Sk(Γ0(4), χk) then
ϕ̂(n) 6= 0 for infinitely many n ≥ 1 (see the previous remark) and hence the Petersson product
〈ϕ, P kn 〉, which is proportional to ϕ̂(n) is not zero and hence P kn 6= 0. Thus, for large enough k, the
assumption of Proposition 2.12 always holds for infinitely many n.

2.5 Some concluding remarks

We end this chapter with some remarks on Theorem 1 and Theorem 2.

2.5.1 Some coincidental identities between the functions bk,2,n and the ak,n

If d = 2k ≥ 5, then we can apply the interpolation formula from Theorem 2 to the basis functions
ak,n, ãk,n from Theorem 1, for any choice of n0 = n0(d), n̂0 = n̂0(d). For instance, for any m ≥ n0,
we thus obtain, because of part (ii) of Theorem 1,

ak,m(r) =

∞∑
n=1

bk,2,n(r)ak,m(
√
n) +

∞∑
n=1

b̃k,2,n(r)âk,m(
√
n)

=
∑

1≤n<n0

bk,2,n(r)ak,m(
√
n) + bk,2,m(r) +

∑
1≤n<n̂0

b̃k,2,n(r)âk,m(
√
n), (2.112)

which expresses ak,m(r) as a finite linear combination of the bk,2,n and b̃k,2,n. We may obtain
similar expressions for the ãk,m and for the Fourier transforms of these functions. For instance,
for any integer m ≥ n̂0, we have

ãk,m(r) =
∑

1≤n<n0

bk,2,n(r)ãk,m(
√
n) +

∑
1≤n<n̂0

b̃k,2,n(r) ̂̃ak,m(
√
n) + b̃k,2,m(r). (2.113)

For some values of k, n0 and n̂0, the finite sums over 1 ≤ n < n0 and 1 ≤ n ≤ n̂0 in (2.112) ,
(2.113) are empty. For instance, if 5 ≤ d ≤ 7, then 1 + bd/4c = 2 and the choice n0 = n̂0 = 1 leads
to the identities

ak,m(r) = bk,m(r), ãk,m(r) = b̃k,m(r) for all m ≥ 1 and 5/2 ≤ k ≤ 7/2.
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Since the ak,m and ãk,m are rapidly decaying, it follows from Proposition 2.12, that all Poincaré
series of that weight for the group Γ0(4) vanish. To be precise, under our simplifying assumptions,
we may deduce this for k = 3. This in turn implies that S3(Γ0(4), χ) = 0, which is no contradiction.
As the weight increases, we only have the more general linear relations described above, which
perhaps makes them all the more interesting in view of Proposition 2.12.

We may also understand the relationships between ak,n and the bk,2,n functions at the level of
their generating series. Indeed, for fixed k, n0, n̂0 and r, the difference

Fk,2(τ, r)− Fk,n0,n̂0
(τ, r)

is a modular form of weight k for the group Γ(2) which must vanish identically if the parameters
k, n0 and n̂0 are adjusted as in the previous example.

2.5.2 The parameter h ≥ 2

One may wonder whether there is also a version of Theorem 1 with
√
n replaced by

√
2n/h, for

h > 2, or, in other words, whether there is a version of Theorem 2 in the case d < 5. We believe
that this might be possible, in the sense that one might be able to construct a modular kernel
function for Γ(h) also when h > 2 and define an interpolation basis similar to the one in Theorem
1 via contour integrals. Such a (hypothetical) proof should then apply to all dimensions.

Let us also remark on the motivation for introducing the additional parameter h ≥ 2 into
our analysis. This parameter arose by specializing our more general analysis of Chapter 4, where
we study necessary conditions on the existence of Fourier interpolation sets of the form

√
Λ =

{(x1, . . . , xn) ∈ Rn : (x2
1, . . . , x

2
n) ∈ Λ} for general lattices Λ ⊆ Rn to the case n = 1. This

specialization amounts to considering (the possibility of existence of) Fourier interpolation formulas
using nodes of the form

√
2n/h for any real h > 0. As we will prove in Proposition 4.1 in Chapter 4

a necessary condition for the existence of such formula is that the group Γ(h) is freely generated by
Th and V h and another desirable (and likely necessary) condition is that it is moreover discrete.
These conditions led us to consider h ≥ 2. Let us also remark that N. Sardari proved several
interesting results in the “non-free but discrete” case h ∈ (0, 1), that is h = 2 cos(π/q) with
q ∈ Z≥3, to answer a question raised in [CKM+21].

2.5.3 Other period functions

The construction of the generating functions Fk,`,ˆ̀(τ, r) and Fk,h(τ, r) for the proof of Theorems

1 and 2 did not use any specific properties of the Gaussian ϕ(z) = eπizr
2

. Both methods of
proofs can be used to construct modular integrals with more general prescribed period functions
ϕ. This flexibility of the method is used in the recent work [BRS20], where the authors consider
ϕ(z) = ϕs(z) := (z/i)s for a complex parameter s. The Mellin transforms of the resulting modular
integrals can be used to prove “Mellin-interpolation formulas” recovering any sufficiently well-
behaved function Ψ(s) defined and analytic for Re(s) ∈ (−ε, 1 + ε), for some ε > 0, from its values
at the non-trivial zeros ρ of (the analytic continuation of) an L-function L(s) (e.g. the Riemann zeta
function) and the values of its inverse Mellin transform ψ(y) = 1

2πi

∫
Re(s)=c

Ψ(s)y−sds, y > 0, at the

positive integers y = n, n ∈ N. The weight k of the modular integral is determined by the center of
symmetry k/2 of the functional equation of the completed L-function L∗(s) = γ(s)L(s) = L∗(k−s).
Here, γ(s) is the Γ-factor of the L-function, expressible in terms of the Gamma function.

We believe that, when k > 2, the construction of a Poincaré-type series with respect to the
period function ϕ(z) = (z/i)s can be used to prove a similar result for L-functions L(s) = L(s, f)
attached to cusp forms f on Γ0(N) of weight k ∈ Z≥3. Given that such a result is already contained
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in [BRS20] and given that the series construction has several technical drawbacks, we have not
pursued this in great detail.

It would be interesting to know whether there are other period functions ϕ, for which the
resulting modular integral solves an interesting problem.

2.5.4 The parameters n0, n̂0.

We formulate this last remark as an open question. Let d ∈ N and E, Ê ⊆ N0 be any two finite
subsets such that |E|+ |Ê| = 1 + bd/4c. Is the pair ⋃

n∈N0\E

√
nSd−1,

⋃
n∈N0\Ê

√
nSd−1


a Fourier uniqueness pair for Srad(Rd)? To prove such a result, it would be sufficient to construct
certain modular forms in Md/2(Γ(2)) with prescribed Fourier coefficients on the sets E and Ê with
respect to the cusps 0 and ∞; compare with the arguments after Proposition 2.11.
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3. Fourier interpolation from spheres

3 Fourier interpolation from spheres

The main goal of this chapter is to establish Fourier interpolation formulas that recover any f ∈
S(Rd) from the restrictions of f and f̂ to the spheres

√
nSd−1, n ∈ N0. We will do so by combining

Theorems 1 and 2 from Chapter 2 with some general harmonic analysis results that we establish
in §3.1. The main results are stated as Corollary 3.2 and Theorem 3.

In §3.3 we will use basic principles from functional analysis to prove perturbations of these
results. More precisely, Theorem 4 shows that the Fourier uniqueness sets given by the spheres√
nSd−1 can be replaced by surfaces close to those spheres, or discrete sets of points contained in

them. This exposes our joint work with Ramos [RS21].

In §3.4 we will indicate an application of our techniques by sketching a proof that the so-
called magic functions for the sphere packing problems in 8 and 24 dimensions are necessarily
radial functions and unique among all Schwartz functions which are admissible and optimal for
the Cohn–Elkies linear programming method.

3.1 Some harmonic analysis results

Let d ≥ 2 be an integer and let 0 ≤ r1 < r2 < . . . be a sequence of radii, tending to infinity. The
main purpose of §3.1 is to show how one can deduce Fourier uniqueness and -interpolation results
for the union of the spheres rnS

d−1 from Fourier uniqueness and -interpolation results for radial
functions in dimensions d, d + 2, d + 4, . . . , with nodes rn. In this sense, we reduce the problem
for general functions to the same problem for radial functions in a sequence of higher dimensions.
To this end, we first gather some general auxiliary results in §3.1.1 and then study and introduce
certain spherical averages in §3.1.2.

3.1.1 Polynomials, harmonic polynomials and Gaussians

In this section, we recall some basic definitions and facts about harmonic polynomials that we will
use later. Most of the material in this section can be found in [SW71] or [ABR01, Ch. 5]. We also
prove that the the space of of functions given by “a Gaussians times a harmonic polynomial” is
dense in the Schwartz space (Corollary 3.1).

Let d ≥ 2. Let P(Rd) denote the C-algebra of all polynomial functions P : Rd → C. For
each m ∈ N0, let Pm(Rd) ⊆ P(Rd) denote the subspace of those polynomial functions that are
homogeneous of degree m and by Hm(Rd) ⊆ Pm(Rd) the subspace of u ∈ Pm(Rd) satisfying
∆u = 0. Elements of Hm(Rd) are called harmonic polynomials of degree m and elements of
H(Rd) := ⊕m≥0Hm(Rd) are called harmonic polynomials. To simplify notation, we sometimes
abbreviate

Pm = Pm(Rd), Hm = Hm(Rd), P = P(Rd), H = H(Rd)

when d is understood from context.
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3.1. Some harmonic analysis results

When restricted to the unit sphere Sd−1 ⊆ Rd, harmonic polynomials of different degrees are
mutually orthogonal with respect to the L2-inner product induced by the surface measure and the
set of all restrictions of these polynomials is dense in C(Sd−1) for the sup-norm. Thus L2(Sd−1)
decomposes as an orthogonal direct sum ⊕m≥0Hm(Sd−1) with dense L2-closure. Here, we write
Hm(Sd−1) := {u|Sd−1 : u ∈ Hm(Rd)}.

We next give a formula for the dimension of Hm. By definition, Hm is the kernel of the
Laplacian, viewed as a linear map Pm → Pm−2 (here, we assume m ≥ 2). We will show that it is
onto, which will allow us to deduce

dimHm = dimPm − dimPm−2 =

(
d+m− 1

d− 1

)
−
(
d+m− 3

d− 1

)
∼ 2

(d− 2)!
md−2, (3.1)

where the last asymptotic relation holds for m→∞ and d fixed. To prove that ∆(Pm) = Pm−2, we
will write ∆ as the adjoint of an injection Pm−2 → Pm with respect to a suitable inner product. To
define the inner product, we first define a linear map u 7→ ∂(u), P → End(P) by ∂(xα)v = ∂αv for
v ∈ P and α ∈ Nd0. Then define a sesquilinear form (·, ·) : P × P → C by (u, v) := (∂(u)v)(x)|x=0.
Denote its restriction to Pm × Pm by (·, ·)m. It is positive definite. Define ι(u)(x) = u(x)|x|2 for
any u ∈ P. Clearly, ι is an injective linear map Pm−2 → Pm. It is then straight-forward to check
the promised adjointness

(∆u, v)m−2 = (u, ι(v))m for all u ∈ Pm, v ∈ Pm−2.

As a consequence we have

Pm = ker(∆)⊕ ker(∆)⊥ = Hm ⊕ Im(ι).

In other words, we may write any u ∈ Pm as u(x) = u0(x) + v1(x)|x|2, where u0 ∈ Hm and
v1 ∈ Pm−2. Iterating this we find that any u ∈ Pm can be written as

u(x) =
∑

0≤j≤m/2

|x|2juj(x) (3.2)

with uj ∈ Hm−2j .
We will often use of the zonal spherical harmonic (or reproducing kernel) Zdm(ζ, ω), ζ, ω ∈ Sd−1,

characterized by the property∫
Sd−1

u(ζ)Zdm(ζ, ω)dζ = u(ω) for all u ∈ Hm(Rd). (3.3)

From this defining property one may deduce that Zdm(hζ, hω) = Zdm(ζ, ω) for all h ∈ O(d) and all
ζ, ω ∈ Sd−1 and that

Zdm(ω, ω) = ‖Zdm(·, ω)‖2L2 = dimHm(Rd), (3.4)

for all ω ∈ Sd−1. If Bm ⊆ Hm(Sd−1) is an orthonormal basis, then Zdm(ζ, ω) =
∑
u∈Bm u(ζ)u(ω).

We will frequently use the following L∞-L2 bound

sup
ζ∈Sd−1

|u(ζ)| ≤ dim(Hm(Rd))1/2‖u‖L2(Sd−1) .d m
d/2−1‖u‖L2(Sd−1), (3.5)

which is valid for all u ∈ Hm and follows by applying the Cauchy–Schwarz inequality to (3.3) and
(3.4).

Next, we need to recall some formulas for the Fourier transforms of harmonic polynomials,
times Gaussians.

81



3. Fourier interpolation from spheres

Proposition 3.1. Let d ≥ 2, m ≥ 0 be integers and let u ∈ Hm(Rd). Then

FRd(ug(z)) = i−m(z/i)−d/2−mug(−1/z)

for all z ∈ H, that is∫
Rd
u(x)eπiz|x|

2

e−2πi〈x,ξ〉dx = i−m(z/i)−d/2−mu(ξ)eπi(−1/z)|ξ|2 . (3.6)

Proof. This is well-known, but we recall a proof for completeness and because the result is quite
important for our purposes.

First, since both sides of (3.6) define holomorphic functions of z ∈ H, it suffices to prove the
identity for z = iy, y > 0. For those z, the proof reduces in fact to the case z = i, by homogeneity
of u and properties of the Fourier transform. Thus, it suffices to prove the identity (3.6) when
z = i, in which case it reads∫

Rd
u(x)e−π|x|

2

e−2πi〈x,ξ〉dx = i−mu(ξ)e−π|ξ|
2

. (3.7)

To do that, we note that (for each fixed ξ ∈ Rd), the difference of the RHS and the LHS of 3.7 defines
an O(d)-invariant linear form Hm(Rd) → C. Since Hm(Rd) is an irreducible O(d)-representation,
it thus suffices to verify 3.7 for some nonzero u0 ∈ Hm(Rd). Define u0,m(x) = (x1 + ix2)m for
m ∈ N0. We prove by induction on m that 3.7 holds for u = u0,m. The case m = 0, is well-known
(Fourier transform of the Gaussian). For the inductive step, we recall the general identity(

1

(−2πi)

∂

∂ξ1
+ i

1

(−2πi)

∂

∂ξ2

)
FRd(f(x))(ξ) = FRd((x1 + ix2)(f(x))(ξ)

for f ∈ S(Rd) and ξ ∈ Rd. Applying it to f(x) = u0,m(x)e−π|x|
2

and using the inductive hypothesis,
we obtain

FRd(u0,m+1(x)e−π|x|
2

)(ξ) =

(
1

(−2πi)

∂

∂ξ1
+ i

1

(−2πi)

∂

∂ξ2

)(
i−mu0,m(ξ)e−π|ξ|

2
)

=
i−m

(−2πi)
e−π|ξ|

2
[ (
m(ξ1 + iξ2)m−1 + (ξ1 + iξ2)m(−2π)ξ1

)
+ i
(
im(ξ1 + iξ2)m−1 + (ξ1 + iξ2)m(−2π)ξ2

) ]
= i−m−1e−π|ξ|

2

(ξ1 + iξ2)m+1 = i−(m+1)u0,m+1(ξ)e−π|ξ|
2

as desired.

A key analytic input to Chapter 2 was the fact that the span of all Gaussians gd(z), z ∈ H,
is dense in the space of radial Schwartz functions on Rd. For what we will do in the case of
general Schwartz functions we will need a similar result in which we replace the Gaussians gd(z)
by Gaussian times harmonic polynomials, that is, by functions of the form gd(z)(x)u(x), with
u ∈ H(Rd). The density of the span of those functions is the content of Corollary 3.1 below which
is based on the following Proposition.

Proposition 3.2. For each c > 0 the subspace Wc of S(Rd) consisting of all Schwartz function of

the form p(x)e−c|x|
2

with p ∈ P(Rd) is dense in S(Rd).
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3.1. Some harmonic analysis results

Proposition 3.2 is presumably well known. For example, exercises 6 and 7 in chapter 2.1 on
Hermite functions in [HT12] propose a proof for d = 1. For completeness, we include the proof
we found here. It is inspired by a trick learned from [RV19], which was already used in the proof

of Proposition 2.4. The “trick” consists in writing f(x) = f1(x)e−c|x|
2

and using that, if f is

compactly supported and smooth, then so is f1(x) = f(x)ec|x|
2

so that we can express f1 in terms

of f̂1 via Fourier inversion. In the resulting formula for f(x), we “approximate” the exponential
e2πi〈x,ξ〉 by its (1-dimensional) Taylor-series to get polynomial expressions in 〈x, ξ〉 (hence in x
after integrating over ξ).

Before giving the proof of Proposition 3.2, let use record the following consequence of it, of
Proposition 2.3 and the decomposition (3.2) of polynomials into even powers of the Euclidean norm
and harmonic polynomials. This corollary is crucial in the proof of the later main results.

Corollary 3.1. Let V denote the subspace of S(Rd) spanned by functions of the form f(x) =

u(x)eπiz|x|
2

for some z ∈ H and u ∈ H(Rd). Then V is dense in S(Rd).

Proof of Corollary 3.1. In this proof, the word “approximate” is used in reference to the Schwartz
topology, meaning in the sense of approximating with respect to any given finite collection of
semi-norms.

By Proposition 3.2, it suffices to approximate any given f ∈ Wπ by elements of the space V.
By (3.2) any element of Wπ is a finite linear combination of functions of the form u(x)|x|2je−π|x|2

for some j ∈ N0 and some u ∈ H(Rd). By Proposition 2.3 we may approximate each function

|x|2je−π|x|2 arbitrarily well by a linear combination of Gaussian eπiz|x|
2

. Since multiplication by a
polynomial is a continuous linear operation on S(Rd), this procedure will approximate the original
function arbitrarily well too.

Proof of Proposition 3.2. It is sufficient to prove that Wc is dense in S(Rd) for some c > 0, since
for each λ > 0, the linear map Sλ : f(x) 7→ f(λx) is a continuous automorphism of S(Rd) and we
have Sλ(Wc) = Wcλ2 and hence Sλ(Wc) ⊆ Sλ(Wc) ⊆ Wcλ2 . We will prove that W2 is dense in
S(Rd).

Fix f0 ∈ S(Rd) and fix a symmetric open zero-neighborhood U0 ⊆ S(Rd). It suffices to find
f ∈ W2 such that

f ∈ f0 + U0 + U0 + U0.

Choose f1 ∈ C∞c (Rd) such that f1 ∈ f0 + U0. Define f2 ∈ C∞c (Rd) by f2(x) = f1(x)e2|x|2 . For
ϕ ∈ S(Rd) to be chosen in a moment, we write

f1(x) = f2(x)e−2|x|2 = (f2(x)− ϕ(x))e−2|x|2 + ϕ(x)e−2|x|2 .

The assignment ϕ(x) 7→ (f2(x) − ϕ(x))e−2|x|2 defines a continuous map S(Rd) → S(Rd). The
preimage of U0 under this map is therefore an open subset of S(Rd) and it contains f2. We choose
and fix ϕ ∈ S(Rd) inside that open subset such that ϕ̂ ∈ C∞c (Rd), which is possible since the space
of Schwartz functions with compactly supported Fourier transform is dense in the Schwartz space.
Thus, we have

f0(x) = (f0(x)− f1(x)) + (f2(x)− ϕ(x))e−2|x|2 + ϕ(x)e−2|x|2 ∈ U0 + U0 + ϕ(x)e−2|x|2

and it is now sufficient to find f ∈ W2 such that f(x) ∈ ϕ(x)e−2|x|2 + U0 (abusing notation here).

To this end, we define, for any t ∈ C and N ∈ N0, the function EN (t) :=
∑N
n=0

tn

n! and we claim
that

e−2|x|2ϕ(x) = e−2|x|2
∫
Rd
ϕ̂(ξ)e2πi〈x,ξ〉dx = lim

N→∞
e−2|x|2

∫
Rd
ϕ̂(ξ)EN (2πi〈x, ξ〉)dξ,
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3. Fourier interpolation from spheres

in the Schwartz topology. The proof of this claim will finish the proof of the proposition, since
each of the integrals in the limit clearly belongs to W2, so that, for any sufficiently large N , the
function f(x) = e−2|x|2 ∫

Rd ϕ̂(ξ)EN (2πi〈x, ξ〉)dξ has the desired property.

So let α, β ∈ Nd0 be given multi-indices and consider, for N ∈ N0 such that (without loss of
generality) N ≥ |β|+ 1, the difference

xα∂βx

(
e−2|x|2

∫
Rd
ϕ̂(ξ)EN (2πi〈x, ξ〉)dξ − e−2|x|2ϕ(x)

)
= xα∂βx

(
e−2|x|2

∫
Rd
ϕ̂(ξ)

(
EN (2πi〈x, ξ〉)− e2πi〈x,ξ〉

)
dξ

)
=

∑
γ1+γ2=β

β!

γ1!γ2!

(
xα∂γ2

x e
−2|x|2

)∫
Rd
ϕ̂(ξ)∂γ1

x

(
EN (2πi〈x, ξ〉)− e2πi〈x,ξ〉

)
dξ

=
∑

γ1+γ2=β

β!

γ1!γ2!

(
xαPγ1

(x)e−2|x|2
)∫

Rd
ϕ̂(ξ)(2πi)|γ2|ξγ2

(
EN−|γ2|(2πi〈x, ξ〉)− e

2πi〈x,ξ〉
)
dξ,

where the Pγ1
are some polynomials and where we (repeatedly) used that

∂xjEN (2πi〈x, ξ〉)) = 2πiξjEN−1(2πi〈x, ξ〉).

By writing e−2|x|2 = e−|x|
2

e−|x|
2

we reduce to showing that for any fixed γ ∈ Nd0, we have

sup
x∈Rd

∣∣∣∣e−|x|2 ∫
Rd
ϕ̂(ξ)ξγ

(
EM (2πi〈x, ξ〉)− e2πi〈x,ξ〉

)
dξ

∣∣∣∣ −→ 0 as M →∞. (3.8)

Choose R = Rϕ ≥ 1 such that ϕ̂(ξ) = 0 for |ξ| ≥ R. We will divide the ξ-integral into two ranges
depending on x: one where the truncated exponential series EM approximates e2πi〈x,ξ〉 well and
the complement. To do so, we use the following general estimate

|t| ≤ 1 +M/2 ⇒ |EM (t)− et| ≤ 2
|t|M+1

(M + 1)!
, (3.9)

which is valid for all t ∈ C and follows from the following simple computation

|EM (t)− et| ≤
∞∑

m=M+1

|t|m

m!
≤ |t|M+1

(M + 1)!

∞∑
m=0

(1 +M/2)m

(M + 1 + 1)(M + 1 + 2) · · · (M + 1 +m)

≤ |t|M+1

(M + 1)!

∞∑
m=0

(1/2)m.

We denote the function of M and x inside the absolute values in (3.8) by A(M,x) and write
A(M,x) = A1(M,x) +A2(M,x), where

A1(M,x) := e−|x|
2

∫
|ξ|≤R

2π|x||ξ|≤(1+M/4)

ϕ̂(ξ)ξγ
(
EM (2πi〈x, ξ〉)− e2πi〈x,ξ〉

)
dξ. (3.10)

Then (3.9) and Stirling’s asymptotic formula imply that, uniformly in x ∈ Rd, we have

|A1(M,x)| .γ,ϕ,R
(1 +M/4)M+1

(M + 1)!
∼
(
M + 4

4

)M+1(
e

M + 1

)M+1
1√

2π(M + 1)
= o(M−1/2),
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as M → ∞ (Here, we used that e/4 < 1, which is the reason why we used 1 + M/4 instead of
1 +M/2 to apply (3.9)). It remains to estimate

A2(M,x) = e−|x|
2

∫
|ξ|≤R

2π|x||ξ|>(1+M/4)

ϕ̂(ξ)ξγ
(
EM (2πi〈x, ξ〉)− e2πi〈x,ξ〉

)
dξ.

Introduce

X = X(M,R) =
1 +M/4

2πR
.

Then the domain of integration is such that

|x| ≤ X =⇒ A2(M,x) = 0.

Therefore,

|A2(M,x)| ≤ 1(|x|>X)e
−|x|2

∫
|ξ|≤R

|ϕ̂(ξ)ξγ |(e2π|x||ξ| + 1)dξ

.ϕ,γ,R 1(|x|>X)e
−|x|2e2πR|x| = 1(|x|>X)e

(πR)2

e−(|x|−πR)2

.

Given that for |x| ≥ X, we have

|x| − πR ≥ X(M,R)− πR −→ +∞ as M →∞,

we obtain supx∈Rd |A2(M,x)| → 0, as desired.

We conclude this section with the following lemma giving bounds for the L2-norm of derivatives
of harmonic polynomials. It will be used in the proof of Lemma 3.3 in Chapter 3.

Lemma 3.1. Let d ≥ 2, m ≥ 0 and γ ∈ Nd0 and assume (m, γ) 6= (0, 0). Set c = |γ|. Then, for all
u ∈ Hm(Rd), we have

‖∂γu‖L2(S) ≤
√
dcmc‖u‖L2(S). (S = Sd−1)

Proof. We may assume that m ≥ 1 and that c ≤ m, as otherwise ∂γu = 0. By [ABR01, Thm
5.14] there exists a constant νd > 0 so that for all u, v ∈ Hm(Rd) of the form u(x) =

∑
|α|=m bαx

α,

v(x) =
∑
|α|=m cαx

α, we have

〈u, v〉L2(S) =

∫
S

u(ζ)v(ζ)dζ = νd

m−1∏
i=0

(d+ 2i)−1
∑
|α|=m

α!bαcα.

Applying this with u = v and computing ∂γu(x) =
∑
|α|=m,α≥γ cα

α!
(α−γ)!x

α−γ , we obtain

‖∂γu‖2L2(S) ≤

(
m−1∏
i=m−c

(d+ 2i)

)max
|α|=m
γ≤α

α!

(α− γ)!

 ‖u‖2L2(S) ≤ (md)cmc‖u‖2L2(S).
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3.1.2 Study of certain spherical averages

Let us start by giving some motivation for and overview of the definitions and propositions in this
section, as it will be somewhat technical. A similar overview in the case R2 using Fourier series
was already given in the introduction.

Consider a smooth function f ∈ C∞(Rd) and a point x ∈ Rd r {0}. Let ωx = x/|x| ∈ Sd−1.
Then the value f(x) = f(|x|ωx) can be viewed as the value at ω = ωx of the function ω 7→ f(|x|ω)
on Sd−1. Since the latter function is smooth, it admits a point-wise absolutely uniformly convergent
expansion into spherical harmonics:

f(|x|ω) =

∞∑
m=0

∑
u∈Bm

u(ω)

∫
Sd−1

f(|x|ζ)u(ζ)dζ,

where Bm ⊆ Hm(Sd−1) denotes a chosen orthonormal basis. Specializing to ω = ωx gives

f(x) = f(|x|ωx) =

∞∑
m=0

∑
u∈Bm

u(x)Luf(|x|), where Luf(t) = |t|−m
∫
Sd−1

f(|t|ζ)u(ζ)dζ, (3.11)

for t ∈ R×. For any p ∈ N, we can also view Luf as a radial function on Rp r {0} by composing
with Euclidean norm Rp → [0,∞). Call this composition Lpuf : Rp r {0} → C. Thus, L1

uf = Luf
by definition. We will show that each Lpuf extends to a smooth function on Rp. Moreover, we will
show that, if f ∈ S(Rd) and p = d + 2m, with m the degree of u, then the Fourier transform of

Ld+2m
u f on Rd+2m (exists and) equals imLd+2m

u f̂ , where f̂ = FRd(f). Thus, if we have Fourier
interpolation formulas for radial functions on all spaces Rd+2m, that use some fixed set of radii
0 ≤ r1 < r2 < r3 . . . as nodes, then, by viewing each number Luf(|x|) in (3.11) as the value at the
radius |x| of the radial function Ld+2m

u f on Rd+2m, we can express Luf(|x|) only in terms of the

values of Ld+2m
u f and Ld+2m

u f̂ at these radii rn. Consequently, we can express f(x) only in terms

of the restrictions of f and f̂ to the spheres rnS
d−1.

To implement this strategy we start over with the definition of Luf and Lpuf and carefully
prove some of the assertions mentioned above, one after the other.

Definition 3.1. For m ∈ N0, d ≥ 2, f ∈ C∞(Rd) and u ∈ Hm(Rd) we define Luf : R× → C by

Luf(t) := |t|−m
∫
Sd−1

f(|t|ζ)u(ζ)dζ t ∈ R×.

Note that if m = 0 then u ≡ c is constant and Luf(t) = c
∫
Sd−1 f(|t|ζ)dζ equals c times the

average of f over the sphere |t|Sd−1.

Proposition 3.3. For each f ∈ C∞(Rd) and u ∈ Hm(Rd), the function Luf : R× → C extends
uniquely to a smooth even function Luf : R→ C by

Luf(0) =
∑
|α|=m

∂αf(0)

α!

∫
Sd−1

u(ζ)ζαdζ.

The assignments f 7→ Luf (parameterized by u) define continuous linear maps S(Rd)→ Seven(R).

Before we give the proof of Proposition 3.3 we remark that we can make sense of it and of
Definition 3.1 in the case d = 1 in the following way. Equip S0 = {−1, 1} with the probability
measure that assigns mass 1/2 both to 1 and −1 so that the integral of any function F : S0 → C
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over S0 is simply (F (−1) + F (1))/2. Note also that H0(R) = C1, H1(R) = Cu1 where u1(x) = x
and Hm(R) = 0 for all m ≥ 2 . Thus for any f ∈ C∞(R),

Lu1
f(t) =

1

2|t|
((−1)f(|t|) + (1)f(−|t|)) =

f(|t|)− f(−|t|)
2|t|

, t ∈ R×

Lu1
f(0) = f ′(0)

(
(−1)(−1) + (1)(1)

2

)
= f ′(0)

It is an exercise in the use of Taylor’s Theorem to show the above function Lu1
f is indeed smooth

on R. The following proof gives a solution of a more complicated version of this exercise.

Proof of Proposition 3.3. Let d ≥ 2, f ∈ C∞(Rd) and u ∈ Hm(Rd), m ∈ N0. We abbreviate
S = Sd−1 and Lf = Luf . To start, recall that by Taylor’s theorem we have, for every x ∈ Rd and
every K ∈ N0,

f(x) =

K∑
k=0

∑
|α|=k

(∂αf)(0)

α!
xα +

∑
|α|=K+1

K + 1

α!

∫ 1

0

(1− s)K(∂αf)(sx)ds xα.

We specialize this to x = |t|ζ, where (t, ζ) ∈ R× × S and take K ≥ m + 1. Then we integrate
over ζ ∈ S against u(ζ/|t|) and use the decomposition (3.2), applied to monomials P (x) = xα,
combined with orthogonality relations for spherical harmonics, to obtain

Lf(t) =

K∑
k=m
k≡m(2)

|t|k−m
∑
|α|=k

(∂αf)(0)

α!

∫
S

ζαu(ζ)dζ + |t|K+1−mRK(t), (3.12)

with remainder term

RK(t) =
∑

|α|=K+1

K + 1

α!

∫
S

∫ 1

0

(1− s)K(∂αf)(|t|ζs)ds u(ζ)ζαdζ.

The first sum in (3.12) is a polynomial in t2, hence in C∞rad(R). It therefore suffices to show that
there is `(K) ∈ N0 tending to infinity with K such that t 7→ |t|K+1−mRK(t) belongs to C`(K)(R).
The reason why this should be true is of course that t 7→ |t|K+1−mRK(t) gains more and more
regularity near zero, if K gets large and vanishes at zero to high order (consider for example
K = 2N − 1 +m for some large N). We note also that once we have proved this, we will also have
proved that the polynomial in t2 in (3.12) is the Taylor-polynomial of the even function Luf .

To turn this into a rigorous argument, we first check that on R×, we have

dj

dtj
|t|c = (t/|t|)j c!

(c− j)!
|t|c−j (0 ≤ j ≤ c), (3.13)

dj

dtj
(∂αf)(sζ|t|) = sj(t/|t|)j

∑
|β|=j

(∂α+βf)(|t|sζ)ζβ . (3.14)

We now take K of the form K = m+ 2N for N ∈ N. Then we deduce from the Leibniz rule and
the above formulas (3.13), (3.14) that, for 0 ≤ j ≤ N , the derivative
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dj

dtj
|t|K−m+1RK(t) = (3.15)

(t/|t|)j
∑

j1+j2=j

aj1,j2 |t|2N+1−j1
∑

|α|=K+1
|β|=j2

K + 1

α!

∫
S

∫ 1

0

sj2(1− s)K(∂α+βf)(s|t|ζ)ds ζα+βu(ζ)dζ,

(3.16)

where we used (t/|t|)j = (t/|t|)j1(t/|t|)j2 and where

aj1,j2 =
j!

j1!j2!

(2N + 1)!

(2N + 1− j1)!
.

All of these computations hold for t ∈ R×. We deduce that dj

dtj |t|
K−m+1RK(t) → 0, as t → 0 on

R× and that the relevant difference quotients at t = 0 also tend to zero.
To prove the second assertion of the proposition, assume now that f ∈ S(Rd) and fix integers

j, n ≥ 0 such that n is even. Define

A = sup
t∈[0,1]

|(1 + tn)(Lf)(j)(t)|, B = sup
t∈[1,∞)

|(1 + tn)(Lf)(j)(t)|.

It suffices to show that A and B can be bounded in terms of finitely many continuous semi-norms
of f . Here, we also used that (Lf)(j) is either even or odd, to be able to restrict to non-negative
arguments y, for convenience.

To estimate the term A, we again take K = 2N +m with j ≤ N . We then read off from (3.12)
that the jth derivative of the polynomial Lf(t) − |t|2N+1RK(t) has degree at most 2N − j, and
that its coefficients are multiples of ∂αf(0), with |α| ≤ K, so that the supremum over y ∈ [0, 1]
of that derivative may be bounded in terms of finitely many continuous semi-norms of f . For the
remainder term we note that inside the integrals appearing in (3.16), the vectors t|y|ζ ∈ Rd have
Euclidean norm at most 1 for all triples (t, s, ζ) ∈ [0, 1]2 × S under consideration, so that we can
bound these integrals in terms of suprema of partial derivatives of f , over the closed unit ball in
Rd.

To estimate the term B, we compute directly from the definition, using the Leibniz rule as well
as (3.14) (with α = 0, t = 1), that, for m ≥ 1, t ≥ 1,

(Lf)(j)(t) =
∑

j1+j2=j

bj,j1,j2y
−m−j1

∑
|β|=j2

∫
S

(∂βf)(tζ)ζβu(ζ)dζ, (3.17)

where

bj,j1,j2 =
j!

j1!j2!

(−1)j1(m+ j1 − 1)!

(m− 1)!

If m = 0, the formula for (Lf)(j) is simpler (namely only the inner sum in (3.17) with j2 replaced
by j and u(ζ) replaced by 1). We may now multiply (3.17) with 1 + tn, and the bound

|(1 + tn)(∂βf)(tζ)| ≤ sup
|x|≥1

(1 + |x|n)|∂βf(x)|.

Note here that tn = |tζ|n for ζ ∈ S. Thus, B can be bounded in terms of f as required.

Definition 3.2. For all p, d ∈ N, f ∈ C∞(Rd) and u ∈ Hm(Rd), we define Lpuf : Rp → C by
Lpu(x) := Lu(|x|) for x ∈ Rp.
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Proposition 3.4. For all f ∈ S(Rd) all u ∈ Hm(Rd) and all p ∈ N we have Lpuf ∈ Srad(Rp) and
f 7→ Lpuf is a continuous linear map S(Rd)→ Srad(Rd). Moreover, we have

FRd+2m(Ld+2m
u f) = imLd+2m

u (FRd(f)) (3.18)

for all f ∈ S(Rd).

Proof. The first two assertions follow from Proposition 3.3 and the general fact that the assignment
h(t) 7→ f(|x|) gives a well-defined continuous linear map Seven(R) → Srad(Rp). To prove (3.18),
note that both sides depend continuously upon f ∈ S(Rd), by continuity of f 7→ Lpuf and by
continuity the Fourier transform. By Corollary 3.1, it therefore suffices to prove (3.18) in the cases

where f(x) = v(x)eπiz|x|
2

for any given v ∈ Hµ(Rd), µ ∈ N0 and z ∈ H. We henceforth assume
that f is of this form and we also fix some η ∈ Rd+2m r {0}. We will evaluate both sides of (3.18)
separately at the point η and see that the values agree.

We start with the left hand side of (3.18). We note first that, by definition,

Ld+2m
u f(y) =

1

|y|m

∫
S

f(|y|ζ)u(ζ)dζ =
1

|y|m

∫
S

eπi||y|ζ|
2

v(|y|ζ)u(ζ)dζ = |y|µ−meπiz|y|
2

〈v, u〉L2(S)

for all y ∈ Rd+2m r {0}. It follows that

FRd+2m(Ld+2m
u f)(η) =

{
(z/i)−(d+2m)/2eπi(−1/z)|η|2〈v, u〉L2(S) if µ = m,

0 otherwise.
(3.19)

Now we turn to the right hand side of (3.18). By Proposition 3.1, we have

FRd(f)(ξ) = i−m(z/i)−d/2−mv(ξ)eπi(−1/z)|ξ|2

for all ξ ∈ Rd. Then, by definition of Ld+2m
u ,

imLd+2m
u (FRd(f))(η) = imi−m(z/i)−d/2−m

1

|η|m

∫
S

v(|η|ζ)eπi(−1/z)||η|ζ|2u(ζ)dζ

= (z/i)−d/2−m|η|µ−meπi(−1/z)|η|2〈u, v〉L2(S),

which agrees with (3.19), as desired.

For later purposes we conclude this subsection with the following lemma that gives a formula
for the radial derivatives of the functions Lpuf , for f ∈ C∞(Rd). By definition, this is just the the
one-variable derivative of L1

uf(t) with respect to t.

Lemma 3.2. Let m ≥∈ N0, d ≥ 2 , f ∈ C∞(Rd), u ∈ Hm(Rd). Then, for all t0 > 0,

d

dt

∣∣∣
t=t0

Luf(t) =
−m
t0

Luf(t0) +
1

tm0

∫
Sd−1

〈∇f(t0ζ), ζ〉u(ζ)dζ. (3.20)

Moreover, (Luf)′(0) = 0.

Proof. The formula (3.20) follows from the product rule, the chain rule and differentiation under
the integral. The property (Luf)′(0) = 0 follows from the fact that Luf is even on R.
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3. Fourier interpolation from spheres

3.1.3 Relations between restrictions of Schwartz functions to spheres

This is an interlude on the the image restriction map R = RA,B , using the notation of the intro-
duction, in the setting where A = B = ∪n∈N0

√
nSd−1. The result we prove about the image will

not be used elsewhere, but contrasts the precise result given by Proposition 2.5 in the radial case.
Fix an integer d ≥ 2. We saw in §2.3.2 how the Fourier coefficients of any ϑ ∈ Md/2(Γ(2))

yield a summation formula for the values f(
√
n) and f̂(

√
n), n ∈ N0 for any radial f ∈ Srad(Rd).

By means of Proposition 3.4 we can now upgrade this result to non-radial functions f ∈ S(Rd) by
applying the radial summation formulas to Ld+2m

u f ∈ Srad(Rd+2m), for any given u ∈ Hm(Rd),
with m ∈ N0. Given any ϕ ∈Md/2+m(Γ(2)), we then have, by §2.3.2, by definition of Ld+2m

u f and
by Proposition 3.4,

0 =

∞∑
n=0

ϑ̂(n)Ld+2m
u f(

√
n)−

∞∑
n=0

ϑ̂|S(n)imLd+2m
u f̂(

√
n)

= ϕ̂(0)
∑
|α|=m

∂αf(0)

α!

∫
Sd−1

u(ζ)ζαdζ − imϕ̂|S(0)
∑
|α|=m

∂αf̂(0)

α!

∫
Sd−1

u(ζ)ζαdζ

+

∞∑
n=1

ϑ̂(n)n−m/2
∫
Sd−1

f(
√
nζ)u(ζ)dζ − im

∞∑
n=1

ϑ̂|S(n)n−m/2
∫
Sd−1

f̂(
√
nζ)u(ζ)dζ.

We now formulate the result of this computation a bit differently and also simplify by “assuming
away” the terms involving partial derivatives of f at the origin. LetM0,∞

k (Γ(2)) ⊆Mk(Γ(2)) denote

the subspace of ϑ ∈Mk(Γ(2)) such that ϑ̂(0) = 0 = ϑ̂|S(0). Let V = Vd denote the space of pairs of
sequences (fn)n∈N, (gn)n∈N of smooth functions fn, gn : Sd−1 → C whose sup norms decay rapidly

with n. Let Φ = Φd : S(Rd)→ V denote the obvious map: Φ(f) =
(

(f(
√
nζ))n∈N, (f̂(

√
nζ))n∈N

)
.

For each m ∈ N0 we define a linear map Λm : M0,∞
d/2+m(Γ(2))⊗Hm(Rd)→ V ∗ by

Λm(ϑ⊗ u)((fn), (gn)) =

∞∑
n=1

ϑ̂(n)n−m/2
∫
S

fn(ζ)u(ζ)dζ − im
∞∑
n=1

ϑ̂|S(n)n−m/2
∫
S

gn(ζ)u(ζ)dζ

where we abbreviated S = Sd−1 for ease of type setting. We have shown that the image of each
Λm annihilates the image of Φd. We claim that the natural extension of the Λm to the direct sum
Md =

⊕∞
m=0 (M0,∞

d/2+m(Γ(2))⊗Hm(Rd)) is injective. Indeed if an element F ∈ Md is such that

Λ(F ) = 0, then, for any fixed n0 ∈ N, m0 ∈ N0 and u0 ∈ Hm0
(Rd), we can write the vanishing

0 = Λ(F )((fn), (gn)) for the following two inputs{
fn(ζ) = δn,n0

u0(ζ)

gn(ζ) = 0
,

{
fn(ζ) = 0

gn(ζ) = δn,n0
u0(ζ)

.

We then readily obtain that F = 0. We may now deduce:

Proposition 3.5. In the above notation, the image W := Φd(S(Rd)) ⊆ V is annihilated by the
image A = Λ(Md) ⊆ V ∗ and thus dimC(V/W ) =∞.

Proof. Indeed, we have dimC(Md) = ∞ and hence dimC(A) = ∞ since Λ is injective. Since A
naturally injects into (V/W )∗ we have that the latter space is infinite dimensional, in particular
V/W itself is infinite dimensional.
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3.2 Fourier interpolation from spheres

We can finally give a precise statement of the ideas outlined at the beginning of §3.1, §3.1.2 and
the overview of this chapter given in the introduction (in the case d = 2).

Proposition 3.6. Fix an integer d ≥ 2 and two arbitrary sequences {rn}n∈N0
, {ρn}n∈N0

⊆ [0,∞).
Suppose that for all p ∈ {d + 2m : m ∈ N0}, all integers n ∈ N0 and real numbers t ≥ 0, there
exist complex numbers cp,n(t), c̃p,n(t) such that for all g ∈ Srad(Rp) and all v ∈ Rp we have

g(v) =

∞∑
n=0

g(rn)cp,n(|v|) +

∞∑
n=0

(FRpg)(rn)c̃p,n(|v|)

and both of these series converge (not necessarily absolutely). Then, for every f ∈ S(Rd) and every
x ∈ Rd, we have

f(x) =

∞∑
m=0

( ∞∑
n=0

cd+2m,n(|x|) 1

rmn

∫
S

f(rnζ)Zdm(x, ζ)dζ

+

∞∑
n=0

imc̃d+2m,n(|x|) 1

ρmn

∫
S

f̂(ρnζ)Zdm(x, ζ)dζ
)

where, if rn = 0 or ρm = 0, the integrals are defined by Proposition 3.3 and where we recall that
Zdm(x, y) =

∑
u∈Bm u(x)u(y) denotes the reproducing kernel on the space of spherical harmonics

of degree m (where Bm can be any orthonormal basis). The series on the right converges in the
indicated order of summation and such that

∑∞
m=0 |(· · · )| <∞.

Proof. Let f ∈ S(Rd) and x ∈ Rd r {0} be arbitrary (we consider the case x = 0 at the end).
Recall the general expansion of f(x) in terms of Luf given in (3.11). Here, we rewrite it in the
form

f(x) =

∞∑
m=0

∑
u∈Bm

u(x)Ld+2m
u f(ιm(x)) (3.21)

where ιm(x) = (x, 0) ∈ Rd+2m is the vector in Rd+2m whose first d coordinates are given by that
of x and whose last 2m coordinates are all set to zero and where Ld+2m

u f ∈ Srad(Rd+2m) is defined
as in Definition 3.2 (and is indeed a radial Schwartz function by Proposition 3.4). Here, we could
have replaced Ld+2m

u f(ιm(x)) by Lpuf(ιp(x)) for any p = p(m) ∈ N and any ιp(x) ∈ Rp with the
same norm as x, without changing the value of this expression. With the choice p(m) = d + 2m
we can write, using our assumption,

Ld+2m
u f(ιm(x)) =

∞∑
n=0

Ld+2m
u f(rn)cd+2m,n(|x|) +

∞∑
n=0

(FRd+2mLd+2m
u f)(rn)c̃d+2m,n(|x|)

and then, by Proposition 3.4, rewrite the Fourier transform of Ld+2m
u f as iLd+2m

u f̂ . This finishes
the proof for x 6= 0. For x = 0, the sum over m ∈ N0 in the claimed formula reduces to the single
term m = 0 (since Zdm(0, ζ) = 0 for all m ≥ 1) and we thus need to show that

f(0) =

∞∑
n=0

cd,n(0)

∫
S

f(rnζ)dζ +

∞∑
n=0

c̃d,n(0)

∫
S

f̂(ρnζ)dζ.

This last identity holds since it is the formula that expresses the radial function Ld1f at the point
zero, using the assumed radial interpolation formula (here, the “1” in Ld1 means the constant
polynomial 1).
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Besides deducing Fourier interpolation formulas for general Schwartz functions in Rd from
Fourier interpolation formulas for radial Schwartz functions in Rd+2m, m ∈ N0, we can prove an
analogous result that only addresses the Fourier uniqueness aspect.

Proposition 3.7. Fix d ≥ 2 and fix two sequences (rn)n∈N and (ρn)n∈N of positive real numbers.
Suppose that for all m ∈ N0 the pair(⋃

n∈N
rnS

d+2m−1,
⋃
n∈N

ρnS
d+2m−1

)
(3.22)

is a Fourier uniqueness set for Srad(Rd+2m). Then it is also a Fourier uniqueness pair for
S(Rd+2m) for all m ∈ N0.

Proof. It suffices to prove that (3.22) is a Fourier uniqueness pair for S(Rd+2m) in the case m = 0.

So let f ∈ S(Rd) be such that f(rnS
d−1) = {0} = f̂(ρnS

d−1) for all n ∈ N. Fix x ∈ Rd r {0}.
We aim to show that f(x) = 0. To do so, it suffices, by the general expansion (3.21), to show
that each radial function Ld+2m

u f ∈ S(Rd+2m) vanishes identically. To show that, it suffices by

assumption to show that Ld+2m
u f(rn) = 0 and 0 = FRd+2m(Ld+2m

u f)(ρn) = i−mLd+2m
u (f̂)(ρn) for

all n ∈ N,m ∈ N0 and u ∈ Hm(Rd) (here, we used Proposition 3.4). But this holds by assumption
and the assumption of Ld+2m

u f (as the integrand vanishes identically).

Remark 3.1. We could also allow ρn or rn to be equal to zero in the statement of Proposition
3.7 at the cost of using also some partial derivatives of f and f̂ at the origin, working with the the
definition of Lpuf(0).

In a similar spirit, we could allow the assumed radial interpolation or -uniqueness result on
Rd+2m to involve first order radial derivatives, by means of Lemma 3.2. We will use this in
§3.4 below, where we will discuss a possible application to the uniqueness of the so-called magic
functions for the sphere packing problem.

Corollary 3.2. Let d ≥ 2 and let n0, n̂0 be integers such that n0 + n̂0 = 1 + bd/4c. Then ⋃
n≥n0

√
nSd−1,

⋃
n≥n̂0

√
nSd−1

 (3.23)

is a Fourier uniqueness pair for S(Rd). If d ≥ 5, then, for all integers N ≥ 1 and all real numbers
h > 2, the pair  ⋃

n≥N

√
2n/hSd−1,

⋃
n≥N

√
2n/hSd−1

 (3.24)

is a Fourier uniqueness pair for S(Rd).

Proof. The first assertion follows from Proposition 3.7 and Theorem 1. The second from part (iv)
of Theorem 2 together with Proposition 3.7.

Remark 3.2. Given that we can remove an arbitrary number of spheres from (3.24), this Fourier
uniqueness pair is not tight in any sense. While (3.23) is a tight uniqueness pair for radial Schwartz
functions, it is not tight in the larger space S(Rd). Indeed, as we will explain after Proposition
3.8, we may replace finitely many of the first few spheres with finite subsets contained in them.
Furthermore, as will see in Theorem 4, we can, in fact, replace all spheres by discrete subsets
contained in them.
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3.2.1 Main theorem

In fact, we can upgrade Corollary 3.2 to the following Fourier interpolation result, which can be
seen as the main result of this thesis.

Theorem 3. Let d ≥ 2 be an integer. There exist smooth functions Adn, Ã
d
n : Rd× (Rdr {0})→ C

and radial Schwartz functions cd, c̃d : R → C such that for all f ∈ S(Rd) and for all x ∈ Rd we
have

f(x) = cd(|x|)f(0) +

∞∑
n=1

∫
Sd−1

Adn(x, ζ)f(
√
nζ)dζ + c̃d(|x|)f̂(0) +

∞∑
n=1

∫
Sd−1

Ãdn(x, ζ)f̂(
√
nζ)dζ

(3.25)
and both series converge absolutely. The partial sums on the right hand side converge rapidly in
C∞(Rd r {0}) to the left hand side. If d ≥ 4, then we can take cd = 0 = c̃d.

The essence of the proof of this theorem is to combine Theorems 1 and 2 with Proposition 3.6
and to interchange the sums and integrals in the statement of that proposition. Let us now explain
this sketch more precisely, not yet paying too close attention to convergence issues. Those will be
dealt with later.

Fix d ≥ 2. We define two sequences of functions cd,n(r), c̃d,n(r), indexed by n ∈ N0, as follows:

• If d ≥ 5, we define

cd,n(r) = bd/2,2,n(r), c̃d,n = b̃d/2,2,n(r)

where bk,h,n, b̃k,h,n are functions having the properties stated in Theorem 2. These are defined
for all r ∈ C, but in this section, we only need them when r ∈ R.

• If 2 ≤ d ≤ 4, we define

cd,n(r) = ad/2,n(r), c̃d,n = ãd/2,n(r),

to be the functions in Theorem 1, with parameters

n0 = n0(d) = 1 + bd/8c, n̂0 = n̂0(d) = b(d+ 4)/8c = n̂0(d). (3.26)

(i.e. n0(2) = n0(3) = n0(4) = 1, n̂0(2) = 0 = n̂0(3), n̂0(4) = 1.)

Let us then apply Proposition 3.6 with ρn =
√
n = rn. Fix x ∈ Rd and write um,x(y) = Zdm(x, y).

Abbreviate also S = Sd−1 (to mildly increase the chances of making formulas fit on one line).
Then, for any f ∈ S(Rd), we have

f(x) =

∞∑
m=0

( ∞∑
n=0

cd+2m,n(|x|)Ld+2m
um,x f(

√
n) +

∞∑
n=0

imc̃d+2m,n(|x|)Ld+2m
um,x f̂(

√
n)
)

(3.27)

=

∞∑
m=0

(
cd+2m,0(|x|)Ld+2m

um,x f(0) + imc̃d+2m,0(|x|)Ld+2m
um,x f̂(0)

)
(3.28)

+

∞∑
m=0

( ∞∑
n=1

cd+2m,n(|x|)Ld+2m
um,x f(

√
n) +

∞∑
n=1

imc̃d+2m,n(|x|)Ld+2m
um,x f̂(

√
n)
)
. (3.29)

In the sum (3.28) we note that, if m ≥ 1, then d + 2m ≥ 2 + 2 = 4 and so n0(d + 2m) ≥ 1 and
n̂0(d + 2m) ≥ 1, so that this sum collapses to the term with m = 0. Furthermore, if d = 4, also
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3. Fourier interpolation from spheres

the terms with m = 0 vanish (since c4,0 = 0 = c̃4,0). Interchanging sums and integrals formally in
the other sum (3.29), we thus obtain

f(x) = cd,0(|x|)f(0) + c̃d,0(|x|)f̂(0) +

∞∑
n=1

∫
S

( ∞∑
m=0

cd+2m,n(|x|)n−m/2Zdm(x, ζ)
)
f(
√
nζ)dζ

+

∞∑
n=1

∫
S

( ∞∑
m=0

imc̃d+2m,n(|x|)n−m/2Zdm(x, ζ)
)
f̂(
√
nζ)dζ.

This (formal) computation makes it quite clear that the functions Adn, Ã
d
n entering Theorem 3

should be given by the following (formal) series

Adn(x, y) =

∞∑
m=0

cd+2m,n(|x|)n−m/2Zdm(x, y), (3.30)

Ãdn(x, y) =

∞∑
m=0

c̃d+2m,n(|x|)n−m/2Zdm(x, y) (3.31)

and the proof of Theorem 1 consists in verifying that all involved series and integrals converge
absolutely, so that the computations just presented can be justified.

Before we do this, let us pause to record an observation which holds regardless of such subtleties.

Proposition 3.8. For N ∈ N0 and d ≥ 2, let Vd(N) denote the space of all f ∈ S(Rd) such that

f(
√
nζ) = f̂(

√
nζ) = 0 all integers n ≥ N and all ζ ∈ Sd−1. Then Vd(N) is finite dimensional. In

fact, there is a finite dimensional space W ⊆ Srad(Rd) (depending only on d and N) such that any
f ∈ Vd(N) is a finite linear combination of functions of the form u(x)b(x) for some b ∈ W and
u ∈ Hm(Rd) with m ≤ 4N .

Proof. Exceptionally for this proof, we redefine the functions cd,n, c̃c,n to be the functions ad/2,n, ãd/2,n
given by Theorem 1 for all d ≥ 2, with n0 = n0(d) and n̂0 = n̂0(d) given as in (3.26).

Suppose f ∈ Vd(N) and apply formula (3.27) to f (with these new functions cd,n, c̃d,n). Since

f(0) = f̂(0) = 0, the sum in (3.28) vanishes. For the terms in (3.29), we note that

m ≥ 4n+ 1 =⇒ n ≤ m− 1

4
=
d+ 2m− 2− d

8
≤ d+ 2m+ 4

8
− 1 < n̂0(d+ 2m)

=⇒ cd,n = 0 = c̃d,n.

It follows that the sums in (3.29) reduce to finite sums and that f is a linear combination of tensors
b⊗ u, where b is one the functions cd+2m,n or cd+2m,n with n ≤ N and m ≤ 4N and u ∈ Hm with
m ≤ 4N .

Proposition 3.8 implies that the first uniqueness pair in Corollary 3.2 is not tight, as we will now
explain. Fix an integer N ≥ 1 + bd/4c. Fix a finite subset D = DN ⊆ Sd−1 with the property that
for all m ≤ 4N+4 and all u ∈ Hm(Rd) we have u|D = 0⇔ u = 0. The existence of DN follows from

general linear algebra principles21. Consider any f ∈ S(Rd) such that f and f̂ vanish on all spheres√
nSd−1 for integers n > N and such that f and f̂ vanish on all of the finite sets

√
nDn where

1+bd/4c ≤ n ≤ N . We claim that f = 0. By Proposition 3.8, we have f(x) =
∑
j∈J bj(x)uj(x) for

21For any finite-dimensional vector space X and any collection of subspaces Yi ⊆ X, i ∈ I such that codim(Yi) = 1
for all i ∈ I and such that ∩i∈IYi = {0}, there is a finite subset J ⊆ I such that ∩j∈JYj = {0}. Apply this to

X = ⊕m≤4NHm, to I = Sd−1, and to the subpsaces Yω ⊆ X, ω ∈ I, consisting of all u ∈ X such that u(ω) = 0.
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3.2. Fourier interpolation from spheres

some finite set J , some harmonic polynomials uj of degree at most 4N and some radial Schwartz

functions bj . We also know that the Fourier transform f̂ =
∑
j∈J b̃j(x)uj(x) takes the same form

(where b̃j is the Fourier transform of bj on Rd+2 deg(uj) up to a power of i, by Bochner’s formula
[Boc51]). Now let n be an integer such that 1 + bd/4c ≤ n ≤ N . By assumption, we have that for
each ω ∈ DN ,

0 = f(
√
nω) =

∑
j∈J

bj(
√
n)ndeg(uj)/2uj(ω).

It follows that this holds in fact for all ω ∈ Sd−1 and similarly for f̂ . By Corollary 3.2, we must
have f = 0, as claimed.

3.2.2 Proof of Theorem 3

We now turn to the proof of Theorem 3. In order not to complicate the presentation too much,
we will first consider the case d ≥ 5 where we explain all steps in detail. We will explain the
modifications that are needed for the cases d ∈ {2, 3, 4} in §3.2.3. Note that, since d ≥ 5, all the
functions cd,n, c̃d,n come from Theorem 2.

We first show that the series Adn(x, y) and Ãdn(x, y) defined in (3.30) and (3.31) converge abso-
lutely and define smooth functions of (x, y) ∈ Rd × Rd. Once this this is done, it will be easy to
show that for any (merely) continuous function f : Rd → C, the integrals

∫
Sd−1 f(

√
nζ)An(x, ζ)dζ

(or those involving f̂) define smooth functions of x ∈ Rd and estimate its derivatives in terms of

the sup norm of f (or f̂) over
√
nSd−1. We then prove the interpolation formula (3.25) point-wise

by rewriting those integrals as the RHS of (3.29). In other words, we will do the above formal
calculations “backwards” (and make them rigorous). Since we also keep track of all partial deriva-
tives, various technicalities arise, which might make the proof a bit hard to read. In case the reader
shares this feeling, we recommend to first look at the sketch we give in §3.2.3 for d ∈ {2, 3, 4} below,
where we explain the argument without derivatives.

To quantify absolute and uniform convergence of partial derivatives in x and y of the series
Adn(x, y) and Ãdn(x, y), we introduce the following notation. For all sextuples of parameters

T = (n, α, β, δ, R, s) ∈ T := N× Nd0 × Nd0 × [0,∞)× [0,∞)× (0, 1], (3.32)

satisfying δ ≤ R and for each m ∈ N0, we define22

Sm(T ) = sup
δ≤|x|≤R
s≤|y|≤s−1

∣∣∣∂αx ∂βy cd+2m,n(|x|)Zdm(x, y)n−m/2
∣∣∣.

We define S̃m(T ) analogously by replacing cd+2m,n by c̃d+2m,n. Let us also define, for each T ∈ T ,

A(T ) =

∞∑
m=0

Sm(T ), Ã(T ) =

∞∑
m=0

S̃m(T ).

The following Lemma will give bounds for these quantities.

Lemma 3.3. Assume d ≥ 5. Fix multi-indices α, β ∈ Nd0.

22The definition of Sm(T ) comes with an obvious abuse of notation in that the RHS does not seem to depend
upon the LHS. We ask the reader to make the association n = nT , α = αT , etc. themselves. The same comments
apply to A(T ) and other notations involving tuples T ∈ T .
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3. Fourier interpolation from spheres

(i) For every s ∈ (0, 1], R > 0 and n ∈ N, the tuple T = (n, α, β, 0, R, s) satisfies A(T ) <∞ and
Ã(T ) <∞. Note here that δ = 0.

(ii) For all 0 < δ < R <∞, there exists a constant C > 0, depending on δ, α,R and d, such that
for every n ∈ N, the tuple T = (n, α, 0, δ, R, 1) satisfies

max ((A(T ), Ã(T )) ≤ Cn 5d
4 + 1

8 +|α|.

(Note here that s = 1, β = 0, so we restrict attention to the sup over y ∈ S = Sd−1 without
partial derivatives in that variable).

For the the proof and the rest of this section, let us choose orthonormal bases Bm of each of
the spaces Hm and recall that Zdm(x, y) =

∑
u∈Bm u(x)u(y).

Proof of Lemma 3.3. To be able to refer to them later, let us first record the following computa-
tions, which follow directly from the generalized Leibniz rule

∂αx ∂
β
y cd+2m,n(|x|)Zdm(x, y) =

∑
γ1+γ2=α

α!

γ1!γ2!
∂γ1
x cd+2m,n(|x|)∂γ2

x ∂
β
yZ

d
m(x, y) (3.33)

=
∑
u∈Bm

∂βy u(y)
∑

γ1+γ2=α

α!

γ1!γ2!
∂γ1
x cd+2m,n(|x|)∂γ2

x u(x). (3.34)

Whenever an estimate below involves the γ2th or βth derivative of a harmonic polynomial of degree
m, we may assume that |γ2| ≤ m or |β| ≤ m, as otherwise the derivative vanishes. For the reader’s
and author’s convenience, we rewrite the bounds (2.92) and (2.93) from Theorem 2 in a convenient
form here. These bounds say that for each R ≥ 1 and each multi-index γ ∈ Nd0, there are constants
C4, C6 > 0 depending only on d, γ and R such that for all x ∈ Rd with |x| ≤ R we have

|∂γxcd+2m,n(|x|)|+ |∂γx c̃d+2m,n(|x|)| ≤ C4

(
2C5

d+ 2m

)d/4+m/2

nd/2+m+|γ| (3.35)

and for 0 < |x| ≤ R we have

|∂γxcd+2m,n(|x|)|+ |∂γx c̃d+2m,n(|x|)| ≤ C6n
d/4+m/2+9/8+|γ||x|−d/2−m+9/4 (3.36)

Here, C5 ≥ 1 is an absolute constant (in our paper [Sto21], we computed that C5 = 47 is admissi-
ble).

Now let us turn to the proof of part (i), which will basically follow from the rapid decay with
respect to the parameter m in (3.35). So let α, β ∈ Nd0, R > 0, s ∈ (0, 1], n ∈ N be as in (i) and
let T = (n, α, β, 0, R, s) be the tuple under consideration. We wish to obtain a bound for Sm(T )
which is summable over m ∈ N0. Looking at (3.34) we first bound, for any γ1, γ2 ∈ N0 such that
γ1 + γ2 = α, and for |x| ≤ R, s ≤ |y| ≤ s−1,∣∣∣∂βy u(y)∂γ1

x cd+2m,n(|x|)∂γ2
x u(x)

∣∣∣ = |y||β|−m sup
ζ1∈S
|∂βu(ζ1)||∂γ1

x cd+2m,n(|x|)||x||γ2|−m sup
ζ2∈S
|∂γ2u(ζ2)|

.d,γ2,β,n,s,R

(
s−m(1 +m)|β|+d−2

)
m−m/2(1 +m)|γ2|+d−2

where we used Lemma 3.1 combined with the standard L∞-L2 norm bound for harmonic poly-
nomials (3.5). Summing that bound over γ1, γ2 and then over u ∈ Bm we obtain (using that
|Bm| = dim (Hm) . md−2)) a bound for Sm(T ) of the form

Sm(T ) . XmmYm−m/2,
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3.2. Fourier interpolation from spheres

where X,Y > 0 and the implied constant depends on T (in particular on n). This proves part (i)
(the modifications for c̃d+2m,n are clear).

For the proof of part (ii) we proceed similarly but we will track the dependence on n more
carefully.

Let 0 < δ < R < ∞ and set T = (n, α, 0, δ, R, 1). We may and will assume that δ < 1 ≤ R.
Let M ≥ 1 be an integral parameter, to be chosen later. We define start and end23 sums

Astart(T ) =

M∑
m=0

Sm(T ), Aend(T ) =

∞∑
m=M+1

Sm(T ).

We begin with the analysis of Aend, which is similar to the proof of part (i) and we will not yet use
that |x| ≥ δ. As in the proof of part (i), we use Lemma 3.1 to bound the derivatives with respect
to x of Zdm(x, y) appearing in (3.33) by

|∂γ2
x Z

d
m(x, ζ)| �d,|γ2| |x|

m−|γ2|(m− |γ2|)
d−2

2 m|γ2|‖Zdm(·, ζ)‖L2(S)

�d,|γ2| |x|
m−|γ2|md−2+|γ2|, (3.37)

where we used that ‖Zdm(·, ζ)‖2L2(S) = dimHm(Rd) and where the implied constants depend neither

on x, nor on ζ. We have |x|m−|γ2| ≤ Rm in (3.37) and combined with (3.35) we see that

Aend(T ) .d,R,α

∞∑
m=M+1

n−m/2
(

C5

d+ 2m

)d/4+m/2

n
d+2m

2 Rmmd−2
∑

γ1+γ2=α

α!

γ1!γ2!
n|γ1|m|γ2|

.d,R,α n
d/2+|α|

∞∑
m=M+1

(
C5R

2n

d+ 2m

)m/2
md−2(1 +m)|α|,

where we absorbed the term (C5/(d + 2m))d/4 .d 1 into the implied constant and used that the
inner sum over γ1, γ2 is equal to

(n+m)|α| = (n(1 +m/n))|α| ≤ n|α|(1 +m)|α|.

We now take M = bC5R
2nc+ 2. Then C5R

2n
d+2m ≤

1
2 for all m ≥M + 1 and hence

Aend(T ) .d,R,α n
d/2+|α|

∞∑
m=1

2−m/2md−2(1 +m)|α| �d,α,R n
d/2+|α|.

It remains to bound the finite sum Astart(T ). At this point, the restriction |x| ≥ δ > 0 becomes
important. By (3.36) we have, for δ ≤ |x| ≤ R,

|∂γ1cd+2m,n(|x|)| .γ1,R n
9/8+d/4+m/2+|γ1||x|−d/2−m+9/4. (3.38)

Crucially, the term nm/2 in (3.38) cancels with the term n−m/2 in the definition of Sm(T ) and the
term |x|−m in (3.38) cancels with |x|m in (3.37). This implies

Astart(T ) .d,R,α

M∑
m=0

sup
δ≤|x|≤R

∑
γ1+γ2=α

α!

γ1!γ2!
n9/8+d/4+|γ1||x|−d/2+9/4|x|−|γ2|md−2+|γ2|

≤

(
sup

δ≤|x|≤R
|x|−d/2+9/4

)
nd/4+9/8

M∑
m=0

(n+m/δ)|α|md−2. (3.39)

23the words “head” and “tail” could also be used
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For m ≤M we can bound

(n+m/δ)|α| = n|α|δ−|α|(δ + m
n )|α| ≤ n|α|δ−|α|(1 + C5R

2n+2
n )|α| .R,α n

|α|.

Inserting this into (3.39), we get

Astart(T ) .d,R,δ,α n
d/4+9/8+|α|(M + 1)Md−2 .R,d n

d/4+9/8+|α|+(d−1) = n5d/4+1/8+|α|.

Thus Astart(T ) dominates Aend(T ) and this proves part (ii).

Let us now turn to the proof of Theorem 3 (still assuming d ≥ 5). First of all, by part (i) of
Lemma 3.3, the series defining Adn(x, y), Ãdn(x, y) converge absolutely and define smooth functions
of (x, y) ∈ Rd × Rd. Next, we note that if x = 0, then Adn(0, y) = cd,n(0) and Ãdn(0, y) = c̃d,n(0)
for all n ∈ N and the formula (3.25) reads

f(0) =

∞∑
n=1

cd,n(0)

∫
Sd−1

f(
√
nζ)dζ +

∞∑
n=1

c̃d,n(0)

∫
Sd−1

f̂(
√
nζ)dζ,

which holds for all f ∈ S(Rd) by Theorem 2 applied to the radial Schwartz function Ld1f(x) =∫
Sd−1 f(|x|ζ)dζ; we already encountered this “collapse” in the proof of Proposition 3.6.

Next, we define for f ∈ S(Rd), x ∈ Rd and n ∈ N, the integrals

In(f)(x) :=

∫
Sd−1

Adn(x, ζ)f(
√
nζ)dζ, Ĩn(f̂)(x) :=

∫
Sd−1

Adn(x, ζ)f̂(
√
nζ)dζ. (3.40)

By part (i) of Lemma 3.3, each of these defines a smooth functions of x ∈ Rd. We next verify that
(3.25) holds point-wise for any fixed x ∈ Rd r {0}. Define Un(f) := supζ∈Sd−1 |f(

√
nζ)|. Trivially,

we have

|Adn(x, ζ)f(
√
nζ)| ≤ Un(f)

∞∑
m=0

|cd+2m,n(|x|)n−m/2Zdm(x, ζ)| ≤ Un(f)A(n, 0, 0, |x|, |x|, 1)

for all n ∈ N and ζ ∈ Sd−1 and therefore

|In(f)(x)| ≤ Un(f)A(n, 0, 0, |x|, |x|, 1) .d Un(f)n5d/4+1/8. (3.41)

It follows that for all n ∈ N, we have

In(f)(x) =

∞∑
m=0

cd+2m,n(|x|) 1
√
n
m

∫
Sd−1

f(
√
nζ)Zdm(x, ζ)dζ

and this series converges absolutely. Since Un(f) .f,B n−B for any given B > 0, we also see that
the double series

∞∑
n=1

In(f)(x) =

∞∑
n=1

∞∑
m=0

cd+2m,n(|x|) 1
√
n
m

∫
Sd−1

f(
√
nζ)Zdm(x, ζ)dζ

converges absolutely, so that its value is unchanged if we first sum over m and then over n. It is
clear that all the same bounds and convergence statements hold for Ĩn(f̂)(x) (replacing Un(f) by

Un(f̂), which is also rapidly decaying). It follows that

∞∑
n=1

In(f)(x) +

∞∑
n=1

Ĩn(f̂)(x)
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is equal to the RHS of (3.29), hence equal to the LHS of that equation, which is f(x) (note that
(3.28) vanishes since d ≥ 5). As for the uniform convergence of partial derivatives, note that we
we can bound, similarly to (3.41),

sup
δ≤|x|≤R

∂αx In(f)(x) .d,α Un(f)A(n, α, 0, δ, R, 1) . Un(f)n5d/4+1/8

by part (ii) of Lemma 3.3, for all fixed α ∈ Nd0 fixed f ∈ S(Rd) and fixed 0 < δ ≤ R < ∞. This
finishes the proof of Theorem 3 (in the case d ≥ 5).

Remark 3.3 (Reformulation of the proof). We could also have proved Theorem 1 in the following
way, which is a little bit more direct and does not rely on Proposition 3.6. For x ∈ Rd r {0},
the above estimates imply that the RHS of (3.25) converges absolutely and defines a tempered
distribution on S(Rd). Thus, it suffices to prove equality with the tempered distribution f 7→ f(x)
on a generating set of a dense subspace of f ∈ S(Rd). To that end, it suffices by Corollary 3.1

to consider functions of the form f(x) = u(x)eπiz|x|
2

for z ∈ H and u ∈ Bm. In that case, by
orthogonality of spherical harmonics and by Proposition 3.1, the desired equality reduces to the
validity of the radial interpolation formula on Rd+2m for the Gaussian – in other words, to the
functional equation Fk,2(z, |x|) + (z/i)kF̃k,2(−1/z, |x|) = eπiz|x|

2

, where k = d/2 + m. The proof
of the formula for x = 0 remains the same.

3.2.3 Further explanation and remarks in the case 2 ≤ d ≤ 4 and
√

2n/h

It is clear from the above proof that for d ≥ 5, an analogue of Theorem 3 holds if we replace
√
nζ

by
√

2n/hζ everywhere in (3.25) if we modify the kernels Adn and Ãdn by using the corresponding

functions bk,h,n and b̃k,h,n from Theorem 2. Indeed all the above argument used about these
functions are the radial interpolation formulas they satisfy and their bounds in term of k, h, n and
r, which only improve as h ≥ 2 becomes larger. The result is obviously weaker for h > 2 , so we
see no reason to give further details. E.g., in the case h = 4 the information needed to reconstruct
f(x) “doubles”.

To prove Theorem 3 in the case 2 ≤ d ≤ 4 (and h = 2), the above proof only requires little
adjustment. The definition of the kernels Adn, Ãdn, n ≥ 1, remain as in (3.30), (3.31) but note that
they now include at least one (and at most two) of the functions from Theorem 1, as m = 0- or
m = 1-term. An analogue of Lemma 3.3 still holds (possibly weaker from the numerical point
of view). In the estimates of the series A(T ), Ã(T ) (with α = β = 0) we bound the terms
cd+2m,n(|x|)|x|m appearing for m = 0, 1 in Astart(T ) “exceptionally” uniformly on Rd by using
that all Schwartz semi-norms of the functions coming from Theorem 1 have polynomial growth in
n (in particular, their sup norms).

Since we have an essentially unlimited amount of space to write this thesis, let us verify the
key convergence of the double series (3.27) in the case 2 ≤ d ≤ 4, but only point-wise and without
partial derivatives. We hope that by doing so, we streamline the basic mechanism of the proof and
convince even the most skeptical reader (that is, the author) a bit more of the truth of (3.25).

So let us once again fix a Schwartz function f ∈ S(Rd) and a point x ∈ Rd r {0}. One key
convergence property to establish is finiteness of the series

X(f̂ , x) :=

∞∑
m=0

∞∑
n=1

|c̃d+2m,n(|x|)| 1
√
n
m

∫
S

|f̂(
√
nζ)Zdm(x, ζ)| dζ. (3.42)

and for a similarly defined X(f, x) involving cd+2m,n and f . Once this is known, we can interchange
the sum over n and m and in a second (easier) step, interchange the m-sum with the integral. We

focus on f̂ and c̃d+2m,n, since the analysis of f and cd+2m,n is completely analogous.
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We use the notations24

Un(f̂) := sup
ζ∈Sd−1

|f̂(
√
nζ)|, Hd := sup

m∈N0

dim (Hm(Rd))m2−d

and bound the integral (3.42) by∣∣∣∣∫
S

|f̂(
√
nζ)Zdm(x, ζ)dζ

∣∣∣∣ ≤ |x|mUn(f̂) sup
ζ∈Sd−1

|Zdm(x/|x|, ζ)| ≤ Hd|x|mUn(f̂)md−2.

We remark that via “integration by parts”, this bound could be improved in the sense that md−2

could be replaced by m−A for any fixed A ≥ 0, at the cost of introducing sup norms of partial
derivatives of f over

√
nSd−1. For what we wish to do here, this does not seem to help.

Next, we recall the following bounds from Theorems 1 and 2:

|c̃d+2m,n(|x|)| ≤


C1n

β |x|−m for 0 ≤ m ≤ 1, n ≥ 0,

C2n
d/4+m/2+9/8|x|−d/2−m+9/4 for m ≥ 2, n ≥ 1,

C3

(
B

(d/2+m)

)d/4+m/2

nd/2+m for m ≥ 2, n ≥ 1,

where the constants C1, C2, C3, B and β are positive and do not depend on any of the parameters
m, |x|, d or n (and are not labeled as in Theorem 2). To verify that X(f̂ , x) is finite, we show that,
if we first sum over n and then over m, the sum is finite. We do so with the help of auxiliary
integers Mn = Mn(x, d) ≥ 2 and subdivide the series in the following way:

X(f̂ , x) ≤ Hd

∞∑
n=1

(
1∑

m=0

+

Mn∑
m=2

+

∞∑
m=Mn+1

)
|c̃d+2m,n(|x|)||x|mn−m/2md−2Un(f̂)

≤ X1(f̂ , x) +X2(f̂ , x) +X3(f̂ , x)

where, by the above bounds for |c̃d+2m,n(|x|)|, we have

X1(f̂ , x) ≤ HdC1

∞∑
n=1

nβUn(f̂)

X2(f̂ , x) ≤ HdC2

∞∑
n=1

Mn∑
m=2

nd/4+9/8|x|−d/2+9/4md−2Un(f̂)

X3(f̂ , x) ≤ HdC3

∞∑
n=1

∞∑
m=Mn+1

(
2B

d+ 2m

)d/4+m/2

|x|mn−m/2nd/2+mmd−2Un(f̂)

Here, we point out the “miraculous” cancellations in X2(f̂ , x) of the terms |x|mn−m/2 with the
factors |x|−mnm/2 appearing in the second bound for c̃d+2m,n(|x|) listed above. To choose Mn

suitably, we write the summands of X3(f̂ , x) as

nd/2Un(f̂)

(
2B

d+ 2m

)d/4(
2B|x|2n
d+ 2m

)m/2
md−2 ≤ H ′dnd/2Un(f̂)

(
2B|x|2n

d+ 2Mn + 2

)m/2
md−2

24here and in the following, an expression of the form 00 is to be interpreted as 1. For instance when d = 2 , we
have dim(Hm(R2)) ≤ 2 for all m ∈ N0.
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3.2. Fourier interpolation from spheres

where H ′d := supd≥2

(
2B
d+6

)d/4
. We choose Mn := d2B|x|2ne + 1 ≥ 2 so that the expression in

brackets, which is being raised to the power m/2 is at most 1/2. With this choice, we have

X3(f̂ , x) ≤ HdH
′
dC3

∞∑
n=1

nd/2Un(f̂)

∞∑
m=2

2−m/2md−2 <∞

and X2(f̂ , x) can be estimated

by X2(f̂ , x) ≤ HdC2

∞∑
n=1

|x|9/4−d/2nd/4Un(f̂)

Mn∑
m=2

md−2

and

Mn∑
m=2

md−2 ≤Md−1
n ≤ (2B|x|2n+ 2)d−2

which shows that X2(f̂ , x) < ∞ too. Thus, all Xj(f̂ , x), j = 1, 2, 3 are finite and this proves

convergence of X(f̂ , x) itself.

Remark 3.4 (Remarks on uniform convergence). While the proof for 2 ≤ d ≤ 4 is overall a bit
more involved than the one for d ≥ 5 in terms of “book keeping” and in terms of required input
(Theorem 1 and 2), there is one technical aspect which is better but also a bit puzzling to the
author. Namely, if 2 ≤ d ≤ 4, then the the supremum supδ≤|x|≤R |x|−d/2+9/4 which appeared in

(3.39), in the proof of Lemma 3.3 equals R9/4−d/2 and is thus independent of δ. An analysis of the
proof then shows that the RHS of the interpolation formula (3.25) in Theorem 1 converges in fact
uniformly on all compact subsets of Rd to f (not only on compact sets avoiding zero). We believe
that this is an artifact of our proof and that uniform convergence holds on all compact subsets for
all d ≥ 2.

Remark 3.5 (Extension of Theorem 3 to functions outside the Schwartz class). We remark that
the interpolation formula (3.25) also holds for functions outside the Schwartz class. More precisely,
we proved in [Sto21, Cor. 6.1] the following result.

Proposition 3.9. Let d ≥ 5 and let B be a real number such that B > 5d + 9/2. Let f :

Rd → C be a continuous integrable function such that |f(x)| + |f̂(x)| . |x|−B for |x| ≥ 1. The
interpolation formula (3.25) holds for the function f with point-wise absolute convergence and
uniform convergence on compact subsets avoiding the origin.

Here, the number “5” in 5d+9/2 comes comes from the number 5d/4+1/8 in part (ii) of Lemma
3.3 and could be improved if that exponent could be improved. Let us briefly sketch the argument
for the proof of Proposition 3.9. We refer to §6 in our paper [Sto21] for a more complete treatment.
The proof of Lemma 3.6 below involves a similar approximation argument with convolutions (but
serves a different purpose).

Let φε(x) = ε−de−π|x/ε|
2

, x ∈ Rd, ε ∈ (0, 1) denote the Gaussian approximate identity. For
f : Rd → C as in the Proposition, consider the functions Jεf ∈ S(Rd) defined as

Jεf(x) := (φ̂ε · (φε ∗ f))(x) = e−π|εx|
2

∫
Rd
φε(y)f(x− y)dy, x ∈ Rd
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3. Fourier interpolation from spheres

We have Ĵεf = φε ∗ (φ̂ε · f̂) =: J̃εf̂ . With In(f) and Ĩn(f̂) defined as in (3.40), we write, using
Theorem 3 applied to Jεf ,

f = (f − Jεf) + Jεf = (f − Jεf) +

∞∑
n=1

In(Jεf) +

∞∑
n=1

Ĩn(Ĵεf)

= (f − Jεf) +

∞∑
n=1

In(Jεf − f) +

∞∑
n=1

Ĩn(J̃ε(f̂)− f̂) +

∞∑
n=1

In(f) +

∞∑
n=1

Ĩn(f̂).

One can show that all terms depending on ε tend to zero as ε → 0 (see §6 in [Sto21]) and thus

that f equals
∑∞
n=1 (In(f) + Ĩn(f̂)), as desired.

3.3 Perturbed Fourier uniqueness and interpolation results

The ideas presented in this section were conceived and implemented jointly with João Ramos in
the article [RS21]. Our goal here is to present them in a way that is coherent with the other
contents of the thesis. We do not aim at giving a precise quantitative result. For a version of the
latter and all technical details that its proof entails, we refer to our article with Ramos [RS21].
We mention that what we present in this section is based on Theorem 1 from Chapter 2, but that
in [RS21], we used another version of that theorem, based on the work [BRS20]. We would also
like to mention that Ramos and Sousa [RdSar] [RdS20] previously obtained various results on the
Fourier uniqueness problem and on perturbations of interpolation formulas using methods form
functional analysis.

Theorem 4 below says that we may perturb the Fourier uniqueness sets given by Corollary 3.2
in two ways: by replacing the spheres

√
nSd−1 by surfaces close to those spheres and by discrete

subsets contained in them. We can think of these perturbations respectively as being in “radial”
and “spherical” directions. After gathering some technical results about suitable function spaces
in §3.3.2, we will give the proof of Theorem 4 in §3.3.3. Then, in §3.3.4, we will state and prove
Theorem 5 which is a perturbed version of Theorem 1 pertaining to radial Schwartz functions.

Theorem 4. Fix an integer d ≥ 2. There exist positive real numbers σn, σ̂n > 0, indexed by
n ∈ N0 such that the following holds.

For all vectors ε0, ε̂0 ∈ Rd satisfying |ε0| ≤ σ0, |ε̂0| ≤ σ̂0 and for all sequences of continuous25

functions εn, ε̂n : Sd−1 → R whose sup-norms are at most σn and σ̂n respectively, the pair(
{ε0} ∪

⋃
n∈N
{(
√
n+ εn(ζ))ζ : ζ ∈ Sd−1}, {ε̂0} ∪

⋃
n∈N
{(
√
n+ ε̂n(ζ))ζ : ζ ∈ Sd−1}

)
(3.43)

is a Fourier uniqueness pair for S(Rd). Moreover, for any sequences of finite partitions⊔
i∈I(n)

Ωn,i = Sd−1 =
⊔

j∈J(n)

Ω̂n,j

of the unit sphere Sd−1 into closed26 subsets Ωn,i, Ω̂n,j ⊆ Sd−1 whose diameters27 are bounded by

σn and σ̂n respectively and for all choices of points ζn,i ∈ Ωn,i, ζ̂n,j ∈ Ω̂n,j, the pair(
{ε0} ∪ {

√
nζn,i : n ∈ N, i ∈ I(n)}, {ε̂0} ∪ {

√
nζ̂n,j : n ∈ N, j ∈ J(n)}

)
(3.44)

25we could allow them to be bounded and measurable
26we could allow them to be measurable
27by diameter of a subset Ω ⊆ Rd we mean diam(Ω) := sup {|x− y| : x, y ∈ Ω}.
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3.3. Perturbed Fourier uniqueness and interpolation results

is a Fourier uniqueness pair for S(Rd).

Remark 3.6. As will be clear from the proof, for all non-negative integers n0, n̂0 ≥ 0 satisfying
n0 + n̂0 = 1 + bd/4c, both (3.43) and (3.44) remain uniqueness sets if we remove the points near
(or on) the first n0 spheres of the “function side” and the first n̂0 spheres on the “Fourier side”.

Remark 3.7. In [RS21] we proved that there are constants δ = δd > 0 and c > 0 (not depending
on d) such that Theorem 4 holds if

max (|σn|, |σ̂n|) ≤ δ(n+ 1)−10n−2.5d−c.

This numerical result relied on estimates for the basis functions for radial Fourier interpolation
with

√
n-nodes derived from [BRS20], which are also explicit in the weight k. We believe that the

statements of Theorem 4 remain true under numerically weaker assumptions on |σn|, |σ̂n|, but we
cannot offer a proof.

Remark 3.8. In fact, it is possible to obtain more perturbations of the spheres
√
nSd−1 than the

ones stated in Theorem 4. A more general formulation, which unifies the two types of perturbations
described above, is given in Remark 3.10. (This was observed at a late stage of writing this text,
so we kept the formulation of the theorem as it is).

3.3.1 The basic idea

Before delving into more technical matters, let us abstractly sketch the main idea of the proof
technique. This is going to be an informal, rough sketch, so we will not be precise. The sketch is
going to be rigorously implemented in §3.3.4. Section 3.3.3 contains a similar version of that idea
with point-evaluations replaced by integration over spheres.

Let V be a space of functions on Rd. Suppose given some “nodes” yn ∈ Rd, some an ∈ V and
an interpolation formula f =

∑∞
n=1 f(yn)an, valid for all f ∈ V . In our case, such a formula would

also involve information about f̂ but in order to sketch the basic idea, we may ignore this. We can
interpret such a formula as a way of expressing the identity map on V . Given small perturbations
εn ∈ Rd, consider the following operator T on V :

Tf =

∞∑
n=1

f(yn + εn)an

(assuming it can be defined via this expression, in a suitable way). If V is a Banach space, all of
whose elements are Lipschitz continuous functions on Rd, with Lipschitz constant controlled by
the norm ‖ · ‖V of V , then

‖Tf − f‖V ≤
∞∑
n=1

|f(yn + εn)− f(yn)|‖an‖V . ‖f‖V
∞∑
n=0

|εn|‖an‖V ,

which shows that T is invertible provided that εn is sufficiently small. (As we will see, in practice,
we also need to assume that the εn are sufficiently small to even define T ). It follows that

f = T−1Tf =

∞∑
n=1

(T−1an)f(yn + εn),

provided of course, that this can be justified. This gives us a perturbed interpolation formula.
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3. Fourier interpolation from spheres

3.3.2 Preliminaries on function spaces

We collect here some preliminary results of technical nature which will be used in the proofs
of Theorems 4 and 5. We remark that we essentially only need the basic Lemma 3.4 of these
preliminaries for the proof of Theorem 4, but all of them for Theorem 5.

For x ∈ Rd, let 〈x〉 := (1 + |x|2)1/2. This quantity is comparable in size to the Euclidean norm
|x| (for large |x|), its main advantage is that it is always ≥ 1 so that any real power of it is defined
so that we have the monotonicty 〈x〉s ≤ 〈x〉s′ whenever 0 ≤ s ≤ s′. For any s ∈ R, we abbreviate
by as(x) := 〈x〉s and define

V s(Rd) :=
{
f ∈ L1(Rd) : asf, asf̂ ∈ L1(Rd)

}
.

For f ∈ V s(Rd), we define

‖f‖V s(Rd) := ‖f‖V s := ‖fas‖L1(Rd) + ‖f̂as‖L1(Rd) =

∫
Rd
〈x〉s|f(x)|dx+

∫
Rd
〈ξ〉s|f̂(ξ)|dξ.

This is clearly a norm on V s(Rd). We denote by V srad(Rd) ⊆ V s(Rd) the subspace of radial
functions. It is closed (since, by Fourier inversion, point-evaluations on V s(Rd) are continuous).

We now establish some basic properties of these spaces: We prove that they are complete, that
they contain S(Rd) as a dense subspace and that ∩s≥1V

s(Rd) = S(Rd). The last property is a
corollary of a more precise statement, Proposition 3.5 below. These results are very likely known
and not surprising for an experienced analyst, but we include their proofs as an exercise for the
author.

Let us also remark that it is likely possible to work instead with a similarly defined Hilbert
space, defined based on the standard Sobolev space Hs(Rd) = {f ∈ L2(Rd) : asf̂ ∈ L2(Rd)} by

Hs(Rd) := {f ∈ L2(Rd) : f, f̂ ∈ Hs(Rd)}, which makes a comparison to yet unpublished work of
Kulikov–Nazarov–Sodin.

Remark 3.9. In our paper [RS21] with Ramos, we actually used the function ms(x) := 1 + |x|s
instead of as(x) and defined V s(Rd) to be the space of all f ∈ L1(Rd) such thatmsf , msf̂ ∈ L1(Rd).
Since ms(x) � 1 � 〈x〉s for |x| ≤ 1 and ms(x)〈x〉−s � 1 for |x| ≥ 1, the definitions are equivalent.

Lemma 3.4. For each s ≥ 0, the space V s(Rd), equipped with the above norm, is a Banach space.
In particular, V srad(Rd) is also a Banach space.

Proof. Let {fn}n∈N ⊆ V s(Rd) be a Cauchy sequence. Then {fnas}n∈N and {f̂nas}n∈N are L1-
Cauchy sequences and therefore admit L1-limits ϕ, ϕ̃ ∈ L1(Rd) repsectively. Define f := ϕa−1

s and
f̃ := ϕ̃a−1

s . We claim that f ∈ V s(Rd) and ‖f − fn‖V s → 0 as n → ∞. To prove this, it suffices

to show that f̂(ξ) = f̃(ξ) for almost every ξ ∈ Rd. Since f̂n → f̃ (in particular) in L1(Rd), we find
a measurable set N ⊆ Rd of measure zero and 1 ≤ n1 < n2 < . . . so that for all ξ ∈ Rd r N we

have |f̂nj (ξ)− f̃nj (ξ)| → 0 as j →∞. For ξ ∈ Rd rN we then write

|f̂(ξ)− f̃(ξ)| ≤ |f̂(ξ)− f̂nj (ξ)|+ |f̂nj (ξ)− f̃(ξ)| ≤ ‖f − fnj‖L1(Rd) + |f̂nj (ξ)− f̃(ξ)|

and note that both terms tend to zero as j →∞.

Lemma 3.5. Fix d ≥ 1. For s ≥ 1 and f ∈ V s(Rd) we have, for |x| ≥ 1,

|f(x)|+ |f̂(x)| .d,s ‖f‖
d
d+1

V s |x|
− s
d+1 , (3.45)

where the implied constant depends only on d and s. Moreover, if s ≥ 2, then, for |x| ≥ 1,

|∇f(x)|+ |∇f̂(x)| .d,f |x|−
s

2(d+1) . (3.46)

104



3.3. Perturbed Fourier uniqueness and interpolation results

Proof. Fix a nonzero function f ∈ V s(Rd). We first note that Fourier inversion implies the following
bounds, valid for all x ∈ Rd:

|f(x)| ≤ ‖f‖V s , |∇f(x)| =
( d∑
j=1

|∂jf(x)|2
)1/2

≤ 2π
√
d‖f‖V s .

Fix x ∈ Rd with |x| ≥ 1 and define

rx :=
|f(x)|

4π
√
d‖f‖V s

≤ 1

4π
√
d
≤ |f(x)|

2
.

Let Bx := Brx(x) denote the closed ball centered at x with radius rx. For any y ∈ Bx, we have

|f(y)− f(x)| ≤ 2π
√
d‖f‖V s |x− y| ≤ 2π

√
d‖f‖V srx =

1

2

and hence |f(y)| ≥ |f(x)|
2 . Moreover, for any y ∈ Bx, we have

|y| ≥ |x| − rx ≥ |x| − 1/2 ≥ |x|/2 since |x| ≥ 1.

These inequalities imply that, with cd denoting the volume of the unit ball in Rd,

‖asf‖L1(Rd) ≥
∫
Bx

(1 + |y|2)s/2|f(y)|dy ≥ 2−s/2−1

∫
Bx

(2 + |x|2)s/2|f(x)|dy

=
cd

2s/2+1
rdx|f(x)||x|s =

cd
2s/2+1

|f(x)|d

(4π)ddd/2‖f‖dV s
|f(x)||x|s.

This proves (3.45) for the function f . By symmetry, one obtains the same estimate for f̂ . The
bound (3.46) then follows from (3.45) via an argument using Taylor’s theorem with remainder (see
[Sto21, Lemma 6.1] for a sketch).

Lemma 3.6. For each s ≥ 0, the space S(Rd) is dense in V s(Rd) and Srad(Rd) is dense in
V srad(Rd).

Proof. We fix a smooth, non-negative, radial bump function φ ∈ C∞c (Rd) such that
∫
Rd φ = 1 and

such that φ(x) = 0 if |x| ≥ 1. For ε ∈ (0, 1/2] and x, ξ ∈ Rd, we define

φε(x) = ε−dφ(x/ε) and ψε(ξ) := φ̂ε(ξ) = φ̂(εξ).

Let f ∈ V s(Rd) (or V srad(Rd)) be arbitrary. We claim that:

(i) ψε · (φε ∗ f) ∈ S(Rd) (or Srad(Rd)) for all ε > 0,

(ii) limε→0 ‖ψε · (φε ∗ f)− f‖V s(Rd) = 0.

Part (i) holds more generally for bounded continuous functions f . To prove (ii), we will show that

lim
ε→0
‖ (ψε · (φε ∗ f)− f) as‖L1 = 0, (3.47)

lim
ε→0
‖(φε ∗ (ψε · f̂)− f̂)as‖L1 = 0. (3.48)
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We start with the proof of (3.47). We take an auxiliary test function α ∈ C∞c (Rd) and write

ψε(φε ∗ f)− f = ψε(φε ∗ f − f) + ψεf − f
= ψε(φε ∗ (f − α) + φε ∗ α− α+ α− f) + (ψε − 1)f

= ψε(φε ∗ (f − α)) + ψε(φε ∗ α− α) + ψε(α− f) + (ψε − 1)f

= ψε(φε ∗ (f − α)) + ψε(φε ∗ α− α) + (ψε − 1)α+ (α− f)

We multiply each of these four terms with the function as and then take the L1-norm. We suppose
given a δ > 0 and will show that all there is ε0(δ) such that all of these four norms are at most
δ/4 when ε < ε0(δ). We first choose α depending only on δ, s, d such that

‖(α− f)as‖L1 ≤ δ

4M

where M ≥ 1 is another parameter at our disposal. This is possible since C∞c (Rd) is dense in L1

and since multiplication by as preserves C∞c (Rd). We may then estimate

‖ψε(φε ∗ (f − α))as‖L1 =

∫
Rd
φ̂(εx)

∣∣∣∣∫
Rd
φε(y)(f(x− y)− α(x− y)) dy

∣∣∣∣ as(x) dx

≤ ‖φ‖L1

∫
|y|≤ε

φε(y)

∫
Rd

(f(x− y)− α(x− y))as(x− y)
as(x)

as(x− y)
dx dy

≤ Cε‖φ‖L1‖(f − α)as‖L1

∫
|y|≤ε

φε(y) dy

≤ Cε‖φ‖2L1‖(f − α)as‖L1 ≤ Cεδ

4M

where

Cε = sup
x∈Rd,|y|≤ε

as(x)

as(x− y)
<∞,

which is uniformly bounded as a function of ε ∈ (0, 1/2]. We also used that ‖φ‖L1 = 1 (but we
will sometimes write these terms to see what we used). Thus, by choosing M suitably, we get that
‖ψε(φε ∗ (f − α))as‖L1 ≤ δ

4 , for all ε ∈ (0, 1/2].
Next, we choose Rα ≥ 1 such that for all x, y ∈ Rd we have

(|x| ≥ Rα and |y| ≤ 1/2) =⇒ α(x− y) = 0 = α(x).

Then

‖ψε(φε ∗ α− α)as‖L1 =

∫
|x|≤Rα

as(x)|ψε(x)|

∣∣∣∣∣
∫
|y|≤ε

φε(y)(α(x− y)− α(x)) dy

∣∣∣∣∣ dx
≤ (1 +R2

α)s/2|BRα(0)|‖φ‖L1 sup
Rd
|∇α|

∫
|y|≤ε

|y|φε(y) dy .α,s,d ε

where the last step follows from a change of variables y ↔ y/ε. Thus, for sufficiently small ε
(depending on α, s, d and hence on δ, s, d), this will also be at most δ/4, as desired.

The remaining term is

‖(ψε − 1)αas‖ =

∫
|x|≤Rα

|(φ̂(εx)− φ̂(0))||α(x)|as(x) dx .α,s,d

∫
|x|≤Rα

|(φ̂(εx)− φ̂(0))| dx

.φ

∫
Rα

|εx| dx .α ε.
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which is also at most δ/4 for sufficiently small ε, as desired.
We turn to the proof of (3.48), for which we write, using an auxiliary text function β ∈ C∞c (Rd),

φε ∗ (ψεf̂)− f̂ = φε ∗ (ψεf̂)− β + β − f̂

= φε ∗ (ψε(f̂ − β) + ψεβ)− β + β − f̂

= φε ∗ (ψε(f̂ − β)) + (φε ∗ (ψεβ)− β) + (β − f̂)

= φε ∗ (ψε(f̂ − β)) + (φε ∗ (ψεβ)− (ψεβ)) + (ψε − 1)β + (β − f̂)

We give ourselves a δ > 0 and will show that the L1(as(x)dx)-norm of the four terms above are
all at most δ/4 provided ε is sufficiently small in terms of δ. We first choose β, depending only on
δ, s, d and M such that

‖(β − f̂)as‖L1 ≤ δ

4M
,

where M ≥ 1 is another parameter at our disposal. Then, similarly to the proof of (3.47),

‖(φε ∗ (ψε(f̂ − β)))as‖L1 =

∫
Rd
as(x)

∣∣∣∣∣
∫
|y|≤ε

φε(y)ψε(x− y)(f̂(x− y)− β(x− y)) dy

∣∣∣∣∣ dx
.d,s ‖(f̂ − β)as‖L1

independently of ε, which we can thus make at most δ/4, provided M is chosen large enough in
terms of s, d. (Here, as in the proof of the first part, we use that |ψ(x− y)| ≤ 1 and we artificially
insert a term as(x− y)).

Next, we choose Rβ ≥ 1 such that for all x, y ∈ Rd we have

(|x| ≥ Rβ and |y| ≤ 1/2) =⇒ β(x− y) = 0 = β(x).

Then

‖ (φε ∗ (ψεβ)− (ψεβ)) as‖L1 ≤
∫
|x|≤Rβ

as(x)

∫
|y|≤ε

φε(y)|ψε(x− y)β(x− y)− ψε(x)β(x)| dydx

For any x, y in the above integral, we have

|ψε(x− y)β(x− y)− ψε(x)β(x)| ≤ |ψε(x− y)− ψε(x)||β(x− y)|+ |ψε(x)||β(x− y)− β(x)|
.φ,β ε|y|+ |y|

and from this we obtain, similarly as in the proof of (3.47), the estimate

‖ (φε ∗ (ψεβ)− (ψεβ)) as‖L1 .s,d,β ε,

as desired. Finally, we have, exactly as at the end of the proof for (3.47), ‖as(ψε−1)β‖L1 .s,d,β ε,
also as desired.

3.3.3 Proof of Theorem 4

In this section we prove Theorem 4. Fix d ≥ 2. Whenever convenient, we will abbreviate S = Sd−1.
As in the statement of the Theorem, we consider the following objects:

• two vectors ε0, ε̂0 ∈ Rd,
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3. Fourier interpolation from spheres

• for each n ∈ N, two continuous functions εn, ε̂n : S → R,

• two vectors ζ0, ζ̂0 ∈ Rd (these are just new names for the vectors ε0, ε̂0 in (3.44), to separate
the arguments more clearly),

• for each n ∈ N, two finite nonempty sets I(n), J(n) of indices,

• for each n ∈ N and i ∈ I(n) a closed subset Ωn,i ⊆ Sd−1 and a point ζn,i ∈ Ωn,i,

• for each n ∈ N and j ∈ J(n) a closed subset Ω̂n,j ⊆ Sd−1 and a point ζ̂n,j ∈ Ω̂n,j .

We assume that for all n ∈ N we have⊔
i∈I(n)

Ωn,i = Sd−1 =
⊔

j∈J(n)

Ω̂n,j .

We define, for each n ∈ N, two functions δn, δ̂n : Sd−1 → Sd−1 by

δn(ζ) :=
∑
i∈I(n)

1Ωn,i(ζ)ζn,i, δ̂n(ζ) :=
∑

j∈J(n)

1Ω̂n,j
(ζ)ζ̂n,j . (3.49)

Thus, δn(ζ) = ζn,i if ζ ∈ Ωn,i and δ̂n(ζ) = ζ̂n,j if ζ ∈ Ω̂n,j . We denote

σ0 := |ε0|, σn := sup
ζ∈Sd−1

|εn(ζ)|, σ̂0 := |ε̂0|, σ̂n := sup
ζ∈Sd−1

|ε̂n(ζ)|

and

ω0 := |ζ0|, ωn := sup
i∈I(n)

diam(Ωn,i), ω̂0 := |ζ̂0|, ω̂n := sup
j∈J(n)

diam(Ω̂n,j).

Next, we define, as earlier in this chapter, the non-negative integers

n0(d) = 1 + bd/8c, n̂0(d) = b(d+ 4)/8c.

and then the kernels Kd
n, K̃

d
n : Rd × Rd → C exactly as Adn, Ã

d
n in (3.30) and (3.31) but with the

functions ad,n, ãd,n replaced by the functions ad/2,n, ãd/2,n ∈ Srad(Rd) provided by Theorem 1 with
the above choices of n0 = n0(d), n̂0 = n̂0(d). Thus, the sums only go from m = 0 to 4n (compare
with the proof of Proposition 3.8).

We pause to explain why Remark 3.6 is true. As will become clear, the following proof also
works with any other choices of n0(d) and n̂0(d) with sum 1+bd/4c, provided that n0(d) and n̂0(d)
both grow linearly with d.

Note that for any continuous (or even only bounded and measurable) function h : Sd−1 → C,
the integral

∫
S
Kd
n(x, ζ)h(ζ)dζ defines a Schwartz function of x (in fact, just a linear combination

of radial functions times harmonic polynomials) and in particular an element of V s(Rd) for all
s ≥ 1.

We will next prove that if the quantities σn, σ̂n, ωn, ω̂n are sufficiently small, then the following
two formulas define bounded linear operators T,Q : V 1(Rd) → V 1(Rd) such that ‖T − id ‖ < 1
and ‖Q− id ‖ < 1. How these operators are useful for the proof of Theorem 4 will become clear in
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3.3. Perturbed Fourier uniqueness and interpolation results

a moment. The formula defining28 T is

f(x)− Tf(x) = ad/2,0(|x|) [f(0)− f(ε0)] +

∞∑
n=1

∫
S

Kd
n(x, ζ)

[
f(
√
nζ)− f(

√
nζ + εn(ζ)ζ)

]
dζ

+ ãd/2,0(|x|)
[
f̂(0)− f̂(ε̂0)

]
+

∞∑
n=1

∫
S

K̃d
n(x, ζ)

[
f̂(
√
nζ)− f̂(

√
nζ + ε̂n(ζ)ζ)

]
dζ.

The formula defining Q is

f(x)−Qf(x) = ad/2,0(|x|) [f(0)− f(ζ0)] +

∞∑
n=1

∫
S

Kd
n(x, ζ)

[
f(
√
nζ)− f(

√
nδn(ζ))

]
dζ

+ ãd/2,0(|x|)
[
f̂(0)− f̂(δ̂0)

]
+

∞∑
n=1

∫
S

K̃d
n(x, ζ)

[
f̂(
√
nζ)− f̂(

√
nδ̂n(ζ))

]
dζ.

To prove absolute convergence (in the V 1(Rd)-norm) of these series and to prove boundedness of
the operators, we will use the following general estimate

f(u)− f(v) =

∫
Rd
f̂(ξ)

(
e2πi〈ξ,u〉 − e2πi〈ξ,v〉

)
dξ . |u− v|

∫
R
|f̂(ξ)||ξ|dξ . |u− v|‖f‖V 1 , (3.50)

valid for all u, v ∈ Rd. We have the analogous bound |f̂(u) − f̂(v)| . |u − v|‖f‖V 1 . Using them
we can estimate all summands in the definition of Tf by ‖f‖V 1(Rd) and the quantities σn, σ̂n and
similarly all summands in the series defining Q in terms of ωn, ω̂n. For example, we have∥∥∥∥∫

S

K̃d
n(·, ζ)

[
f̂(
√
nζ)− f̂(

√
nδ̂n(ζ))

]
dζ

∥∥∥∥
V 1

=

∫
Rd

∣∣∣∣∫
S

K̃d
n(x, ζ)

[
f̂(
√
nζ)− f̂(

√
nδ̂n(ζ))

]
dζ

∣∣∣∣ 〈x〉dx
=

∫
Rd

∣∣∣∣∣∣
∑

j∈J(n)

∫
Ω̂n,j

K̃d
n(x, ζ)

[
f̂(
√
nζ)− f̂(

√
nζ̂n,j)

]
dζ

∣∣∣∣∣∣ 〈x〉dx
.
∫
Rd

∑
j∈J(n)

∫
Ω̂n,j

|K̃d
n(x, ζ)|

[
‖f‖V 1

√
nω̂n

]
dζ〈x〉dx = ‖f‖V 1

√
nω̂n

∫
S

‖K̃d
n(·, ζ)‖V 1dζ.

Thus, if we define

kn :=

∫
S

‖Kd
n(·, ζ)‖V 1dζ, k̃n :=

∫
S

‖K̃d
n(·, ζ)‖V 1dζ, (3.51)

then we obtain from such estimates and similar ones the bounds

‖f − Tf‖V 1 .d ‖f‖V 1

(
‖ad/2,0‖V 1σ0 +

∞∑
n=1

σnkn + ‖ãd/2,0‖V 1 σ̂0 +

∞∑
n=1

σ̂nk̃n

)
, (3.52)

‖f −Qf‖V 1 .d ‖f‖V 1

(
‖ad/2,0‖V 1ω0 +

∞∑
n=1

ωn
√
nkn + ‖ãd/2,0‖V 1 ω̂0 +

∞∑
n=1

ω̂n
√
nk̃n

)
. (3.53)

It is now clear that if we choose σn, σ̂n small enough in terms of kn, k̃n, ‖ad/2,0‖V 1 , ‖ãd/2,0‖V 1 and
the implied constant in (3.52) (which depends only on d), then the series defining Tf(x) converge
absolutely, define elements of V 1(Rd) and we moreover have, in operator norm, ‖ idV 1 −T‖V 1 < 1.

28the reason why we don’t write directly the expression for Tf is a typographical one and also has to do with
clarity of exposition (to be appreciated later).
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3. Fourier interpolation from spheres

Similarly, if we choose ωn, ω̂n small enough in terms of kn, k̃n, ‖ad/2,0‖V 1 , ‖ãd/2,0‖V 1 and the
implied constant in (3.53) (which depends only on d), then the series defining Qf(x) converge
absolutely, define elements of V 1(Rd) and moreover ‖ idV 1 −Q‖V 1 < 1, in operator norm.

We assume for the remainder of this proof that we made these choices. In particular, the
operators T and Q are continuous and invertible on V 1(Rd). Consider now a Schwartz function

f1 ∈ S(Rd) such that f1 and f̂1 vanish on the sets displayed in (3.43) (i.e. on the “graphs” of the
functions εn, ε̂n (over)

√
nSd−1). Likewise, consider a Schwartz function f2 ∈ S(Rd) such that f2

and f̂2 vanish on the discrete sets displayed in (3.44) (i.e. f2 vanishes on all points ζn,i and f̂2

vanishes at all points ζ̂n,j). We want to show that f1 = 0 and that f2 = 0. For this it suffices
to show that f1 − Tf1 = f1 and that f2 − Qf2 = f2 (because these equalities are equivalent to
Tf1 = 0 and Qf2 = 0 respectively and T and Q are injective). Looking at the defining expression
for f1(x)− Tf1(x), we see that

f1(x)− Tf1(x)

= ad/2(|x|)f1(0) +

∞∑
n=1

∫
S

Kd
n(x, ζ)f1(

√
nζ)dζ + ãd/2(|x|)f̂1(0) +

∞∑
n=1

∫
S

K̃d
n(x, ζ)f̂1(

√
nζ)dζ.

By assumption on f1 and f̂1, and by (3.50), we have

sup
ζ∈Sd−1

|f1(
√
nζ)| .d ‖f1‖V 1εn, sup

ζ∈Sd−1

|f̂1(
√
nζ)| .d ‖f1‖V 1 ε̂n.

By imposing εn and ε̂n to be even smaller if necessary, we can interchange the (implicit) sum over
m ∈ {0, 1, . . . , 4n} and the sum over n ∈ N in the above expression for f1(x)− Tf1(x) and rewrite
this expression in the form (3.27) to conclude that it indeed equals f2(x). Similarly, we can show
(by imposing ωn and ω̂n to be even smaller if necessary) that f2(x) − Qf2(x) = f2(x) via (3.27)
and thus finish the proof of Theorem 4.

Remark 3.10. It is possible to unify and generalize the results and the proof of Theorem 4 in the
following way. Consider bounded measurable functions βn, β̂n : Sd−1 → Rd and small positive real
numbers σn, σ̂n such that for all n ∈ N we have

sup
ζ∈Sd−1

|ζ − βn(ζ)| ≤ σn, sup
ζ∈Sd−1

|ζ − β̂n(ζ)| ≤ σ̂n

and consequently for all f ∈ V 1(Rd),

sup
ζ∈Sd−1

|f(
√
nζ)− f(

√
nβn(ζ))| . ‖f‖V 1

√
nσn

and similarly with β̂n and f̂ . With kn defined as in (3.51) we thus have∥∥∥∥∫
S

K̃d
n(·, ζ)

[
f(
√
nζ)− f(

√
nβn(ζ))

]
dζ

∥∥∥∥
V 1

. ‖f‖V 1kn
√
nσn

and similarly for f̂ , β̂n, K̃
d
n, k̃n. By defining an operator R : V 1(Rd)→ V 1(Rd) in the same way as

Q but with the functions δn, δ̂n replaced by βn, β̂n, we can prove that the union of all perturbed
spheres {

√
nβn(ζ)}ζ∈S and {

√
nβ̂n(ζ)}ζ∈S (together with two points close to the origin) forms a

Fourier uniqueness pair for S(Rd), provided σn and σ̂n are sufficiently small. This subsumes the
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3.3. Perturbed Fourier uniqueness and interpolation results

two previous results by taking βn(ζ) = δn(ζ), β̂n(ζ) = δn(ζ) with δn and δ̂n defined in terms of
subsets Ωn,i, Ω̂n,j ⊆ Sd−1 as above, or by taking

βn(ζ) =

(
1 +

εn(ζ)√
n

)
ζ, β̂n(ζ) =

(
1 +

ε̂n(ζ)√
n

)
ζ,

for continuous functions εn, ε̂n : Sd−1 → R as in the statement of Theorem 4.

3.3.4 Perturbation in the radial case

The idea of inverting an operator close to the identity, expressed in terms of an interpolation
formula, can also be used to perturb the interpolation formulas for radial Schwartz functions in
Theorem 1. Let us explain how this works, as it will give us the chance to use more of the properties
of the spaces V s(Rd). More precisely, we will be working with the subspace V srad(Rd) ⊆ V s(Rd) of
radial functions. It is closed and hence complete, so it is a Banach space itself by Lemma 3.4 and
Srad(Rd) is dense in V srad(Rd) and the intersection of all of these Banach spaces.

Let d ≥ 1 be an integer and let n0, n̂0 ≥ 0 be integers such that n0 + n̂0 = 1 + bd/4c. Let
ad/2,nãd/2,n ∈ Srad(Rd) be the attached radial Schwartz functions coming from Theorem 1. Fix
some parameter s ≥ 1. For all n ∈ N0, let εn, ε̂n be two real numbers. We will show that if these
numbers are sufficiently small, then we can make sense of the following operator on V srad(Rd) and
invert it.29

Tf :=

∞∑
n=0

f(
√
n+ εn)ad/2,n +

∞∑
n=0

f̂(
√
n+ ε̂n)ãd/2,n (3.54)

This doesn’t directly make sense as an operator on V srad(Rd), but we can make sense of it abstractly
in the following way. First, it is clear from Theorem 1 that T defines a continuous linear endomor-
phism of Srad(Rd). We recall that the latter space is dense in V srad(Rd) and we can extend T to
that space by continuously extending f 7→ f −Tf to it. To show that this is possible, we estimate,
for f ∈ Srad(Rd), using (3.50), and the interpolation formula (2.47),

‖f − Tf‖V s .d ‖f‖V s
∞∑
n=0

(
|εn|‖ad/2,n‖V s + |ε̂n|‖ãd/2,n‖V s

)
(3.55)

On the other hand we know by Theorem 1 that

‖ad/2,n‖V s + ‖ãd/2,n‖V s . (1 + n)αs

for some αs = αs(d) ≥ 0. Thus, by assuming (for instance)

|εn|+ |ε̂n| ≤ δ(1 + n)−αs−1.1 (3.56)

for some δ > 0 small enough in terms of the implied constant in (3.55), we may deduce that
f 7→ f − Tf is continuous Srad(Rd) → V srad(Rd), hence extends continuously to a continuous
endomorphism of V srad(Rd), and so does T itself with ‖T − idV s ‖ < 1. Only for this last property
do we need to take δ small. In particular, T is invertible and we can define, for every n ∈ N0, the
functions

cd/2,n := T−1(ad/2,n) ∈ V srad(Rd), c̃d/2,n := T−1(ãd/2,n) ∈ V srad(Rd).
29As opposed to [RS21] or [RdS20], we write the perturbations of

√
n as

√
n + εn instead of

√
n+ εn, which

allows for a slightly quicker treatment
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Since f = T−1(Tf) for all f ∈ V srad(Rd), we would like to say that (by pulling T−1 inside the sum
(3.54)) we have

f =

∞∑
n=0

f(
√
n+ εn)cd/2,n +

∞∑
n=0

f̂(
√
n+ ε̂n)c̃d/2,n (3.57)

for all f ∈ V srad(Rd) with convergence in that space. However, this can’t quite be justified and
is also unlikely to be true abstract reasons, as it would express idV srad

as a limit of finite rank

operators in the strong operator topology30. Instead, we claim that there is s′ = s′(s) > s so that
(3.57) holds for all f ∈ V s′rad with convergence in the V s-topology. Indeed, for f ∈ V s′rad, we have,
by Lemma 3.5 that

|f(
√
n+ εn)|+ |f̂(

√
n+ ε̂n)| . (1 + n)−

s′
2(d+1)

and hence the series in the definition of Tf (3.54) converges in the V s topology, provided f ∈ V s′rad

and
−s′

2(d+ 1)
+ αs < −1 ⇔ s′ > 2(d+ 1)(αs + 1). (3.58)

In this case, the proof of (3.57) by writing f = T−1(Tf) and interchanging the series in (3.54)
with the operator T−1 is justified. We have proved the following theorem.

Theorem 5. Let d, n0, n̂0 and s ≥ 1 be as above. Then, provided εn and ε̂n are sufficiently small
(as quantified in (3.56)) and provided s′ is sufficiently large (as quantified in (3.58)), the perturbed
interpolation formula (3.57) holds for all f ∈ V s′rad(Rd) with convergence in V srad(Rd).

Remark 3.11. Let us return to the expression defining T in (3.54). We defined T abstractly
as a continuous linear operator on V srad(Rd), but let us remark that Lemma 3.5 clearly implies

that the series defining T defines “directly” a bounded linear operator V s
′

rad(Rd) → V srad(Rd) for
some s′ = s′(d, s) < s. Our remark is that this latter fact is compatible with the abstract result
that any continuous linear map defined on a limit of Banach spaces, with dense image in each of
its limitands, necessarily factors through one of these limitands, provided the image is a normed
vector space.31 We illustrate this in the following commutative diagram

lim←−V
s
rad(Rd) = Srad(Rd) Srad(Rd)

V s
′

rad(Rd)

V srad(Rd)

T

The actual operator T we use is an endomorphism of V s(Rd) (which restricts to the operator T
labeling the dashed arrow above)

30albeit not necessarily in the operator norm topology, which is we say “unlikely” instead of “impossible”. If the
RHS of (3.57) converged in the operator norm topology, then it would mean that idV s(Rd) is compact, which is
impossible

31If the target of the map is C, then we do not need to assume density. A proof of these claims is given in [Gar18,
ch. 13, claim 13.14.4]
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3.4 Application towards uniqueness of magic functions

By “magic” functions in the title of this section we mean certain radial Schwartz functions on
R8 and R24 that were constructed by Viazovska [Via17] and Cohn, Kumar, Miller, Radchenko
and Viazovska [CKM+17] as integral transforms of weakly holomorphic (quasi-) modular forms
to resolve the sphere packing problem in 8 and 24 dimensions respectively. These functions are
solutions to a convex Fourier optimization problem that we briefly recall below. The subsequent
work [CKM+21] proved a much stronger result about the optimal sphere packing configurations
in those dimensions, which are given by the E8 and the Leech lattice respectively. Namely, it
was proved that they are universally optimal energy minimizing configurations for a large class of
potential functions. We don’t need to know the details of that result – what is important for us
is that the main tools in the proof were Fourier interpolation formulas, applying to all f ∈ S(Rp),
p = 8, 24, of the from

f(x) =

∞∑
n=n0(p)

(
f(
√

2n)ap,n(|x|) + f ′(
√

2n)bp,n(|x|) + f̂(
√

2n)ãp,n(|x|) + f̂ ′(
√

2n)b̃p,n(|x|)
)

(3.59)
in which n0(p) ∈ N, n0(8) = 1, n0(24) = 2 and ap,n, bp,n, ãp,n, b̃p,n are even Schwartz function on
R (and x ∈ Rp is arbitrary). Moreover, these are free interpolation formulas in the sense that if

we replace f(
√

2n), f ′(
√

2n), f̂(
√

2n), f̂ ′(
√

2n) on the RHS by any quadruple of rapidly decaying
sequences of complex numbers then the series will define a radial Schwartz function f on Rp such
that f and f̂ and its radial derivatives evaluate at

√
2n to those given four sequences.

As announced above, we now briefly recall the Cohn–Elkeis linear programming method for
sphere packing bounds and its relation to the above formulas. As opposed to any other work
using this method, we will not assume that our functions are radial.32 Instead, we will show that
any optimal function is necessarily radial, provided formulas as the one in (3.59) exist in all even
dimensions d ≥ 8 or 24 respectively.

For any dimension d ≥ 1, we write ALP(d) for the set of all continuous, even and integrable
functions f : Rd → R having the following properties:

(1) f̂(ξ) ≥ 0 for all ξ ∈ Rd.

(2) f(0) = f̂(0) > 0.

(3) The quantity r−(f) := inf {r > 0 : ∀x ∈ Rd : |x| ≥ r ⇒ f(x) ≤ 0} is finite. In other words,
f is eventually non-positive.

Under an additional decay assumption33, the main result in [CE03][Thm 3.2] implies that the
sphere packing constant ∆d in Rd (see the cited reference for a definition) satisfies

∆d ≤ |Bd1/2(0)| inf
f∈ALP (d)

r−(f)d, (3.60)

where Bdr (x) denotes the open ball of radius r, centered at x ∈ Rd and |E| denotes the Lebesgue
measure of a measurable subset E ⊆ Rd.

Now let d = 8 or d = 24 and let Λd ⊆ Rd be the E8-, or the Leech lattice respectively. We
assume that these lattices are scaled so that the shortest vectors have lengths

√
2n0(d), where

32for the purpose of proving the existence of am optimal function for this program, the assumption of being radial
can be made without loss of generality in the sense that if an extremizer exists, then also a radial one, by averaging
over the orthogonal group.

33it enables an application of Poisson summation, but can be removed, see [CE03][Sec. 9] or [CZ14][Thm 3.3].
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n0(8) = 1, n0(24) = 2. We suppose given a function ϕ = ϕd ∈ S(Rd)∩ALP(d) (maybe not radial)
such that r−(ϕ) ≤

√
2n0(d). By (3.60) the existence of ϕ would prove that Λd gives the optimal

sphere packing in Rd. (By the cited works, we know such ϕ exist, but we pretend that we don’t
know this in the following analysis, to emphasize the uniqueness statement that we will prove.)

The Poisson summation formula and the fact that Λd is self-dual and (hence) unimodular imply

ϕ(0) +
∑

06=λ∈Λd

ϕ(λ) = ϕ̂(0) +
∑

06=λ∗∈Λd

ϕ̂(λ∗). (3.61)

Here, we can subtract ϕ(0) = ϕ̂(0) from both sides and are then left with the equality of a sum of
non-positive real numbers on the left with a sum of non-negative real numbers on the right, which
forces all of these numbers to be zero. Given any orthogonal transformation ρ ∈ O(d), we can
repeat the same argument with Λd replaced by the self-dual lattice ρ(Λd). By varying ρ over O(d),
and using the assumptions on ϕ, we deduce that any such ϕ must have the following properties:

(i) ϕ(
√

2nζ) = ϕ̂(
√

2nζ) = 0 for all ζ ∈ Sd−1 and all integers n ≥ n0(d),

(ii) ∇ϕ̂(
√

2nζ) = 0 for all ζ ∈ Sd−1 and all integers n ≥ n0(d) since ϕ̂ is C1 and non-negative,

(iii) ∇ϕ(
√

2nζ) = 0 for all ζ ∈ Sd−1 and all integers n ≥ n0(d) + 1 since f is C1 and non-negative
on the open set {x ∈ Rd : |x|2 > n0(d)}.

In words, ϕ and ϕ̂ and their gradients vanish on all spheres
√

2nSd−1 for integers n ≥ n0(d), except
∇ϕ might not vanish on

√
2n0(d)Sd−1. We now make the following assumption.

Assumption 1. Assume that for every even dimension p ≥ d, there exist four sequences of func-
tions ap,n, bp,n, ãp,n, b̃p,n : R→ R, indexed by n ∈ N0, so that for all x ∈ Rp and all f ∈ Srad(Rp) the
formula (3.59) holds with point-wise convergence34 and with a monotonically increasing function
n0 : 2N→ N, p 7→ n0(p), satisfying:

• n0(8) = 1 and n0(p) > 1 for all p > 8,

• n0(24) = 2 and n0(p) > 2 for all p > 24.

We continue working under this assumption and with a function ϕ = ϕd ∈ S(Rd) as above.
For each m ∈ N0, let Bm ⊆ Hm(Rd) be an orthonormal basis. Fix any x ∈ Rd r {0}. Recall from
(3.21) that

ϕ(x) =

∞∑
m=0

∑
u∈Bm

u(x)(Ld+2m
u ϕ)(ιm(x)) (3.62)

where ιm(x) ∈ Rd+2m any vector of norm |x| and Ld+2m
u ϕ ∈ Srad(Rd+2m) is defined as in Definition

3.2. By Assumption 1, we have, for fixed m ∈ N0 and u ∈ Bm in the above expansion (3.62)

(Ld+2m
u ϕ)(ιm(x)) =

∞∑
n=n0(d+2m)

(
αm,n(ϕ)ad+2m,n(|x|) + βm,n(ϕ)bd+2m,n(|x|)

+ α̃m,n(ϕ)ãd+2m,n(|x|) + β̃m,n(ϕ)b̃d+2m,n(|x|)
)

34We do not assume absolute convergence in (3.59) nor any regularity or decay of the functions
ap,n, bp,n, ãp,n, b̃p,n whatsoever. Also, in order to have well-defined expressions in all of the following formulas,
we set all of these functions equal to zero if n < n0(p).
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3.4. Application towards uniqueness of magic functions

where, by Proposition 3.4 and by Lemma 3.2, we have, for every integer n ≥ n0(d+ 2m),

αm,n(ϕ) = (Ld+2m
u ϕ)(

√
2n) =

1
√

2n
m

∫
S

ϕ(
√

2nζ)u(ζ)dζ

α̃m,n(ϕ) = FRd+2m(Ld+2m
u ϕ)(

√
2n) = imLd+2m

u (ϕ̂)(
√

2n) =
im
√

2n
m

∫
S

ϕ̂(
√

2nζ)u(ζ)dζ

βm,n(ϕ) = (Ld+2m
u ϕ)′(

√
2n) =

−m√
2n

(Ld+2m
u ϕ)(

√
2n) +

1
√

2n
m

∫
S

〈∇ϕ(
√

2nζ), ζ〉u(ζ)dζ

β̃m,n(ϕ) =
−imm√

2n
(Ld+2m

u ϕ̂)(
√

2n) +
im
√

2n
m

∫
S

〈∇ϕ̂(
√

2nζ), ζ〉u(ζ)dζ

It follows from these formulas and the properties (i), (ii) and (iii) of ϕ listed above, that

αm,n(ϕ) = α̃m,n(ϕ) = β̃m,n(ϕ) = 0,

for every m ∈ N0 and n ≥ n0(d+ 2m) and that

βm,n(ϕ) =
1

√
2n

m

∫
S

〈∇ϕ(
√

2nζ), ζ〉u(ζ)dζ = 0 if n > n0(d).

Consequently, we have

ϕ(x) = ϕd(x) =

∞∑
m=0

∑
u∈Bm

u(x)

n0(d)∑
n=n0(d+2m)

bd+2m,n(|x|) 1
√

2n
m

∫
S

〈∇ϕ(
√

2nζ), ζ〉u(ζ)dζ, (3.63)

where the inner sum over n is either empty (and hence zero) or reduced to n = n0(d), as we are
assuming that n0(d) ≤ n0(d+ 2m) for all m ∈ N0. In fact, by our more precise assumption on the
function p 7→ n0(p), the following holds:

• if d = 8, then bp,1 = 0 for all even p ≥ 10 by Assumption 1 and hence

ϕ8(x) = b8,1(|x|)
∫
S

〈∇ϕ(
√

2ζ), ζ〉dζ, (3.64)

• if d = 24, then bp,1 = bp,2 = 0 for all even p ≥ 26 by Assumption 1 and hence

ϕ24(x) = b24,2(|x|)
∫
S

〈∇ϕ(2ζ), ζ〉dζ. (3.65)

We have assumed that x ∈ Rd r {0}, but (3.64) (3.65) must then clearly also hold for x = 0 by
continuity.

Let us summarize our analysis in the following theorem.

Theorem 6 (conditional on Assumption 1). Let the set up and assumptions be as above. In
particular, d ∈ {8, 24} and we suppose ϕd ∈ S(Rd) ∩ ALP(d) is an optimal Cohn–Elkies function.
Then ϕ8 must be given by (3.64) and ϕ24 by (3.65). In particular, ϕd is radial and a multiple of
to the function x 7→ bd,n0(d)(|x|).

We end with a few remarks. First, we should remark that the existence and uniqueness of
optimal Cohn-Elkies functions among radial Schwartz functions in known: The works [Via17],
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3. Fourier interpolation from spheres

[CKM+17] prove existence and [CKM+21] proves existence and uniqueness among radial Schwartz
functions. Theorem 6 thus represents a strengthening of that result.

We remark that we believe that Assumption 1 holds true. The conditions on the function n0

we impose are quite specific, but even if they can’t be met and we only know that p 7→ n0(p)
is increasing (and tending to infinity), then the above argument shows that the space of optimal
ϕd, as above, is a finite dimensional subspace of the space spanned by all functions of the form
x 7→ bd+2m,n(|x|)u(x) with m ∈ N0 and u ∈ Hm(Rd).

Finally, we observe that the above arguments show that, if Assumption 1 holds, then the “basis
function” bd,n0(d) is necessarily given by a nonzero multiple of the magic function.
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4 Fourier non-uniqueness sets and totally
real number fields

This chapter is based on joint work with Danylo Radchenko [RS]35. We will prove two theo-
rems which give two types of families {AK}K of discrete Fourier non-uniqueness sets AK ⊆ Rn
parameterized by totally real number fields K/Q of degree n. These theorems contrast our
main Fourier uniqueness results from Chapter 3. In one theorem (Theorem 8), the sets AK are
given as “component-wise square roots” of lattices given by fractional ideals in K and we have
AK ⊆ ∪m∈N0

√
mSn−1. More precisely, for any lattice Λ ⊆ Rn, we set

√
Λ := {(x1, . . . , xn) ∈ Rn : (x2

1, . . . , x
2
n) ∈ Λ} (4.1)

and we consider lattices Λ = ΛK which is the image of the co-different O∨K of K under the real
embeddings of K in Rn. In the other Theorem (Theorem 7) the sets AK are discrete subsets of
ellipsoids defined in another way in terms of the co-different.

Before discussing those results in detail, we will start in §4.1 with a general discussion depending
on two arbitrary lattices Λ1,Λ2 ⊆ Rn and ask when there can exist an interpolation formula with
nodes given by the sets

√
Λ1,
√

Λ2, on the function- and the Fourier side respectively. We will
do so by attaching to those lattices a certain subgroup Γ(2Λ∨1 , 2Λ∨2 ) ≤ PSL2(R)n and formulate
necessary conditions for the existence of the interpolation formulas in terms of that group. In
particular, we show that if n ≥ 2 and if that group is discrete (which we also conjecture to be a
necessary condition), then there is no such interpolation formula.

4.1 Interpolation formulas with square roots of lattices

4.1.1 Set up

In §4.1 we will be working in the following generality. Let n, d, d1, . . . , dn ≥ 1 be integers such
that d = d1 + · · · + dn. We often view Rd as a product Rd =

∏n
j=1 Rdj and denote its elements

correspondingly as n-tuples x = (x1, . . . , xn) with xj ∈ Rdj . We view the product of orthogonal
groups O(d1) × · · · × O(dn) embedded block-diagonally in O(d) and acting diagonally on Rd1 ×
· · · × Rdn . For z = (z1, . . . , zn) ∈ Hn, we define the Gaussian

g(z) ∈ S(Rd)O(d1)×···×O(dn) by g(z)(x) = g(z, x) = eπz1|x1|2 · · · eπizn|xn|
2

, x ∈ Rd. (4.2)

The following elementary lemma will be useful on different occasions in this chapter. Note that it
implies the linear independence of the above functions g(z) for different values of z ∈ Hn.

35Other chapters of this thesis also contain some parts of the cited paper, for instance the addition of the
parameter h ≥ 2 in the set up of §2.2.2 and in Theorem 2.
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4. Fourier non-uniqueness sets and totally real number fields

Lemma 4.1. Let m ≥ 1 and let c1, . . . , cm ∈ Cn be pair-wise distinct n-tuples of complex numbers.

Then the functions gi : Rn → C, 1 ≤ i ≤ m, defined by gi(r) = e
∑m
j=1 cijr

2
j are linearly independent.

Proof. We induct on m, the case m = 1 being clear. Assume that m ≥ 2 and that t1, . . . , tm ∈ C
are such that

∑m
i=1 tigi(r) = 0 for all r ∈ Rn. We divide by gm(r) and obtain

0 =

m∑
i=1

tigi(r)gm(r)−1 =

m−1∑
i=1

tie
∑n
j=1(cij−cmj)r2

j + tm

for all r ∈ Rn. We differentiate with respect to any variable rk and obtain

0 =

m−1∑
i=1

2tirk(cik − cmk)e
∑n
j=1(cij−cmj)r2

j .

By continuity, this remains true, if we divide through by rk. By induction, (since the m−1 elements
c′i = ci − cm ∈ Cn are pairwise distinct), we deduce ti(cik − cmk) = 0 for all 1 ≤ i ≤ m− 1 and all
1 ≤ k ≤ n, hence ti = 0 for all 1 ≤ i ≤ m− 1 and then also tm = 0, as desired.

4.1.2 Generating series and functional equations

The following discussion is a generalization of the one in §2.2.2. Consider two lattices Λ1,Λ2 ⊆ Rn.
For i = 1, 2, we define

Λi,+ := Λi ∩ [0,∞)n.

We also define sq : [0,∞)n → [0,∞)n by sq(x1, . . . , xn) := (
√
x1, . . . ,

√
xn).

We want to know whether there exist functions aλ, ãµ : Rn → C such that for all f ∈
S(Rd)O(d1)×···×O(dn) and all x = (x1, . . . , xn) ∈ Rd, we have

f(x1, . . . , xn) =
∑

λ∈Λ1,+

aλ(|x1|, . . . , |xn|)f(sq (λ)) +
∑

µ∈Λ2,+

ãµ(|x1|, . . . , |xn|)f̂(sq (µ)). (4.3)

Let us first assume that such functions aλ, ãµ exist and that, for each fixed r = (r1, . . . , rn) ∈
[0,+∞)n, they grow at most polynomially in their index parameters λ ∈ Λ1 and µ ∈ Λ2 respectively
(formally speaking, we assume that for each r, there are C = Cr and N = Nr so that |aλ(r)| ≤
C(1 + |λ|)N and similarly for ãµ). We consider the generating functions

F (z, r) =
∑

λ∈Λ+,1

aλ(r)eπi
∑n
i=1 ziλi , F̃ (z, r) =

∑
µ∈Λ2,+

ãµ(r)eπi
∑n
i=1 ziλi , z ∈ Hn. (4.4)

By construction, each of these functions is holomorphic in z ∈ Hn and periodic with respect to the
lattices 2Λ∨1 or 2Λ∨2 respectively. Moreover, applying the formula (4.3) to the Gaussian f = g(z),
as defined in (4.2) shows that

g(z, r) = F (z, r) + (z1/i)
−d1/2 · · · (zn/i)−dn/2F̃ (−1/z, r). (4.5)

where −1/z is a shorthand for (−1/z1, . . . ,−1/zn). Conversely, no longer assuming the existence
of aλ, ãµ, but the existence of holomorphic 2Λ∨1 -periodic functions z 7→ F (z, r) and holomorphic

2Λ∨2 -periodic functions z 7→ F̃ (z, r) satisfying suitable growth conditions36, which are related via
the functional equations (4.5) and with Fourier expansions indexed over Λi,+ only (instead of the
whole Λi), we can deduce an interpolation formula (4.3) by appealing to Proposition 2.4 (which
asserted the density of the span of the functions g(z) in S(Rd)O(d1)×···×O(dn)).

36we don’t have to be as precise about this point as in §2.2.2, because we will have no chance of making use of
this direction of the (implicitly formulated) equivalence.
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4.1. Interpolation formulas with square roots of lattices

4.1.3 Conditions (D) and (F)

We continue in the set up of the previous section and assume the existence of a formula like (4.3)
and hence the functions F and F̃ , defined as above. Similarly to what we did in the case n = 1
in §2.2.2, we will now describe the transformation laws of F and F̃ more group theoretically, by
describing them with a subgroup of PSL2(R)n depending on Λ1,Λ2 (but not on the dimensions
dj). Eventually, our discussion here will lead us to prove the non-existence of certain interpolation
formulas of the form (4.3) for certain classes of lattices (e.g. Λ1 = Λ2 = Zn).

We will often freely switch between PSL2(R)n and the isomorphic group G := PSL2(Rn), where
we view Rn = R×· · ·×R as a commutative ring with component-wise addition and multiplication.
For x ∈ Rn we define

T x :=

[
1 x
0 1

]
∈ G, V x :=

[
1 0
x 1

]
∈ G, (4.6)

where 0 = (0, . . . , 0), 1 = (1, . . . , 1). We also define the element S :=
[

0 −1
1 0

]
∈ G, so that

ST xS = V −x. For any lattice L ⊆ Rn, we define the following subgroups of G:

Γupp(L) := {T x : x ∈ L} ∼= L, Γlow(L) := {V y : y ∈ L} ∼= L

and then, for any two lattices L1, L2 ⊆ Rn, the subgroup

Γ(L1, L2) := 〈Γupp(L1) ∪ Γlow(L2)〉 ≤ G.

To relate this group to the assumed interpolation formula, we now set Li = 2Λ∨i for i = 1, 2. To
proceed, let us suppose that we are given a cocycle J : G→ Hol(Hn,C×) satisfying

J(S)(z) =

n∏
j=1

(zj/i)
dj/2 =: µ(z), and J(T x) = 1 for all x ∈ Rn.

We may then define a slash action of G (and its group algebra C[G]) on functions f on Hn by
f |γ := J(γ)−1 · (f ◦ γ), γ ∈ G.

Remark 4.1. In practice, it suffices that J can be defined only on the subgroup of G, generated
by Γ(L1, L2) and S, but its existence is non-trivial and may not always be guaranteed. On the
other hand, when 8|dj for all j, such a cocycle J can be defined on the full group G, namely, we
can define

JG;d1,...,dn(g) =

n∏
j=1

(g′j)
−dj/4, where g = (g1, . . . , gn) ∈ PSL2(R)n

and g′j is the derivative of the Möbius transformation gj . So more explicitly,

JG;d1,...,dn(g)(z) = JG;d1,...,dn(g1, . . . , gn)(z1, . . . , zn) =

n∏
j=1

(cgjzj + cgj )
−dj/2.

The results we prove about general lattices in this section do not depend upon the existence of J .

We return to the functions F , F̃ introduced in (4.4). In what follows we will suppress the
parameters r ∈ [0,∞)n and z ∈ Hn from the notation. Using the slash action just introduced, F
and F̃ (as functions on Hn) must satisfy (besides certain growth conditions)

(1) F |(T x − 1) = 0 for all x ∈ L1. This says that F is L1-periodic.
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4. Fourier non-uniqueness sets and totally real number fields

(2) F̃ |(T y − 1) = 0 for all y ∈ L2. This says that F̃ is L2-periodic.

(3) F + F̃ |S = g. The functional equation (4.5) holds, where g denotes the Gaussian, as defined
in (4.2).

The same arguments as in the case n = 1 in §2.2.2 show that it suffices to find only F satisfying

(a) F |(T x − 1) = 0 for all x ∈ L1.

(b) F |(V y − 1) = g|(V y − 1) for all y ∈ L2

Indeed, we can then define F̃ as F̃ = g|S − F |S and this function will be L2-periodic.
We see from the above cohomological formalism that every relation between elements in the

group Γ = Γ(L1, L2) imposes a condition on the 1-cocycle

Φ : γ 7→ F |(γ − 1), γ ∈ Γ.

There are trivial relations that come from the free abelian subgroups Γupp(L1) and Γlow(L2) that
are always respected. There is, however, no reason why a “mixed” relation between elements of
these two groups should be preserved by Φ, as any such relation translates to non-trivial conditions
for the Gaussian g. Thus, one would like that

Γ(L1, L2) is the free inner product of Γupp(L1) and Γlow(L2). (F)

A natural further desideratum is:

Γ(L1, L2) is discrete in G ∼= PSL2(R)n. (D)

In fact, the existence of F and F̃ with the above transformation properties implies (F) by the
following proposition.

Proposition 4.1. Assume that there exist functions F and F̃ as in (4.4) satisfying (4.5). Then
condition (F) holds.

We give the proof of Proposition 4.1 below, but we start by giving a proof in the special case,
where the existence of a cocycle J is guaranteed (e.g. when 8|dj for all j). We hope that this may
help in understanding the general proof.

Proof of Proposition 4.1, assuming existence of J . By way of contradiction, assume that (F) fails
and consider a non-trivial relation

V y1T x1V y2T x2 · · ·V ymT xm = 1

with m ≥ 1 minimal and with x1, . . . , xm ∈ L1, y1, . . . , ym ∈ L2, all nonzero (by conjugation
with some T x or V y if necessary, we can bring any minimal non-trivial relation into the above
form). Consider the cocycle Φ(γ) = F |(γ − 1) as above and apply the cocycle property Φ(γ1γ2) =
Φ(γ1)|γ2 + Φ(γ2) repeatedly, to obtain

0 = Φ(1) =

m∑
i=1

Φ(V yi)|Pi =

m∑
i=1

(g|V yiPi − g|Pi), Pi := T xiV yi+1 · · ·V ymT xm . (4.7)

Since xm 6= 0, all 2m group elements V yiPi, Pi are pairwise distinct by minimality of m. Thus,
we have an identity 0 =

∑2m
j=1 δjJ(γj)

−1g(γj) with δj ∈ {±1} and with pairwise distinct γj ∈
Γ(L1, L2). We obtain the desired contradiction by specializing this identity to some point z ∈ Hn,
which is not fixed by any γiγ

−1
j for i 6= j and invoking Lemma 4.1.

120



4.1. Interpolation formulas with square roots of lattices

Proof of Proposition 4.1 in general. Consider the abstract free product Γ̃ = Γ̃(L1, L2) = Γupp(L1)∗
Γlow(L2) and define J̃ : Γ̃→ Hol(Hn,C×) by

J̃(T x)(z) = 1, J̃(V y)(z) = µ(T−ySz)µ(z),

for x ∈ L1, y ∈ L2, where, as above, µ(z) =
∏n
j=1 (zj/i)

dj/2. Since µ(z)µ(Sz) = 1, the cocycle

J̃ is well-defined on Γlow(L2) and is trivially well-defined on Γupp(L1), hence on all of Γ̃. Let

π : Γ̃ → Γ(L1, L2) denote the natural morphism. We may define a right action of Γ̃ on functions

f : Hn → C by f |γ := J̃(γ)−1(f ◦ π(γ)). We define a Γ̃-cocycle Φ̃ by Φ̃(γ) := F |(γ − 1).
The morphism π is surjective and we need to show that it is also injective. So let R =

V y1T x1V y2T x2 · · ·V ymT xm ∈ kerπ. Assume, by way of contradiction, that R 6= 1 and that m ≥ 1
is minimal. Since JG;8d1,...,8dn ◦ π agrees with J̃8 on the generators of Γ̃, we see that J(R) is
constant and equal to some 8th root of unity. Thus, instead of (4.7), we obtain

(J̃(R)−1 − 1)F = Φ̃(R) =

m∑
i=1

Φ̃(V yi)|Pi =

m∑
i=1

(g|V yiPi − g|Pi) ,

where Pi is as in (4.7). Since F is L1-periodic, by acting on both sides of the above equation
by T x − 1 for a suitable x ∈ L1 (so that the resulting linear combination of Gaussians on the
right-hand side involves 4m distinct elements) and again invoking Lemma 4.1 for suitable z ∈ Hn
(not fixed by any element in a finite set of non-trivial group elements) we arrive at the desired
contradiction.

Thus, condition (F) is necessary for the existence of F and F̃ . On the other hand, we don’t
know whether condition (D) is necessary as well. We comment on this condition separately in §4.1.4
below. We proceed by stating and proving the next (somewhat disappointing) result, which tells
us that whenever (D) holds, then no interpolation formula of the form (4.3) can exist. Interestingly
enough, totally real number fields will appear in the proof, even though our set up did not involve
them up until now.

Proposition 4.2. Let n ≥ 2 and let L1, L2 ⊆ Rn be arbitrary lattices. Suppose the group
Γ(L1, L2) ≤ G is discrete. Then condition (F) does not hold.

Proof. Consider the following property (irreducibility) of a lattice L ⊆ Rn

Lr {0} ⊆ (R×)n. (I)

Note that if L is the image of a fractional ideal in a totally real number field under the natural
embedding, then (I) holds. The proof distinguishes two cases, according to whether both L1, L2

satisfy (I) or one of them does not.
Case 1: Both L1, L2 have property (I). In this case, by a result of A. Selberg (sketched in

[Sel69]), generalized by Benoist-Oh [BH10, Cor. 1.2], there exists a totally real number field K of
degree n such that Γ(L1, L2) is commensurable to a conjugate of the group PSL2(OK) embedded
in G. Since Hilbert modular groups of totally real number fields are known to be irreducible
lattices37 in PSL2(R)n, it follows that Γ = Γ(L1, L2) is an irreducible lattice in G ∼= PSL2(R)n.
Since PSL2(R)n has trivial center (and n ≥ 2) Margulis’ normal subgroup theorem [Mar91, Thm

37We use the definition that a lattice Γ in a connected, real semi-simple Lie group G with finite center is irreducible
if for all non-discrete closed normal subgroups N of G the subgroup ΓN is dense in G. The set of such irreducible
lattices in G is closed under the equivalence relations given by conjugation and commensurability. See [Mor15, §4.3].
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4. Fourier non-uniqueness sets and totally real number fields

4.9] implies that the commutator subgroup [Γ,Γ]/Γ is of finite index in Γ, so that the abelianization
of Γ is finite. On the other hand, under condition (F) we have38

Γab ∼= (Λ1 ∗ Λ2)ab ∼= Λ1 ⊕ Λ2,

which is infinite.
Case 2: One of the lattices L1, L2 does not have property (I). Let us first suppose that L1 does

not have property (I). Fix a nonzero element x0 ∈ L1 whose (say) first coordinate is zero. We will
construct a sequence of lattice vectors yk ∈ L2 r {0} such that the commutators

[T x0 , V yk ] = T x0V ykT−x0V −yk ∈ Γ(L1, L2)

tend to 1 ∈ G, as k → ∞. As we are assuming that Γ(L1, L2) is discrete, the sequence must be
stationary and so (F) would not hold. To produce the sequence yk, we apply Minkowski’s lattice
point theorem to the convex, compact, centrally symmetric bodies

Ck :=

{
(t1, . . . , tn) ∈ Rn : |t1| ≤ 1 + kn−12n covol (L2), max

2≤j≤n
|tj | ≤ 1/k

}
,

whose volumes are > 2n covol (L2). We may thus choose 0 6= yk ∈ L2 ∩ Ck and with this choice,
we have [T x0 , V yk ]→ 1 as k →∞.

Finally, if L2 does not have property (I), we can modify the argument just given in an obvious
way, by taking a fixed nonzero element y0 ∈ L2 with some vanishing coordinate and a sequence
of nonzero lattice vectors xk ∈ L1 all of whose coordinates tend to zero, except in the coordinate
where y0 is zero.

4.1.4 Remarks on the necessity of condition (D)

Let us explore what happens when condition (D) fails. We focus on the case L1 = L2 =: L and
abbreviate Γ := Γ(L,L) ≤ G ∼= PSL2(R)n. Suppose that Γ is not discrete. Then the closure
H := Γ ≤ G is a non-discrete, closed subgroup of G and in particular a positive-dimensional Lie
subgroup of G (by Cartan’s closed subgroup theorem). The Lie algebra h of H is thus a nonzero
subalgebra of the Lie algebra g ∼= sl2(R)⊕n of G. It is moreover stable under conjugation by all
elements of H an in particular stable under conjugation by all elements T x, V y, x, y ∈ L.

Let us for simplicity suppose that n = 1. In that case, we actually know a bit more about the
structure of the group(s) Γ (form §2.1.1). The arguments that follow should be soft enough to
generalize to n ≥ 2.

We work with the basis

e :=

(
0 1
0 0

)
, h :=

(
1 0
0 −1

)
, f :=

(
0 0
1 0

)
of sl2(R). With respect to this basis, the automorphisms αx = Ad(T x) and βx = Ad(V y) of sl2(R)
are respectively represented by1 −2x −x2

0 1 x
0 0 1

 ,

 1 0 0
y 1 0
−y2 −2y 1

 .

38it is easy to check that the abelianization of the free product of two abelian groups is isomorphic to the direct
sum of these groups.
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4.1. Interpolation formulas with square roots of lattices

Suppose that a nonzero subspace V ⊆ sl2(R) is stable under some αx and some βy, x, y ∈ R×. We
will show that V = sl2(R). We have

ker(αx − id) = Re ⊆ ker(αx − id)2 = Re+ Rh ⊆ ker(αx − id)3 = sl2(R),

ker(βy − id) = Rf ⊆ ker(βy − id)2 = Rf + Rh ⊆ ker(βy − id)3 = sl2(R).

Now fix 0 6= v ∈ V . If (αx− id)2v 6= 0, then the three vectors v, (αx− id)v, (αx− id)2v are linearly
independent, so V = sl2(R). Similarly, if (βy − id)2v 6= 0, then V = sl2(R). Assume therefore that

(αx − id)2v = 0 = (βy − id)2v.

Then, by the above computations of the kernels, we have

v ∈ (Re+ Rh) ∩ (Rf + Rh) = Rh,

hence h ∈ V and therefore also

αxh = h− 2xe ∈ V, βyh = h− 2yf ∈ V

and finally e, f ∈ V , so V = sl2(R). Applying this to V = h, we deduce that H = Γ = G. In other
words, Γ is dense in G.

To proceed, recall that an element g ∈ G is elliptic if |Tr(g)| < 2. The set of elliptic elements
is thus open in G, so that Γ contains many elliptic elements. We know what these look like: they
are conjugate to elements

k(θ) :=

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
∈ PSO(2), θ ∈ R.

It is thus likely that Γ contains an elliptic element γ0 ∈ Γ of infinite order (corresponding to
irrational θ). Let z0 ∈ H denote its fixed point. To simplify notation, suppose that z0 = i, so
that γ0 = k(θ0), for some irrational θ0 ∈ R. Suppose moreover that we can work with the usual
slash-action in weight k ∈ 2Z of PSL2(R) on functions in H, that is to say, the one introduced at the
beginning of §2.1.1.3 via the standard automorphic factor µ, defined in (2.5), so µ(g, z) = cgz+ dg
for g ∈ SL2(R) and z ∈ H (not to be confused with the function µ, previously used in this section).
Under these assumptions on Γ, the generating function F : H → C is uniquely determined by
the condition Φ(γ0) = F |kγ0 − F , in the sense that there can be at most one F meeting such a
condition. Note also that the left hand side can be expressed in terms of linear combinations of
Gaussians, since γ0 ∈ Γ. Since there should to be many such elements γ0 ∈ Γ, it seems unlikely
that F can meet all of these defining conditions simultaneously.

To explain why F is uniquely determined by such a single condition, suppose that F |kγ0−F = 0.
We will show that F = 0. Note that, by continuity and the assumption that the closure of 〈γ0〉
is PSO(2), we obtain F |k(k(θ))− F = 0 for all θ ∈ R. Next, consider the Cayley-map δ(z) = z−i

z+i
giving a biholomorphic map δ : H→ D mapping i to 0. Note that δ “conjugates” the stabilizers of
i in Aut(H) and 0 in Aut(D). Define the holomorphic function G : D→ C by G(w) := F (δ−1(w))
for w ∈ D. A computation then shows that the condition F |kk(θ) = F for all θ ∈ R is expressed
in terms of G as

G(eiθw) = µ(k(θ), δ−1(w))kG(w) for all θ ∈ R, w ∈ D. (4.8)

Setting w = 0, we obtain G(0) = e−kθG(0) for all θ ∈ R, so G(0) = 0. We can inductively show
that G(m)(0) = 0 for all m ≥ 0. Indeed, suppose this holds for some m ≥ 0, then, by differentiating
both sides of (4.8) m+ 1 times, we obtain

G(m+1)(eiθw)ei(m+1)θ =

m+1∑
j=0

(
m+ 1

j

)
G(j)(w)

dm+1−j

dwm+1−j µ(k(θ), δ−1(w))k
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4. Fourier non-uniqueness sets and totally real number fields

Evaluating at w = 0 yields

G(m+1)(0)ei(m+1)θ = G(m+1)(0)e−kθ,

for all θ, so that G(m+1)(0) = 0 follows. This shows that G = 0, hence F = 0 as claimed.
While the above arguments included many simplifying assumptions and do not prove that

condition (D) is necessary for the existence of an interpolation formula of the shape (4.3), we
nevertheless believe that this condition is necessary.

4.1.5 Lattices having property (F)

The reader may wonder whether there exist any lattices L1, L2 ⊆ Rn for which the group Γ(L1, L2)
is not discrete, or equivalently, any for which condition (F) does hold (by Proposition 4.2). Such
lattices do exist, as the following lemma shows.

Lemma 4.2. Let L1, L2 ⊆ Rn be lattices with bases v1, . . . , vn for L1 and w1, . . . , wn for L2.
Write these bases vectors as vi = (vi,1, . . . , vi,n), wi = (wi,1, . . . , wi,n). Assume that there is
j0 ∈ {1, . . . , n} so that the real numbers

v1,j0 , . . . , vn,j0 , w1,j0 , . . . , wn,j0

are algebraically independent over Z (equivalently, over Q). Then Γ(L1, L2) is the free product of
Γupp(L1) and Γlow(L2). In particular, if n ≥ 2, the group Γ(L1, L2) ⊆ PSL2(R)n is not discrete.

Proof. Assume, for a contradiction, that for some N ≥ 1 and x1, . . . , xN ∈ L1, y1, . . . , yN ∈ L2 ,
we have a non-trivial relation in Γ(L1, L2), of the form

T x1V y1 · · ·T xNV yN = 1 (4.9)

with xν 6= 0 6= yν for all ν ∈ {1, . . . , N}, except possibly yN = 0. We use the viewpoint G ∼=
PSL2(R)n and project this relation onto the j0th factor to obtain a relation in PSL2(R) of the
form [

1 φ1

0 1

] [
1 0
ψ1 1

]
· · ·
[
1 φN
0 1

] [
1 0
ψN 1

]
=

[
1 0
0 1

]
(4.10)

in which the real numbers

φν = φν(v1,j0 , . . . , vn,j0), ψν = ψν(w1,j0 , . . . , wn,j0)

are some Z-linear combinations of the indicated arguments. They are all nonzero (except possibly
ψN ), because the vi,j0 and wi,j0 are in particular Z-linearly independent. Because they are in
fact algebraically independent, the identity in (4.10) must be a polynomial one, in the sense that
it holds if we view φν ∈ Z[X1, . . . , Xn], ψν ∈ Z[Y1, . . . , Yn] and correspondingly, (4.10) holds in
PSL2(Z[X1, . . . , Xn, Y1, . . . , Yn]). But, by specializing the variables Xi, Yi to some even integers
so that φ1 and ψ1 are nonzero, we obtain a contradiction to the fact that Γ(2) is free on two
generators (see Lemma 2.1).

4.2 Fourier non-uniqueness sets from totally real number fields

We now turn from non-existence of interpolation formulas to (stronger) Fourier non-uniqueness
results for sets of the form

√
Λ with lattices Λ coming from totally real number fields. Before

stating the main results, we fix some notation and recall basic facts about algebraic number fields
(restricted to the totally real case).
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Let n ≥ 2 be an integer and let K/Q be a totally real number field of degree n = [K : Q].
Let σ1, . . . , σn : K → R denote the real embeddings. Recall that an element x ∈ K is said to be
totally positive (resp. totally non-negative) if σj(x) > 0 for all j (resp. σj(x) ≥ 0 for all j). Let
σ : K → Rn be defined by σ(x) = (σ1(x), . . . , σn(x)), which is sometimes called the Minkowski
embedding. Recall that the trace of an element α ∈ K is given by Tr(α) = TrK/Q(α) =

∑n
j=1 σj(α)

(and also equals the trace of the Q-linear map x 7→ αx). We denote the ring of integers of K by
OK . For any OK-submodule a ⊆ K, we write

a∨ = {x ∈ K : Tr(xa) ∈ Z for all a ∈ a}

for its dual with respect to the trace pairing. If a is a fractional ideal, then so is a∨. Recall that
the inverse different or co-different of K is defined as the fractional ideal O∨K and that the different
of K is defined as d := dK = (O∨K)−1. One has then the general formula

a∨ = d−1a−1 = O∨Ka−1,

valid for any fractional ideal a ⊆ K. As is well-known, if a is a fractional ideal in K, then σ(a) ⊆ Rn
is a lattice and σ(a∨) = σ(a)∨, where on the right we mean the dual lattice in the usual sense (see
item (14) in Section 1.1). Moreover, the covolume of σ(a) is given by

covol (σ(a)) = N(a)
√
|disc(K)|, (4.11)

where N(a) ∈ Q>0 is the ideal norm of a (the unique extension of the absolute norm on integral
ideals to all fractional ideals of K) and |disc(K)| = covol(σ(OK))2 is the discriminant of K. For
any fractional ideal a ⊆ K we use the shorthand

√
a =

√
σ(a) :=

{
(x1, . . . , xn) ∈ Rn : (x2

1, . . . , x
2
n) = σ(α) for some α ∈ a

}
⊆ Rn (4.12)

(which is not to be confused with the radical of an ideal)
A theorem of Hecke [Hec54, §63, Satz 176] asserts that the different d defines a square in the

ideal class group of K. This implies that we can find c ∈ K× and a fractional ideal a ⊆ K so that

d−1 = ca2. (4.13)

The pair (c, a) is not uniquely defined by this equation. For any unit ε ∈ O×K , we may replace it
by (εc, a). Let us also mention that there is a large class of number fields, where we can compute
admissible c, a easily. Namely, if f ∈ Z[X] is irreducible and monic, has n distinct real roots
α = α1, α2, . . . , αn and square-free discriminant, then, as is well-known, the totally real number
field K = Q[X]/(f) has ring of integers OK = ⊕0≤i≤n−1Zαi and co-different O∨K = 1

f ′(α)OK , so

that (4.13) holds with c = 1
f ′(α) and a = OK .

In general, given c, a satisfying (4.13), we define the following subset of Rn:

E(c, a) := {(x1, . . . , xn) ∈ Rn : (x2
1/|σ1(c)|, . . . , x2

n/|σn(c)|) = σ(α) for some α ∈ a2} (4.14)

Note that this is a discrete subset of a union of ellipsoids defined by the equations
∑n
i=1 x

2
i /|σi(c)| =

m, where m runs over a set of non-negative integers, the set of traces of totally non-negative integers
in a2.

4.2.1 Statement of non-uniqueness results

We can now state the two main Fourier non-uniqueness results of Chapter 4.
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4. Fourier non-uniqueness sets and totally real number fields

Theorem 7. Let n ≥ 2 and let K/Q be a totally real number field of degree n. Let V ⊆ S(Rn)

denote the subspace linearly spanned by all Gaussians eπiz1x
2
1 · · · eπiznx2

n , with zj ∈ H and xj ∈ R.
Let c, a be such that (4.13) holds. Then, for each sign ε ∈ {±1}, the space{

f ∈ V : f̂ = εf and f |E(a,c) = 0
}

(4.15)

is infinite dimensional.

The content of the next theorem is similar to the one of Theorem 7, but with E(c, a) replaced by√
O∨K . In fact, it holds in the slightly more general setting introduced at the beginning of §4.1, that

is to say, in the space of O(d1)×· · ·×O(dn)-invariant (Schwartz) functions on Rd = Rd1×· · ·×Rdn .
We say that such a function f vanishes on

√
O∨K , if we have f(x) = 0 for all x = (x1, . . . , xn) ∈ Rd

for which there is α ∈ O∨K such that (|x1|2, . . . , |xn|2) = σ(α).

Theorem 8. In the above notation, let V denote the subspace of Schwartz functions on Rd linearly
generated by all Gaussians eπiz1|x1|2 · · · eπizn|xn|2 , with zj ∈ H and xj ∈ Rdj . Let K/Q be a totally
real number field of degree n ≥ 2. Then, for every ε ∈ {±1}, the space{

f ∈ V : f̂ = εf and f vanishes on
√
O∨K
}

(4.16)

is infinite dimensional.

Let us add a few remarks and comments on these theorems. The first remark is that the
functions we produce in the spaces (4.15) and (4.16) are quite explicit. More precisely, if one can
write down two non-trivial units of OK in the congruence classes 1 + 4OK and 1 + 3OK , then one
can also write down 16 elements of the Hilbert modular group PSL2(OK) and a linear combination

of 16 Gaussians eπiz1x
2
1 · · · eπiznx2

n in these spaces, where the parameters z = (z1, . . . , zn) ∈ Hn are
the translates of some generic (non-elliptic) point τ ∈ Hn by these elements. Eight of these 16
elements are written down explicitly in the proof of Proposition 4.3. The other eight are obtained
easily from those, in a way corresponding to the fact that the functions f we produce are of the
form f = h+ εĥ. Example 1 below illustrates this over Q(

√
5) where we express these matrices in

terms of the golden ratio 1+
√

5
2 .

Remark 4.2 (Linear algebra). Let X be an arbitrary nonempty set and let X ′ ⊆ X be a finite
subset. Let F be an infinite dimensional subspace of the space of all functions f : X → C. Then
the subspace F ′ ⊆ F consisting of all f ∈ F such that f |X′ = 0, is also infinite dimensional.
Indeed, there is an obvious exact sequence

0→ F ′ → F → CX
′
→ 0

In particular, we can add any finite subset X ′ ⊆ X = Rn to the sets E(c, a) or
√
O∨K in Theorems

7 or Theorem 8, without changing the conclusion.

Remark 4.3 (On the number of points in
√
mSn−1 ∩

√
d−1). The cardinality of

√
d−1 ∩

√
mSn−1

is 2n times the number of totally non-negative elements in d−1 of trace m ≥ 0. By choosing a
Z-basis for OK containing 1 and considering the element α1 ∈ K such that the Q-linear functional
y 7→ Tr(α1y) takes the value 1 on y = 1 and zero on all other elements of the basis, we see that
Tr(α1) = 1 and α1 ∈ d−1. It follows that for all m ∈ Z, we have

{α ∈ d−1 : Tr(α) = m} = mα1 + (d−1)0, (d−1)0 := {α ∈ d−1 : Tr(α) = 0}.
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4.2. Fourier non-uniqueness sets from totally real number fields

Thus, for m ≥ 0, the subset of Rn whose cardinality we are interested in, can be written as(
mσ(α1) + σ((d−1)0)

)
∩ [0,∞)n

whose cardinality equals that of

σ((d−1)0) ∩m([0,∞)n − σ(α1))

which is the set of lattice points of σ((d−1)0) ⊆ {x ∈ Rn :
∑n
i=1 xi = 0} in a homogeneously

expanding (n − 1)-dimensional region, allowing for an application of a standard estimate of the
number of such points, as m→∞. The necessary volume computations are done (for any fractional
ideal, in fact) in the work of Ash and Friedberg, see [AF07, §5, Prop. 5.1 and §6]. From the cited
parts of their work, we deduce that∣∣∣√d−1 ∩

√
mSn−1

∣∣∣ = 2n
√
|disc(K)|
(n− 1)!

mn−1 +O(mn−2), m→∞, (4.17)

where the implied constant may depend on K and n. We point out the following features of this
asymptotic formula:

• The surface area of
√
mSn−1 grows like m

n−1
2 , so the points are more densely spaced than a

constant number of points per unit surface area on Sn−1.

• We may increase the density of points by a constant factor, by taking the discriminant of K
arbitrarily large, while keeping the degree n fixed.

• For small m, there may be no points in
√
d−1∩

√
mSn−1, but note that we can add any finite

set of points on these small spheres by Remark 4.2.

Remark 4.4 (Relations between Theorem 7 and Theorem 8). Note that, if the number c in (4.13)
can be chosen in such a way that all its conjugates σj(c) are positive, then E(c, a) =

√
O∨K so that

both theorems assert the same (in the case that all dj are equal). As already mentioned, we are
free to replace c by εc for any unit ε ∈ O∨K and so the implication Theorem 7 ⇒ Theorem 8 holds,
provided the number field K has units ε ∈ O×K of all possible sign patterns (σj(ε))1≤j≤n ∈ {±1}n.
Such conditions on unit groups are studied more generally in the literature, via the notion of
signature rank (being defined as the dimension of the F2-vector space of signs of units). In the real
quadratic case, there are units of all possible sign-patterns, if and only if the fundamental unit has
norm −1.

Let us also remark that if the absolute values |σj(c)| are all equal to some constant θ > 0, then

E(c, a) is contained in the union of spheres
√
nθ, for n ∈ N0. We will see an example of this in the

real quadratic case, in Remark 4.5.
In fact, it can happen that c = 1, so that the different dK is exactly equal to the square of

another fractional ideal. An easy sufficient condition is when K/Q is Galois and has odd degree n.
To see this, consider the factorization dK =

∏g
i=1 p

ei
i of the different into prime ideals pi of OK .

Fix any i ∈ {1, . . . , g} and let e = ei, p = pi. A formula attributed to Hilbert then says that

e =

∞∑
t=0

(|Vt(p)| − 1),

where V0(p) . V1(p) . V2(p) . . . . is a decreasing filtration of the inertia group of Gal(K/Q) defined
by

Vt(p) =
{
σ ∈ Gal(K/Q) : σ(x)− x ∈ pt for all x ∈ OK

}
.

Now, since n = |Gal(K/Q)| is assumed to be odd, all the numbers |Vt(p)| − 1 must be even, so
that e is even. We refer to [Mol11, Ex. 5.45, p. 253] for more details.
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4. Fourier non-uniqueness sets and totally real number fields

Remark 4.5 (Specialization to real quadratic fields). To illustrate the theorems in the case n = 2,
consider a real quadratic field K = Q(

√
D) as a subfield of R of discriminant D,

√
D > 0 and for

x ∈ K write σ1(x) = x and σ2(x) =: x′ so that
√
D
′

= −
√
D. Define ω := (D +

√
D)/2 and

c := 1/
√
D. Then OK = Z+Zω and O∨K = cOK = cO2

K (square of a fractional ideal). Thus, every
element of O∨K may be written as α = c(`+mω) for `,m ∈ Z and has Tr(α) = `Tr(c)+mTr(ωc) =
m. The element α is totally non-negative if and only if m ≥ 0 and −mω ≤ ` ≤ −mω′. This shows
that ∣∣∣∣√O∨K ∩√mS1

∣∣∣∣ = 2 |Z ∩ [−mω,−mω′]| ∼ 2m
√
D, m→∞,

which exemplifies (4.17) and Theorem 8 in the simplest case.
Let us now illustrate Theorem 7 with a = OK and the above value of c, which is not totally

positive and satisfies |σ1(c)| = |σ2(c)| = 1√
D

. We assume that 4|D and set d := D/4 ≡ 2, 3

(mod 4), so that OK = Z + Z
√
d. Then E(c, a) is the set of x = (x1, x2) ∈ R2 such that

(x2
1, x

2
2) =

1

2
√
d

(
a+ b

√
d, a− b

√
d
)

for some a, b ∈ Z satisfying |b
√
d| ≤ a and x2

1 + x2
2 = a√

d
. In other words, E(c, a) is a discrete

subset of a union of circles of radii
√
a/
√
d, for all integers a ≥ 0 with about a/

√
d many points on

each. If D ≡ 1 (mod 4), then E(c, a) is a discrete subset of the union of all circles of radii
√
t/
√
D

for all integers t ≥ 0 with about 2t/
√
D points on each.

4.3 Proof of Theorem 7

The goal of this section is to prove Theorem 7. In §4.3.1 we introduce some notation and define a
“theta-subgroup” Γϑ of the Hilbert modular group PSL2(OK). In §4.3.2 we define a slash action of
the group algebra C[Γϑ] on complex-valued functions on a product of upper and lower half planes,
via theta functions. The examples of non-trivial functions satisfying the vanishing conditions of
Theorem 7 will be given as Gaussians slashed with suitable elements in C[Γϑ]. Lemmas 4.3 and 4.4
will show that “suitable” means to belong to the intersection of two right ideals in C[Γϑ]. In §4.3.3,
we will show that this intersection is infinite dimensional and conclude the proof of Theorem 7 in
§4.3.4.

4.3.1 Hilbert modular groups and subgroups

We consider a totally real number field K of degree n = [K : Q] ≥ 2. As in (4.13), we choose and
fix c ∈ K× and a fractional ideal a ⊆ K so that d−1 = ca2, where d is the different of K. Depending
upon these quantities we define signs δj := sgn(σj(c)), a vector of signs δ = (δj)1≤j≤n ∈ {±1}n
and the product space

Hnδ := {z = (z1, . . . , zn) ∈ Cn : Im(δjzj) > 0 for all j}.

For all of §4.3, we will work with Gaussians gδ(z) ∈ S(Rn) defined by39

gδ(z)(x) := gδ(z, x) := eπi
∑n
j=1 δjzjx

2
j , z ∈ Hnδ , x ∈ Rn. (4.18)

39The subscript δ has not the same meaning as the subscript d of gd, used in other parts of this thesis
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We consider the Hilbert modular group Γ := PSL2(OK) and denote

S =

(
0 −1
1 0

)
, T β =

(
1 β
0 1

)
, β ∈ OK , M(ε) =

(
ε 0
0 ε−1

)
, ε ∈ O×K ,

viewing these as elements of Γ. Next we embed Γ into PSL2(R)n via the real embeddings σj . The
latter group and hence Γ itself, acts on Hnδ via fractional linear transformations. This action is
faithful and we sometimes identify a group element with the associated automorphism of Hnδ , in
particular when writing compositions of maps. Define

Γϑ :=
〈
{S} ∪ {T 2β}β∈OK ∪ {M(ε)}ε∈O×K

〉
≤ Γ.

Remark 4.6. Let Γ̃ϑ denote the image in Γ of the group of matrices in SL2(OK) which reduce to
( ∗ 0

0 ∗ ) or ( 0 ∗
∗ 0 ) in SL2(OK/2OK). By definition, Γϑ ≤ Γ̃ϑ and equality is known to hold (at least)

in the case K = Q(
√

5) by works of Maass [Maa41, §1]. Even though it would be convenient, we do
not need to know equality in general and mainly mention it to provide context, but also because
we will refer back to the group Γ̃ in the proof of Proposition 4.3 below.

Remark 4.7. Note that if Λ1 = Λ2 = σ(O∨K), then the group Γ(2Λ∨1 , 2Λ∨2 ) studied in §4.1 identifies
with the sugroup ΓK(2) of Γϑ generated by the elements T 2α and ST 2αS, α ∈ OK . The group
ΓK(2) is certainly discrete in PSL2(R)n, but it never satisfies condition (F). This follows from
Proposition 4.2, but we can also write down the following explicit example (which was found by
hand). Take any 0 6= β ∈ OK such that 1 + 5β ∈ O×K , then

T−2β(1+5β)−1

V 2T 2V 2βT−2(1+5β)−1

V −2(1+5β) = 1. (4.19)

The point of departure of our work with D. Radchenko was to find out whether groups such as
ΓK(2) can satisfy condition (F), which we first investigated via Magma computations based on a
group presentation of PSL2(OQ(

√
5)) computed by H. Yoshida in [Yos11]. These computations then

revealed a list of many complicated relations such as (4.19), which indicated that interpolation is
likely not possile in this setting and led us to prove the opposite results.

4.3.2 Automorphic factors and slash action

Our task here is to define a suitable automorphic factor and a corresponding slash action of Γϑ
on spaces of functions on Hnδ so that the action of S matches with the Fourier transform acting
on Gaussians and so that T 2β simply acts as translation by 2σ(β), β ∈ OK . We will use theta
functions attached to fractional ideals in K. Essentially the same functions were already studied
by Hecke [Hec54, §56].

We define the function ϑ : Hnδ → C by the absolutely and normally convergent series

ϑ(z) := ϑ(z1, . . . , zn) :=
∑
α∈a

eπi
∑n
j=1 zjσj(cα

2),

where we recall that d−1 = ca2. We next determine the transformation behavior of ϑ under the
generators of Γϑ. These are certainly not new, but we include their proofs to keep the presentation
self-contained. First, since a is an OK-submodule of K, we have, for every ε ∈ O×K , and every
z ∈ Hnδ

ϑ(M(ε)z) = ϑ(σ1(ε)2z1, . . . , σn(ε)2zn) = ϑ(z).
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Next, ϑ(T 2βz) = ϑ(z) for all z ∈ Hnδ and all β ∈ OK , since for all α ∈ a,

n∑
j=1

(zj + 2σj(β))σj(cα
2) =

n∑
j=1

zjσj(cα
2) + 2 TrK/Q(βcα2)

and the above trace is an integer. To study the effect of ϑ under S note that, by definition, ϑ(z)
is the sum over the lattice σ(a) of the Schwartz function fz = gδ(|σ1(c)|z1, . . . , |σn(c)|zn) whose
Fourier transform is

f̂z(ξ) =

n∏
j=1

(δj |σj(c)|zj/i)−1/2eπiδj(−1/(|σj(c)|zj))ξ2
j

= |NK/Q (c)|−1/2
n∏
j=1

(δjzj/i)
−1/2eπi(−1/zj)(1/σj(c))ξ

2
j .

By applying Poisson summation to the function fz and the lattice σ(a) ⊆ Rn, we get

ϑ(z) =
1

covol (σ(a))

∑
λ∗∈σ(a)∨

f̂z(λ
∗)

=
1

|NK/Q (c)|1/2 covol (σ(a))

n∏
j=1

(δjzj/i)
−1/2

∑
β∈ca

eπi
∑n
j=1 (−1/zj)(1/σj(c))σj(β)2

,

where we used that a∨ = ca, which follows from multiplying the relation ca2 = d−1, by a−1 and
using the general formula b∨ = d−1b−1. Writing β = cα and summing over α ∈ a, the above
computation proves

ϑ(z) = (δ1z1/i)
−1/2 · · · (δnzn/i)−1/2ϑ(Sz)

provided that |NK/Q (c)| covol (σ(a))
2

= 1 holds. This in turn follows again from the relation
ca2 = d−1, the general volume formula (4.11) and properties of the ideal norm. To see this, square
the relation

covol (σ(a)) = N(a) covol(σ(OK)).

to get
covol (σ(a))

2
= N(a)2(covolσ(OK))2 = N(a2)(covolσ(OK))2

and multiply by |NK/Q (c)|, giving

|NK/Q (c)| covol (σ(a))
2

= N(ca2)(covolσ(OK))2 = N(d−1)(covolσ(OK))2.

The latter ratio is known to equal 1, since the ideal norm of the different is the absolute value of
discriminant, which also equals the squared covolume of σ(OK).

We now define Ωnδ := {z ∈ Hnδ : ϑ(z) 6= 0}, a nonempty open subset of Hnδ containing the
product of the imaginary axes. Note that Ωnδ is stable under the action of Γθ. We consider the
1-cocycle jϑ : Γϑ → Hol (Ωnδ ,C×), defined by

jϑ(γ)(z) := jϑ(γ, z) :=
ϑ(γz)

ϑ(z)
. (4.20)

Here, Hol (Ωnδ ,C×) denotes the abelian group of all nowhere vanishing, holomorphic functions on
Ωnδ . Our computations from above and the definitions imply that, for all β ∈ OK , all ε ∈ O×K , all
z ∈ Ωnδ and all γ1, γ2 ∈ Γϑ,

jϑ(T 2β) = 1, jϑ(M(ε)) = 1, jϑ(S, z) =

n∏
j=1

(δjzj/i)
1/2, jϑ(γ1γ2) = (jϑ(γ1) ◦ γ2) · jϑ(γ1). (4.21)
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It not strictly necessary for our purposes but, for convenience, we will lift jϑ to a cocycle jϑ : Γϑ →
Hol (Hnδ ,C×). To explain how, note that, by our definition of Γϑ via generators, and by (4.21),
each function jϑ(γ) can we written as a finite product of functions jϑ(S) ◦ γ′ over some γ′ ∈ Γϑ
and all of these are everywhere defined, holomorphic and nowhere vanishing on Hnδ . Thus, we can
(re-)define jϑ on generators by requiring that (4.21) holds. Any relation in Γϑ will be respected in
Hol (Hnδ ,C×) since the functions expressing the relation must agree on the non-empty open subset
Ωnδ ⊆ Hnδ . We return to this technical point in Remark 4.8.

Finally, for any function f on Hnδ with values in a complex vector space and any γ ∈ Γϑ, we
define a new function f |γ on Hnδ by

f |γ := jϑ(γ)−1 · (f ◦ γ), that is (f |γ)(z) = jϑ(γ, z)−1f(γ · z). (4.22)

We extend this group action to the group algebra R := C[Γϑ] in the usual way.
The next two lemmas hint at the usefulness of the action we just introduced, for the proof

of Theorem 7. Indeed, these Lemmas will essentially reduce the proof of Theorem 7 to a purely
algebraic statement about a right ideal in the algebra R, which will be addressed in the next
section.

Lemma 4.3. For every A ∈ R and z ∈ Hnδ we have FRn((gδ|A)(z)) = (gδ|SA)(z).

Proof. By linearity, we may assume that A ∈ Γϑ. Given that ĝδ(z) = jϑ(S, z)−1gδ(Sz) and the
properties (4.21),

F((gδ|A)(z)) = jϑ(A, z)−1F(gδ(Az)) = jϑ(A, z)−1jϑ(S,Az)−1gδ(S(Az))

= jϑ(SA, z)−1gδ(SAz) = (gδ|SA)(z),

as claimed.

We denote by I =
∑
β∈OK (1− T 2β)R the right ideal generated by all elements (1 − T 2β),

β ∈ OK .

Lemma 4.4. For all A ∈ I and all z ∈ Hnδ , the function (gδ|A)(z) : Rn → C vanishes at all points
x = (x1, . . . , xn) ∈ Rn for which there is α ∈ a2 such that x2

j = |σj(c)|σj(α) for all j, that is to
say, at all points of the set E(c, a), defined in (4.14).

Proof. By linearity, may assume that A = (T 2β − 1)γ for some γ ∈ Γϑ and some β ∈ OK . By
definition and by (4.21), we have

(gδ|(T 2β − 1)γ)(z) = (gδ|T 2βγ)(z)− (gδ|γ)(z) = jϑ(γ, z)−1(gδ(γz + 2σ(β))− gδ(γz)).

Set τ := γz. Then, for all x = (x1, . . . , xn) ∈ Rn,

gδ(τ + 2σ(β))(x)− gδ(τ)(x) =
(
e2πi

∑n
j=1 δjσj(β)x2

j − 1
)
gδ(τ)(x).

If there is α ∈ a2 so that x2
j = |σj(c)|σj(α) for all j, then, since δj = σj(c)/|σj(c)|, we have

n∑
j=1

δjσj(β)x2
j =

n∑
j=1

σj(c)σj(β)σj(α) = TrK/Q(cβα) ∈ Z,

because cα ∈ O∨K and β ∈ OK . This proves what we want.
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4.3.3 Ideals in the group algebra R = C[Γϑ]

Lemma 4.3 and Lemma 4.4 together show that, for any element A ∈ R which belongs to the ideal
I and which can also be written as A = (1+ εS)A1 for some A1 ∈ R and ε ∈ {±1} is such that, for
any z ∈ Hnδ , the Schwartz function f = (gδ|A)(z) vanishes at all points of the set E(c, a) and has

Fourier transform f̂ = εf . The next proposition will show that there are plenty of such elements
A. It lies at the heart of our proof of Theorem 7 (and Theorem 8).

Proposition 4.3. We have (1−S)R∩I 6= 0 and (1 +S)R∩I 6= 0. Moreover, these intersections
are infinite dimensional vector spaces over C.

Proof. We first note that if J ⊆ R is any nonzero right ideal, then, since the group Γϑ is infinite,
we can produce an arbitrarily high number of right translates of a single nonzero element in J
that have disjoint supports (say), showing that dimC(J ) = ∞. So we only need to show that
(1± S)R∩ I 6= 0.

To do that, we note that if two elements γ1, γ2 ∈ Γϑ have the same bottom row (possibly up
to sign), then γ1 − γ2 = (1 − γ2γ

−1
1 )γ1 ∈ I. It thus suffices to construct A+, A− ∈ R such that

(1−S)A− and (1 +S)A+ can be written as non-trivial finite sums of differences of group elements
with equal bottom row. We also know that left multiplication by S interchanges the rows of a
matrix and switches the sign on the top. Guided by these two observations, we make the Ansatz

A− =
∑

r∈Z/2nZ

γr, γr =

(
cr−1 dr−1

cr dr

)
, A+ =

∑
r∈Z/2nZ

(−1)rγ′r, γ′r =

(
c′r−1 d′r−1

c′r d′r

)
,

where n ≥ 1 and cr, dr, c
′
r, d
′
r ∈ OK are to be found so that all elements γr, γ

′
r belong to Γϑ and

such that 0 6= (1±S)A± because these elements always belong to I. Some experimentation shows
that there are no non-trivial examples for n = 1, 2, 3 and further experimentation yields an example
for n = 4 as follows. Choose a, b, x, y ∈ OK such that

(1 + 4a)(1 + 4x) = 1 = (1− 3b)(1− 3y), axby 6= 0. (4.23)

This is possible by Dirichlet’s unit Theorem, which implies that for all non-zero integral ideals
a ⊆ OK , the kernel of the natural map O×K → (OK/a)× is infinite (use this for a = 4OK or 3OK).
Consider then the elements γr = γ′r defined by

γ0 =

(
1 0
0 1

)
γ1 =

(
0 1
−1 2a

)
γ2 =

(
−1 2a
2 −(1 + 4a)

)
γ3 =

(
2 −(1 + 4a)

1−4b
1+4a 2b

)
γ4 =

( 1−4b
1+4a 2b

2y 1−4y
1+4x

)
γ5 =

(
2y 1−4y

1+4x

−(1 + 4x) 2

)
γ6 =

(
−(1 + 4x) 2

2x −1

)
γ7 =

(
2x −1
1 0

)
.

We claim that: (i) each γr belongs to Γϑ and (ii) that (1±S)A± 6= 0. To prove (i), we first verify, by
computing determinants and using (4.23), that each γr belongs to the congruence group Γ̃ϑ ⊇ Γϑ
defined in Remark 4.6. On the other hand, for r 6= 4, either one of the diagonal or off-diagonal
entries of γr is a unit, so that, by multiplying γr from the right or the left by Sδ1T 2αSδ2 with
suitable α ∈ OK , δ1, δ2 ∈ {0, 1}, we obtain a matrix in Γ̃ϑ one of whose diagonal or off-diagonal
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entries is zero and hence belongs to Γϑ. For γ4, note that γ4T
2(1+4a) has lower right entry equal

to 1 + 4a, which is a unit.
To verify (ii) note that, since none of a, b, x, y is zero, we have {γr}r∈Z/8Z ∩ {S, 1} = {1}, so

that the coefficient of 1 ∈ Γϑ in the finite sum (1± S)A± is 1 ∈ C.

Having proved Proposition 4.3 it remains to show that we can produce any number of linearly
independent functions (gδ|A)(z) by varying A ∈ I ∩ (1 ± S)R and z ∈ Hnδ suitably. This is
essentially a consequence of Lemma 4.1, as we will explain in a moment. First, let us call a point
z ∈ Hnδ a generic point (for the field K) if for all γ, γ′ ∈ Γ = PSL2(OK) we have

γ 6= γ′ ⇒ γz 6= γ′z

We contend that the set of generic points of K is dense and open in Hnδ . Indeed, it is equal to⋂
γ∈Γ

{z ∈ Hnδ : γz 6= z} = Hnδ \
⋃
γ∈Γ

{z ∈ Hnδ : γz = z} (4.24)

and each set in the union on the right is either empty or a singleton set. That the above set is
dense and open in Hnδ follows from Baire’s theorem, but for the proof of Theorem 7 below it suffices
that there exists at least one generic point while for the proof of Theorem 8 we will only use that
it is infinite.

Lemma 4.5. Let z ∈ Hnδ be a generic point for K. Then the linear map Φz : C[Γϑ] → S(Rn),
defined by Φz(A) = (gδ|A)(z) is injective.

Proof. Let A =
∑m
i=1 ajγj ∈ ker(Φz), where aj ∈ C and the γj ∈ Γϑ are pairwise distinct. This

means that

0 = Φz(A) =

n∑
j=1

ajjϑ(γj , z)
−1gδ(γjz).

Since z is generic for K, Lemma 4.1 applied with cµ = πi(γµzµ) ∈ Cn implies ajjϑ(γj , z)
−1 = 0

for all j hence aj = 0 for all j, as desired.

4.3.4 Conclusion

We are now ready to give the proof of Theorem 7. Recall that V ⊆ S(Rn) denotes the linear span
of all Gaussians gδ(z), z ∈ Hnδ .

Proof of Theorem 7. Fix a generic point z ∈ Hnδ for K and fix a sign ε ∈ {±1}. Let V (c, a) ⊆ V

denote the space of f ∈ V such that f̂ = εf and f |E(c,a) = 0. We must show that it is infinite
dimensional.

By Lemma 4.5, the linear map Φz : C[Γϑ] → V is injective. It thus follows from Proposition
4.3 that the image of (1 + εS)R ∩ I) under Φz is infinite dimensional. On the other hand, that
image is contained in V (c, a) by by Lemma 4.4 and Lemma 4.3, finishing the proof.

Remark 4.8. We return to the discussion after (4.21) where we lifted the cocycle jϑ to Hol(Hnδ ,C×)
and said that this was not strictly necessary. Indeed, we could have replaced Hnδ by Ωnδ everywhere
in the above arguments and used that this set also contains infinitely many generic points (as it
is open in Hnδ ). As a side remark, we note that Ωnδ 6= Hnδ , since ϑ8 is a Hilbert modular form of
positive (parallel) weight 4, so necessarily has a zero in Hnδ , as a consequence of the the so-called
Köcher principle.
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Example 1. For the real quadratic field K = Q(
√

5) with fundamental unit ε0 = 1+
√

5
2 given by

the golden ratio, we find the following solutions to (4.23):

ε6
0 = 1 + 4(1 + 2ε0) = 1 + 4a, ε−6

0 = 1 + 4(3− 2ε0) = 1 + 4x,

ε8
0 = 1− 3(−4− 7ε0) = 1− 3b, ε−8

0 = 1− 3(−11 + 7ε0) = 1− 3y.

This gives the matrices

γ0 =

(
1 0
0 1

)
, γ1 =

(
0 1
−1 2 + 4ε0

)
γ2 =

(
−1 2 + 4ε0

2 −5− 8ε0

)
γ3 =

(
2 −5− 8ε0

−3 + 4ε0 −8− 14ε0

)
γ4 =

(
−3 + 4ε0 −8− 14ε0

−22 + 14ε0 1− 4ε0

)
, γ5 =

(
−22 + 14ε0 1− 4ε0

−13 + 8ε0 2

)
γ6 =

(
−13 + 8ε0 2

6− 4ε0 −1

)
γ7 =

(
6− 4ε0 −1

1 0

)

Let us end this section by formulating an open question. Consider the group algebra C[Γ]
and the right ideal I1 generated by all elements (1 − Tα)(1 − T β) with α, β ∈ OK . Do we have
(1 ± S)C[Γ] ∩ I1 6= 0 for some choice of sign? It is very likely that an affirmative answer to this

question would produce linear combinations of Gaussians f ∈ V such that f, f̂ and all of their first
order partial derivatives vanish at

√
2O∨K which is a subset of the union of all spheres

√
2mSn−1

over integers m ≥ 0. Such a (hypothetical) non-uniqueness result would contrast the (hypothetical,
but very plausible) uniqueness result sketched in §3.4.

4.4 Proof of Theorem 8

In this section we give the proof of Theorem 8. We will use some of the notation and results of
§4.3, in particular, the eight elements γr, r ∈ Z/8Z given in the proof of Proposition 4.3, Lemma
4.1 and the notion of a generic point for K, as defined near (4.24) (but with Hnδ replaced by Hn).
The entries of the matrices γr depend on a non-trivial solution a, b, x, y ∈ OK to the equation
(4.23). We fix one such solution that satisfies in addition that

all four units (1 + 4a), (1 + 4x), (1− 3b), (1− 3y) ∈ O×K are totally positive. (4.25)

This is possible, since the subgroup of totally positive units in O×K is infinite (indeed, already the
subgroup of squared units is infinite, by Dirichlet’s unit Theorem).

We work for all of §4.4, on Rd = Rd1 × · · · × Rdn and with the corresponding Gaussians
g(z) : Rd → C, defined as g(z)(x) = g(z, x) = eπiz1|x1|2 · · · eπizn|xn|2 with xj ∈ Rdj and zj ∈ H.
We also fix a sign ε ∈ {±1} and consider a generic point z = (z1, . . . , zn) ∈ Hn. We use the short
hand notation µ(z) :=

∏n
j=1 (zj/i)

dj/2 ∈ C×.

For a set of coefficients {λr(z)}r∈Z/8Z ⊆ C which we will determine later, consider the linear
combination of Gaussians

hz =
∑

r∈Z/8Z

λr(z)g(γrz),
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4.4. Proof of Theorem 8

where the matrices γr ∈ Γ, r ∈ Z/8Z, are as in the proof of Proposition 4.3. Consider the function

fz := hz + εĥz =
∑

r∈Z/8Z

λr(z)g(γrz) +
∑

r∈Z/8Z

ελr(z)µ(γrz)
−1g(Sγrz)

=
∑

r∈Z/8Z

(
λr−1(z)g(γr−1z) + ελr(z)µ(γrz)

−1g(Sγrz)
)
.

where we used that ĝ(τ) = µ(τ)−1g(−1/τ) for all τ ∈ H. and shifted indices. By construction, we

have f̂z = εfz. We claim that the coefficients λr(z) can be chosen in such a way that

λr(z) 6= 0 and ελr(z)µ(γrz)
−1 = −λr−1(z) for all r ∈ Z/8Z. (4.26)

We postpone the proof of this claim to a later stage. Assuming its truth for the moment, we get

fz =
∑

r∈Z/8Z

λr−1(z) (g(γr−1z)− g(Sγrz)). (4.27)

Each difference g(γr−1z) − g(Sγrz) vanishes (in the sense defined before Theorem 8) on
√
O∨K ,

since, by construction, Sγr = T 2βrγr−1 for some βr ∈ OK and so

Sγrz = T 2βrγr−1z = γr−1z + 2σ(βr),

implying that, if there is α ∈ O∨K so that |xj |2 = σj(α) for all j, then

fz(x) =
∑

r∈Z/8Z

λr−1(z)eπi
∑n
j=1 σj(γr−1)zj |xj |2

(
1− e2πi

∑n
j=1 σj(βr)σj(α)

)
= 0,

because
∑n
j=1 σj(βr)σj(α) = Tr(αβr) ∈ Z.

So far, z was an arbitrary generic point. We now verify that fz 6= 0 and that we can produce
an arbitrary number of linearly independent functions of this form. Since z is generic for K, we
have

{r ∈ Z/8Z : γrz = z or Sγrz = z} = {r ∈ Z/8Z : γr = 1 or Sγr = 1} = {0}
and this shows fz 6= 0 via Lemma 4.1 and λr(z) 6= 0 for all r. Assume we have constructed
linearly independent fτ1 , . . . , fτm of this form with generic τj ∈ Hn (here, the subscripts do not
denote coordinates). Since the set of generic points for K is infinte (indeed uncountable), we can
choose a generic point τm+1 ∈ Hnr {τ1, . . . , τm} and the functions fτ1 , . . . , fτm+1

are then linearly

independent as well. Indeed, if 0 =
∑m+1
i=1 tifτi =

∑
w∈Hn awg(w), for ti ∈ C and (unique) aw ∈ C

we find that 0 = aτi = ti for all i, as desired.

Proof of the claim made in (4.26)

To finish the proof of Theorem 8, it remains to prove the claim made in (4.26). A short calculation
shows that this claim is equivalent to

1 =
∏

r∈Z/8Z

µ(γrz) =
∏

r∈Z/8Z

n∏
j=1

((σj(γr)zj)/i)
dj/2. (4.28)

Indeed, if (4.28) holds, we can choose an arbitrary constant λ0 = λ0(z) ∈ C× and put

λk+8Z(z) = (−ε)kλ0

∏
1≤i≤k

µ(γi+8Zz) for 1 ≤ k ≤ 7.
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4. Fourier non-uniqueness sets and totally real number fields

Let us denote the product on the right of (4.28) by ρ(z). From the specific shape of the γr, it is
clear that ρ(z)8 = 1. Since Hn is connected, we deduce that the continuous function z 7→ ρ(z) is
constant, with constant value given by an eighth root of unity ρ. To determine ρ, we will take the
points zj to i∞. For this we need the following lemma.

Lemma 4.6. For any g =
(
a b
c d

)
∈ SL2(R), we have

lim
y→∞

((g · (iy))/i)1/2

|g · (iy)|1/2
= exp(−πi4 sgn(ac)) = e(− 1

8 sgn(ac)), (4.29)

where we write e(w) = exp(2πiw) and where the power functions are defined as in Item (4) of
Section 1.1.

We defer the proof of Lemma 4.6 to the end of this section. Writing

ρ =
ρ

|ρ|
= lim
y→∞

ρ((iy, . . . , iy))

|ρ((iy, . . . , iy))|

and applying formula (4.29) (and using the fact that the dj are integers40) , we see that

ρ =
∏

r∈Z/8Z

n∏
j=1

e
(
−dj8 sgn(σj(crcr−1))

)
, (4.30)

where we recall that cr denotes the lower left entry of γr and cr−1 the upper left entry of γr. Let
us write down the eight products crcr−1 appearing in (4.30). For α1, α2 ∈ K, we write α1 ≡ α2 to
express that there is a totally positive β ∈ K× so that α2 = α1β. Then, by assumption (4.25),

c0c7 = 0 c1c0 = 0

c2c1 = −2 ≡ −1 c3c2 = 2
1− 4b

1 + 4a
≡ 1− 4b

c4c3 =
1− 4b

1 + 4a
(2y) ≡ (1− 4b)y c5c4 = −(2y)(1 + 4x) ≡ −y

c6c5 = −2x(1 + 4x) ≡ −x c7c6 = 2x ≡ x.

We introduce the shorthands

ηj := sgn(1− 4σj(b)), ξj = sgn(σj(y)).

Interchanging the order of multiplication in (4.30), using the above list of identities and noting
that c0c7, c1c0 don’t contribute, while the contributions of c6c5 and c7c6 cancel, we arrive at the
formula

ρ = e(− 1
8Σ), where Σ =

n∑
j=1

dj(−1 + ηj + ξjηj − ξj) =

n∑
j=1

dj(ηj − 1)(ξj + 1).

We claim that for each j we have (ηj − 1)(ξj + 1) = 0, or equivalently

1− 4σj(b) > 0 or σj(y) < 0. (4.31)

40We arrived at a minor conflict of notation: There are dimensions dj ∈ N, j ∈ {1, . . . , n} and elements dr ∈ OK ,
r ∈ Z/8Z, the entries of the right columns of the elements γr. The dr ∈ OK won’t play a role in the remaining
argument.
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By (4.23), we have (1− 3b)(1− 3y) = 1 and hence

(1− 3σj(b))(1− 3σj(y)) = 1.

By assumption (4.25), both factors in this product are positive. Assume now that σj(y) > 0. Then
the factor (1− 3σj(y)) belongs to the interval (0, 1), implying that the factor (1− 3σj(b)) belongs
to the interval (1,∞) and so −σj(b) > 0. But −σj(b) > 0 implies 1− 4σj(b) > 1 > 0. We assumed
that σj(y) > 0 and deduced 1− 4σj(b) > 0, which proves (4.31). This finishes the proof of ρ = 1,
hence the proof of the claim made in (4.26) and thus the proof of Theorem 8. It only remains to
prove Lemma 4.6.

Proof of Lemma 4.6. We need to show that for all g =
(
a b
c d

)
∈ SL2(R), we have

lim
y→∞

arg(−π/4,π/4)

[
((g · (iy))/i)1/2

]
= −π4 sgn(ac). (4.32)

Both sides of (4.32) are unchanged if we replace g by −g, so we may assume c ≥ 0 for the
verification. For y > 0, we abbreviate

w(y) := (g · (iy))/i =
aiy + b

−cy + id
∈ H := {w ∈ C : Re(w) > 0}.

In this proof, any asymptotic notation refers to taking y →∞. If c = 0, then ad = 1 and we have

w(y) =
a(iy) + b

id
=
a2(iy) + ab

i
= a2y − iab, hence

Im(w(y))

Re(w(y))
=
−b
ay
−→ 0,

which shows that the argument of w(y) and hence that of w(y)1/2, goes to zero, as claimed. If
c > 0 and a = 0, then −bc = 1 and we have

w(y) =
b

−cy + di
=

b2

y + dbi
=

b2y

y2 + (db)2
− b2(db)i

y2 + (db)2
, hence

Im(w(y))

Re(w(y))
=
−db
y
−→ 0,

as claimed. Assume now that c > 0 and that a 6= 0. Then

w(y) =
1

i

(
a

c
− 1

c(c(iy) + d)

)
= (−i)(a/c) + o(1).

We deduce that

• if a > 0, then arg(w(y))→ −π/2, hence arg(w(y)1/2)→ −π/4, as claimed.

• if a < 0, then arg(w(y))→ π/2, hence arg(w(y)1/2)→ π/4, as claimed.

This finishes the proof of (4.32) and thus the proof of Lemma 4.6.

We conclude with the following speculation. We have just proved that
√
dK is a Fourier non-

uniqueness set in Rn. In particular, there can’t be a Fourier interpolation formula using theses
nodes. Although it seems quite unlikely, we have not logically ruled out the possibility of the
existence of a Fourier interpolation “basis” with respect to these nodes. That is to say (roughly
speaking), a collection of (Schwartz-) functions aλ : Rn → C (even in each variable), indexed by
λ ∈ dK , such that aλ(

√
µ) = δλ,µ for all λ, µ ∈ dK,+ and such that the Fourier transforms âλ vanish

at all points of
√
dK . Indeed, perhaps these can be constructed as certain integrals of modular

objects on Hn against the Gaussians eπizjx
2
1 · · · eπiznx2

n , similarly to what we did in §2.3.
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