
Acceptée sur proposition du jury

pour l’obtention du grade de Docteur ès Sciences

par

System Support for Robust Distributed Learning

Arsany Hany Abdelmessih GUIRGUIS

Thèse n° 8995

2022

Présentée le 12 juillet 2022

Prof. A. Ailamaki, présidente du jury
Prof. R. Guerraoui, directeur de thèse
Prof. F. Taiani, rapporteur
Prof. M. Canini, rapporteur
Prof. K. Argyraki, rapporteuse

Faculté informatique et communications
Laboratoire de calcul distribué
Programme doctoral en informatique et communications 





Do not forsake wisdom, and she will protect you;

love her, and she will watch over you

— The Bible
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Abstract
Machine learning (ML) applications are ubiquitous. They run in different environments such

as datacenters, the cloud, and even on edge devices. Despite where they run, distributing ML

training seems the only way to attain scalable, high-quality learning. But, distributing ML is

challenging, essentially due to the unique nature of ML applications.

First, ML training needs to be robust against arbitrary (i.e., Byzantine) failures due to its usage

in mission-critical applications. Second, training applications in datacenters run on shared

clusters of computing resources, for which we need resource allocation solutions that meet

the high computation demands of these applications while fully utilizing existing resources.

Third, running distributed training in the cloud faces a network bottleneck, exacerbated by the

fast-growing pace of computing power. Hence, we need solutions that reduce the communica-

tion load without impacting the training accuracy. Fourth, despite the scalability and privacy

guarantees of training on edge devices via federated learning, the heterogeneity of devices’ ca-

pabilities and their data distributions calls for robust solutions that cope with these challenges.

To achieve robustness, we introduce GARFIELD, a library to help practitioners make their ML

applications Byzantine-resilient. Besides addressing the vulnerability of the shared-graph

architecture followed by classical ML frameworks, GARFIELD supports various communication

patterns, robust aggregation rules, and compute hardware (i.e., CPUs and GPUs). We show

how to use GARFIELD in different architectures, network settings, and data distributions.

We explore elastic training (i.e., changing the training parameters mid-execution) to efficiently

solve the resource allocation problem in datacenters’ shared clusters. We present ERA, which

provides elasticity in two dimensions: (1) it scales jobs horizontally, i.e., by adding or removing

resources to or from the running jobs, and (2) it dynamically changes, at will, the per-GPU

batch size to control the utilization of each GPU. We demonstrate that simultaneous scaling in

both dimensions improves the training time without impacting the training accuracy.

We show how to use cloud object stores ( COS) to alleviate the network bottleneck of training

transfer learning (TL) applications in the cloud. We propose HAPI, a processing system for TL

that spans the compute and the COS tiers, enabling significant improvements while remaining

transparent to the user. HAPI mitigates the network bottleneck by carefully splitting the TL

application such that feature extraction is, partially or entirely, executed next to storage.
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Abstract

We show how to efficiently and robustly train generative adversarial networks (GANs) in the

federated learning paradigm with FEGAN. Essentially, we co-locate both components of a

GAN (i.e., a generator and a discriminator) on each device (addressing the scaling problem)

and have a server aggregate the devices’ models using balanced sampling and Kullback-Leibler

weighting, mitigating training issues and boosting convergence.

Keywords: machine learning, distributed computing, robust machine learning, Byzantine

failures, federated learning, elastic training, resource allocation, datacenters, cloud computing,

cloud object stores, transfer learning, generative adversarial networks.
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Résumé
Les applications d’apprentissage automatique sont omniprésentes. Elles sont exécutées dans

des environnements aussi divers que les centres de données, le cloud et même sur les appareils

des utilisateurs tels que les ordinateurs personnels et les téléphones portables. Qu’importe l’en-

vironnement d’exécution, distribuer l’entraînement de l’apprentissage automatique semble

être le seul moyen de parvenir à de l’apprentissage de haute qualité et extensible (“scalable”).

Cependant, distribuer l’apprentissage automatique est difficile, notamment en raison de la

nature singulière de ses applications.

Tout d’abord, l’apprentissage automatique doit être robuste contre les pannes arbitraires, dites

Byzantines, en raison de son utilisation dans des applications critiques. Deuxièmement, les ap-

plications d’apprentissage présentes dans les centres de données s’exécutent sur des grappes

de ressources informatiques qui sont partagées entre plusieurs applications, grappes pour les-

quelles nous avons besoin de solutions d’allocation de ressources qui répondent aux demandes

de calcul intensif de ces applications, tout en utilisant pleinement les ressources existantes.

Troisièmement, l’exécution répartie de l’apprentissage dans le cloud est confrontée à un goulot

d’étranglement du réseau, exacerbé par la croissance rapide de la puissance de calcul. Nous

avons donc besoin de solutions qui réduisent leur impact sur les infrastructures réseau sans

pour autant affecter la précision de l’apprentissage. Quatrièmement, malgré l’extensibilité

et les garanties de confidentialité de l’apprentissage effectué sur les appareils personnels via

l’apprentissage fédéré, l’hétérogénéité des capacités des appareils et de la distribution de leurs

données exige des solutions robustes qui permettent de relever ces défis.

Pour atteindre cette robustesse, nous introduisons GARFIELD, une bibliothèque pour aider les

praticiens à rendre leures applications d’apprentissage automatique résistantes aux pannes

Byzantines. En plus de combler la vulnérabilité de l’architecture à graphe partagé utilisée par

les cadres d’applications classiques d’apprentissage automatique, GARFIELD prend en charge

divers modèles de communication, règles d’agrégation robustes et matériels de calcul (i.e., les

CPUs et les GPUs). Nous montrons comment utiliser GARFIELD avec différentes architectures,

configurations réseau et distributions de données.

Nous explorons l’entraînement élastique (i.e., la modification des paramètres d’entraînement

en cours d’exécution) pour résoudre efficacement le problème d’allocation des ressources dans

les grappes d’ordinateurs partagées des centres de données. Nous présentons ERA, qui fournit
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Résumé

de l’élasticité dans deux dimensions : (1) il adapte l’extensibilité horizontale des tâches, i.e., en

ajoutant ou en retirant des ressources aux tâches en cours d’exécution, et (2) il modifie dynami-

quement, à volonté, la taille du lot d’apprentissage alloué par GPU pour contrôler l’utilisation

de chaque GPU. Nous démontrons qu’adapter l’extensibilité simultanément dans les deux di-

mensions améliore le temps d’apprentissage sans impacter la précision des modèles entraînés.

Nous montrons comment utiliser le stockage d’objets dans le cloud ( COS) pour réduire l’utilisa-

tion du réseau par les applications d’apprentissage par transfert dans le cloud. Nous proposons

HAPI, un système de traitement pour l’apprentissage par transfert qui couvre les niveaux de

calcul et de COS, permettant des améliorations significatives tout en restant transparent pour

l’utilisateur. HAPI désengorge le goulot d’étranglement du réseau en divisant soigneusement

l’application d’apprentissage par transfert, de sorte que l’extraction de variable soit, partielle-

ment ou entièrement, exécutée proche du stockage.

Nous montrons comment entraîner de manière efficace et robuste des réseaux adverses gé-

nératifs (GANs) dans le paradigme de l’apprentissage fédéré avec FEGAN. Pour ce faire, nous

co-déployons les deux composants d’un GAN (i.e., un générateur et un discriminateur) sur

chaque appareil (résolvant le problème d’extensibilité) et nous demandons à un serveur d’agré-

ger les modèles des appareils en utilisant un échantillonnage équilibré et une pondération de

Kullback-Leibler, ce qui atténue les problèmes d’entraînement et accélère la convergence.

Mots clés : apprentissage automatique, informatique distribuée, apprentissage automatique

robuste, panne Byzantine, apprentissage fédéré, entraînement élastique, allocation des res-

sources, centres de données, informatique en nuage, stockage d’objets dans le cloud, appren-

tissage par transfert, réseaux adverses génératifs.
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1 Introduction

1.1 Thesis Context

Machine learning (ML) is a revolutionary technology that allows machines to learn from data.

We do not need to give a machine exact commands to follow, instead we can simply give it some

data that it can use to learn some task through a training process. This radical idea is driving

cutting–edge solutions in many domains. Nowadays, ML applications are ubiquitous. We use

ML for day-to-day tasks such as face recognition on smartphones and social media [174, 264],

next word prediction while typing on mobile devices [99], voice-controlled personal assistance

(e.g., using Alexa or Siri) [167, 109], content recommendation [197] (e.g., for a YouTube video

or a Netflix movie) and moderation [30, 80], as well as news feed generation on social media

platforms [220, 234]. Besides, ML powers critical applications such as medical diagnosis and

imaging [24], self-driving cars [208, 34], detecting hate speech [134, 171, 245], fake news [6, 8],

and spams [269]. Clearly, ML has a significant and beneficial effect on our lives.

Practically, executing ML training applications faces several challenges. One issue is the

noticeable computing power required to train an ML model. This issue is evidenced by the

amount of computing resources needed to train state-of-the-art models [7, 78, 228]. On the

solution track, the last decade has seen a considerable leap in specialized hardware such

as GPUs, TPUs, and AI chips by big tech players including Intel [119], AMD [16], Tesla [233],

Google [87], Apple [18], and Huawei [113] to cope with the computational requirements of

ML training. Yet, that is not enough. To capture fine details in training data (and hence,

achieve better overall performance), ML models are getting larger and more complicated [133,

132, 239]. In addition, the amount of data used for training is also constantly increasing,

following the common wisdom: the more data you have, the better your ML model performs.

For instance, the size of Google’s ad impression log (to track the web pages on which an ad

appears) to train an ad click predictor can reach trillions of examples [135], each representing

a high-dimensional feature vector. Such a dataset expands daily with new instances [175].

Another critical issue that faces ML training is data privacy [165, 179]. Especially with the new

regulations for data protection, such as the General Data Protection Regulation (GDPR), it is
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crucial to care about the privacy of training data (that might include sensitive information).

Therefore, one open question is how we can train ML models without breaking data privacy.

All these challenges call for distributed machine learning solutions [177, 156, 51]. The general

idea behind these solutions is to have multiple devices or machines perform computation

independently and aggregate the results of their training periodically. Practical distributed

system considerations such as the scale of the distributed deployment (how many machines

contribute to training), how machines communicate, and how frequently they communicate

depend on many factors such as the application requirements, the data sources, and the

application scope. Each distribution scheme has its constraints and challenges [240]. Although

some of these challenges are not entirely new to computer systems, the unique nature of ML

opens the door for new solutions that are well-suited to ML and therefore perform better with

ML workloads compared to non-ML, known solutions.

This thesis revisits some of these challenges, pervasive to computer systems, and gives practical

ML-suited solutions as presented in the following. In other words, this thesis improves the

state-of-the-art of distributed training by making it more efficient and robust.

1.2 Motivation and Contributions

We tackle four practical problems, all concerning distributed training. Indeed, this thesis looks

at the same coin, i.e., putting distributed ML to work, from different angles. We first give a

high-level overview of the problems addressed in this thesis, along with our solutions to them.

Distributed ML architectures. Architecturally, there are two main ways to connect machines

for training. The first is following the now-classical parameter server architecture [158, 156]. In

short, a central server holds the model parameters (e.g., weights of a neural network) while a

set of workers performs gradient computation (e.g., using backpropagation [107]), typically

following stochastic gradient descent (SGD) [212] (a standard optimization algorithm) on their

local data, using the latest model they pull from the server. This server, in turn, gathers the

updates from the workers in the form of gradients and aggregates them, usually through

averaging [138]. The alternative and more decentralized approach does not distinguish servers

and workers. Each node has a copy of the model and keeps its data locally [38, 195, 105],

typically to protect this data and save bandwidth or devices’ batteries. In this approach, all

nodes apply SGD and communicate (in a peer-to-peer fashion) what they learned so far to

refine their models, usually also through averaging.

1.2.1 Byzantine Failures

The fragility of distributed ML. Despite the performance benefits of the presented distributed

ML architectures, these distribution schemes are fragile because the typical way to aggregate
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results from participating machines, i.e., averaging, does not tolerate a single corrupted

input [32] as a single carefully-crafted input can jeopardize the training process. Notably,

the multiplicity of machines increases the probability of misbehavior somewhere in the

network. This fragility is problematic because ML plays a central role in safety-critical tasks

such as driving and flying people, diagnosing their diseases, and recommending treatments to

their doctors [151, 74]. We should leave as little room as possible for the routinely reported

vulnerabilities [191, 29, 81] of today’s ML solutions.

Byzantine ML in theory. Over the past few years, a growing body of work [32, 11, 47, 253, 27,

67, 229, 242] took up the challenge of Byzantine-resilient ML. The Byzantine failure model, as

formerly introduced in the distributed computing literature [150, 42], encompasses crashes,

software bugs, hardware defects, message omissions, corrupted data, and, even worse, hacked

machines [28, 250]. This problem has been well-studied from a theoretical point of view.

Different solutions were proposed for diverse architectures, including the setup with one

trusted central server collecting the replies of Byzantine workers [32, 47, 60], the architecture

of replicated servers communicating together to agree on a model [70, 71], and the fully

decentralized setup with no central server [268, 69]. However, none of these works considered

the practical costs of Byzantine resilience, and therefore the relevance of their results remains

mostly theoretical.

Our one-size-fits-all solution. We present GARFIELD [92], a library that enables the develop-

ment of Byzantine ML applications on top of popular frameworks such as TensorFlow [1] and

PyTorch [193] while achieving transparency, i.e., applications developed with either framework

do not need to change their interfaces to tolerate Byzantine failures. Essentially, GARFIELD ad-

dresses the Byzantine ML problem from a pragmatic point of view, unlike most of the previous

works, which are mainly theoretical. The practical deployment of these solutions helps find

insightful facts about the costs of Byzantine resilience in ML systems in real-world scenarios.

GARFIELD guides the ML practitioners to develop their applications from a system’s perspec-

tive rather than from an algorithmic perspective; this helps achieve both transparency and

Byzantine resilience. GARFIELD allows for synchronous and asynchronous communication

and includes several statistically-robust gradient aggregation rules (GARs). GARFIELD’s design

is generic: future GARs can be integrated with it with minimal coding effort. GARFIELD also

supports full-stack computations on both CPUs and GPUs. We consider it a one-size-fits-all

solution, as we show how to use it to achieve Byzantine resilience in various distinct scenarios.

1.2.2 The Datacenter Case

Training on shared clusters. In a datacenter, training tasks (also called jobs) usually run on

shared clusters of powerful computing resources [103, 124], e.g., GPUs. Commonly, users

submit their training jobs to a central controller that decides how to schedule them to run

on the cluster. With the immense computing demand of today’s ML applications, it is chal-
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lenging to satisfy the resource demands of all the applications simultaneously [123]. Previous

approaches [90, 251] proposed several ML-aware scheduling techniques, where the goal is

to come up with a schedule that minimizes the average job completion time and maximizes

resource utilization. Most of these proposals share one limitation: they give a fixed amount

of resources to each job throughout the training. This design hinders achieving optimal per-

formance. On the one hand, the cluster can be saturated quickly with many users’ requests,

leading to longer queuing delays. On the other hand, the case of not having so many requests

leads to resource underutilization. Unfortunately, it is typically hard to predict the optimal

number of devices and the best training batch size [26] required for training. Even with the

most expert ML practitioners, the best parameters for resource utilization usually depend on

the available hardware, which users do not always know in advance.

Elastic resource allocation. Our key to resolving this underutilization is to allow training

jobs to be horizontally elastic, i.e., use a variable number of machines throughout training.

In addition, we dynamically change the batch size (i.e., the computation granularity) during

training to boost throughput and resource utilization. Our insight is that training can utilize

different amounts of resources throughout its lifetime, allowing for better training throughput

and resource utilization without impacting the final accuracy. We realize this with ERA, our

Elastic Resource Allocator [95] that is designed specifically for multi-tenant ML clusters. ERA

provides elasticity in two dimensions: the number of machines (or workers) contributing

to training and the per-machine batch size. ERA scales up jobs that benefit from having

more resources and scales down jobs to maximize the number of concurrently running jobs

on the cluster while being fair to all jobs. Furthermore, ERA detects the underutilization of

GPU memory and processing cycles and scales the batch size accordingly. Interestingly, this

dynamic behavior of ERA allows users to run the same training application on different types

of hardware since ERA takes care of adjusting training parameters seamlessly.

1.2.3 The Cloud Case

The communication overhead in cloud-based applications. Today’s cloud architecture de-

couples computing resources from storage resources [43, 13], organized in separate tiers. This

design allows each tier to scale independently from one another. To process data on the com-

pute tier, one has to stream this data first from the storage devices. The network bandwidth

between both tiers is typically a bottleneck [137, 198]. Different proposals suggested reducing

the amount of data transferred by carefully filtering the data on the storage tier. For instance,

there have been proposals to run SQL queries on the storage tier to reduce the amount of data

transferred over the network [266, 275]. In the context of ML training, the same problem of

limited network bandwidth exists yet is only exacerbated by the immense amount of data

typically used for ML applications. The growing compute capabilities of the cloud object

stores [117, 10] constitute an opportunity to alleviate the network bottleneck of training in

the cloud.
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1.2 Motivation and Contributions

Cloud object stores to the rescue. Our idea is to partially offload the ML computation to the

cloud object stores ( COS), primarily to reduce the amount of data transferred from storage

to compute. We split the training model into two parts, where each tier executes one part.

The optimal splitting point depends on the properties of the training model and the network

bandwidth. We identify the fine-tuning operation of transfer learning (TL) to be the perfect

fit for this split setup, mainly due to its unique structure: a combination of feature extraction

and training. We introduce HAPI [94], a processing system for TL that spans both the COS

(representing the storage tier) and the compute tier. HAPI is transparent to the user, uses

internally only very inexpensive profiling runs, and enables even low-end CPU-only users

to contribute to training. We give practical tips on how the storage tier can serve multiple

concurrent users despite the limited compute and memory resources it usually has.

1.2.4 The Federated Learning Case

The premise of federated learning. Federated learning (FL) [176] seeks to leverage a large

crowd of edge devices to train a global model, using their local private data that never leaves

the device. The training procedure is typically orchestrated by a central server that hosts the

global model that needs to be trained. In that sense, FL achieves scalability and data privacy.

Yet, training in the FL paradigm naturally happens on heterogeneous devices and uses skewed

data. The inherent imbalance of data distribution on the contributing devices negatively

impacts the accuracy of FL [4, 281]. The problem worsens when training more complicated

ML techniques such as generative adversarial networks (GANs) [84]. In addition to the learning

difficulty, scaling their training is also difficult since GANs are typically composed of two

deep networks chained together (called the discriminator and the generator). Commonly, the

generator network stays on a central server while the discriminator network is distributed

among multiple workers (i.e., user devices). The scaling issues arise from the communication

load between the server and the workers in this setup, given the repetitive forward and

backward passes that span both networks.

Scalable GAN training with FL. We propose FEGAN [91], a scalable and robust GAN training

system for the FL paradigm. For scalability, FEGAN co-locates both GAN’s discriminator and

generator networks on the server and all workers contributing to training. For robustness, we

design mechanisms to make FEGAN resilient to GAN-specific issues: mode collapse, vanishing

gradients, and learning divergence.1 FEGAN prioritizes updates from specific workers over

others, using Kullback-Leibler (KL) weighting, and it carefully schedules the application of de-

vices’ updates to the global trained model using balanced sampling. FEGAN is also cognizant

of devices’ heterogeneity regarding memory and computing power. Furthermore, FEGAN

tolerates server and network failures through periodic checkpointing of the learning state.

1In short, mode collapse is the case when the generator learns to generate only a few classes of the training data,
vanishing gradient is the case when the discriminator always beats the generator (i.e., the generator always fails to
generate convincing data), and learning divergence is the case when the learning process fluctuates indefinitely
between sub-optimal states.
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Chapter 1. Introduction

1.3 Thesis Roadmap

This thesis is organized into four parts that include seven chapters.

Pa
rt

I • Chapter 2 gives the essential common background of all systems presented in this

thesis; this covers an introduction to neural networks, stochastic gradient descent,

and distributed machine learning architectures. Each subsequent chapter gives

even further background that is specific to that chapter.

Pa
rt

II • Chapter 3 presents GARFIELD, the first library that offers robustness, i.e., Byzan-

tine resilience, to machine learning applications (written for popular but fragile

frameworks such as TensorFlow and PyTorch) at a low cost.

Pa
rt

II
I

• Chapter 4 presents ERA, an elastic resource allocator for training tasks in shared

datacenters’ machine learning clusters.

• Chapter 5 presents HAPI, the first processing system that partially offloads the

machine learning computation to the cloud object store, alleviating the typical

network overhead facing cloud-based training.

• Chapter 6 presents FEGAN, a scalable system that trains generative adversarial net-

works in the federated learning setup while being robust to heterogeneous devices

and skewed datasets.

Pa
rt

IV

• Chapter 7 concludes the thesis, giving a summary of the presented work and direc-

tions for future work.

8



2 Background

In this chapter, we give a broad background of the topics discussed in this thesis. This thesis

addresses practical problems facing distributed machine learning (ML) training. To explain

our ideas, we use neural networks as a running example of an ML application throughout the

thesis. We start this chapter by giving an overview of neural networks and how to train them

(via stochastic gradient descent). We then discuss three popular architectures to distribute

training on multiple devices. In each subsequent chapter, we give additional background

specific to that chapter.

2.1 Neural Networks

Neural networks [143, 31] are one of the remarkable ML tools that contributed to significant

successes in the last few years. Neural networks have been successful in various applications,

including object recognition [160], image analysis [17], language modeling [132], and speech

recognition [98]. The idea of neural networks is to mimic how the human brain works. In sim-

ple words, input signals travel among different neurons through synapses, and by activating

specific neurons, the brain can learn new things.

From an architectural point of view, a neural network is only a graph of neurons connected

by edges. Neurons are usually stacked in the form of layers, as shown in Figure 2.1. Each

edge holds a weight that eventually defines how the network does its task. Each neuron

encompasses a mathematical function that is applied to the inputs of that neuron. The output

of each neuron is then passed to other neurons in the next layer through different edges,

each holding a distinct weight. The last layer gives the network’s output, which could be, for

example, the label of an image (e.g., cat or dog) or an embedding vector of the input.

From a mathematical point of view, a neural network is a parameterized mathematical func-

tion, called model. A toy example: f (i ) =α i+β, where the factors
(
α,β

)
≜ x ∈Rd are called the

parameters. These parameters are essentially the weights on the edges of the neural network.
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Input Cat

Dog

Figure 2.1: A neural network architecture.

2.2 Stochastic Gradient Descent

A natural question is: how can we find the correct weights of a neural network? The answer: via

stochastic gradient descent (SGD) [212]. SGD is the most widely-used optimization algorithm in

ML applications [51, 156]. It has become the de facto standard to optimize objective functions

that can be used with ML techniques, including neural networks. Many impressive results

of the last decade, e.g., in image classification challenges [142, 231], used SGD to optimize a

neural network.

To explain how SGD works, assume the objective function (also called loss function) is L (x) ∈R.

This measures “how incorrect the model is, parameterized by x , when labeling an input”.1

Indeed, the vector x constitutes the weights on the edges of a neural network, for example.

For illustration purposes, but without loss of generality, we consider an image classification

problem that uses a neural network to map an input image (e.g., the pixel colors of a picture

of a cat) to a label (e.g., “cat”). The training phase then consists in tweaking the parameters

(α and β in the toy example), noted x ∈Rd (R2 in the toy example), until the model correctly

labels many images. The set of pairs of (image, correct label) used during this training phase

is called the training set. In modern ML, the number of parameters d is large, usually above

the million [248, 2, 142] and in some cases billions [55, 40]. The lower the output (xopt ), the

more accurately the neural network classifies its inputs. In short, SGD addresses the following

optimization problem:

xopt ≜ argmin
x∈Rd

L(x) (2.1)

The procedure is iterative: in each step k,

1. Estimate the gradient G
(
x (k),ξ

)
,≈∇L

(
x (k)

)
, with a subset ξ of size b of the training set,

1This wording is correct only when omitting any kind of regularization. This background section is only to give
a broad introduction to SGD.
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2.3 Distributed Machine Learning

called mini–batch. This represents an approximation of the uncomputable real gradient,

typically using the backpropagation algorithm [107]. This is a stochastic estimation of

the uncomputable, real gradient ∇L
(
x (k)

)
.

2. Then, using the estimated gradient, the model parameters (x) are updated as follows:

x (k+1) = x (k) −γk ·G
(

x (k),ξ
)

, (2.2)

where {γk } is called the learning rate.

2.3 Distributed Machine Learning

Estimating the gradient at x is computationally expensive, given the big datasets and the

complex high-dimensional models we have nowadays. It consists of averaging the b estimates

of the gradient G (x,ξi ), where ξi is the i th pair (input, correct label) from the mini–batch. Each

G (x,ξi ) involves a backpropagation pass, so the number of arithmetic operations to carry out

to estimate G (x ,ξ) ≈∇L
(
x (k)

)
is O (b·d).

Parallelism. Fortunately, this gradient estimation is easily parallelizable. For instance, using

data parallelism, n machines can each partially estimate the gradient using a mini–batch

of size b/n, which can be then aggregated together to restore the complete estimation. The

computation of G
(
x (k),ξ

)
could be done entirely in parallel by distributing the b computations

G
(
x (k),ξi

)
over n machines. Another approach to distributing training is model parallelism.

In this approach, the model (e.g., a neural network) is partitioned onto multiple machines,

each processing only a part of it. Both the forward and the backward passes require a synchro-

nization step: while one machine is doing a computation, the other machines have to wait for

it to finish processing and then pass the processed outputs to the next machine. Due to the

synchronization overhead, this approach is less popular than data parallelism. We focus on

the latter in this thesis.

Training synchrony. Training is synchronous if all machines proceed in synchronized itera-

tions. For example, in synchronous training, no machine can move to iteration t +1 except

when all other machines finish iteration t . On the contrary, asynchronous training does not

restrict the difference between training iterations processed on different machines. While asyn-

chronous training can yield faster updates to the model (due to the absence of synchronization

among participating machines), synchronous training achieves higher-quality updates. In

this thesis, we always consider synchronous training.

Network synchrony. The network is synchronous if there is an upper bound on the time it

takes to transmit a message between two machines in the network. In asynchronous networks,

this upper bound does not exist. Based on this definition, it is impossible to differentiate

11
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Figure 2.2: Two popular distributed ML architectures: the parameter server and decentralized.

between a delayed message and a crashed machine in asynchronous networks. In this thesis,

we consider both types of networks. Note that network synchrony/asynchrony is orthogonal

to training synchrony/asynchrony.

Different approaches for distributing machine learning computations have been proposed in

the literature. We highlight three of them in the rest of this chapter.

2.3.1 Parameter Server

The parameter server architecture [158, 157], illustrated in Figure 2.2a, is a milestone for

distributed ML, introduced to accelerate the computation over a single centralized process.

This architecture accelerates training in controlled environments, e.g., in a datacenter, where

communication is usually fast, and the model and the dataset exist within one building. In

this model, a centralized server holds the parameters x and orchestrates the learning process,

where the other machines (called workers) own data batches. For each training step, the server

first broadcasts the parameters to workers, which share the heavy gradient estimation, i.e.,

each worker uses a mini–batch of size b/n. When a worker completes its gradient estimation G ,

it sends it to the parameter server, which finally aggregates the received estimations (typically

by averaging [36]) and updates the parameters x , as in Equation (2.2).

Using the parameter server architecture, one can only employ the data parallelism scheme.

Essentially, each worker holds a full copy of the model and a data shard. In a training loop,

each worker trains the full model using the data shard it has. It then sends an update to the

parameter server. Employing this scheme scales the quality of the update with the number of

workers, as the effective (i.e., aggregate) batch size contributes to the update scales linearly

with the number of workers.
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2.3 Distributed Machine Learning

2.3.2 Decentralized Learning

Another variant of distributing training is decentralized learning [237] (e.g., AllReduce), shown

in Figure 2.2b. The main difference between this scheme and the parameter server architecture

is that machines collaborate to train a model without a central entity. In decentralized learning,

each machine owns a copy of the model and some local data that is never shared with the

others [195, 105], typically to maintain the privacy of this data in addition to saving the

bandwidth and the devices’ batteries. Notably, the amount of data and its distribution differ

from one machine to another. In each training step, each machine estimates a gradient (using

SGD and its local data) and shares it with the others. Machines can connect in various ways,

including using a ring structure, a tree structure, or in a peer-to-peer fashion. In Chapter 3, we

use peer-to-peer communication because it gives better robustness guarantees, whereas, in

Chapter 4, we use the ring structure due to its high performance. Regardless of the network

topology, after machines communicate the gradient estimations, they aggregate the received

estimations locally and use the aggregate estimate to update the parameters x . Equivalently,

machines can update their local models using their local gradient estimates and then share

the updated model, as shown in Figure 2.2b.

2.3.3 Federated Learning

The federated learning (FL) [176] approach seeks to leverage a large crowd of edge devices

(e.g., smartphones) that own private data without imposing any data movement (unlike the

parameter server model, which requires moving data to the datacenter first). The devices

collaboratively train a global model, which is hosted on a centralized server. The server decides

which subset of the devices should participate in the learning round through random selection.

Note that, in the parameter server architecture, all workers participate in all training iterations.

Selected devices, in turn, send their updates to the server after several local learning iterations

over their private data. This step constitutes a third difference compared to the parameter

server architecture, wherein the latter workers do exactly one local training iteration in each

step. Typically, the server aggregates the devices’ updates using federated averaging [176]. The

accuracy of models trained by FL is negatively impacted by the imbalanced data distribution

on the devices [281].
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3 System Support for Byzantine Learn-
ing

In this chapter, we show how one can safely run distributed training in a Byzantine envi-

ronment. We present GARFIELD, a library to transparently make machine learning (ML)

applications, initially built with popular (but fragile) frameworks, such as TensorFlow and

PyTorch, Byzantine–resilient. GARFIELD is a one-size-fits-all solution: it supports multiple

architectures, network conditions, and resilience levels. The key idea to GARFIELD’s generality

is that it helps practitioners write their training algorithms from a system’s perspective rather

than an algorithmic perspective, reducing the coding effort and addressing the vulnerability of

the shared–graph architecture followed by classical ML frameworks. GARFIELD encompasses

various communication patterns, supports full-stack computations on both CPUs and GPUs,

and gives multiple robust aggregation functions that are proven to be Byzantine-resilient.

3.1 Introduction

The starting point of this chapter is distributed training, whether the distribution architec-

ture follows the parameter server model (see Section 2.3.1) or the decentralized model (see

Section 2.3.2). As the number of participating machines in a distributed setup increases, so

does the probability of failure of any of these machines. In distributed computing, the most

general way to model such failures is to assume an adversary that can control a subset of the

system and make it arbitrarily deviate from the normal execution: we talk about Byzantine

failures [150]. This failure model includes bogus software, faulty hardware, as well as malicious

attacks. With the increasing use of ML in mission-critical applications [74, 34, 208], building

robust systems against these kinds of failures becomes a necessity. For instance, in a data-

center environment, processing units fail [63], and training data (uploaded by the users of

a service) could be malicious. Using vanilla state machine replication (SMR) to solve such a

problem was shown impractical (and in some cases impossible) in the ML context [60].

Tolerating Byzantine machines without replicating them has been recently well-studied with

various models and settings, e.g., in [11, 242, 70, 71]. The key idea is to replace the vul-

nerable averaging scheme (typically used to aggregate updates of participating machines)
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with a statistically-robust gradient aggregation rule (GAR), e.g., Median [252]. Most work on

Byzantine-resilient ML (e.g., [70, 69, 32]) has, however, been theoretical, and it is not clear how

to put the published algorithms to work, especially in the pragmatic form of library extensions

to existing, and now classical, ML frameworks, namely TensorFlow [1] and PyTorch [193].

These frameworks share two specific characteristics that go against Byzantine resilience. First,

and for performance reasons, they rely on a shared memory design. For instance, TensorFlow

uses one shared computation graph among all machines to define the learning pipeline.

Such a design is problematic as Byzantine nodes can corrupt the learning state at honest

ones. Second, most of the high–level communication abstractions given by such frameworks

assume trusted, highly–available machines. For instance, the distributed library of PyTorch

allows for collective communication among processes, yet such calls block indefinitely (or fail

after some timeout) in the case of a process crash or network failure. In this latter case, for

example, one Byzantine machine can break all the communication rounds, disallowing the

distributed system to learn.

To solve the aforementioned problems, we propose GARFIELD: a library that enables the

development of Byzantine ML applications on top of popular frameworks such as TensorFlow

and PyTorch while achieving transparency: applications developed with either framework

do not need to change their interfaces to tolerate Byzantine failures. Essentially, GARFIELD

addresses the Byzantine ML problem from a practical point of view, unlike most of the previous

works, which are mainly theoretical. Such a library helps find insightful facts about the very

practical costs of Byzantine resilience in ML systems, as we show later.

GARFIELD adopts an object-oriented vision for ML applications. The novelty of GARFIELD’s

design lies in (1) the way the objects, be they servers or workers, communicate, and (2) the

way they aggregate the replies, be they models or gradients. Essentially, our insight is to write

ML applications from the objects’ perspective rather than from an algorithmic perspective;

this enables applications written with GARFIELD to achieve both transparency and Byzantine

resilience. In particular, GARFIELD allows for both synchronous and asynchronous communi-

cation and includes several statistically-robust gradient aggregation rules (GARs). GARFIELD

also supports full-stack computations on both CPUs and GPUs.

Along our GARFIELD implementation journey, we took several design decisions to promote

its practicality. We implemented specific schemes to parallelize Byzantine–resilient GARs,

especially on GPUs. Moreover, we introduce the notion of separate replicated graphs for Ten-

sorFlow rather than relying on its shared graph design, as the latter would be a killer in a fully

Byzantine environment, i.e., without any trusted machine. We use gRPC for point–to–point

pull-based communication due to its speed and because it is currently the defacto standard

communication method for popular ML frameworks. Our implementation parallelizes RPC

calls to improve the scalability of algorithms implemented with GARFIELD. We also carefully

manage the CPU memory to minimize memory copying and allow for faster algorithms.

We report on the usage of GARFIELD with three ML architectures: (1) tolerating Byzantine
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workers while assuming one trusted, central server, (2) replicating the parameter server to

account for Byzantine servers as well as Byzantine workers, and (3) considering a peer-to-peer,

decentralized setting with no distinction between servers and workers.

We report on our evaluation of GARFIELD, addressing the general question of the practical cost

of Byzantine resilience in a distributed ML deployment. We consider various ML models and

datasets, as well as different hardware, i.e., CPUs and GPUs. We also study the cost of different

degrees of resilience.

Essentially, we show that Byzantine resilience introduces up to a 10% loss in accuracy com-

pared to non–Byzantine deployments. In contrast, crash resilience does not introduce any

such loss. In the latter case, the server is replicated, but Byzantine behavior is not tolerated.

In terms of throughput, we quantify the overhead of various Byzantine resilience degrees

compared to a vanilla deployment. We find that tolerating Byzantine servers induces much

more overhead than tolerating Byzantine workers. For instance, we quantify the cost of adding

Byzantine resilience to servers, compared to tolerating only Byzantine workers with a trusted

server, to 53%, and the cost of Byzantine resilience, compared to the crash–tolerant baseline,

to 22% (using GPUs). We attribute the resilience overhead mainly to communication. Our

experiments show that communication accounts for more than 75% of the overhead, while

robust aggregation contributes to only 11% of such overhead. We also highlight that Byzantine

algorithms in a peer-to-peer setup do not scale, unlike those following the parameter server

architecture. We also report on the fact that the overhead of Byzantine resilience depends

more on the number of participating nodes, be they workers or servers, than on the model

dimension. Notably, using GPUs achieves a performance improvement of at least one order of

magnitude over CPUs.

GARFIELD is an open-source project and is available at https://github.com/LPD-EPFL/Garfield.

3.2 Background

3.2.1 Byzantine Resilience

In the parlance of classical distributed computing, a system tolerates a Byzantine fault when

it copes with a machine that can deviate arbitrarily from the algorithm assigned to it [150].

Such a behavior abstracts all kinds of failures, including software bugs, hardware defects,

corrupted data [79], communication omissions, or even adversarial attacks. This problem

is well-studied in the literature on distributed systems with many proposed algorithms. We

consider the ML context where any machine contributing to the learning process, i.e., a worker

or a server, can behave arbitrarily. In fact, Byzantine resilience also captures the classical data

poisoning problem in the ML literature [28], which addresses the issue of workers holding

poisoned/corrupted data. Employing such data in a gradient computation leads to faulty

gradients, corrupting the entire learning procedure [60]. In such a context, tolerating Byzantine

behavior ensures following the same learning path that would have been achieved in the
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Chapter 3. System Support for Byzantine Learning

absence of Byzantine machines.

Is state machine replication (SMR) suitable for ML? A simple solution to the Byzantine ML

problem is to replicate the computation on multiple machines (e.g., to replicate workers).

While this idea would work abstractly, it faces a few practical challenges. Replicating workers

in different locations might be problematic in the case of employing private data for model

training [2, 221]. Even if possible, classical SMR might incur prohibitive communication costs,

diminishing the benefit of distributing the ML application. Fortunately, however, the very

nature of an ML computation requires an eventual form of consistency as only convergence to

a good state is required. There is no notion of total ordering that should be preserved among

workers’ updates; this drastically reduces the difficulty of the Byzantine problem.

3.3 The GARFIELD Design

GARFIELD is a library to build Byzantine–resilient SGD–based ML applications that rely on

(1) robust aggregation and (2) communication of plain vectors (without compression nor

quantization). GARFIELD builds on the insight that distributed ML algorithms do not require

strong consistency; only convergence to high accuracy is required [32, 73]. This insight has

two implications: (1) the servers do not need to run SMR, and (2) the servers do not need to

collect replies from all workers; only a subset of replies is sufficient. This latter observation is a

cornerstone in tolerating Byzantine behavior in asynchronous networks [73, 69]. This weak

consistency model has been shown sufficient for correctness and convergence in theory, even

in asynchronous environments. Essentially, GARFIELD masks the faults at the application layer,

abstracting all the faults of the lower layers like communication omissions [60].

We first introduce a few statistically–robust gradient aggregation rules (GARs) that are included

in GARFIELD and then, we discuss the modular design of GARFIELD.

3.3.1 Statistically–Robust GARs

A GAR is merely a function of
(
Rd

)q →Rd , with d , the dimension of the input vector space Rd

(i.e., a gradient or a model), and q , the number of input vectors to be aggregated. All GARs

are synchronous, i.e., wait for q vectors before applying an aggregation function on them.

Hence, in synchronous, non–faulty settings, these GARs can be deployed with q machines in

the system (so that the aggregator node can gather replies from all nodes in the system within

some time limit). Yet, in asynchronous networks, one would require to deploy q + f nodes to

use these GARs to ensure the liveness of the protocol, where f denotes the maximum number

of Byzantine inputs. In short, all GARs output a vector with special statistical properties that

make them safe to use in the Byzantine setting.

1. Median [252] outputs a vector of coordinate-wise medians among the input vectors. We
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formally define the median function (applied per-coordinate) as follows:

∀q ∈N− {0} , ∀(
x1 . . . xq

) ∈Rq , (3.1)

median
(
x1 . . . xq

)
≜ xs ∈R (3.2)

such that with sorted
(
x1 . . . xq

)
,

{
xs = x⌈ q

2 ⌉ if q is odd

xs =
x q

2
+x q

2 +1

2 if q is even.
(3.3)

We formally define the coordinate–wise median (i.e., Median) as follows:

∀(
d , q

) ∈ (N− {0})2 , ∀(
x1 . . . xq

) ∈ (
Rd

)q
, (3.4)

Median
(
x1 . . . xq

)
≜ xs ∈Rd (3.5)

such that:

∀i ∈ [1 ..d ] , xs[i ] = median
(
x1[i ] . . . xq [i ]

)
(3.6)

Median requires q ≥ 2 f +1, and its asymptotic complexity is O (qd).

2. Krum [32] assigns a score to each vector (equals to the sum of ℓ2 distances with the closest

q − f − 2 neighbors) and then returns the smallest scoring vector. Multi–Krum (a variant

of Krum) instead averages the m smallest scoring vectors, achieving a better convergence

rate than Median [60]. Formally, given vectors
(
x1 . . . xq

) ∈ (
Rd

)q
, Multi–Krum averages the

m = q − f −2 vectors with the smallest scores (i.e., ℓ2 norm from the other vectors). We define

the score of each vector s(i ) as follows:

s(i ) = ∑
i→ j

∥xi −x j∥2, (3.7)

where i → j means that x j is among the q − f −2 closest vectors to xi . Multi–Krum then

chooses a set S of vectors as follows:

S = (m)argmin
i∈{1,...,q}

s(i ), (3.8)

where given a function s(i ), (m)argmin(s(i )) denotes the indexes i with the m smallest s(i )

values. Multi–Krum then returns the average of vectors whose indexes ∈S . Krum sets m = 1.

Both Krum and Multi–Krum require however q ≥ 2 f +3, and their asymptotic complexity is

O (q2d).

3. MDA [211] finds a subset group of vectors of size q − f with the minimum diameter among
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all other subsets, where the diameter of a group is defined as the maximum distance between

any two vectors of this subset. MDA then outputs the average of the chosen subset. We

formally define the MDA function as follows:

Let
(
x1 . . . xq

) ∈ (
Rd

)q
, and X ≜

{
x1 . . . xq

}
the set containing all the input vectors.

Let R ≜
{
M |M ⊂X , |M | = q − f

}
the set of all the subsets of X with a cardinality of q − f ,

and let:

S ≜ argmin
M∈R

(
max

(xi ,x j )∈M 2

(∥∥xi −x j
∥∥))

. (3.9)

Then, the aggregated gradient is given by:

MDA
(
x1 . . . xq

)
≜

1

q − f

∑
x∈S

x. (3.10)

Notably, MDA carries an exponential1 asymptotic complexity of O
((q

f

)+q2d
)
. Yet, as we will

discuss later, its assumptions about the variance between input vectors are weaker than for

the previous two GARs. It requires q ≥ 2 f +1.

Algorithm 1 The Bulyan algorithm.

1: Bulyan ( f , [x1, ..., xq ]):
2: θ = n −2 f
3: β= θ−2 f
4: X ext = Ar r ay[θ][d ] ▷ set to store extracted vectors.
5: M = Ar r ay[d ] ▷ set to store coordinate-wise medians.
6: C = Ar r ay[β][d ] ▷ β set to store closest coordinates to the median.
7:

8: For (i ∈ [1, ...,θ]) do:
9: xsel = f ([x1, ..., xq] \ X ext ) ▷ f is another GAR, e.g., Krum.

10: X ext = X ext +xsel ▷ ’+’ denotes append to list.
11: M = Median(X ext )
12: For ( j ∈ [1, ...,d ]) do:
13: C [:][ j ] = Ar g par ti t i on(|X ext [:][ j ]−M [ j ]|,β) ▷ the closest β coordinates to M[j]
14: return Aver ag e(X ext [C ]) ▷ coordinate-wise average of selected coordinates
15: end function

4. Bulyan [72] (explained in Algorithm 1) robustly aggregates q vectors by iterating θ = q −2 f

times over another Byzantine–resilient GAR, e.g., Krum (lines 8–10). In each iteration, Bulyan

removes the vector selected by such a GAR from the input set in the subsequent iterations and

puts that vector in a selection set. When the size of the selection set becomes θ = q−2 f , Bulyan

computes the coordinate-wise median of the vectors in that set (line 11). For each coordinate,

Bulyan extracts the closest β= q −4 f values (from the selection set) to the computed median

for that coordinate and averages these values, i.e., it computes the coordinate-wise average of

the β= q −4 f closest values to the median (lines 12–13). Finally, Bulyan outputs the vector of

1Exponential when f =O
(
q
)
, polynomial when f =O (1).
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Figure 3.1: GARFIELD components and API.

all the coordinate-wise averages. Unlike previous GARs, Bulyan can sustain a model with a

large dimension. Yet, it requires q ≥ 4 f +3, and its asymptotic complexity is O (q2d).

Tradeoffs. In addition to the differences in the ratio of tolerated Byzantine nodes (inequalities

relating q with f ) and the computational cost of each GAR, the model dimension is also

crucial in deciding which GAR to use. For high dimensions (e.g., order of millions) and a strong

adversary, one should use Bulyan. In low dimensions, the application setup should satisfy the

variance assumption, as given below:

∃κ ∈ ]1,+∞) , ∀(
i , t ,θ

) ∈ [
1.. q − f

]×N×Rd , (3.11)

κ∆

√
E

(∥∥∥g (i )
t −Eg (i )

t

∥∥∥2
)
≤ ∥∥∇L

(
θ
)∥∥ , (3.12)

where,

∆=


2
p

2 f
q− f if GAR = MDA [72]√

2
(
q− f + f (q− f −2)+ f 2(q− f −1)

q−2 f −2

)
if GAR = Krum [32]√

q − f if GAR = Median [252],

(3.13)

where g (i )
t is the estimated gradient by an honest2 worker i at time t , and L(θ) is the loss

function at the model state θ.

3.3.2 System Components

We have designed GARFIELD in a modular way, as shown in Figure 3.1. In this section, we

describe each of these modules.

2Note that we cannot assume the same for Byzantine workers, which can act arbitrarily.
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Main objects. GARFIELD defines two main objects that can be used for learning: Server and

Worker. The server is responsible for storing and updating the model state while workers train

this model using their local data. The server typically initiates a learning step by asking a few

workers to compute a gradient estimate given the model state it owns. For this, the server

object exposes the method get_gradients(), which we describe later in detail. Some algorithms

require servers to exchange their model states, and hence the server object comes with the

method get_models(), which is the second key method in our Networking interface, as we

describe below. In addition to the Networking methods, the server object exposes methods

to (1) update the model state, given some optimizer and a gradient estimate, (2) re-write the

model, which is useful in the case of multiple server replicas, and (3) compute accuracy, given

the model state and a test set.

The worker design, on the other hand, is much simpler. The worker object is passive in the

sense that it only responds to requests of the server. Basically, the worker owns some data and

defines some loss function. Its main job is to compute a gradient estimate (when asked by

the server) using the data chunk it owns. The worker then replies to the server by the gradient

estimate it computed.

To support experimenting with Byzantine behavior, GARFIELD defines two objects: Byzan-

tine Server and Byzantine Worker, which inherit from our main objects, Server and Worker,

respectively. Both objects implement the popular attacks used in the Byzantine ML literature

including simple ones like reversing vectors, dropping vectors, or random vectors [60, 70] and

the state–of–the–art attacks like little is enough [25] and fall of empires [256].

Networking. Existing networking abstractions in both frameworks, TensorFlow and PyTorch,

are not enough to be used (1) in a Byzantine, asynchronous environment and (2) with repli-

cated parameter servers.3 For example, one can deploy distributed training on PyTorch using

DistributedDataParallel() or on TensorFlow by choosing the ParameterServerStrategy(). How-

ever, both are high–level abstractions that assume trusted, always–available machines.

GARFIELD (as a part of the Networking API) supports two abstractions to handle communica-

tion: get_gradients() and get_models(). The first one is used to read the computed gradients

by the workers. It accepts two parameters: t , the index of the current iteration, and qw , the

number of workers from which a server should receive replies with qw ≤ nw (nw denotes the

total number of workers); qw = nw denotes synchronous communication with no faults in the

system, i.e., a server is expecting to receive replies from all workers. This function then returns

the fastest qw gradients it receives. The second abstraction works in the same way, yet fetching

models from servers instead of gradients from workers. Both abstractions then enable easy

and natural communication among all machines in the network in both synchronous and

3Not to be confused with replicated graphs in TensorFlow. What we mean by replicated parameter servers is the
case where the server needs to be replicated where these replicas (all have the same graph) are independent, rather
than shared between machines, and they do exactly the same computation on the same data for fault tolerance
rather than for performance. Both kinds of replication can be also combined.
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asynchronous settings (as we describe in Section 3.5). We give the implementation details of

these abstractions in Section 3.4.

Aggregation. GARFIELD implements the Byzantine–resilient GARs presented in Section 3.3.1

on both CPUs and GPUs. We create wrappers (including dependency management and

automatic compilation and loading) to use them as custom operations4 in both TensorFlow and

PyTorch. Such wrappers make it possible to involve the GARs with the same interface for both

frameworks, though the lower–level interfaces each framework provides differ substantially.

To use a GAR, the common interface consists in two functions: init() and aggregate(). The

init() function takes the name of the required GAR (e.g., “median”), the value of n, the total

number of inputs, and f , the maximum number of Byzantine inputs. The second function,

aggregate(), takes n tensors (could represent gradients or models) and outputs the aggregated

one. Whether this function will execute on a CPU or a GPU depends on the device on which

the input vectors are stored. In this way, our design abstracts the device, CPU or GPU, and the

framework, TensorFlow or PyTorch, away from the developer.

3.4 The GARFIELD Implementation

First, we present how we implement the communication abstractions, i.e., get_models() and

get_gradients() in TensorFlow and PyTorch. Then, we show how we implement an efficient

version of the median function (which is used in Median and Bulyan GARs) on GPUs.5 Finally,

we discuss some tricks we employ for better memory management. We have open-sourced

our code of GARFIELD [96].

3.4.1 Communication in TensorFlow

TensorFlow adopts the notion of a shared dataflow graph in which all computations are de-

fined in one graph, even if deployed in a distributed environment, where all participating

nodes share this graph. This is a critical vulnerability in the Byzantine setting, as Byzantine

nodes can write and execute code on the other honest nodes [60]. Also, such a shared graph

abstraction hides the data communication among workers and servers, reducing the program-

ming flexibility and disallowing having multiple communication rounds per learning step,

which is crucial for Byzantine resilience in some cases [70].

We follow another route in which all nodes create an independent yet replicated graph. Though

this design has high memory overhead, we believe it is necessary to tolerate adversarial

behavior.6 In addition to resolving the vulnerability, this design allows for more flexible

4For example, https://www.tensorflow.org/guide/create_op
5We also include GPU implementation of other GARs yet, we focus on median because its GPU implementation

is challenging as we discuss.
6Such an overhead could be reduced if the environment is Byzantine–free.
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communication patterns among the participating nodes. We use gRPC for communication

and protocol buffers [238] for serializing and deserializing data. We use the pull model for

transferring data: when a node, be it a worker or a server, needs some data, it pulls this

data from the other nodes by initiating multiple remote procedure calls to such nodes. Each

node implements a server that serves these requests. We define the protocol buffers which

encode data exchanged between participants. We parallelize the replicated communication

between workers and servers for requesting gradients and updated models so as to reduce

the communication time as much as possible. However, abandoning the highly optimized

TensorFlow distributed runtime and using independent graphs on each node require context

switches between TensorFlow and Python runtimes (as protocol buffers currently cannot

serialize tensors directly). Concretely, when a node is requested to send a gradient or a model,

it serializes the requested data to a protocol buffer, exiting the TensorFlow graph/runtime. On

the receiver side, a node deserializes the received bytes back to a tensor. Our experiments

show that the overhead of these conversions (including memory copying) is non-negligible.

3.4.2 Communication in PyTorch

We implement the same abstractions in PyTorch yet with a slightly different design compared

to the TensorFlow one. First, there is no context switch between PyTorch and Python since

PyTorch gives communication abstractions that can be used directly on tensors. Second, we

pipeline the communication with aggregation (whenever possible) as PyTorch gives access

to gradients of each layer in the deep network separately; this allows for better utilization of

both network and computation devices and hence, better scalability. Third, in addition to

RPC support,7 our networking library also supports the distributed communication collectives

of PyTorch.8 In the latter case, our implementation automatically chooses the best commu-

nication backend between nccl and gloo to allow GPU-to-GPU communication whenever

possible. This is a plus compared to the RPC–based implementation as the latter does not

allow communication over GPUs.

3.4.3 SIMT Median Function

Our implementation of the median function on CPU is straightforward: each of the m ≥ 1 avail-

able cores processes a continuous share of n/m coordinates. Then each core applies, for each co-

ordinate of its share, introselect (or equivalent) by calling the standard C++ std::nth_element.

Nevertheless, even embarrassingly parallel algorithms like median would not necessarily

benefit from running on GPGPUs (General-Purpose computing on Graphics Processing Unit).

That is because modern GPGPUs, to achieve parallel execution on many threads while lim-

iting instruction fetch costs, batch threads into groups of, e.g., 32 threads that execute the

7PyTorch fully supports gRPC communication only in v1.6.
8https://pytorch.org/docs/stable/distributed.html
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same instruction.9 Algorithms like introselect [183] are branch–intensive, with possibly many

instructions executed in each branch, and so fail to scale on GPUs.

Reminiscent of [130], our implementation of median is built around a primitive that orders 3

elements without branching, by the use of the selection instruction, which converts a predicate

to an integer value. Let v be the table of size 3 to reorder by increasing values. Thanks to the

selection instruction, we can compute

int[] c = {v[0] > v[1], v[0] > v[2], v[1] > v[2]},

where a > b is 1 if a > b else 0.

Then using the intermediate results (found by solving the “reordering truth tables”):

int[] i = {
(1+c[0]+2*c[1]+c[2]-(c[1]⊕c[2]))/2,
(4-c[0]-2*c[1]-c[2]+(c[0]⊕c[1]))/2 },

we can finally reorder the elements of v into w with:

int[] w = {v[i[0]], v[3-i[0]-i[1]], v[i[1]]}.

Using this reordering primitive, we manage to implement an efficient version of the QuickSelect

algorithm (i.e., with minimal branching), which we use to compute the median.

3.4.4 Memory Management

We describe here a few tricks that we use to minimize memory footprint and reduce copying

data between the CPU and the GPU memory. First, whenever possible, we pin training data to

memory. This pinning impacts the time it takes to copy data to the GPU memory for computing

gradient estimates on workers. On the other hand, we do not pin the test set to memory as

using it is usually much less frequent than the training data. Second, we pin model weights in

the parameter server main memory as gRPC currently does not allow communicating values

that reside on the GPU memory. Given that the model weights are communicated in each

round, we never copy such weights to the GPU memory (except when testing the accuracy).

Yet, we store the model on workers on the GPU (or multiple GPUs whenever possible) so as to

accelerate gradient computation.

We carefully optimize the memory used by our GARs. For example, aggregating gradients may

require multiple iterations, calculating some distance-based scores for each of them in each

iteration, e.g., with Multi-Krum or Bulyan. We then cache the results of each of these iterations

(in the CPU or GPU memory) and hence remove redundant computations. Besides, we reduce

the memory cost by allocating space only for one iteration along with the intermediate selected

gradients, further reducing the memory cost.

9In the case of branching, the threads execute in lock-step.
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Figure 3.2: Examples of applications that can be built using GARFIELD.

3.5 Applications

In this section, we show how one can use GARFIELD to build Byzantine ML applications. We

give three examples (depicted in Figure 3.2) that span different architectures for Byzantine–

resilient algorithms. We use the following notations in this section: nw is the number of

workers, f w is the number of Byzantine workers, nps is the number of parameter servers, and

f ps is the number of Byzantine parameter servers. When there is no distrinction between

servers and workers (e.g., in Section 3.5.3), we use n and f to denote the number of machines

and Byzantine machines respectively.

3.5.1 Single Server, Multiple Workers (SSMW)

Our first application represents the standard setup that was vastly studied in the last few years,

e.g., in [32, 11, 60]. Such a setup uses the vanilla parameter server architecture [158] (see

Figure 3.2a), yet with one crucial difference: instead of aggregating the workers’ updates by

averaging them, the server uses a statistically–robust GAR (see Section 3.3.1) for aggregation.

Such setup usually assumes a synchronous network, i.e., there is an upper bound on the time

it takes the workers to compute gradients and reply to the server.

Listing 3.1 shows how to build such a setup, using GARFIELD, in a few lines of code.

Listing 3.1: The implementation of SSMW setup with GARFIELD.

1 from garfield import Server , GARs
2 # parsing training arguments
3 ps = Server (...) #args omitted for brevity
4 for i in range( num_iter ):
5 gradients = ps. get_gradients (i, nw)
6 aggr_grad = gar( gradients =gradients , f=fw)
7 ps. update_model ( aggr_grad )
8 if i% comp_acc_freq == 0:
9 acc = ps. compute_accuracy ()

Listing 3.1 depicts the code on the parameter server side, given the passiveness of workers in
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our design. First, the server object is initiated (line 3) with the appropriate parameters. Then,

the training loop (lines 4–7) runs as much as the user specifies. In each training iteration,

the server first asks the workers to compute gradient estimates using the current model state.

Note that the second argument in get_gradients() method specifies the number of replies the

server should wait for before continuing the iteration. The server then applies some GAR on

the received gradients and then updates the model using the aggregated gradient. Periodically,

the server computes the accuracy of the current model state (lines 8–9).

Notably, AGGREGATHOR’s official code base [62] (which implements this setup) is in the order

of thousands of lines of code.

3.5.2 Multiple Server, Multiple Workers (MSMW)

Our second application extends the first one by considering multiple servers and multiple

workers. This setup was considered recently [70, 71] to tolerate Byzantine servers as well as

Byzantine workers. Such a setup requires replicating the server on multiple machines (see

Figure 3.2b). It can also accommodate asynchronous networks in the sense that it does not

assume any upper bound on the computation nor communication delays.

Listing 3.2 shows how to build MSMW setup, allowing multiple server replicas and asyn-

chronous communication.

Listing 3.2: The implementation of MSMW setup with GARFIELD.

1 from garfield import Server , GARs
2 # parsing training arguments
3 ps = Server (...) #args omitted for brevity
4 for i in range( num_iter ):
5 gradients = ps. get_gradients (i, nw -fw)
6 aggr_grad = gar( gradients =gradients , f=fw)
7 ps. update_model ( aggr_grad )
8 models = ps. get_models (nps -fps)
9 aggr_models = gar( gradients =models ,f=fps)

10 ps. write_model ( aggr_models )
11 if i% comp_acc_freq == 0:
12 acc = ps. compute_accuracy ()

We focus here again on the server side. Lines 1–7 are very similar to those in Listing 3.1 (except

for the number of expected gradients to collect in line 5). Lines 8–10 show the additional

communication step required among the server replicas to ensure consistency among servers’

parameters and hence, convergence. In such a step, each server first fetches the updated

model from a few other servers (whose number is given as an argument to get_models()

method). Then, it aggregates the collected models and stores the result as the new model.

29



Chapter 3. System Support for Byzantine Learning

3.5.3 Decentralized Learning

Our third application considers the Byzantine ML problem in decentralized settings as in e.g.,

[268, 267, 69]. Decentralized learning is different from the previous two use cases as it does

not use the parameter server architecture (see Figure 3.2c), i.e., communication is done in

a peer–to–peer fashion. Such a setup is mainly useful when data is sensitive and should be

kept private. Notably, it addresses settings where data is not identically distributed on the

contributing machines.

Listing 3.3 shows how to build such an application, allowing for a decentralized setup and

multiple communication steps per training iteration, which are mainly required to keep weak

consistency among models of the contributing nodes.

Listing 3.3: The implementation of decentralized learning with GARFIELD.

1 from garfield import Server , Worker , GARs
2 # parsing training arguments
3 wrk = Worker (...) #args omitted for brevity
4 ps = Server (...) #args omitted for brevity
5 for i in range( num_iter ):
6 gradients = ps. get_gradients (i, n-f)
7 aggr_grad = gar( gradients =gradients , f=f)
8 if non_iid :
9 aggr_grad = contract (...)

10 ps. update_model ( aggr_grad )
11 models = ps. get_models (n-f)
12 aggr_models = gar( gradients =models ,f=f)
13 ps. write_model ( aggr_models )
14 if i% comp_acc_freq == 0:
15 acc = ps. compute_accuracy ()
16

17 def contract (...):
18 for _ in range(steps):
19 ps. latest_aggr_grad = aggr_grad
20 aggr_grads = ps. get_aggr_grads (n-f)
21 aggr_grad = gar( gradients =aggr_grads , f=f)
22 return aggr_grad

Note that the function g et_ag g r _g r ad s (used in line 20) is used to fetch l atest_ag g r _g r ad

(defined in line 19) from the other machines. g et_ag g r _g r ad s then fetches the aggregated

gradients from the previous step. We define this function solely to serve algorithms that

require multiple aggregations of gradients in a single SGD step. We highlight here two main

differences compared to the previous examples. First, each node creates both Server and

Worker objects (lines 3–4). Second, there is a multi-round step (lines 17–22) in each iteration

to contract models on correct machines, especially when the data is not identically distributed

on them. The goal of this step is to force the model states on all machines to get closer to each
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other (i.e., to achieve approximate consensus [69]).

3.6 Performance Evaluation

We first describe the settings we use and the baselines we consider. We then show mi-

crobenchmarks for the GARs we implemented, followed by large–scale experiments, evaluating

GARFIELD using the applications given in the previous section.

3.6.1 Methodology

Testbed. Our experimental platform is Grid5000 [89]. For the experiments deployed with

CPUs, we employ nodes from the same cluster, each having 2 CPUs (Intel Xeon E5-2630 v4)

with 10 cores, 256 GiB RAM and 2×10 Gbps Ethernet. For the GPU-based experiments, we

employ nodes from two clusters (due to the limited number of nodes in one cluster); nodes in

different clusters have different specifications. Each node has 2 identical GPUs.

Metrics. We use the following standard metrics:

Accuracy. This measures the top-1 cross-accuracy: the fraction of correct predictions among

all the predictions using the test set; this shows the quality of the learned model over time.

Throughput. This quantifies the number of updates that the system processes per second.

For deployments that employ multiple parameter servers, we report the highest throughput,

which corresponds to the fastest correct machine.

Application. We consider three applications, all discussed in Section 3.5. In some experiments,

we focus more on the setup with multiple servers and multiple workers (MSMW ) as it gives the

flexibility to test with a different number of Byzantine servers and workers. We consider two

variants of MSMW : the first one uses Bulyan [72] to aggregate gradients and hence achieves

Byzantine resilience in high dimensions while assuming network asynchrony. The second

one uses Multi–Krum [60] to aggregate gradients while assuming network synchrony. Unless

otherwise stated, we use our TensorFlow version with the first variant and PyTorch for the

second one. We consider image classification due to its wide adoption as a benchmark for

distributed ML systems [51, 1]. We use MNIST [152] and CIFAR-10 [141] datasets. MNIST is a

dataset of handwritten digits with 70,000 28×28 images in 10 classes. CIFAR-10 consists of

60,000 32×32 colour images in 10 classes. Table 3.1 presents the models we use for evaluation.

Setup. Unless otherwise stated, we use the following default setup. For TensorFlow exper-

iments, we employ 18 workers, including at most 3 faulty workers (nw = 18, fw = 3), and 6

servers, including at most 1 faulty server (nps = 6, fps = 1). Note that in decentralized learning
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Table 3.1: Models used to evaluate GARFIELD.

Model # parameters Size (MBs)
MNIST_CNN 79510 0.3

CifarNet 1756426 6.7
Inception 5602874 21.4
ResNet50 23539850 89.8

ResNet200 62697610 239.2
VGG19 128807306 491.4

experiments, we do not use any servers (i.e., workers communicate in a peer–to–peer fashion).

We employ a batch size of 32 for each worker, leading to an effective batch size of 480 in the

normal case (i.e., counting only batches of honest workers). For PyTorch experiments, we use

10 workers, with 3 Byzantines, and 3 servers, with only 1 Byzantine. We use a batch size of 100

for each worker. We repeated all the experiments multiple times and found that the error bars

are always very small and hence, omitted for better readability.

3.6.2 Baselines

To the best of our knowledge, GARFIELD is the first library to accommodate both Byzantine

servers and workers. We chose the following baselines for our evaluation of GARFIELD.

Vanilla baseline. This is the vanilla deployment of TensorFlow or PyTorch. Such deployment

fails to tolerate any Byzantine behavior whatsoever. We highlight two key differences between

this deployment and GARFIELD–based deployments. First, this setup uses only one trusted

parameter server, and hence, uses less number of communication links in the network and

eliminates the overhead of synchronization required in the case of using multiple servers.

Second, a lightweight GAR i.e., Average is used by such a baseline, where more computational

intensive ones e.g., Bulyan are used by GARFIELD. Comparing GARFIELD to this baseline

quantifies the overhead of Byzantine resilience.

AGGREGATHOR [60]. This is the only existing scalable ML system that achieves Byzantine

resilience, yet only for Byzantine workers. It is built on top of TensorFlow and supports train-

ing only on CPUs. AGGREGATHOR uses one central, trusted server while tolerating Byzantine

workers (i.e., uses SSMW setup), and it considers synchronous networks. For a fair compar-

ison with our GARFIELD–based systems, we use the same GAR for both deployments. Thus,

comparing with this baseline quantifies the overhead of using our object–oriented design and

the communication layer we provide.

Crash–tolerant protocol. We implement a strawman approach to tolerate crash failures,

assuming synchronous communication, using GARFIELD components. As worker crashes do

32



3.6 Performance Evaluation

7 9 11 13 15 17 19 21 23
n - Number of inputs

0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14

A
gg

re
ga

tio
n 

tim
e 

(s
ec

) Bulyan
MDA
Multi-Krum
Median
Average

(a) Number of Inputs

105 106 107 108

d - Input dimension

10−4

10−3

10−2

10−1

A
gg

re
ga

tio
n 

tim
e 

(s
ec

) Bulyan
MDA
Multi-Krum
Median
Average

(b) Input dimension

Figure 3.3: Microbenchmark of different GARs deployed on a GPU. n denotes the number of
inputs to the GAR and d denotes the length of one input/gradient.

not affect the learning convergence eventually, we only tolerate server crashes by replicating

the server. Server replicas get the updates from all workers and average them in each iteration,

but workers contact only one of these replicas, i.e., the primary, to get the updated model. In

the case of primary crash (signaled by a timeout), workers contact the next server, marking it

as the new primary. The new primary sends its view of the model to all workers so as to inform

them about the change. The model sent by the new primary could be outdated compared

to the model of the crashed primary (due to missing some updates). We consider this as

acceptable behavior, and learning can converge eventually [255], given that nps ≥ fps + 1,

where nps is the total number of replicas, and fps is the maximum number of crashing nodes,

i.e., servers. Thus, this deployment guarantees eventual convergence without any guarantees

on throughput or convergence rate. Some ML systems already use Paxos [149] for crash

fault tolerance [51, 158]. However, our strawman algorithm, we believe, gives strictly weaker

guarantees (in terms of consistency of model state among replicas) and hence has a higher

throughput than Paxos.

3.6.3 GARs Microbenchmark

The Byzantine–resilient GARs are the basic enabling tools for Byzantine resilience. We pro-

vide a microbenchmark for their GPU–based implementation performance with respect to

the number of inputs/gradients (i.e., n the number of workers or servers) and the gradient

dimension (i.e., d).

Vanilla frameworks, e.g., TensorFlow, average gradients at the parameter server. So, we also

include the evaluation of Average, which has been implemented as a part of the GARFIELD

library. Average is our baseline in this experiment.

For a fair comparison, we set f , the number of Byzantine inputs, to
⌊n−3

4

⌋
(which is the bound

for the strongest GAR we use, i.e., Bulyan [72]) for all Byzantine-resilient GARs and hence, the

smallest possible n is 7. We set d = 107 in Figure 3.3a and n = 17 in Figure 3.3b. The metric for

this microbenchmark is the aggregation time: it includes the aggregation of n input vectors
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Figure 3.4: Convergence of GARFIELD applications with respect to other baselines using two
models.

(all resident in GPU memory) and the transfer of the resulting vector back to main memory.

Each point is the average of 21 runs, for which we observed a standard deviation two orders

of magnitude below the observed average. We ran this microbenchmark on an Intel Core

i7-8700K CPU and two Nvidia GeForce 1080 Ti GPUs.

Theoretically, the asymptotic complexities of MDA, Multi–Krum, Bulyan, and Average are

respectively O
((n

f

)+n2d
)

[72], O
(
n2d

)
[32], O

(
n2d

)
[72] and O (nd). Our implementation of

Median has a best case complexity of O (nd) and worst case of O
(
n2d

)
. In practice, for a

fixed d (Figure 3.3a), we observe these asymptotic behaviors for Multi–Krum and Bulyan:

quadratic in n. Median shows good scalability with n, maintaining a consistent performance

that is very close to Average. Although the asymptotic complexity of MDA is exponential,

our implementation achieves only a quadratic growth with n. The values of n and f used in

these experiments are merely too low to expose such a behavior, i.e., the exponential growth

with n. Average aggregation time remains roughly constant for a fixed d and n < 15, with an

aggregation time of ∼8 ms, and then grows linearly. For a fixed n (Figure 3.3b), we observe a

linear time increases with respect to d for each one of the studied GARs.

3.6.4 Convergence Comparison

We inspect the convergence of GARFIELD and the baselines with training iterations. Figure 3.4

shows the results of two experiments: the first one (Figure 3.4a) trains CifarNet on TensorFlow–

based systems (including AGGREGATHOR) using CPUs, where the second one (Figure 3.4b)

trains ResNet50 on PyTorch–based systems using GPUs. Both experiments use CIFAR-10

as a dataset. The first experiment puts GARFIELD in a head–to–head comparison with the

state–of–the–art Byzantine ML system, i.e., AGGREGATHOR. The second experiment is an

instance of deployment of GARFIELD while training a bigger model using GPUs.

Figure 3.4a shows that all the systems achieve almost the same final accuracy (except AGGRE-

GATHOR). Some of the Byzantine–resilient deployments converge a bit slower than those using

averaging during training, yet reach the same accuracy eventually, i.e., after doing enough
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Figure 3.5: GARFIELD tolerance to two Byzantine attacks.

iterations. Interestingly, we can notice that Byzantine–resilient applications do not add much

overhead compared to the crash–tolerant one in terms of the number of iterations till con-

vergence (less than 1%). Surprisingly, GARFIELD applications achieve better final accuracy

than AGGREGATHOR. We speculate that the reason is the fact that AGGREGATHOR relies on

an old version of TensorFlow compared to GARFIELD (1.10 vs. 2.3)10. Another related reason

is the fact that the latest version of TensorFlow is also integrated with the highly–optimized

Keras library, which we also use. Figure 3.4b shows that Byzantine–resilient applications fail

to reach the same final accuracy as vanilla PyTorch, with up to 10% final accuracy loss. This

accuracy loss, although not clear in Figure 3.4a, is expected as a direct byproduct of using

Byzantine–resilient GARs to aggregate workers’ gradients and also due to having diverging

servers (in some cases). Note that such GARs inevitably introduce accuracy loss as these robust

aggregation protocols guarantee the convergence only to a ball around a local minimum [32].

The inability to optimize the model beyond this ball explains the observed accuracy loss.

Notably, this behavior is seen after the stabilization of the accuracy (i.e., after convergence),

and hence even if we let any of the Byzantine–resilient deployments run for more iterations,

the accuracy will not likely jump up to the vanilla (i.e., non-Byzantine) deployment. Moreover,

we notice that combining network asynchrony with decentralization leads to the biggest accu-

racy loss. Asynchrony essentially leads to the aggregation of outdated models and gradients,

slowing down convergence and reducing the final accuracy. Interestingly, the crash–tolerant

deployment does not experience such a loss compared to the vanilla case.

3.6.5 Tolerating Byzantine Failures

As a sanity check to our implementation, we conduct experiments with real adversarial behav-

ior, where we apply attacks on the vanilla baseline (PyTorch in this experiment), a GARFIELD–

based application (MSMW in this experiment), and the crash–tolerant protocol. Figure 3.5

10It might look unfair to use different versions of TensorFlow for comparison. Yet, note that almost all of the
code base of AGGREGATHOR (which has thousands of LoC, written for V1.10) requires updating (to be compatible
with V2.3). We chose to test with the latest publicly available code as-is while highlighting the different versions
issue to make the context of our results clear to the reader.
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Figure 3.6: Slowdown of fault–tolerant systems normalized to the vanilla baseline (i.e., Tensor-
Flow) throughput.

shows 2 attacks on both servers and workers. In the first attack (Figure 3.5a), the Byzantine

node replaces its reply with random values, whereas, in the second attack (Figure 3.5b), such a

reply is reversed and amplified (multiplied by -100). We train CifarNet with 11 workers and 3

servers (in the case of fault-tolerant algorithms) with 1 Byzantine node from each party. We

run the training for 20 epochs. On the one hand, both the vanilla deployment and the crash–

tolerant deployment fail to learn under both attacks. On the other hand, MSMW manages to

train the model safely and converges to normal, high accuracy.

3.6.6 The Cost of Byzantine Resilience

We show here the computation and the communication costs of Byzantine resilience. We

quantify the overhead of employing GARFIELD–based applications compared to the other

baselines by measuring the throughput while training several models. Essentially, our goal is

to understand the main factors that drive the cost of Byzantine resilience.11 In this section and

without loss of generality, we use ResNet50 as our model (unless otherwise stated). We do not

employ any Byzantine behavior in these experiments as we want to quantify the overhead of

Byzantine resilience in a normal, optimistic environment. Thus, we denote here the number

of declared Byzantine nodes with the number of Byzantine nodes (i.e., fw and fps).

Model dimension. Figure 3.6 depicts the cost of Byzantine resilience in terms of slowdown,

which we define as the throughput of the fault-tolerant systems, normalized to that of the

vanilla baseline in each case. The overhead of crash tolerance ranges from 83% to 537%

on CPUs (7%–286% on GPUs), that of SSMW ranges from 69% to 492% on CPUs (5%–219%

on GPUs), that of MSMW ranges from 88% to 544% on CPUs (14%–292% on GPUs), and

that of decentralized learning ranges from 161% to 1135% on CPUs (24%–429% on GPUs)

compared to the vanilla deployments. More interestingly, compared to the crash–tolerant

deployment, MSMW overhead ranges from 1% to 42% on CPUs (0.1%–22% on GPUs) and

11Note that AGGREGATHOR’s architecture is the same as SSMW. We have only included the results of the latter for
better readability.
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Figure 3.7: GARFIELD’s overhead breakdown.

decentralized learning overhead ranges from 41% to 154% on CPUs (16%–61% on GPUs). It is

evident that CPU–based deployments show higher slowdowns than that of the GPU–based

ones. We attribute that behavior to two reasons: (1) we test with more machines in the first

case, inducing higher communication overhead, and (2) GARs overhead is bigger with CPUs

than with GPUs.

We extract several observations from Figure 3.6. First, the cost of Byzantine resilience, com-

pared to vanilla baselines, is significant (reaches ∼ 12× in the worst case). However, such a cost

is expected (and might be even considered reasonable), noticing the cost of weaker alternatives

(e.g., crash tolerance). Interestingly, the cost of workers’ Byzantine resilience (using SSMW ) is

always less than that of crash tolerance (more clear with big models). Second, ML training,

especially on GPUs, is network–bound: applications that require more communication have

bigger slowdowns. Essentially, communication constitutes more than 75% of the overhead,

whereas robust aggregation accounts for less than 11% (see Figure 3.7). Third, increasing the

model dimension increases the overhead of Byzantine resilience, yet only until a certain point;

after that point, the overhead remains roughly constant even with bigger models. The reason

for that lies in the factors driving such an overhead. With small models, the cost of robust

aggregation is visible (i.e., constitutes a non-negligible chunk of the overhead). Yet, with bigger

models, the communication overhead prevails, which is in O (d) for all deployments.

Overhead breakdown. We pick one instance and take a closer look at all the deployments to

understand the factors affecting their performance. Concretely, we run the same experiment

while training ResNet50, breaking the average latency per iteration for each deployment.

Figure 3.7 depicts the breakdown of the systems overhead when deployed on the CPU–based

cluster. It is hard to decompose communication and the computation time for TensorFlow.

Thus, the blue-and-orange bar denotes the time spent in both of them combined.

We can observe in the figure that the computation time is roughly the same for all applications

(∼ 1.6s). Yet, the communication cost dominates the overhead (ranges from 75% to 86%).
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This makes (1) crash tolerance costly more than Byzantine workers’ tolerance (22% extra

communication), and (2) Byzantine servers’ tolerance costly more than only workers’ tolerance

(42% more communication). Furthermore, we note that the aggregation time in decentralized

learning is two times bigger than that of SSMW due to the extra model aggregation step done

by the former application.
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Figure 3.8: The scalability of GARFIELD with increasing nw .

3.6.7 Scalability of GARFIELD

In this section, we analyze the scalability of multiple training applications with a different

number of workers, Byzantine workers, and Byzantine servers.

Number of workers. Increasing the number of workers (nw ), and hence increasing the ef-

fective batch size, is crucial for scaling distributed ML applications. Figure 3.8 depicts the

scalability of GARFIELD–based applications while training CifarNet on CPUs (Figure 3.8a) and

ResNet50 on GPUs (Figure 3.8b). In this figure, throughput is measured in batches/sec rather

than updates/sec since employing more workers allows for increasing the number of batches

processed per iteration.

Figure 3.8a shows that SSMW outperforms AGGREGATHOR. This happens arguably due to the

optimizations we include in GARFIELD in addition to using a newer version of TensorFlow.

We draw three main observations from Figure 3.8. First, all systems scale by employing more

workers (except the decentralized learning application), with around one order of magnitude

higher throughput with GPUs compared to CPUs. Second, the throughput gap between the

vanilla deployments and the fault-tolerant deployments increases with increasing nw , keeping

the slowdown introduced by SSMW, MSMW , and crash–tolerant almost constant. Third, the

scalability of MSMW is almost as good as that of the crash–tolerant deployment and the

difference in throughput with increasing nw is almost constant. This shows that complete

Byzantine resilience does not harm scalability compared to crash resilience.

To understand why decentralized learning does not scale, we focus on its communication

overhead with different number of nodes (n) and model dimension (d). Figure 3.9 shows
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Figure 3.9: Communication time of decentralized learning and vanilla baseline (deployed on
GPUs) with n and d .

the communication latency of decentralized learning and vanilla baseline (PyTorch in this

experiment) with different values of n (with d = 106) and d (with n = 6). It is evident that

increasing d saturates the bandwidth quickly and increase the communication time linearly

for both systems (Figure 3.9b). Yet, the scalability issue of decentralized learning appears

in Figure 3.9a, where the communication time increases drastically (i.e., quadratically) for

decentralized learning while only linearly with the vanilla competitor. Basically, decentralized

learning requires O (n2) messages per round while the vanilla deployments require only O (n)

messages per round. Note that the all-to-all communication in decentralized learning is

crucial to achieve Byzantine resilience.
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Figure 3.10: The scalability of GARFIELD with fw and fps .

Number of Byzantine workers. In general, practitioners deploy multiple workers to distribute

the heavy load of training to multiple machines (rather than for fault tolerance). In this sense,

increasing the number of Byzantine workers ( fw ) does not call for increasing the total number

of workers (nw ), as long as the inequality relates fw to nw (according to the used Byzantine-

resilient algorithm) holds. In this experiment (in Figure 3.10a), we fix nw and hence, fixing

the effective batch size in all cases. Fixing nw results in a fixed communication cost in all

cases, making the throughput almost the same even with increasing fw . The same results are
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confirmed with both frameworks, with a slight superiority of PyTorch to TensorFlow.

Number of Byzantine servers. We replicate the server in the first place to tolerate Byzantine

servers. Therefore, increasing the number of Byzantine servers ( fps) calls for increasing the

number of server replicas (nps) so as to satisfy the Byzantine resilience condition: nps ≥ 3 fps+1.

Thus, increasing fps introduces new communication links, leading to a throughput drop as

shown in Figure 3.10b. Such a drop is confirmed in the state machine replication (SMR)

literature [114, 3], where the amount of drop (less than 50%) is not significant compared to

what was reported before in the literature [57]. The assumption of 1 faulty parameter server

introduces an overhead of 33% to achieve Byzantine resilience. An interesting fact here is that

increasing fps does not increase the number of iterations required for convergence since the

selected number of gradients with which GARFIELD does the update is constant anyway.

3.7 Related Work

To the best of our knowledge, AGGREGATHOR [60] is the only implementation of a Byzantine

ML system that is prior to our work. AGGREGATHOR relies on two components: the aggregation

layer, which uses Multi–Krum to robustly aggregate workers’ gradients, and the communica-

tion layer, which enables experimenting with lossy networks. Though AGGREGATHOR follows

the shared graph design, it disallows workers to change such a graph to combat any possible

Byzantine behavior.

The design of GARFIELD is fundamentally different from that of AGGREGATHOR: while the latter

is merely a layer on top of TensorFlow, GARFIELD is a standalone library that can be plugged

into different frameworks. Indeed, AGGREGATHOR supports only one architecture, namely

using a single, trusted server with multiple workers in synchronous environments. From those

perspectives, it is not very robust. GARFIELD, on the other hand, can flexibly adapt to different

scenarios, e.g., with multiple server replicas and asynchronous environments.

On the theoretical side, several Byzantine-resilient ML algorithms have been proposed; all

try to mathematically bound the deviation of the aggregated gradient from the correct ones.

Krum [32] employs a median-like aggregation rule. Multi-Krum [60] generalizes the idea by

averaging more gradients to benefit from additional workers. Bulyan [72] addresses an attack

that can trick some Byzantine-resilient algorithms by having them converge to a stable yet

faulty state. Different variants of robust mean-based algorithms under different assump-

tions and scenarios were considered in [252, 270]. Kardam [61] uses filtering mechanisms to

achieve Byzantine resilience in an asynchronous training setup. Zeno [253] and Zeno++ [258]

achieve Byzantine resilience using a performance-based ranking approach in synchronous

and asynchronous settings respectively. Draco [47] uses a coding scheme to restore correct

gradients using redundant computations. Detox [207] extends this idea by combining coding

schemes with robust aggregation to hit the sweet spot in the resilience–optimality spectrum.

ByzSGD [70, 71] shows how to combine robust GARs to tolerate Byzantine servers too. In
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particular, it replicates the parameter server on multiple machines while letting them com-

municate to limit the divergence among their model states. ByRDiE [268] and BRIDGE [267]

combine robust aggregation with performance-based ranking to achieve Byzantine resilience

in the decentralized settings.

While such proposals shaped the literature of Byzantine-resilient ML, they only remain theoret-

ical (i.e., without a deeper look at the very practical costs of such solutions). GARFIELD closes

this gap by providing a tool to practically build these solutions. GARFIELD uses robust aggrega-

tion and already implements many of the mentioned GARs. GARFIELD can straightforwardly

include the other ones with minimal coding effort.

The problem of tolerating benign (i.e., crash) failures of parameter vectors was also addressed

in the literature. Qiao et al. [202] leverage the self-correcting behavior of SGD to tolerate

such failures. Other proposals addressed the problem of making the parameter server crash-

resilient [158, 51] using Paxos [149]. Others rely on checkpoints or live replication [1] of the

parameter server. However, we believe that extending those tools to the Byzantine context

would be prohibitive.

3.8 Concluding Remarks

This chapter presented GARFIELD, a library to build Byzantine machine learning (ML) ap-

plications on top of popular frameworks such as TensorFlow and PyTorch while achieving

transparency: applications developed with either framework do not need to change their

interfaces to be made Byzantine-resilient. GARFIELD supports multiple statistically-robust

gradient aggregation rules (GARs), which can be combined in various ways for different re-

silience properties. In some situations, GARs fail to ensure Byzantine resilience when the

underlying assumption on a bounded variance is not satisfied [25]. Yet, several techniques

were proposed for variance reduction, e.g., [243, 12, 192], which help restore the resilience

guarantees of such GARs. Such techniques can be added seamlessly to GARFIELD without

affecting its throughput performance. In the same vein, we believe GARFIELD could be also

used to implement applications that combine privacy and security properties with Byzan-

tine resilience as in [106, 181]. Indeed, any protocol that relies on exchanging replies and

aggregating them in some robust manner, e.g., [77], can be implemented with GARFIELD.

Our code is open-sourced and available at [96]. Our evaluation of GARFIELD (using three

Byzantine ML applications) showed that Byzantine resilience, unlike crash resilience, induces

an inherent loss in the final accuracy and that the throughput overhead of Byzantine resilience

is moderate compared to crash resilience. Furthermore, we showed that (1) the Byzantine

resilience overhead comes more from communication than from aggregation and that (2)

the overhead of tolerating Byzantine servers is much more than that of tolerating Byzantine

workers.
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4 Elasticity is All You Need

In this chapter, we consider training in a datacenter, where typically, we have various train-

ing tasks (with heterogeneous workloads) that need to run on a shared cluster of limited

resources. We resolve the fierce resource contention with elasticity: giving training tasks differ-

ent amounts of resources throughout their lifetime. We present an Elastic Resource Allocator

(ERA) for optimizing resource utilization on shared deep learning clusters. ERA is elastic in

two dimensions: (1) it scales jobs up and down, i.e., by adding or removing resources to or from

the running jobs, and (2) it dynamically changes the per–GPU batch size, at will, to control

the GPU utilization. The goal of ERA is to (a) maximize the number of concurrently running

jobs and (b) to achieve good job–level and cluster–level performance, such as maximizing the

average throughput and minimizing the average job completion time.

4.1 Introduction

We consider the training of deep learning (DL) applications in a datacenter. Training DL tasks

(also called jobs) demands a significant amount of computing, memory, storage, and network

resources [88, 125]. Nowadays, datacenters serve these tasks, including long-running training

tasks [123], on shared clusters of a limited number of resources.

In the past few years, the research community has explored different strategies for resource

allocation, aiming for high cluster utilization [251], fairness [90], and overall users’ happi-

ness [196]. Such proposals assume that the requested resources are fixed throughout the

training. This rigid approach is a road-blocker against optimal performance and resource

utilization. On the one hand, having many users’ requests leads to longer queuing delays.

On the other hand, having a few of them leads to resource underutilization. For machine

learning practitioners, it is not always easy to anticipate the optimal number of machines

and the best batch size [26]. In addition, the best parameters for resource utilization typically

depend on the allocated hardware in the cluster, which the users do not know in advance.

To capture this problem, we conduct the following experiment (see Figure 4.1). We measure

the cluster utilization (i.e., the percentage of active GPUs to the total number of available
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Figure 4.1: Cluster and resource utilization with a non–elastic solution. We submit 15 training
tasks to a 64–GPU cluster with a mean arrival time of 4 minutes, following the Poisson distri-
bution.

GPUs in the cluster) and the average GPU memory utilization (as reported by nvidia-smi1)

while submitting 15 training tasks to a 64–GPU cluster. Tasks submission schedule follows the

Poisson distribution with a mean arrival time of 4 minutes. Figure 4.1a shows that the cluster

utilization is upper–bounded by 45%, and Figure 4.1b shows that the average GPU memory

utilization peak is only 60%.

Our key to resolving this underutilization is to allow DL training jobs to be elastic, i.e., assign a

different number of machines to training tasks throughout training time. Such elasticity of

DL training has been recently examined, e.g., in [190, 115]. Though these approaches achieve

some gains, they are limited in a few aspects. For example, Autoscaler [190] focuses only

on scaling a single job without looking at cluster utilization or maximizing the number of

concurrently running jobs. AFS-L and AFS-P (described in [115]) ignore the utilization level of

the individual GPUs when making scaling decisions. Moreover, AFS-L assumes the knowledge

of the remaining time for job completion, which might not be practical in some cases. Further-

more, all these approaches apply only horizontal scaling, ignoring scaling the per–machine

batch size (also called local batch size), which we found crucial for optimal performance.

We present ERA: an Elastic Resource Allocator for multi-tenant DL clusters. ERA provides

elasticity in two dimensions: the number of machines (also called workers) contributing to

training and the per-machine batch size, hereafter, batch size. ERA scales up jobs that benefit

from having more resources and scales down jobs to maximize the number of concurrently

running jobs on the cluster while being fair to all jobs. Interestingly, ERA does not require any

prior information on the workload or the remaining time for jobs to terminate. Furthermore,

ERA detects the underutilization of GPU processing cycles and memory and scales the batch

size accordingly. Thus, a user does not need to adjust their training script based on the target

hardware as ERA takes care of that seamlessly. Our insight here is that scaling the batch

size improves the computation efficiency (by maximizing the utilization of the GPUs) and

1https://developer.nvidia.com/nvidia-system-management-interface
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hence, mitigates the communication overhead resulting from scaling; this opens the door

for even more rewarding horizontal scaling and hence, improved performance. Notably,

changing the batch size might alter the convergence behavior [271]. This fact forced some

elastic solutions to keep the global batch size fixed while scaling [22]. To mitigate this, we take

two design decisions. First, we allow users to specify a maximum global batch size that ERA

can use for their jobs. Second, we scale the learning rate linearly should the global batch size

(i.e., the aggregate batch size used by all workers) change to preserve the noise scale and the

convergence behavior [226, 219]. ERA takes decisions dynamically in the middle of training,

i.e., not at fixed events such as job arrival or departure.

ERA works as follows. ERA periodically polls the running jobs for the latest application–level

and cluster–level measurements. Meanwhile, ERA monitors the incoming requests that need

to be scheduled on the cluster. Given these inputs, ERA finds the optimal share for each

job. Specifically, ERA solves an integer non-linear optimization problem (INLP), seeking the

optimal resource allocation plan. ERA aims at maximizing (a) the number of parallel running

jobs, (b) the average throughput of all jobs, and (c) the cluster utilization (i.e., minimizing

the number of idle machines) while minimizing the overhead of frequent scaling (to avoid

thrashing [251]). We address this non-linear problem using a substitution trick: we introduce

an auxiliary decision variable and two additional constraints to address the non-linearity of

the problem. In addition, ERA follows a thresholding technique to increase the batch size

should it detect an individual GPU underutilization. ERA also detects out-of-memory (OOM)

errors and adapts the batch size accordingly in this case.

We implemented ERA as a Kubernetes (K8s) operator [277] to be seamlessly compatible with

K8s [41], a widely-used container orchestration platform. We use elasticJob [200] to encapsu-

late users’ requests, which should be written with PyTorch [193]. We use PyTorch-elastic [199]

and its K8s controller to apply the elasticity decisions of ERA. We use ConfigMaps [144] as a

side-channel between ERA and the running jobs to communicate the batch size change events.

We evaluate ERA on a shared 64–GPU cluster. Our training tasks span two domains: image

classification and language modeling. In the first domain, we train various models with

ImageNet [66] while we fine-tune BERT [132] in the second one. We compare ERA to a vanilla

baseline with no elasticity (denoted as Static) in addition to two state-of-the-art systems that

use elasticity: Autoscaler and AFS-P.

We show that ERA reduces the average job completion time (JCT) by 2.5×, 2.1×, and 2×
compared to Static, Autoscaler, and AFS-P, respectively, with up to 60 jobs. In the same vein,

ERA reduces the makespan by 1.9×, 1.56×, and 1.76× compared to Static, Autoscaler, and

AFS-P baselines, respectively. In terms of throughput, jobs managed by ERA can process, on

average, around 3000 samples/second, whereas AFS-P, Autoscaler, and Static can process only

1500, 600, and 500 samples/second, respectively. ERA also boosts the average GPU compute

and memory utilization by up to 25%. Finally, we show that the scaling decisions of ERA do

not affect the convergence behavior compared to Static: jobs managed by ERA can converge,
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to the same accuracy, faster than Static.

Our experiments also give further interesting observations on elasticity. For example, we

observe that elastic systems can converge to the same JCT regardless of the initial number of

starting workers (i.e., if the user is not an expert, elastic systems can choose the best number of

machines to use for them). Furthermore, we noticed that horizontal scaling alone might lead to

worse GPU utilization (even compared to Static) because the communication overhead (results

from scaling up) could outweigh the benefit of the scaling. Notably, our two-dimensional (2D)

scaling does not fall into this trap.

To summarize, our contribution is three-fold. 1. We design ERA, a 2D scaling algorithm

through which we show that scaling the batch size is crucial for optimal performance. 2. We

integrate ERA with K8s, a state-of-the-art container orchestration platform. 3. We show, using

real-world scenarios, that ERA outperforms the state-of-the-art elastic systems.

4.2 Background

4.2.1 Elastic Distributed Learning

As given in Section 2.3, data distribution, as well as training, is either orchestrated by a central

server [156] or in a decentralized manner [195]. We use the latter approach, in which case

the algorithm works as follows. Each machine contributing to training (also called a worker)

possesses a local model copy and partial data. Each worker first estimates a gradient using

a data batch, which is then used to update the model. As we consider synchronous training,

workers synchronize their models after each iteration. Essentially, workers aggregate their

updated models (from each other), typically by averaging them, to obtain the new model.

The summation of the sizes of the batches used by all workers is called the global batch

size. Increasing the number of workers decreases the processing load for each of them. The

question now is: should the global batch size change with changing the number of workers?

On the one hand, fixing the global batch size (by changing the local batch size linearly) ensures

the same convergence behavior regardless of the number of workers and thus, promotes

reproducibility [22]. On the other hand, changing the global batch size (by fixing the local

batch size) preserves resource utilization but might affect the convergence behavior [219].

To mitigate this probable change in convergence, some approaches suggested scaling the

learning rate with the batch size [226, 129].

4.2.2 Deep Learning Scheduling

There has been increasing attention recently to scheduling strategies for DL workloads in

shared clusters. The problem statement is as follows. Consider a fixed set of resources and

multiple training requests. The goal is to assign the resources to the requests while minimizing

the average job competition time (JCT). Previous approaches examined different strategies
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such as prioritizing short jobs [218], prioritizing efficient jobs [115], or prioritizing jobs with

the lowest memory fragmentation [279]. Scheduling techniques also included time-slicing of

resources [251], task migration [90], packing tasks on GPUs [279], and load balancing [196].

4.2.3 PyTorch–elastic and ElasticJob

PyTorch–elastic [199], an engine offered by PyTorch [193], is elastic in the sense that it allows

distributed applications to use a varying number of workers throughout training. It also

helps tolerate worker crashes and network omissions. PyTorch–elastic stores the state of the

running jobs in a persistent key-value store, e.g., etcd. Before starting training, workers elect

a master for the job. The master address is then stored in etcd so that it can be found later

by other workers joining the job. Workers then try to connect to each other. If this step fails

within a pre-defined time window, workers elect another master and start over. This process is

called rendezvous. In the case of failure or scaling (up or down), workers restart and initiate a

new rendezvous. It is then the responsibility of the training script to checkpoint the training

progress regularly to avoid losing it in the event of failure or scaling.

ElasticJob [200] is a Kubernetes custom resource2 for elasticity. Users can use elasticJob to

describe their training task and then adjust the resources allocated to it. Precisely, elasticJob

provides an interface for users to define the main elasticity characteristics of their job such as

a range (mi n,max) on the number of workers. ElasticJob also exposes replicaSpecs, which

describes the specifications of each worker encapsulated in a container. For instance, within

replicaSpecs, the user can define limits on the number of CPU cores and the memory required

for their job and can also pass custom environment variables to the training task.

4.3 The ERA Design

4.3.1 Overview

ERA dynamically allocates resources to DL tasks in shared clusters. Due to its wide adoption in

DL training platforms, we integrate ERA with Kubernetes (K8s) [41], a container orchestration

platform that can efficiently manage multiple applications in shared clusters. We envision

that the cluster operator would run ERA with the goal of improving the cluster utilization and

the users’ experience (by allowing their workloads to run faster).

In this chapter, we only consider GPUs while solving the resource allocation problem. The

main ideas of ERA can also be applied to other resources such as CPU cores and memory. For

simplicity, we assume homogeneous clusters: all GPUs in the cluster have the same specifica-

tions, and the network latency is also homogeneous for all machines. In addition, we focus on

synchronous training. ERA does not require any prior information about the workloads (i.e.,

datasets and models used), the convergence behavior, or the training hyperparameters. ERA

2https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/

49

https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/


Chapter 4. Elasticity is All You Need

Figure 4.2: The resource allocation architecture. The ERA component, highlighted in green, is
our main contribution.

also does not require an estimation of the remaining time for job completion.

ERA controls jobs by adjusting their specifications dynamically while respecting the minimum

and maximum values provided by the users. ERA communicates with each job through a

K8s ConfigMap, initially created by the user. Each ConfigMap includes the batch size, the

maximum allowed batch size, and a timestamp of the latest modification to the batch size

event. Each worker then has to mount a ConfigMap to its volume.

4.3.2 Architecture

Figure 4.2 depicts the architecture of our resource allocation system. At a high level, users

submit their requests by creating elasticJobs, which eventually run on one or more pods.3 In

this section, we explain the main components shown in Figure 4.2.

Kube API server. The Kube API server is the entry point to any request submitted to the K8s

cluster. In addition to serving users’ requests, the API server also serves in-cluster requests,

which we describe later. The server typically receives an elasticJob request, parses it, and

stores a job entry in an etcd server. When requested, the API server sends the stored job entry

to the elasticJob controller to be deployed. The API server also replies to ERA’s requests about

the cluster state, the number of waiting jobs to be scheduled, jobs’ metadata, and jobs’ states

3A pod is a unit of computation in Kubernetes. In our case, 1 pod is equivalent to 1 GPU. Furthermore, 1 worker
is 1 GPU.
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(i.e., running, succeeded, or failed). In addition, when ERA takes a scaling decision, it sends a

request to the API server, which serves such a request, passing it to the appropriate entity.

ElasticJob controller. We use a K8s controller that is provided by PyTorch–elastic [200], which

is responsible for managing the elasticJobs that are running in the cluster. This entails creating

a K8s pod for each worker, which in turn hosts a container with the corresponding specifica-

tions requested by the user. In the case of a scaling request, the controller communicates the

new setup to the elastic engine in order to apply the requested scaling decision. For instance,

in the case of scaling up, the controller creates a new pod (with the requested specifications)

and makes it available to the elastic engine to add the new worker. The controller also monitors

the state of the running pods and changes such a state when applicable.

ERA. This component is the main contribution of our system. ERA is responsible for two main

things: (1) monitoring the running jobs for application-level and cluster-level measurements,

and (2) scaling jobs in two dimensions: the number of running workers (i.e., horizontal scaling)

and the per–worker batch size. Scaling in both dimensions is orthogonal, i.e., one job can

scale horizontally without scaling the batch size and vice versa. Note that scaling in either

dimension scales the global batch size, unlike recent approaches, e.g., [22]. To keep the same

convergence behavior expected by the user, ERA scales the learning rate with either scaling

type. We show in Section 4.5 that this reaction practically preserves convergence, following

the theoretical guarantees [226] given by that approach as well.

Regarding the first task, ERA periodically monitors (a) the cluster for cluster-specific measure-

ments such as the number of active and idle GPUs and (b) the pods associated with each job

for application-specific measurements such as training throughput or the number of executed

training steps. Each application-specific measurement is averaged4 over all the pods associ-

ated with the job. ERA uses these measurements to take scaling decisions, as we describe later.

Notably, ERA does not run a synchronized clock for all jobs. Hence, the measurement time

could differ from one job to another. For fairness, the period between measurements (i.e., the

frequency of taking measurements) is fixed to a constant across all jobs.

For its second task (i.e., taking scaling decisions), ERA comprises two components, one for

each dimension of scaling. The first one is the horizontal scaler. ERA scales the number of

workers based on three inputs: throughput, cluster utilization, and scaling overhead. To take

these factors into account and to find the optimal allocation plan, ERA solves the following

optimization problem:

4Median would be more robust in heterogeneous clusters.
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max
∑

j∈J

e j (n j )×∆ j −γ j ×
∣∣∆ j

∣∣
s.t. ∀ j∈J mi n j ≤ n j +∆ j ≤ max j∑

j∈J

n j +∆ j = min

(
Gtot al ,

∑
j∈J

max j

)
∀ j∈J ∆ j ∈Z,

(4.1)

where J is the set of all running jobs, e j is the scaling efficiency score (see Equation 4.2 below)

of job j ,∆ j is the change in the number of pods (i.e., the decision variables of the optimization

problem), γ j is the penalty for scaling job j (up or down), typically to reduce the scaling

overhead, mi n j and max j are the minimum and the maximum number of workers requested

by the user for their job j , n j is the current number of pods assigned to job j , and Gtot al is the

total number of GPUs available in the cluster.

The scaling efficiency term (e j (n j )) describes how well a job would benefit from additional

resources. It is defined as follows:

e j (n j ) = t j (n j )

n j × t j (1)
, (4.2)

where t j (n j ) is the expected throughput of job j with n j workers. It is important to note that

the function t j differs from one job to another. In other words, the scaling efficiency in our

design is a job–specific metric, where each job has its own function for scaling efficiency. To

get a robust throughput measurement, ERA takes the previous measurements into account to

compute the function t j . Precisely, ERA builds a linear model using the history of throughput

measurements and then uses that model to estimate throughput with any value for n j . Notably,

our model takes all previous throughput measurements, even without excluding the old

measurements. Our experiments show that this linear scaling approach, though simple, is very

accurate practically for throughput estimation. Note that ERA prioritizes efficient jobs, which

might come at the expense of fairness. Typically, inefficient jobs are given fewer resources than

the efficient ones, according to Equation 4.1. Yet, this decision promotes cluster utilization

and overall performance in terms of throughput and job completion time. Our rationale is

that training workloads are not similar in their characteristics, and hence giving a fair share to

each job would lead to suboptimal performance.

Scaling jobs too often can lead to thrashing [251, 115], in which a job cannot readily progress

due to frequent stopping for scaling. To reduce the probability of facing this issue, we penalize

each job with the term γ j in the objective function. Not surprisingly, γ j is a function of the

number of times of scaling j (up or down) so far, which we denote by s j . To put this number

in context, we compare it to the total number of scaling rounds that took place (denoted by s).

Precisely, we have γ j = s j

s .

Our optimization problem (Equation 4.1) is non-linear due to the absolute value in the ob-
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jective function. This non-linearity makes the problem intractable. We follow a substitution

trick to make it tractable. Specifically, we replace
∣∣∆ j

∣∣ with a new variable y j in the objective

function, and we add the following constraints:

∀ j∈J y j ≥∆ j ,

∀ j∈J y j ≥−∆ j .
(4.3)

Both constraints ensure that y j =
∣∣∆ j

∣∣. We use the PuLP [178] to solve this linear problem.

The solution to the optimization problem results in the optimal values for ∆ j , which denote

the optimal changes in the number of workers for each job j . To apply the changes, ERA sends

an allocation update to the API server, which in turn asks the elasticJob controller to update

the cluster state. Note that ERA solves this optimization problem periodically. The operator

determines the period between decisions. In our experiments, we solve this optimization

problem (and hence take a scaling decision) every 4 minutes.

The second scaling component of ERA is the batch size scaler. Scaling in this dimension

is performed independently for each job because there is no competition between jobs on

resources.5 To take a scheduling decision, ERA compares the individual resource utilization

(i.e., the GPU utilization and the GPU memory utilization) to pre-defined thresholds. If the

utilization is less than the threshold, ERA scales up the batch size (specifically by doubling

it), passing the new value to the application through the corresponding ConfigMap. If the

new batch size leads to an out-of-memory (OOM) error, the application reduces the allowed

maximum batch size and notifies ERA to prevent that situation from happening again. Given

our algorithm, the minimum batch size that can be used is the one requested by the user in

the original configuration.

Notably, choosing the thresholds is a crucial step in our algorithm. Such choices should

depend on the expected workloads and the hardware. Hence, we envision these thresholds to

be chosen by the operator. In our experiments, we chose the threshold values based on some

experiments to strike a tradeoff between resource utilization and scaling efficiency (given

that there are some workloads that will never be able to hit 100% utilization even with the

maximum possible batch size).

Using the correct ranges for the batch size and the number of workers is crucial. Users set these

ranges based on the application’s nature and behavior (like typical ML hyperparameters). If a

user chooses excessively high or low values for the batch size, the model might get stuck into a

bad local minimum or might take a very long time to converge. Similarly, if a user chooses a

very high value for the minimum number of workers, the application might get stuck in the

queue due to the scarcity of resources. Based on that, these parameters should not affect the

5Note that ERA currently does not support packing multiple jobs on the same GPU. In the future, if this option
is allowed, scaling the batch size of one job can affect the performance of another job (if both jobs run on the same
GPU).
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benefits of ERA as long as the user chooses reasonable ranges (i.e., not adversarial ranges). In

such a case, ERA can then dynamically set the optimal parameters for the user’s job to achieve

the best benefit.

The elastic engine (PyTorch–elastic). When ERA decides to scale a job, it notifies the elastic

engine (passing by the Kube API server and the elasticJob controller) of the change to take

appropriate steps to implement it. For simplicity, we discuss only a scale-up event; similar

steps are taken in scale-down events. In a scale-up event, the engine first reads the current

state of the job from the etcd server and then adds the additional pods (prepared previously by

the controller) to the set of pods assigned to that job. The updated set of workers (hosted on

the pods) then initiates a rendezvous to find each other (see Section 4.2.3). After concluding

successfully, the engine commits the new state to etcd.

Applications. To benefit from ERA, users should include three key components in their

training scripts. First, they have to periodically checkpoint their progress to avoid losing it

during scaling events. The checkpointing frequency controls a resilience-overhead tradeoff:

increasing it improves the tolerance to failures yet also increases the overhead. Second,

applications have to take periodic measurements and make them available to ERA. The

frequency of logging is left to the user to decide. Third, applications should periodically read

the latest batch size from their ConfigMaps and change it accordingly. We allow users to set an

upper bound for the batch size to ensure specific convergence behavior.

4.4 The ERA Implementation

In this section, we give some details about our implementation of ERA. As we use PyTorch–

elastic and its K8s controller [200], we consider applications written in PyTorch.

4.4.1 The Operator

We implemented ERA as a K8s operator [277]. The operator comprises (a) two listeners for

jobs creation and deletion, (b) a background daemon for jobs monitoring, and (c) two handlers

for initialization and cleaning up. When the operator starts, it loads the cluster configuration

and initiates a background thread to take scaling decisions.

When a job starts, ERA collects the necessary state of that job, as we discuss in Section 4.4.2.

On deletion, ERA removes the job from its internal state so as not to be considered in the

upcoming scaling events. In both events, ERA updates the state of the cluster, noting down

the number of idle GPUs. Furthermore, ERA periodically checks for finished jobs, in which

case it releases them from its state.

ERA monitors jobs via separate asyncio events in a daemon. We do this asynchronously for scal-
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ability. ERA periodically polls the pods assigned to each job to read the latest measurements.

Two notes here. First, to read the pod logs, ERA sends a request to the API server, which serves

the request and reads the logs. Second, ERA stores the time of the last measurement to avoid

redundant readings in subsequent iterations, reducing the reading overhead significantly.

4.4.2 State Management

We describe here the state that ERA saves to help take scaling decisions. At a high level, ERA

stores the total number of available GPUs, the number of idle GPUs, and some information

about the running and the incoming not–yet–scheduled jobs. For each job, ERA stores its

specifications, its measurements, and previous scaling decisions. This latter metric is crucial

for computing the scaling overhead, which we consider in our optimization problem, i.e.,

Equation 4.1.

ERA optimizes the storage of measurements as follows. For each job, ERA averages6 the mea-

surements of pods assigned to it. In particular, ERA stores the throughput, training progress,

GPU utilization, and GPU memory utilization. ERA keeps only the freshest measurement for

each reported global batch size. This is crucial to get an up-to-date throughput expectation,

as we discuss later.

In order to save memory and to be able to predict throughput (see Equation 4.2), ERA builds

a model using the throughput measurement history. Essentially, if ERA detects that only

the number of workers has changed so far, it builds a linear model7 with one independent

variable (i.e., the number of workers). If the batch size has also changed, ERA fits a linear

model with two variables instead. Using either model, ERA can compute the scaling efficiency

(Equation 4.2) and generally predict throughput with any number of workers.

4.4.3 Garbage Collection

Some jobs might end up in Error state or partial Error state, i.e., with some pods failing while

the rest are running. Such jobs are considered “Running” by Kubernetes; this might trick ERA

to give pods to these failing jobs while they are not running, wasting the cluster resources.

To mitigate this issue, ERA runs periodic garbage collection to look for such jobs. If a job is in

an Error state, ERA deletes it from its internal state, reclaiming its resources. If the job partially

fails, ERA checks if the number of active workers (up and running) is more than the minimum

number of workers specified by the user. In this case, ERA scales down this job to that number,

forcing the active workers to initiate a new rendezvous and continue training. Otherwise, ERA

considers the job failing and reclaims its resources.

6Note that in the case of the presence of stragglers, averaging will be vulnerable to outliers. As we assume a
homogeneous network and GPUs, we leave this issue to future extensions of our work.

7The relation between the global batch size and the throughput is sometimes not completely linear [219]. Yet,
our experiments showed the linear model is sufficient for most cases.
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4.4.4 Batch Size Synchronization

ERA communicates the scaled batch size to the applications through their ConfigMaps (see

Section 4.3.2). Each worker (hosted on a pod) should then read the new batch size and apply

the change accordingly. We found that K8s does not update the ConfigMaps of all pods syn-

chronously, i.e., different workers might read different values for the batch size simultaneously;

this might lead to an unexpected convergence behavior or long lags in other cases.

To resolve this issue, ERA annotates the batch size change event with a timestamp, which

workers can then read while getting the new batch size. When workers read a new value for

the batch size, they communicate the latest timestamp they read to each other. The worker

with the latest timestamp then broadcasts the up-to-date value of the batch size, restoring the

synchrony of the batch size among all workers.

4.5 Performance Evaluation

We discuss in this section the results of our empirical evaluation of ERA. First, we describe our

testbed, our setup and metrics, and the baselines. Then, we explain the results in detail.

4.5.1 Methodology

Testbed. We use a Kubernetes–managed 64–GPU cluster. Each worker has a dedicated GPU, 5

CPU cores, 64 GiB RAM, and 2×40 Gbps Ethernet.

Metrics. We use the following metrics for evaluation.

1. Average throughput. The average number of processed samples per second over all running

jobs in the cluster.

2. GPU utilization & GPU memory utilization. The average GPU–related metrics for all active

GPUs in the cluster. We use nvidia-smi to measure these metrics, and we set it to read the

average value over the last 5 seconds.

3. Cluster utilization. The ratio of the number of used GPUs to the total number of GPUs in

the cluster.

4. Makespan. The time required to finish all jobs.

5. Average job completion time (JCT). The average time required for one job to finish.

6. Average queuing delay. The average time a job would wait in the queue before running on

the cluster.

Applications. We use 2 DL applications for our evaluation: (a) image classification, training 12

different models, including AlexNet [142], ResNet18 [104], VGG19 [224], and DenseNet121 [111],

using ImageNet [66], and (b) language modeling, fine-tuning BERT [132] using the Wikipedia

dataset. We choose these applications for their wide use in academic and industry settings.
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On each job scheduling event (see below our job schedulers), we randomly choose one appli-

cation from this pool. By default, we use a batch size of 64 for the first application and 8 for

the second one. Unless otherwise stated, we do not set an upper bound for the batch size, and

we use a fixed learning rate throughout the training. We start training with 2 workers and set

the minimum and the maximum number of workers to 1 and 16, respectively. We run training

for a fixed number of epochs. Each worker logs a measurement every 10 iterations.

ERA configuration. The correct settings of ERA are cluster and workload dependent. Using

trial and error, we chose the following setup. ERA monitors jobs every 2 minutes, takes a

decision every 4 minutes, and collects garbage every 4 minutes. We set the GPU compute and

memory utilization thresholds to 85% and 80%, respectively.

Job schedules. We experiment with 3 schedules for each we submit n jobs in total. The

first, denoted by Poisson, submits a job every 4 minutes on average, according to the Poisson

distribution. This job schedule is our proxy to a realistic setup where jobs from different

business teams arrive regularly following a popular distribution. The second, denoted by

All_at_once, submits n jobs once at the beginning. This schedule simulates the submission

of a batch of jobs at once, for example, for hyperparameter tuning or similar tasks. The

third, denoted by Fixed, submits 1 job every 2 minutes. This schedule simulates periodic job

submissions for A/B testing, for instance.

4.5.2 Baselines

We compare ERA to the following baselines.

Static (no elasticity). This is status quo: resource scheduling follows a First-Come-First-

Served policy, and the amount of resources allocated to a job remains fixed throughout

training. If a job arrives and there are no available resources, the job queues until some

resources are freed. Comparing ERA to this baseline highlights the benefits of both horizontal

scaling and batch size scaling.

Autoscaler [190]. Autoscaler scales jobs horizontally based on the expected throughput gain.

It uses a fixed increment per decision. After scaling up, Autoscaler measures throughput. If

throughput has increased, it can further scale up this job in the next round. Autoscaler applies

the same criteria in the case of scaling down: only throughput is taken into consideration.

Note that the value of the fixed increment (or decrement) controls an efficiency–concurrency

tradeoff. Using a large increment (though helps improve throughput) reduces concurrency

(i.e., less number of concurrent tenants can use the cluster), leading to higher makespan and

job completion time. The main influence behind this behavior is the fact that Autoscaler does

not scale down existing jobs to accommodate for waiting jobs in the queue (i.e., it scales down
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Figure 4.3: Microbenchmark experiment: we submit a single job, training ResNet18 using
ImageNet.

a job only if its throughput is degraded). Using a small increment allows for more concurrent

users to use the cluster but also reduces the average throughput of the training jobs. In our

experiments, we set the increment to 4 workers.8

As Autoscaler is not open-sourced, we implemented our version of it. We use PyTorch–elastic as

an elastic engine rather than the elasticity methods described in the original paper. Essentially,

we opt for unifying the underlying elastic engine for a fair comparison. We apply scaling

decisions using the same schedule we use for ERA (i.e., every 4 minutes).

AFS-P [115]. AFS-P also focuses on horizontal scaling, yet unlike Autoscaler, it addresses the

multi-tenant case.9 AFS-P first assigns 1 GPU to each job, which then competes for the rest

of the GPUs (if any). For each additional GPU, AFS-P selects the job with the highest priority

to get it. AFS-P gives priorities to jobs based on their throughput gain in the case of adding

1 GPU. Note that AFS-P does not scale the per-GPU batch size. We have also implemented

AFS-P as it is not open-sourced.

8The original paper has also used an increment of 4 workers.
9[115] also proposed AFS-L, which assumes prior knowledge of the required time to finish a job. As we do not

assume this in ERA, we exclude AFS-L from our baseline set.
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Figure 4.4: The effect of choosing a different number of starting workers, with only 1 job,
training ResNet18 using ImageNet. Based on our configuration, no scaling can happen beyond
16 workers.

4.5.3 Microbenchmark

We start with a microbenchmark experiment, whose results are shown in Figure 4.3. We submit

a single job, training ResNet18 using the ImageNet dataset to the cluster.

Figure 4.3a shows the number of GPUs used throughout the training. Static does the whole

training using 2 GPUs, Autoscaler increases the number of GPUs by 4 in all scaling decisions

(indicating that the job would benefit from more GPUs, up to 16 in total), where both ERA and

AFS-P jump from 2 GPUs to 16 in the first scaling decision. Both systems decide to use 16 GPUs

after 4 minutes, whereas Autoscaler reaches this optimal value after 16 minutes. This delayed

decision is reflected in the average throughput of Autoscaler (see Figure 4.3b): while ERA and

AFS-P can reach more than 6000 samples/second after only a few minutes, Autoscaler lags

behind, reaching slightly less than this value after around 28 minutes. Figure 4.3b shows as

well the poor performance of Static throughout the whole training, which stresses the need for

elasticity during training.

The main benefit of ERA manifests in Figures 4.3c and 4.3d, which show the GPU utilization

and the GPU memory utilization. The main factor that controls both metrics is the batch

size. Figure 4.3c shows that scaling the batch size leads to almost 100% GPU utilization while

the other baselines cannot achieve more than 70%. Figure 4.3d shows up to 60% memory

utilization for ERA, where the other baselines are upper bounded by 20% utilization. This

shows that the two–dimensional scaling of ERA is beneficial in such a case.

Initial number of workers. Our second microbenchmark (Figure 4.4) shows the effect of

choosing different numbers of starting workers. Figure 4.4a shows the average number of

GPUs used throughout the training. Static uses a fixed number of GPUs (equal to the number

of starting workers). The other systems scale this job up, using a larger number of GPUs. As

ERA and AFS-P scale quickly, they report a higher average for the number of active GPUs

than Autoscaler.
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(c) GPU utilization
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(d) GPU memory utilization

Figure 4.5: End-to-end real–life scenario with 100 submitted jobs.

The enhanced cluster utilization benefit is shown in Figure 4.4b, which shows the average

JCT, the defacto standard metric of scheduling efficiency in literature, e.g., in [251, 274, 190].

All systems, except Static, manage to achieve comparable completion times regardless of the

starting number of workers. This is an interesting result because it shows that elastic systems

can converge to the best number of workers even if the starting number (specified by the user)

is sub-optimal. Another takeaway from this figure is that ERA behaves slightly worse than

the other elastic baselines in some cases (including achieving higher job completion time in

Figure 4.3). The main reason is the overhead of batch size scaling. Although such an overhead

is very little (as it only entails re-creating the in-memory data loader), it manifests clearly in

such a small experiment. This overhead is negligible in large–scale experiments, as we show in

Section 4.5.4.

4.5.4 End-to-end Large Experiment

Figure 4.5 shows the results of an end-to-end experiment with 100 jobs submitted to the

cluster according to the Poisson schedule. For a fair comparison, we run each system for a

fixed period: 7 hours. We pose this experiment as a proxy to real scenarios with many requests

(of various workloads) to be served by one shared cluster.

Figure 4.5a shows the average throughput over time. Most of the time, ERA achieves the best

average throughput, followed by AFS-P, then Autoscaler, and finally, Static. ERA’s throughput
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(b) Number of running jobs

Figure 4.6: The actual effect of improving raw performance metrics (e.g., throughput and GPU
utilization) on the rate of finishing jobs.

is the highest because it uses all the available resources, horizontally and vertically, where the

other baselines fail to do so. AFS-P has an advantage over Autoscaler because the former is

designed for multi-tenant clusters, unlike the latter, which looks only at scaling one job.

The average throughput could be misleading in some cases because it might favor a system

that runs 1 job quite well over another system that can accommodate multiple jobs, each

behaving slightly worse. Figure 4.5b depicts the aggregate throughput: the summation of all

running jobs throughput. ERA remains on top of the other baselines. But, both Autoscaler

and Static show more competitive performance than looking only at the average throughput.

We infer then that both systems do a good job in accommodating multiple parallel jobs. The

reason for this behavior is that (1) Static does not scale jobs, leaving the maximum room for

incoming jobs, whereas (2) Autoscaler applies scaling slowly, leaving enough time for the other

jobs to join the cluster without waiting in the queue.

Figure 4.5c shows the average GPU utilization throughout the training. ERA utilizes the GPUs

slightly more (on average) than the other baselines. Notably, we run various jobs with different

workloads, where some jobs utilize the GPU better than others; this leads to fluctuations in

the reported results. Another interesting observation is that AFS-P behaves worse than the

other baselines. When AFS-P increases the number of workers, it increases consequently the

communication overhead. Without scaling up the batch size simultaneously, that overhead

prevails, reducing the GPU utilization. Essentially, since training is synchronous, GPUs wait

for each other to finish their execution before moving to the next training iteration. This result

shows the necessity of scaling the batch size to reap all the benefits of horizontal scaling.

Figure 4.5d shows the average GPU memory occupancy throughout the training. This metric

is largely controlled by the batch size. As ERA is the only system that scales the batch size, it

outperforms the other baselines in almost all cases, maximizing the GPU memory utilization.
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(d) Queuing delay

Figure 4.7: Scalability with a different number of submitted jobs to the cluster. All jobs start at
once at the beginning of the experiment.

A closer look. We take a closer look at the actual benefits of improving the raw performance

metrics like throughput and GPU utilization. We consider the same experiment but with only

15 jobs (see Figure 4.6). We focus on two specific metrics: the number of completed jobs

(Figure 4.6a) and the number of parallel running jobs (Figure 4.6b), both over time.

Figure 4.6a shows that ERA has a higher rate of finishing jobs, which shows, practically, the

benefit of having high throughput and high GPU utilization. Essentially, jobs run faster and

hence, finish first. Figure 4.6b confirms this behavior. Although ERA is the best system to

parallelize jobs, it has the lowest peak in the number of parallel jobs; this happens because

jobs finish faster, even before the other jobs start.

4.5.5 Scalability of ERA

Figure 4.7 conveys the scalability with different numbers of submitted jobs to the cluster. With

64 GPUs available in the cluster, at most 32 jobs can run in parallel (each starting with 2 GPUs);

the remaining jobs should queue until some resources are freed.

Figure 4.7a shows the throughput, averaged over both time and jobs. In general, the elastic

systems behave better than Static in almost all cases. Essentially, they use the idle resources

once they are available, improving their throughput. In the very congested case (with 60 jobs),

there is no clear benefit for elasticity, except with ERA, which achieves roughly double the
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throughput of the other systems. The main reason for this behavior is the batch size scaling,

which enables ERA to improve its throughput further.

Figure 4.7b shows that ERA achieves the lowest average JCT in all cases. With less than 32 jobs,

ERA behaves significantly better because more resources are available in this case. With many

jobs, the benefits of ERA start to fade because resources are consumed even before scaling.

Even in this case, scaling the batch size gives ERA an additional advantage compared to the

other baselines.

Similarly, ERA has the lowest makespan in all cases (Figure 4.7c). Increasing the number of

jobs from 20 to 30 significantly increases the makespan of ERA as, in this case, there are not

many free resources to be used. With more than 30 jobs, ERA still scales better than the other

baselines (noting the rate of increase in makespan with the number of jobs).

Figure 4.7d shows an interesting result, which can be arguably viewed as one downside of

elasticity. It shows that systems that apply aggressive scaling, namely ERA and AFS-P, suffer

from higher queuing delays, especially with a few jobs to serve. As both systems try to use

all the resources in the cluster, the upcoming not-yet-scheduled jobs do not usually find

resources. Although this situation is typically resolved at the next scaling round, arriving

jobs have to queue until that time comes. This effect diminishes with high contention on

resources because jobs have to queue anyway in this case. Furthermore, since the scaling-

aggressive systems can finish jobs faster (see Figure 4.7b), they can quickly free resources for

the queued jobs.

4.5.6 Fixed Job Schedule

Figure 4.8 depicts the results of running 20 jobs following the Fixed schedule, with one job

submitted every 2 minutes. This can be seen as a proxy to cases where the number of jobs

submitted to the cluster spikes, e.g., as in [123]. Figure 4.8a shows that ERA has the highest

rate of finishing jobs with a makespan of about 5000 seconds. The second best is Autoscaler,

which finishes in around 7300 seconds.

Three factors are instrumental in achieving this result. First, ERA maximizes the number of

parallel running jobs. Figure 4.8b highlights this fact: ERA allows the number of running

jobs to jump faster than the other baselines. For instance, ERA increases the number of

running jobs from 5 to 11 in one scaling decision. This parallelization ensures fairness and

improves the JCT and the makespan. Second, the second constraint in its optimization

function (Equation 4.1) guarantees that all the resources in the cluster are always utilized.

Third, ERA maximizes the utilization of the individual GPUs memory, which typically reduces

the time taken to finish jobs. Figure 4.8c depicts this fact, where it shows that by the time the

number of parallel running jobs increases, the average GPU memory utilization also increases,

exceeding 70% in the best case. AFS-P achieves the second-best utilization, which is upper

bounded by 60%. This double scaling (i.e., in two dimensions) gives a significant boost in
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(d) Average Throughput

Figure 4.8: Fixed schedule results: we submit 1 job every 2 minutes.

throughput, as shown in Figure 4.8d.

An interesting observation is the simultaneous drop in throughput (Figure 4.8d) and the GPU

memory utilization (Figure 4.8c) during scaling up (see Figure 4.8b). This happens because

scaling up entails stopping some pods, creating new ones, and letting the pods assigned to the

same job meet to restart training. This process is costly and has a high overhead, which is tied

to PyTorch–elastic (our elastic engine). We speculate that using another elastic engine might

reduce this overhead.

4.5.7 Convergence Comparison

We experiment the effectiveness of ERA’s approach to preserve convergence while scaling.

We submit 1 job, training ResNet18 using ImageNet. We start with 8 workers, a local batch

size of 64, and a learning rate of 0.08. We experiment with 2 bounds for the local batch size:

256 and 1024. The first bound is known to be optimal for training ImageNet [88], whereas

the second bound is intentionally high to show a case of sub-optimal settings. We scale the

learning rate linearly with the batch size, and we use our batch size synchronization technique

(Section 4.4.4). We run training for 80 epochs, and we show the Top-1 accuracy (Figure 4.9a)

and Top-5 accuracy (Figure 4.9b). Note that AFS-P and Autoscaler do not employ specific

techniques to preserve convergence, and they have not reported training accuracy results in

their papers. For this reason, we have excluded them from the baseline set for this experiment.
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Figure 4.9: The convergence of ERA (with 2 maximum batch sizes) compared to Static while
training ResNet18 with ImageNet.

In terms of time, although all systems run for a fixed number of epochs, ERA finishes first as it

can execute training epochs faster thanks to its elasticity. In terms of accuracy, both figures

show that ERA (with B=256) and Static achieve similar convergence behavior, which confirms

that using the correct settings, scaling the learning rate with the batch size can effectively

preserve the target convergence behavior. However, ERA (with B=1024) fails to converge to

the best accuracy, demonstrating that setting an ill-suited maximum batch size can degrade

convergence. Indeed, with a maximum batch size of 1024, training got stuck in a bad local

minimum, and no matter how long the model trains, it does not reach a better value, i.e.,

Figure 4.9 shows the final accuracy at which training converges.

4.6 Related Work

Elastic schedulers. A few papers explored elasticity in running deep learning (DL) work-

loads. Or et al. [190] proposed Autoscaler to scale independent jobs dynamically based on

their throughput. The authors also presented an algorithm to detect and remove stragglers,

which further improves throughput. Hwang et al. [115] proposed AFS-L and AFS-P to improve

the overall throughput of all the jobs in a cluster. The main idea is to prioritize efficient

jobs to short jobs during resource allocation. The authors demonstrated that AFS-L outper-

forms AFS-P, yet the former requires the knowledge of the remaining time for jobs to finish,

unlike the latter. Saxena et al. [217] proposed an autoscaling system tailored for IBM Ffdl

platform [122]. It considers multiple batch sizes (in a range given by the user) for optimal

throughput. Autoscaling scaling decisions are taken only with job completion events (rather

than periodically). Recently, Athlur et al. [22] proposed Varuna, an elastic system to train

massive deep learning models on commodity GPUs and networking using a combination of

data and model parallelism. Varuna’s goal is different from the other schedulers as it aims

at running huge workloads on inexpensive hardware. It does that by running training on

spot VMs and adapting the local batch size to the available memory. Yet, Varuna keeps the

global batch size constant despite the number of machines running training. In summary,
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ERA differs from these works in 3 aspects: (a) it improves the individual GPU utilization (by

scaling the batch size), (b) it maximizes the number of parallel running jobs (by scaling down

the running jobs and making room for the waiting no-yet-scheduled jobs), and (c) it does not

require knowledge on the workload nor the remaining time for jobs’ completion.

Non-elastic schedulers. DL scheduling was extensively studied in the past few years. Xiao et

el. [251] proposed Gandiva, whose main idea is to utilize the intra-job predictability to (a) time-

slice GPUs and (b) migrate jobs to better-fit GPUs for better cluster efficiency. Peng et al. [196]

presented Optimus, which uses online resource-performance models to predict convergence

during training. Using such predictions, Optimus allocates resources to DL tasks to minimize

JCT. Gu et al. [90] proposed Tiresias, which relies on two algorithms for job scheduling and

placement to reduce JCT. Tiresias also uses prior from previous jobs to predict the training

time of running jobs. HiveD [279] focuses on a different aspect of the problem: sharing GPUs

safely and efficiently. HiveD proposed a hierarchical logical structure of the cluster. The

authors showed this minimizes fragmentation and queuing delays and maximizes resource

utilization. Salus [274] presented two primitives, job switching and memory sharing, which

achieve low memory fragmentation, high average throughput, and low JCT. The authors used

such primitives to build different sharing policies. Themis [169] uses a two-level scheduling

architecture in which training tasks contribute to an auction, run by a central arbiter, to

compete for the resources. It explores the tradeoff between fairness and efficiency: it promises

efficiency in the short term but fairness among all tasks in the long run. All these proposals are

orthogonal to ERA, whose goal is to explore the benefits of elasticity in solving the resource

allocation problem.

System support for elasticity. We now discuss papers that provide system support for elastic-

ity, i.e., to apply actual scaling of jobs on the ground. Qiao et al. [201] proposed Litz to support

elasticity in the parameter server architecture. Litz relies on three principles: stateful workers,

model scheduling, and relaxed consistency. The authors showed that Litz scales jobs efficiently

and with minimal overhead. Mai et al. [170] proposed KungFu, a general approach to scale

learning in different aspects. KungFu provides APIs to monitor and adapt hyperparameters,

including the batch size, the learning rate, and the number of workers. KungFu achieves this

by defining adaptation policies (APs), which can be embedded inside the dataflow graph of the

training task. Xie et al. [259] proposed Elan, which relies on multiple techniques that promote

elasticity efficiency, such as concurrent IO-free replication, faster communication with RDMA,

and topology-aware communication. Like ERA, Elan scales the learning rate linearly with the

batch size for preserved convergence. Wu et al. [249] proposed EDL, a leader–based system

that provides elasticity APIs for popular ML frameworks like TensorFlow [1] and PyTorch. EDL

incorporates techniques to reduce scaling overhead like stop-free scaling and dynamic data

pipeline. ERA uses PyTorch–elastic [199] as its underlying engine, and ERA can be integrated

with any of these elastic engines.
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Scaling the batch size. Few papers looked at the benefits of scaling up the global batch size

(which could be seen as equivalent to scaling up the number of workers) to distributed training.

Such papers looked at theoretical guarantees and practical benefits of increasing the batch

size on convergence. In [226, 227], Smith et al. explained how the batch size affects noise

scale, which in turn affects the trained model accuracy. The main conclusion of these works

is that increasing the batch size is equivalent to (in terms of accuracy) decaying the learning

rate, which is a successful common practice in many algorithms. In addition, the authors

showed that increasing the batch size is more desirable as it achieves faster convergence (w.r.t.

time) compared to decaying the learning rate. Shallue et al. systematically and empirically

explored the benefits of increasing the batch size on convergence [219]. They showed there

is no one-size-fits-all rule for such an issue and that such behavior is workload and hyper-

parameters dependent. In general, they showed that increasing the batch size can lead to

faster convergence, but only to some limit, after which the benefits of increasing the batch

size diminish. We used this insight while designing ERA essentially by allowing the user to

choose an upper bound on the batch size to be used for training.

Scaling the learning rate. Some papers studied how to change the learning rate by scaling the

batch size. Lin et al. [164] proposed a simple linear scaling for the effective learning rate, which

captures both the learning rate and the momentum coefficient. The authors showed how their

scaling rule improves both training and validation accuracy, especially in the case of abruptly

changing the batch size in the middle of training. Johnson et al. proposed AdaScale [129],

which scales the learning rate based on the variance reduction that accompanies the increase

in the batch size. The authors showed that in some cases, this scaling rule is more beneficial

than the simplistic linear scaling. In a related line of research, Jin et al. proposed AutoLRS [128],

an optimization method to automatically tune the learning rate in the middle of training to

minimize the validation loss. AutoLRS periodically uses Bayesian optimization to predict the

best learning rate for the next group of learning iterations. ERA can use this approach to

achieve the best accuracy despite scaling the batch size. Although ERA uses linear scaling

of the learning rate, its design allows for replacing that approach with a more complex one,

incurring only a little engineering overhead.

4.7 Concluding Remarks

In this chapter, we presented ERA, an Elastic Resource Allocator for multi-tenant deep learn-

ing clusters, which are typically used in today’s datacenters. Essentially, ERA scales in two

dimensions: the number of workers contributing to training and the per-worker batch size.

ERA is dynamic: it scales jobs in the middle of training while not requiring any prior informa-

tion on the workloads nor their convergence behavior. We integrated ERA with Kubernetes

and PyTorch–elastic, and we evaluated ERA with a 64–GPU cluster. We showed that ERA

improves throughput and resource utilization while minimizing the average job completion

time compared to two state-of-the-art baselines.
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5 Cloud Object Stores for Faster Trans-
fer Learning

In this chapter, we consider training in the cloud, where there are typically two independent

tiers: cloud object store (COS) and compute. Traditionally, the COS’s job is only to store

data while all the computation happens on the compute tier. Nowadays, the computational

capabilities of the COS are significantly increasing. Yet, fundamental constraints remain:

the cloud network to the compute tier remains a bottleneck, and the COS computational

resources remain at a premium, despite the upgrade because they only complement the

compute tier and not replace it.

We identify transfer learning (TL) as an important class of applications that can naturally

fit today’s augmented COS. TL comprises two phases: pre-training and fine-tuning. We

consider the latter phase in this chapter, and we refer to it as TL. We show how to leverage the

unique structure of TL, a combination of feature extraction and training, to flexibly bypass

the aforementioned constraints and improve both client and operator-centric metrics. The

key to both is to mitigate the network bottleneck by carefully splitting the TL application

such that feature extraction is, partially or entirely, executed next to storage. Such splitting

additionally decouples the requirements of the two computational phases, enabling increased

concurrency inside the COS while avoiding out-of-memory errors via storage-side batch

size adaptation. Guided by these insights, we present HAPI, a processing system for TL that

spans the compute and the COS tiers, enabling significant improvements while remaining

transparent to the user.

5.1 Introduction

Disaggregated cloud object stores (COS) have become fundamental to the cloud’s scalability

and cost-effectiveness. All major cloud providers offer this popular service (e.g., Amazon

S3 [13], Google Cloud Storage [86], Azure Blob Storage [43]). For several years, COS have also

included limited computational capabilities. For example, since 2017, users can run a limited

subset of SQL queries next to storage via Amazon S3 Select [266, 275]. Such compute pushdown

can significantly improve performance by reducing the amount of data sent between the COS
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and the compute tier.

Current and future capabilities of the COS. Very recently, the COS’s computational capa-

bilities have seen considerable upgrades. Amazon S3 Lambda [15] can now run user-defined

functions next to storage, significantly expanding the scope of the computations that can be

pushed down. In addition, users can perform more complex tasks such as image processing

inside the COS [56]. Augmenting the COS with GPUs is the natural next step because GPU

bandwidth has long exceeded storage and network bandwidth [155]. Concerned about the stor-

age/network bottleneck, Nvidia is actively expanding its AI stack to include high-performance

storage. Nvidia acquired Excelero1 (creators of NVMesh, which shares NVMe drives across

networks) and SwiftStack2 (OpenStack Swift [189] maintainer) and developed GPUDirect Stor-

age [117, 187] (direct data path between local/remote storage and GPU). Furthermore, cloud

providers are even starting to include GPUs inside the COS [116]. Nevertheless, the same

fundamental constraints remain: the network between the COS and the compute tier is the

bottleneck [137, 198], and the computational resources inside the COS remain limited, despite

the upgrade because they are only expected to complement the compute tier rather than

replace it. Notably, this new trend does not contrast with resource disaggregation because

it does not remove the barrier between the storage and the compute, i.e., we expect to have

independent computing resources to do the main computations.

In light of this trend and constraints, it is important to identify the applications that can most

benefit from today’s augmented COS to improve client-perceived metrics. Equally important

is to identify opportunities for the cloud operator to navigate the compounded operational

challenges to improve operator-level performance metrics like application throughput and

resource utilization. Following the theme of this thesis, we tackle this challenge with a focus on

machine learning (ML) applications. Larger and larger ML datasets are stored in the COS [21],

making ML applications a logical target to try to run next to storage.

We identify transfer learning (TL)3 as a natural fit for today’s augmented COS. TL is an in-

creasingly important area of ML that allows knowledge in one task to be reused in a different

but related task [246]. The importance of TL is evidenced by the growing support from cloud

giants [203, 14, 85]. McKinsey [9] ranks TL as the most used ML technique, surpassing deep

learning and reinforcement learning. The key to this natural fit lies in the unique structure

of TL: a combination of feature extraction and training phases using a deep neural network

(DNN). We show how this structure can be leveraged to make the most of the augmented COS

while flexibly bypassing the disaggregated cloud’s constraints to ultimately enable improve-

ments in both client and operator-level metrics of interest.

Our main idea is to carefully split the TL application such that the feature extraction phase is,

partially or entirely, executed in the COS. The client in the compute tier executes the training

1https://www.excelero.com/press/excelero-launches-nvmesh-on-azure/
2https://www.anandtech.com/show/15605/nvidia-acquires-swiftstack-an-object-storage-company
3To be precise, we mean here the fine-tuning part of TL.
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5.1 Introduction

phase and potentially the later part of the feature extraction phase. Our approach for choosing

the split point navigates two potentially opposing insights. On the one hand, it is best to

minimize the amount of data sent over the bottleneck network. On the other hand, one should

efficiently use the limited computational capabilities of the COS by avoiding unnecessary

pushdowns. Both insights may conflict because, in general, the first layers of DNNs have the

largest output sizes. Guided by our per-layer measurement study (Section 5.3.2), we use the

insight that layer output sizes decrease non-monotonically, so it is often possible to split early

at a layer with a comparatively smaller output size.

The key to improving operator-centric metrics, such as resource usage (we focus on GPU

memory) and compute throughput, is noticing that splitting also enables decoupling the

requirements of the feature extraction and the training phases. The main insight is that

the batch size (i.e., the computation granularity) only affects the model accuracy during

the training phase. This allows for flexibility during feature extraction, where a dynamic

batch size adaptation approach can help increase concurrency inside the COS while avoiding

out-of-memory (OOM) errors that plague ML practitioners.

We combine our splitting and batch adaptation algorithms into HAPI,4 our processing system

for TL that spans both the COS and the compute tiers. HAPI is completely transparent to the

user, uses internally only very inexpensive profiling runs and enables even low-end CPU-only

users to contribute.

Specifically, the contributions of this chapter are:

1. The identification of TL as a natural fit for today’s augmented COS.

2. A per-layer measurement study of TL applications’ runtime, per-layer output size, and

GPU memory usage.

3. A splitting algorithm that divides the feature extraction phase between the COS and the

compute tiers, improving application runtime by reducing data transfers over the cloud

network.

4. A batch adaptation algorithm that decouples the requirements of the training and fea-

ture extraction phases, enabling increased computation throughput and GPU memory

utilization via increased concurrency in the COS.

Our evaluation of HAPI with state-of-the-art models shows up to 11× improvement in applica-

tion runtime and up to 8.3× reduction in data transferred between the COS and the compute

tier compared to running TL entirely in the compute tier while enabling 100% use of GPU

memory. Compared to running TL entirely in the COS, HAPI improves throughput by 4.9×
while serving 10 requests. Interestingly, we show that HAPI enables low-end CPU-only users

to run TL up to 7.83× faster compared to running computation solely in the compute tier.

4https://en.wikipedia.org/wiki/Hapi_(Nile_god)
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5.2 Background

5.2.1 Cloud Object Stores

Cloud object stores (COS), such as Amazon S3 [13], Google Cloud Storage [86], and Azure Blob

Storage [43], have become a common way to store large-scale unstructured data because they

provide ease of use, high availability, high scalability, and durability at a low cost [161]. The

COS is connected to the compute tier by a network that, unfortunately, has shown to be a

bottleneck [140]. For example, studies [137, 198] report less than 100MBps read throughput per

connection from Amazon S3. In light of this, there has been a trend to push down computation

inside the COS, starting with a restricted subset of SQL (e.g., Amazon S3 Select) and recently

expanding to more complex computations such as image processing [56].

Despite the recent COS augmentation to enable more complex processing next to storage,

two challenges remain. First, the cloud network between the compute tier and the COS can

easily become the bottleneck. Second, the computational resources inside the COS come at

a premium because they are only meant to complement and not replace the compute tier.

Therefore, we have to use these resources efficiently.

In this work, we use OpenStack Swift [189], an open-source, highly-scalable object store. We

assume a Swift-like COS design with two components: proxy servers and storage nodes. A

proxy server interfaces with the client, receiving client requests with a REST API and reading

data from storage nodes. These storage nodes store data in the form of objects, which are

typically replicated across multiple disks for fault tolerance. Inspired by recent trends [116],

we assume that COS proxy servers are equipped with GPUs.

5.2.2 Hardware-accelerated pushdowns

Pushdowns were initially restricted to a subset of SQL, including filtering, projecting, and

aggregation (e.g., Amazon S3 Select [33]). The current, natural trend is to offer the benefits of

pushing down to a wider range of applications. Unfortunately, there are several reasons why

restricting pushdowns to CPUs leads to wasted resources and performance. First, for more

complex operations, CPUs can become a bottleneck. Studies show that even with 32 cores,

an SGD optimizer can bottleneck the CPU when using a 100Gbps network [127]. Second,

it is not sufficient for the CPU processing to be just faster than the network because the

output of a pushdown may be smaller than its input. For a pushdown to generate an output

at 12.5GBps (≈ 100Gbps), assuming an input/output ratio of 2, it needs to process input at

25GBps. Finally, the aggregate storage bandwidth of a storage server tends to increase faster

than the capabilities of CPUs [263].

As a result, the current trend is to allow pushdowns to use specialized hardware such as FPGAs

and GPUs. PolarDB uses mid-range low-cost FPGAs inside storage drives [44], Aquoman [263]

proposes to push down TPC-H queries on FPGAs, and the AWS Advanced Query Accelerator
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(AQUA) pushes down analytical queries on FPGA-based AWS Nitro chips [19]. Regarding GPUs,

several works [45, 97] have proposed to use them in storage systems to speed up erasure

coding. IBM is offering high-performance storage with NVIDIA GPUs [117, 116]. Finally, there

is a push to more-closely integrate storage with GPUs [187, 154], which further increases the

appeal of next-to-storage GPUs.

5.2.3 Transfer Learning

Transfer learning (TL) [283] is an increasingly popular ML technique with a wide range of

applications ranging from one-shot and multi-shot learning for language models [40, 244],

self-driving cars [53], healthcare [206], personalization of models (in the context of federated

learning) [172, 126] to transferring attacks and defenses from one domain to another [52, 48].

TL comprises two phases: pre-training and fine-tuning. The first phase is very similar to vanilla

training, where all the parameters/weights of the model are updated. Pre-training typically

targets a task with a large amount of training data. In the second phase, fine-tuning, TL adapts

the pre-trained model (to solve an initial task) to a similar task by transferring common model

features. We consider solely fine-tuning in this work. TL has been widely used in industry and

academia since it provides the advantages of reducing training time for a deep neural network

(DNN) and reducing the generalization error [83] while training with a new dataset.

In general, to solve a new task, TL first performs (i) feature extraction, to extract the features

from new input data using (partially or entirely) the pre-trained model, and then (ii) training,

to create a new classifier using the extracted features [83]. Typically, the first few layers of the

pre-trained model are frozen during the training process, i.e., the weights of these layers are

not updated with backpropagation. We call the last layer of the feature extraction phase: the

freeze index.

In this work, we show that the feature extraction phase can be pushed down to the COS

tier to reduce the training latency and the network traffic between the compute tier and the

COS tier while also maximizing the utilization of the COS computing resources such as the

GPU memory.

5.3 Measurement Study

We present a detailed measurement study of several TL applications using 4 vision DNNs

(AlexNet [142], ResNet18 [104], VGG11 [224], DenseNet121 [111]) and two datasets: synthetic

and ImageNet [66]. The synthetic dataset is simply a collection of random tensors with specific

shapes.5 We use it to understand the resource consumption of specific DNNs processing

without necessarily looking at how they perform on the optimization side. We characterize the

per-layer properties across three different dimensions: output size, computation time, and

5Since we focus on vision applications for this section, we use the standard 224×224×3 tensor shape.
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Figure 5.1: Status quo architecture vs our splitting approach for TL computation.
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Figure 5.2: Status quo: streaming images from the COS and doing ML training entirely in the
compute tier. Dataset: ImageNet. Batch size = 500. Bars marked by ‘X’ crashed with OOM
error.

maximum GPU memory used. Note that although we focus here on vision models only, our

study is extensible to other domains as well including speech recognition [98] and language

modelling [239]. The details of our methodology are in Section 5.6.1. The insights derived

from this study guide our design in Section 5.4.

5.3.1 Status Quo

We start by illustrating the limitations of the standard approach of running the ML com-

putation entirely in the compute tier while streaming the input images from the COS (see

Figure 5.1a). We run an experiment where we perform training with a batch size of 500 images.

For comparison, training is done on either CPU or GPU. To illustrate the impact of the limited

network bandwidth between the COS and the compute tier, we show an example where we

artificially rate-limit the network bandwidth to 150 Mbps. As it is standard, for performance

reasons, the computation of one batch is overlapped with the data transfer for the next batch.
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Figure 5.3: Per–layer output sizes for 4 state-of-the-art DNNs. Dataset: Synthetic. Batch
size = 1.

Figure 5.2 shows the communication-computation breakdown. There are several takeaways.

First, as expected, training on the CPU is much more time-consuming than on the GPU.

Second, the communication is the bottleneck when training with GPUs because the network

transfer rate is far lower than the speed at which the GPU can train. A corollary of that is

that the GPU is not efficiently utilized, remaining idle while waiting for data, despite having

communication and computation overlapped as much as possible. Finally, some of the

models crash with out-of-memory (OOM) errors on GPU. Unfortunately, to get around this,

practitioners can only choose between a set of sub-optimal solutions: use a smaller batch size

which could affect the accuracy, move to more expensive GPUs, or run with slow CPUs.

Based on these insights, we conclude that we need a solution that alleviates the network

bottleneck, improves GPU utilization, and enables fast ML computations even on CPUs. Our

main idea is to split the TL computation among the COS and the compute tiers, as depicted in
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Figure 5.4: Computation time of the forward pass per layer for 4 state-of-the-art DNNs on
both CPU and GPU. Dataset: Synthetic. Batch size = 200.

Figure 5.1b.

5.3.2 Per-layer Output Size

Figure 5.3 compares the application input size of 3 datasets [66, 236, 223] (the horizontal lines)

with the output size of each layer (the bars). The figure shows a batch size of 1, essentially

representing one input image as it gets transformed through the DNN. One can accurately

extrapolate [148] from this result to any batch size by simply multiplying by the batch size.

Two main insights can be derived from the figure. First, the layer output size generally increases

in the beginning (typically with convolution layers) and then decreases (typically with pooling

layers). A corollary of that is, for all models, there exist several intermediate layers for which

layer output size is smaller than the application input size. Second, the decrease in the

intermediate layer output size is not always monotonic. Thus, we can find early on, in the DNN

structure, layers that have an output size smaller than the application input size. These layers

are good candidates for splitting the TL application between the COS and the compute tiers.

5.3.3 Per-layer Computation Time

Figure 5.4 shows the per-layer computation time for the forward pass on CPU and GPU. There

are several insights. For all models, earlier layers are more computationally expensive. The
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Figure 5.5: Maximum GPU memory used for the forward pass per layer with 4 state-of-the-art
DNNs. For the backward pass, the maximum GPU memory is shown across all the layers
starting from the indexes in Table 5.2 until the end of the network. Dataset: Synthetic.

pattern of the variation is model-dependent. Second, as expected, the computation on the

CPU generally takes significantly more time. The important exception is the last few layers,

where there is very little difference between runtime on CPU and GPU. Even more, for some of

the later layers, executing on the CPU is more efficient. This suggests that even clients with a

low-end hardware configuration can contribute by executing the last part of the DNN.

5.3.4 Batch Size vs Per-layer Memory Usage

Figure 5.5 shows the maximum amount of utilized GPU memory per layer for the forward pass

over all layers in the deep network. It also shows (right side of each sub-figure) the maximum

amount of memory used across all the layers participating in the backward pass. For each

model, the backward phase ends at the corresponding freeze index listed in Table 5.2. For the

forward pass, the memory is mainly composed of the intermediate outputs. For the backward

phase, the results are aggregated because intermediate outputs from all participating layers

need to be kept in memory until the phase finishes. For the backward pass, the memory is

composed of intermediate outputs and the computed gradients [107].

There are three main insights. First, given the same batch size, the first layers generally use

more memory. Second and related, an increase in batch size causes a much larger increase in
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Figure 5.6: GPU memory breakdown with splitting the forward pass at different layers of 4
DNNs (x-axis). Before splitting (the blue bars), we use a batch size of 100 while after (the
orange bars), we use 1000. We compare this to a no-split case (i.e., status quo) in which we use
batch size of 1000. With VGG11, we experiment with split indexes whose output size is smaller
than the largest input shown in Figure 5.3. Dataset: ImageNet.

per-layer memory usage in the first layers suggesting these layers should be the focus if we

want to reduce overall memory consumption. Third, given different batch sizes, the first layers

can actually become cheaper (in terms of memory consumption) than the backward phase,

illustrating the potential benefits of adapting the batch size for the first layers. Figure 5.6 shows

an example. In this experiment, we split the forward pass into two parts: before the split index,

we use a batch size of 100, and after, we use a batch size of 1000. We measure the GPU memory

with different split indexes. The main takeaway from the figure is that combining a small batch

size before the split with a later split index can greatly reduce the total GPU memory usage,

sometimes below that of the status quo (Section 5.3.1), i.e., with no splitting.
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Figure 5.7: HAPI - System Overview.

5.4 The HAPI Design

5.4.1 Insights

Our measurement study (Section 5.3) shows that DNNs have a general structure that can be

leveraged to make the TL computation faster. We next present HAPI, our processing system

for TL. The design of HAPI relies on two main insights.

First, the feature extraction phase (i.e., the first few layers of the DNN) is typically more

demanding – in terms of (a) execution time, (b) GPU memory, and (c) output size – than the

training phase (the later layers of the DNN). Hence, pushing down, partially or entirely, feature

extraction next to the COS (while running training on the compute tier) reduces the amount

of data transferred over the network.

Second, splitting the TL computation enables decoupling the batch size of feature extraction

from the training batch size. This decoupling reduces the memory requirement of the TL

computation and helps manage more efficiently the scarce and expensive GPU memory of the

COS, allowing for concurrent users to better share the COS’s GPUs.

Limitations of pushing everything in the COS. One could envision pushing down both

phases of TL, feature extraction and training, next to storage. This solution, which we call

ALL_IN_COS, reduces the network traffic to the minimum possible, i.e., no data will be required

to transfer during training; only at the end, the user might want to download the trained model

from the COS. Yet, this solution fails to decouple the batch size of feature extraction from that

of training, leading to a choice between unsatisfactory options: limiting concurrency on the

COS, leading to poor throughput, or running the risk of OOM errors. We experiment with this

approach in Section 5.6.4, showing that it does not scale with multiple concurrent requests.
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5.4.2 System Description

We next describe the high-level architecture of our system, HAPI, which is also depicted in

Figure 5.7.

Terminology. The DNN layer at which HAPI decides to split the DNN is called the split index.

The freeze index is the DNN layer that separates feature extraction from training, and it is

chosen by the user. The training batch size is the batch size specified by the user, and it is used

in the training phase. HAPI might decide to use a different batch size for computation on the

COS (Section 5.4.5); we call this the COS batch size. We use HTTP POST request to refer to

a request sent from the HAPI client to the HAPI server. We use storage request to refer to a

request sent by the HAPI server to the storage nodes.

At the high level. HAPI is composed of two main components: the HAPI client, which runs on

the compute tier, and the HAPI server, which runs in the COS. We assume a COS design similar

to that of open source systems like OpenStack Swift [189]. This design differentiates between

COS proxy and COS storage nodes. The HAPI server runs on the COS proxy. There is a fast

network between the COS proxy and the COS storage nodes, which host the DNNs and the

dataset. However, the network between the compute tier and the COS has limited bandwidth.

Request flow. Figure 5.8 depicts an example of the flow of one request. To initiate a TL

computation, users provide their application to the HAPI client, which extracts the application

configuration (i.e., the model type, the dataset, the freeze index, etc.) and splits (Section 5.4.4)

the DNN (Step (1)) into 2 parts: one to be executed on the COS and the other to be executed

on the compute tier. This splitting decision happens once per TL computation before its start.

Subsequently, for each training iteration (i.e., the processing of a training batch size of data),

the HAPI client sends to the HAPI server HTTP POST requests (Step (2)) containing the

necessary information: split index, model type, and the name of the object that stores the

corresponding data batch. Several such POST requests may be sent during one iteration

because one POST request is needed for each object on storage. Therefore, the number of

POST requests depends on the ratio between training batch size and the size of the objects on

storage (we assume fixed-sized objects).

When the HAPI server receives a request, it first reads the object that holds the training data

and the specified DNN by sending a storage request to the COS storage nodes (Step (3)) and

then executes the feature extraction part up to the split index. Note that the HAPI server

chooses, at will, the COS batch size to be used for feature extraction (Section 5.4.5) depending

on the availability of its GPU memory and the concurrent (or to-be-shortly-served) POST

requests (Step (4)).

After finishing the feature extraction portion assigned to it, the HAPI server sends back the

outputs of the split index layer to the HAPI client, which then uses these outputs to continue

the TL computation on the compute tier. Note that the client uses the training batch size for
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Figure 5.8: HAPI request flow. A TL application is split at index 10. This shows a training
iteration with training batch size 3000. This results in 3 requests being sent to the HAPI server.
On the COS, for each of the 3 requests, feature extraction is performed with a COS batch size
of 200.

its entire computation even while executing the last part of feature extraction (if any).

Observations. First, HAPI only executes feature extraction next to storage in the COS. Con-

sequently, the split index will be always smaller than or equal to the freeze index (i.e., the

split is always before the training phase). Second, the COS batch size is upper bounded by

the training batch size as the latter defines the value requested by the user, which we cannot

exceed. Nonetheless, the client can pre-fetch more data (via concurrent POST requests) than

the training batch size to improve training performance. Third, scaling down the COS batch

size does not affect the convergence of TL as it is used only for feature extraction rather than

training. Fourth, since we limit the size of the POST request, these requests are lightweight

and can be executed fast on the COS’s GPUs.

Reasoning behind the design. Our lightweight POST request design contributes to system

scalability and avoids head-of-line blocking situations where lightweight requests are stuck

behind expensive ones. The HAPI server is stateless: different POST requests, even those

coming from the same TL computation, are treated independently. Effectively, the HAPI

server does not keep a history of executed computations, and it does not keep DNNs, which

were used in previous computations, in memory. Although this decision adds the overhead of

loading DNNs multiple times to the GPU memory, it makes the server’s fault tolerance easier

and makes distributing requests to multiple proxy nodes straightforward. Scaling the system

would merely require adding or removing independent HAPI servers on the COS proxy nodes.

Finally, we note that feature extraction is a standard process that is typically deterministic
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and predictable in terms of memory consumption and computation time. These properties

allow the operator to accurately predict the computation behavior, a desirable property for

any computation pushed down in the COS [222].

5.4.3 Efficient Client-side Profiling

The HAPI server and client rely on a profile of per-layer output sizes. In addition, the server

relies on a profile of the per-layer memory consumption. In HAPI, the profiling is performed

at the client, once per application, before execution starts.

The memory profile is composed of: (1) model weights, (2) input data, and (3) intermediate

layer outputs generated during the computation. The last two grow proportionally with the

batch size, unlike (1), which remains constant.

For profiling, the HAPI client runs a forward pass with a synthesized data sample (i.e., with the

same dimensions as input data), using the training model and keeping track of the per-layer

memory consumption and the size of the intermediate output. Crucially, only one data sample

(i.e., batch size of 1) is sufficient, and hence, this step is very lightweight both in terms of time

(few ms) and memory (few MBs). The HAPI client sends the profiling results to the HAPI

server in the specifications of the workload inside every POST request.

The HAPI server estimates the memory necessary for its partition of the computation by

multiplying the profiled values by the COS batch size, which it will calculate (Section 5.4.5).

Multiplication is an accurate strategy in most cases, as can be inferred from Figure 5.5. We

also show that this approach effectively captures the actual required memory (and therefore

prevents OOM errors) in Section 5.6.

The benefit of our strategy is three-fold. First, it is cheap and lightweight. Second, it is agnostic

to the training model as well as to the DNN layers. Third, it does not rely on pre-computed

models, which might be based on specific models of hardware or software versions and

hence, inaccurate.

5.4.4 Splitting Algorithm

The HAPI client runs the splitting algorithm (shown in Algorithm 2) once per application. The

algorithm comprises two phases. The first is the candidate selection, which is guided purely by

model properties. The second phase, the winner selection, selects one of the candidate layers

and is guided by properties of the environment, namely the network bandwidth to the COS.

The first phase works as follows. Based on the intermediate output sizes estimation step

(Section 5.4.3), the HAPI client chooses layers whose output size is smaller than the input size

(scaled by the batch size). The rationale is simple: the main goal is to reduce network traffic

compared to sending the entire application input to the client.
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Algorithm 2 Choose the split index

1: procedure PROFILE_MODEL(model, input_size)
2: one_point=random_tensor(input_size)
3: intermediate_sizes = forward(model, one_point)
4: model_size = get_size(model)
5: return intermediate_sizes, model_size
6: end procedure

1: procedure CHOOSE_SPLIT_IDX(model, input)
2: input_size = size(input)/len(input)
3: intermediate_sizes, model_size=profile_model(model, input_size)
4: // candidate selection phase
5: potential_layers = model.where(intermediate_sizes < input_size)
6: // winner selection phase
7: C = read_network_bandwidth()
8: for each layer l in potential_layers do
9: if intermediate_sizes[l ] < C then

10: winner = intermediate_sizes[l ]
11: break
12: end if
13: end for
14: if no winner then
15: winner = freeze_idx
16: end if
17: return winner
18: end procedure

The second phase, winner selection, is a dynamic approach that navigates the trade-off

between two potentially opposing needs: (1) to push down as few layers as possible to save

COS resource while (2) reducing the time spent in network communication to improve user-

perceived latency. The key to the success of the algorithm is our insight from Section 5.3.2,

namely that the layer output size decreases in general but non-monotonically. Hence, it is

possible to find layers early in the DNN with comparatively small output sizes. To best navigate

this trade-off, the algorithm chooses the earliest candidate layer with an output size lower

than C, where C is a function of the network bandwidth, essentially trading off an optimal

splitting point, with respect to network transfers, for reduced pushdown to the COS. In our

experiments, we found that a good value for C is network bandwidth times 1s.

To better understand the dynamicity of the algorithm, consider that if the network bandwidth

is abundant, the algorithm tends to choose an earlier split point with a comparatively larger

output. With limited bandwidth, the split index moves towards later layers. The training batch

size has a similar influence. The larger the batch size, the larger the layer output sizes. In this

case, the algorithm tends to choose a later split index to compensate since later layers tend to

have comparatively smaller output sizes. In all cases, the split index layer is upper bounded by

the freeze index layer as we do not push down any part of the training phase to the COS.
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5.4.5 Batch Adaptation Algorithm

This algorithm repeatedly runs at the HAPI server. A new run of the algorithm is triggered when

two conditions hold: (1) there is available GPU memory for new requests, and (2) there exists

at least one queued request that has not yet been accounted for in the previous runs of the

algorithm. Because of the HAPI client’s design, the HAPI server likely receives several requests

in quick succession. Thus, the HAPI server waits for new requests for a small amount of time,

a small fraction of the time needed to serve one request. This approach navigates the following

trade-off. If the server delays the start of the algorithm too long, this might unnecessarily delay

requests. However, if the server does not wait enough, arriving requests might have to wait

for the current batch to finish processing (when there is insufficient memory). The algorithm

takes into account the already-running requests (i.e., at the time of applying the algorithm) but

not the future requests. The goal of the algorithm is to maximize the GPU memory utilization

over the existing requests while fitting as many of them inside the GPU memory. The output

of the algorithm is the batch size to be used for each request, i.e., the COS batch size. Note

that it is safe to change the batch size on the server side (i.e., on storage) since processing

on this side includes feature extraction (partially or fully) only. This processing entails only

a forward pass with no actual training, and hence this processing is deterministic. Based on

that, changing the batch size at this stage does not affect the convergence of training.

To choose the batch size for each request, the HAPI server solves the following optimization

problem:
max

∑
r∈R

br ×Mr (data)+Mr (model)

s.t. ∀r∈R brmi n ≤ br ≤ brmax ,∑
r∈R

br ×Mr (data)+Mr (model)

≤Mtotal −M (occupied),

(5.1)

where R is the set of requests in the queue, br is the batch size to be used for request r (i.e., the

decision variables of the optimization problem), Mr (data) is the amount of memory occupied

by both the input and the intermediate outputs of the DNN model for request r , Mr (model)

is the amount of memory occupied by the DNN model weights for request r , Mtotal is the

total amount of the GPU memory, M (occupied) is the amount of memory occupied by other

already-running requests in addition to estimation for the reserved memory for Cuda and the

ML framework,6 and brmi n and brmax are the minimum and maximum bounds allowed for the

batch size. Note that brmax is set by the HAPI client (typically, same as the training batch size)

while sending the request, whereas brmi n is set by the operator. In our experiments, we set

brmi n to 25 as we observe that using a smaller batch size would lead to unnecessary overhead.

We now make a few notes about our algorithm. First, the HAPI server distributes requests

evenly on the existing GPUs. The batch adaptation algorithm runs separately for each GPU on

the COS. Second, since all requests look independent to the server (even if they are coming

6Note that this amount of memory is estimated by the operator apriori, i.e., before starting the server
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from the same user), requests from the same user might be assigned different COS batch sizes.

Our experiments show that in such small-scale ML computation (i.e., only forward pass with a

limited amount of data), the batch size does not have a visible effect on the total execution

time. Finally, if the server cannot find an optimal solution for the optimization problem, it

removes one request from the list and tries again. The server keeps doing the same until

a solution is found. The removed requests contribute to the next batch assignment round,

typically after some of the existing requests finish their computation.

5.5 The HAPI Implementation

We next give details on HAPI’s implementation. We use OpenStack Swift [189] as our COS,

and we use PyTorch [193] for ML computation on both client and server sides.

The HAPI server. We have built HAPI’s server inside the Swift’s proxy server. In particular,

in addition to the batch adaptation algorithm, we implemented functions to do the ML

computation. When a POST request is received, the server checks first if it is an ML request.

In that case, it reads the object that holds the training data from the storage nodes and then

passes it to the appropriate ML function. On the ML side, we created custom DNN models

that can run the forward pass between arbitrary start and end layers. Using these models, we

are able to split computation at any arbitrary layer.

Concurrency limitations in Swift. Our first implementation of the server works well with

one request, but we observe that completion time suffers greatly with concurrent requests.

The reason for this lies in a key design of Swift. Essentially, Swift uses a green threading model,

which allows for concurrency only at the user level. Hence, from the OS’s point of view, each

Swift process runs in a single thread. Since the number of processes spawned by Swift to

serve users’ requests is very limited, this design limits the number of TL requests that can run

simultaneously, limiting the system scalability.

To overcome this issue, our final implementation decouples the HAPI server from the Swift

proxy server (yet both run on the same machine). The HAPI server still reads the training

data from Swift’s storage nodes. The main advantage of this implementation is that it enables

higher concurrency levels. Table 5.1 shows the execution time of the TL computation with 4

DNNs with both implementations. We find that the decoupled implementation improves the

application runtime. Lastly, the decoupled implementation has the advantage of not being

bound to a specific COS design. In our evaluation (Section 5.6), we use the decoupled version.

Model ResNet18 ResNet50 Alex DN121
In Proxy 348 384 308 487
Decoupled 331 324 307 411

Table 5.1: The execution time (in seconds) of one request with 4 DNNs using both versions of
HAPI’s server implementation: (1) inside Swift’s proxy and (2) decoupled from it.
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The HAPI client. Apart from choosing the split index, the HAPI client runs the user’s TL code.

We identify two parts of the vanilla training code that needs to be changed to be compatible

with HAPI. First, we use our custom models to enable starting computation from an arbitrary

layer instead of the default first layer. Second, we stream the intermediate outputs (of the last

layer executed on the COS) using HTTP POST requests instead of streaming the raw training

data (typically with HTTP GET requests). Users provide the exact same training parameters in

both cases, with status quo and HAPI, and hence, the whole process is transparent to them.

5.6 Performance Evaluation

We evaluate HAPI with multiple state-of-the-art DNNs using ImageNet as a dataset. We first

give our methodology and then present the results in detail.

5.6.1 Methodology

Hardware setup. We use two identical GPU-accelerated machines from a public cloud: one

runs the compute tier and the HAPI client, and the other hosts the COS and the HAPI server.

Each machine has an Intel Xeon Gold 6278C CPU with 16 cores, 64 GBs RAM, 2 Tesla T4 GPUs

(with 16 GB RAM each), and a 300GB SSD. Both machines run Ubuntu 20.04 server 64bit with

Tesla Driver 460.73.01 and CUDA 11.2. The network bandwidth between both machines is

around 12 Gbps, as measured by iperf3.

Model Freeze Layer Number of Layers
AlexNet 17 22
ResNet18 11 14
ResNet50 20 22
VGG11 25 28
VGG19 36 45
DenseNet121 20 22

Table 5.2: Models used in our evaluation of HAPI. Note that we count only layers at which
splitting would make sense. For example, ResNets are structured as a sequence of blocks
(Figure 5.3b); we count each block as one layer.

Applications. We use image classification as our DL application due to its wide use in

academia and industry. We train various model families of different sizes, including AlexNet [142],

ResNet [104], VGG [224], and DenseNet [111]. The complete list, along with the default freeze

layer, is shown in Table 5.2. We use ImageNet [66] as our dataset. Unless otherwise stated, we

use AlexNet as our default training model.

Metrics. We use the following metrics for evaluation.

1. Execution Time. The end-to-end latency of executing one epoch of training. Our computa-

tion shows that running training for multiple epochs only multiplies this value by a factor.
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2. Transferred Data. The average amount of data transferred over the network (i.e., between

the COS and the compute tier) per training iteration. Note that one iteration might comprise

multiple POST requests to the COS. In addition, one epoch usually comprises multiple itera-

tions.

3. GPU Memory Consumption. The maximum amount of GPU memory occupied during the

execution. We measure this metric periodically using nvidia-smi.

COS configuration. We use OpenStack Swift as our COS. We configure it to run one proxy

server with 3 replicated disks. The number of workers (i.e., the number of green threads

accepting requests) is set to auto, so it maps to the number of cores in the system, which is 16.

HAPI configuration. We divide our dataset into equal-sized chunks of 1000 images, each

chunk being stored as one object in the COS. We choose this object size following recom-

mendations [137] that suggest avoiding small requests to maximize COS throughput. We set

the POST request size to 1000. This has 2 implications: (1) the smallest training batch size

we experiment with is 1000, and (2) the number of parallel requests sent by the HAPI client

to the COS is equal to the training batch size divided by 1000. Unless otherwise stated, the

default COS batch size is 200. Our batch adaptation algorithm may decide to change this

value. We set the minimum COS batch size to 25 because on our hardware, smaller batch

sizes add unnecessary overhead. Unless otherwise stated, we limit the bandwidth between

the HAPI client and the COS to 1 Gbps. Such value reflects the average bandwidth one can

get from today’s COS [137, 198]. Nevertheless, we analyze the impact of changing the network

bandwidth in Section 5.6.3.

Baseline. To the best of our knowledge, HAPI is the first system to split ML computation

between the compute tier and the COS. We compare HAPI to a BASELINE that runs solely on

the compute tier by streaming first as many images as the training batch size from the COS

and then applying the whole training locally. We pipeline streaming data with computation.

Summary of the findings:

1. HAPI improves the execution time compared to BASELINE on both GPUs and CPUs

(Section 5.6.2).

2. HAPI shows benefits across a range of network bandwidths, alleviating the network

bottleneck and allowing for faster computation (Section 5.6.3).

3. HAPI scales well with up to 10 requests, achieving considerable throughput gain com-

pared to executing the computation entirely on the COS (Section 5.6.4).

4. HAPI reduces the data transferred over the network, upper bounding it even with

excessively large training batch sizes (Section 5.6.5).
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Figure 5.9: Execution time of BASELINE compared to HAPI with different DNNs. Bars marked
by ‘X’ crashed with OOM error.

5. The batch adaptation algorithm of HAPI is able to utilize 100% of the GPU memory of

the COS while preventing effectively OOM errors (Section 5.6.6).

5.6.2 End-to-end Experiment

Figure 5.9 shows the end-to-end execution time of HAPI and BASELINE with 2 training batch

sizes and with different models. We experiment with a strong client (i.e., equipped with 2

GPUs) and a weak client that has access only to a CPU.

The first observation is that BASELINE fails to complete the execution in many cases due to

out-of-memory (OOM) errors. Even with 64 GBs of memory, BASELINE fails to run even the

smallest version of VGG networks with a batch size of 2000 (see Figure 5.9b). With a batch

size of 8000 (which is the batch size required to train ImageNet for the best accuracy [88]),

BASELINE manages to run only AlexNet. This does not happen with HAPI for 2 reasons: (1) the

batch adaptation algorithm on the COS reduces the batch size for feature extraction when it

realizes the computation will not fit in the available memory. (2) The actual training part (that

happens in the compute tier) requires very little memory, and hence no matter how big the

training batch size is, the memory used never reaches the upper limit.

Using the same batch size, HAPI outperforms BASELINE in all cases. Precisely, HAPI achieves

an average execution time speedup of 2.24× (on GPU) and 3.91× (on CPU) and up to 3.13× (on

GPU) and 7.83× (on CPU) over BASELINE. Interestingly, in some cases, a weak client that runs

HAPI can outperform a strong client that runs BASELINE, a direct benefit of HAPI’s splitting

algorithm. For example, training ResNet18, with batch size 2000, on CPU with HAPI takes

352s, whereas on GPU with BASELINE it takes 448s.

Since HAPI is compute-bound, an additional execution time speedup can be seen with

increasing the batch size. For example, the execution time of HAPI drops from 307s to 148s

with increasing the batch size from 2000 to 8000 while training AlexNet on GPU. Interestingly,

88



5.6 Performance Evaluation

0.05 0.1 0.5 1 2 3 5 10 15
Bandwidth (Gbps)

0

200

400

600

800

1000

1200
Ex

ec
ut

io
n 

Ti
m

e 
(s

ec
.) Baseline

HAPI

(a) Execution Time

0.05 0.1 0.5 1 2 3 5 10 15
Bandwidth (Gbps)

0

50

100

150

200

250

T
ra

ns
fe

rr
ed

 D
at

a 
(M

B
s) Baseline

HAPI

(b) Transferred Data

Figure 5.10: The effect of varying bandwidth on HAPI.

Bandwidth (Gbps) 0.05 0.1 0.5 1 2 3 5 10 15
Split Index 17 17 16 13 13 5 5 5 5

Table 5.3: The chosen split index by HAPI with different values for the bandwidth (see Figure
5.10).

we cannot make the same observation for BASELINE. Indeed, increasing the batch size has

seemingly no effect on the execution time. The reason for this lies in the fact that the bottleneck

for BASELINE is the network, and hence speeding up the computation (by increasing the batch

size) does not help improve the end-to-end execution time.

5.6.3 Impact of Network Bandwidth

Figure 5.10 depicts the execution time and the amount of data transferred with different

values of network bandwidth between the compute tier and the COS. Figure 5.10a shows that

HAPI outperforms BASELINE in all cases, even with abundant bandwidth (1.5× faster). HAPI

performs even better (2.8× faster) in extreme cases where the bandwidth is as little as 50 Mbps.

HAPI manages to have almost a flat curve along with different values for the bandwidth.

The key to this behavior lies in controlling the amount of data transferred in each case, which

is shown in Figure 5.10b. Up to 2 Gbps, HAPI chooses to transfer less than 100 MBs per

iteration, where BASELINE transfers more than 250 MBs per iteration in all cases. With enough

bandwidth (3 Gbps or more), HAPI adapts and transfers almost the same amount of data as

BASELINE. The main knob in such an adaptation is the split index. Note that, in the case of

HAPI, the transferred data are the output of the last layer executed in the COS. The size of

such outputs changes dramatically from one layer to another, as shown in Section 5.3.2. HAPI

carefully chooses the split index depending on the available bandwidth as shown in Table 5.3.

In fact, HAPI chooses the split index to be equal to the freeze layer index (i.e., layer 17) when

the bandwidth is limited, whereas it chooses layer 5 (whose output is still smaller than the raw

input images) with abundant bandwidth.

89



Chapter 5. Cloud Object Stores for Faster Transfer Learning

2 3 4 5 6 7 8 9 10
Number of Tenants

1000
2000
3000
4000
5000
6000
7000
8000

E
xe

cu
tio

n 
T

im
e 

(s
ec

.) HAPI - Makespan
HAPI - Average
Linear
ALL_IN_COS - Makespan
ALL_IN_COS - Average

Figure 5.11: Scalability of HAPI with multi-tenants (i.e., multiple concurrent requests) com-
pared to an ALL_IN_COS solution that pushes down the entire computation next to storage.

5.6.4 Scalability on the COS

Figure 5.11 shows how HAPI scales with multiple tenants (up to 10). We found that 10

concurrent tenants (i.e., requests) are sufficient to saturate both GPUs of the COS. In this

experiment, each tenant submits one request to train a model from Table 5.2. The model

is chosen in a round-robin fashion. All requests use a training batch size of 1000 and are

submitted at once at the beginning of the experiment. Since the goal of this experiment is to

overload the COS, we do not run an actual computation on the client side. Figure 5.11 shows

both the makespan (the time it takes to finish all requests) and the average job completion time

(JCT). In addition, we compare against the ALL_IN_COS solution discussed in Section 5.4.1, in

which the entire TL computation is pushed to the COS.

The figure shows that the server can run up to 6 tenants concurrently, finishing all of them

almost at the same time. This is noted from the very small difference between the makespan

and average JCT. Yet, the scalability of HAPI is not perfect, as sharing the GPUs on the COS side

has an inevitable overhead. Precisely, running concurrently 6 tenants increases the average

JCT by 1.7× compared to the case of 2 tenants.

When the COS serves more than 6 tenants, the GPU memory becomes insufficient to fit all of

the requests, and therefore, some requests wait in the queue for other requests to finish first,

i.e., the optimization problem is not solved from the first trial. Consequently, some tenants

finish their computation faster than others. For example, the difference between makespan

and the average JCT with 10 tenants is 280s.

Although the ALL_IN_COS solution achieves comparable (if not better) performance to HAPI

with a few tenants, it fails to scale with increasing the number of tenants. Compared to the

ALL_IN_COS solution, we find HAPI to achieve 2.2× improvement on average in throughput

(based on the average JCT) and up to 4.9× improvement with 10 tenants.
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Figure 5.12: Transferred data with HAPI, compared to BASELINE, with different batch sizes.
The y-axis shows the average data size transferred in one iteration.

Training batch size (× 1000) 1 2 3 4 6 7 8
% of requests whose COS batch size is reduced 0 0 0 0 1.88 15.38 30
Average reduction in COS batch size 0 0 0 0 1.78 14.51 25.13

Table 5.4: The behavior of HAPI’s batch adaptation in the experiment in Figure 5.13.

5.6.5 Reduction in Transferred Data

Figure 5.12 shows the average data size transferred from the COS to the client per training

iteration with different training batch sizes. As the training batch size increases, BASELINE

streams more data per iteration, and hence, we observe a linear increase in the data transferred

with the batch size. This, in turn, increases the execution time linearly, especially when the

bandwidth is limited.

On the other hand, HAPI manages to keep the amount of data transferred almost flat with any

batch size. The key to this behavior is the adaptive choice of the split index. To give a concrete

example, notice the decrease in the amount of data transferred despite increasing the batch

size from 3000 to 4000. In fact, with a batch size of 3000, HAPI chooses 13 to be the split index,

transferring on average 105.6 MBs per iteration. With a batch size of 4000, it chooses 16 to be

the split index, transferring 62.6 MBs per iteration. The logic is that with a larger batch size,

more data is expected to be transferred from the COS in each training iteration, assuming

the same split index and network bandwidth. HAPI adapts by choosing a later split index for

the increased batch size to try to keep the amount of time spent in network communication

comparable. This adaptive behavior alleviates the network bottleneck and makes the whole

operation compute-bound.
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Figure 5.13: The benefits of batch adaptation (BA).

5.6.6 Batch Adaptation

We next discuss the benefits of our batch adaptation algorithm. We run two versions of HAPI:

one with batch adaptation (BA) and one without BA. We experiment with several training

batch sizes up to 8000. Note that increasing the batch size increases the number of parallel

POST requests sent to the COS since we fix the size of each POST request to 1000. For example,

using a training batch size of 6000 results in sending 6 parallel POST requests to the COS. In

addition, to overload the GPU memory of the COS, we set the COS batch size to 1000. The

results of this experiment are shown in Figure 5.13. Table 5.4 complements Figure 5.13 with:

(1) the percentage of requests whose batch size is reduced by our algorithm and (2) the average

reduction in the batch size.

Figure 5.13a shows the execution time, which generally decreases with increasing the batch

size. The reason is that the number of training iterations decreases with increased batch size,

enabling faster epochs. Up to 6 requests, HAPI achieves the same execution time in both

cases, indicating that the overhead of our BA algorithm is insignificant in the case when there

is sufficient memory. For more than 6 requests, the memory becomes insufficient, so our BA

algorithm starts reducing the batch size, successfully preventing OOM crashes. The overhead

of the BA algorithm remains very small in these cases, which is visible in the fact that the

execution time remains small with big batch sizes. Precisely, the server takes around 25ms to

execute the BA algorithm.

Figure 5.13b shows the memory usage in each case. On the one hand, when we do not use

BA, the GPU memory consumption increases linearly with the batch size until the crashing

point due to the lack of resources (OOM error). On the other hand, our fully-fledged HAPI

adapts the batch size to fit into the existing memory showing a plateau in memory usage with

increasing the batch size. Note that the best memory occupancy we could see is around 28

GBs for both GPUs combined. This constitutes a 100% utilization of the GPU memory, despite

knowing that one GPU memory size is, theoretically, 16 GBs. The remaining unutilized part of

the memory is reserved by CUDA and PyTorch.

Figure 5.13 and Table 5.4 show the importance of scaling down the COS batch size to avoid

92



5.6 Performance Evaluation

2000 4000 6000 8000 10000 12000
Batch Size

0

5

10

15

20

25

30
G

PU
 M

em
or

y 
(G

Bs
)

X

Baseline
HAPI COS
HAPI Client

(a) COS batch size = 1000

2000 4000 6000 8000 10000 12000
Batch Size

0

5

10

15

20

25

30

G
PU

 M
em

or
y 

(G
Bs

)

X

Baseline
HAPI COS
HAPI Client

(b) COS batch size = 200

Figure 5.14: Total GPU memory consumption with HAPI compared to BASELINE.

OOM errors. For example, with a training batch size of 8000, HAPI decided to scale down

2-3 requests on average, where the average reduction of the COS batch size is around 25%.

Put differently, if the COS batch sizes were 25% less on average (i.e., 750 instead of 1000),

all requests would have fit (theoretically) with no need to adapt the COS batch size. Such

information is usually obscure and hard to get for the users, leaving them susceptible to

choosing a large batch size and crashing the training procedure.

5.6.7 Breakdown of Memory

Figure 5.14 shows the GPU memory consumption by HAPI (including both the compute tier

and the COS tier), with 2 COS batch sizes, compared to BASELINE, and using different training

batch sizes. Note that the memory consumption of BASELINE and the client side of HAPI is

identical in Figures 5.14a and 5.14b; only the memory of the COS changes.

Figure 5.14a highlights the interesting fact that splitting computation could not only fully

utilize the GPU memory of the COS but also give the abstraction of extra memory to the user.

Precisely, the aggregate GPU memory can exceed 30 GBs in some cases, which is beyond the

capabilities of the user in this experiment (as shown in the case of using a batch size of 12000).

This allows the user to train their model with arbitrarily large batch sizes. This figure also

highlights another source of overhead that appears with sending many parallel requests. In

particular, there is a slight decrease in the GPU memory allocated on the COS with more than

8 requests (i.e., with batch size > 8000). The reason for this decrease is the overhead of having

independent requests running on the same GPU. Since each request is served by a separate

process, there is an independent chunk of memory reserved for each one. Hence, having many

requests leaves less room for actual data to be allocated on the GPUs. Our memory modeling

however manages to capture this overhead, making the best use of the available memory

without crashing. Note that this result shows that HAPI is useful not only to improve the

execution time, but also to improve the GPU memory utilization. Following this, we believe

HAPI can be beneficial even in the cases where the network is not the bottleneck [180], i.e., to

improve the memory utilization.
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In Figure 5.14b, the COS batch size is small (only 200). Here, we can see that the aggregate

memory consumption could be even less than BASELINE. This shows how much the COS

batch size knob can control memory consumption.

5.7 Related Work

HAPI contains a unique combination of context (COS), workload (TL), and design decisions

(splitting a DNN between cloud tiers, batch adaptation). While related work exists in these

directions, HAPI is the first to combine them in a single cohesive system.

Batch adaptation in ML. Several projects [216, 225, 272] proposed to dynamically adapt the

training batch size as training proceeds, leading to shorter training times without loss in

accuracy. These ideas are complementary to HAPI’s batch adaptation because they can be

applied in HAPI’s training phase. Instead, the key insight of batch adaptation in HAPI is

that during the same iteration, it is useful to use different batch sizes for training and feature

extraction.

Splitting compute between edge and cloud. Neurosurgeon [131] splits ML inference between

the cloud and edge devices to achieve low latency, low energy consumption, and high data

center throughput. The partitioning is automatic and adapts to dynamics in server load

and network bandwidth. Compared to Neurosurgeon, besides considering more complex

application (i.e., TL), HAPI dynamically manages the concurrency on the storage-side via

batch adaptation. MAUI [58] performs fine-grained (function-level) energy-aware offload of

mobile code to the infrastructure, via runtime decisions driven by the goal to save energy.

MAUI’s approach to splitting cannot be directly used in HAPI because it requires programmer

annotations, and it transfers all program state including variables. Odessa [204] offloads stages

in perception applications but without analyzing the global impact on the application perfor-

mance.

Offloading compute to storage nodes. Rhea [82] uses static analysis of Java bytecode to gener-

ate stateless best-effort storage-side filters for Hadoop applications that read unstructured and

semi-structured data. Rhea shares the goal of mitigating the network bottleneck to storage but

targets a different workload, does not split an application and does not optimize the resource

utilization in the storage layer. Pyxis [49] uses static analysis and dynamic runtime informa-

tion to automatically partition a database application between application and storage nodes.

Pyxis automatically generates database-side stored procedures to minimize overall latency

subject to CPU constraints. For this, it minimizes the number of control transfers as well as

amount of data sent during each control transfer. Pyxis differs in the application, context, and

concerns (i.e., control transfers are specific to database applications).

Computation pushdown in COS. Work on pushing down computation in the COS mainly fo-

cuses on how to best leverage the limited subset of SQL supported by Amazon S3 Select-like sys-
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tems since 2017. PushdownDB [275] analyzes which DBMS primitives can be cost-effectively

moved into S3 and on how more complex operations (e.g., joins) can be re-implemented to

take advantage of S3 Select. FlexPushdownDB [266] combines the benefits of caching and

computation pushdown by introducing a separable operator.

Systems challenges for TL. Cartel [59] provides collaborative TL at the edge by transferring

knowledge across geographically distributed edge clouds while minimizing the amount of data

sent over the backhaul network. Cartel is different because it focuses on challenges in learning

at the edge, e.g., detecting similarities between edge clouds and performing the knowledge

transfer.

Model/pipeline parallelism. Splitting in HAPI is reminiscent of model and pipeline paral-

lelism, which aim to distributedly train large models. Model parallelism [50] splits a DNN

across workers. This is a form of intra-batch parallelism as all workers process the same

batch. Pipeline parallelism [184, 112] further improves the efficiency of model parallelism.

Pipedream [184] combines intra with inter-batch parallelism (multiple batches execute con-

currently) and mitigates staleness and consistency issues by keeping several versions of the

weights. GPipe [112] does not do inter-batch parallelism, but splits a single batch into micro-

batches and pipelines those.

HAPI differs in several ways. The high-level goal is different as HAPI aims to mitigate the

COS network bottleneck. The approach to splitting is different as the splitting point in HAPI

is dynamic but fixed in model/pipeline parallelism. The concerns are different as HAPI’s

server handles multiple clients concurrently. The challenges are different as there is no

backpropagation on HAPI’s server or between HAPI’s client and server.

Data ingestion pipelines. The feature extraction phase in HAPI is reminiscent of data in-

gestion/preparation pipelines [182, 280, 120] because of their goal (data preparation) and

the critical focus on efficiently delivering data for training. However, these pipelines are far

more general in nature (e.g., can even run user-defined functions [182]) and can be very large

(e.g., serve data at TB/s [280]), which makes them unsuitable for running inside the COS. In

HAPI, the main difference is that the feature extraction phase is part of the DNN which, while

limiting the knobs available, allows us to focus on accelerating each separate application.

5.8 Concluding Remarks

In this chapter, we proposed a solution to alleviate the network bottleneck while training

machine learning models in the cloud. Specifically, we identified transfer learning (TL) as a

natural fit to benefit from the recent evolution in the computational capabilities of disaggre-

gated cloud object stores. We show how to leverage the unique structure of TL to mitigate

the cloud network bottleneck and maximize the use of the scarce computational resources

inside the object store. The main insight is to carefully split the TL application during or
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right after feature extraction. This can reduce network transfers and decouples the training

and feature extraction phases, facilitating the use of batch adaptation in the object store. We

combine these insights into HAPI, a processing system for TL that spans the compute and the

object store tiers while remaining transparent to the user. We show up to 11× improvement

in application runtime and up to 8.3× reduction in data transfers while utilizing 100% of the

GPU memory on the object store.
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6 Federated Learning: The Case of Gen-
erative Adversarial Networks

In this chapter, we consider training in the federated learning (FL) setup. We tackle a challeng-

ing class of ML techniques: generative adversarial networks (GANs). The goal of a GAN is to

learn to generate new data with the same statistics as a training set. Existing approaches to

distribute GANs either (i) fail to scale, for they typically put the two components of a GAN (the

generator and the discriminator) on separate machines, inducing significant communication

overhead, or (ii) they face GAN training specific issues, exacerbated by distribution.

To address these issues, we present FEGAN, a system for distributing GANs over hundreds

of devices, addressing three main issues that face training GANs: mode collapse, vanishing

gradients, and learning divergence. Essentially, we co-locate a generator with a discriminator

on each device (addressing the scaling problem) and have a server aggregate the devices’

models using balanced sampling and Kullback-Leibler (KL) weighting mitigating training

issues and boosting convergence.

6.1 Introduction

GANs enable learning the statistical distribution of a target dataset and generating new sam-

ples from that dataset on demand. This feature can be used in a wide range of applica-

tions, such as generating pictures from text descriptions [209], producing videos from still

images [241], or increasing at will an image resolution [153]. Other applications, such as

DeepFakes generation [159], are as impressive as critical for society.

At the core of a GAN lie two deep neural networks: the generator and the discriminator. They

confront each other in a game: the generator aims at generating data that looks real (i.e.,

coming from the real data distribution) to feed the discriminator. The training stops when

the latter can no longer distinguish real data from the generated one. The generator has then

captured the data distribution and has reached the point where it can generate new samples.

Training GANs is resource and time consuming. For instance, it takes up to 48 hours to train

a GAN to learn the distribution of a 512x512 image dataset on Google TPUs v3 devices [39].
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Figure 6.1: (a) A Parameter server-based deployment [101] with one generator and distributed
discriminators (on 21 machines) outperforms the centralized approach. Yet, (b) it does not
scale due to communication bottlenecks.

Considering the number of potential applications, it is then of paramount importance to im-

prove this training time. One obvious way to scale a system is to distribute the computing load

on multiple devices. MD-GAN [101] has been recently proposed as a way to distribute GANs.

MD-GAN leverages a single generator (at a central location) and distributes the discriminator

across multiple devices. A similar architecture is also adopted by [273]. Such an architecture

follows the celebrated parameter server model [157], where the server is the generator, and the

workers are discriminators. Figure 6.1a illustrates the benefit of such an architecture with 21

machines on four datasets (MNIST [152] and Fashion-MNIST [276], often used as baselines,

and CelebA [166] and ImageNet [65], two state-of-the-art datasets for vision applications).

Clearly, distributing the training improves the system throughput, defined as the number of

epochs (the processing of all data samples in the dataset) the system handles per second. Yet,

due to the presence of a single centralized generator, this architecture does not scale, i.e.,

adding devices does not improve the throughput, as illustrated in Figure 6.1b. This scalability

bottleneck is due to the huge volumes of data to be transferred over the network, essentially to

synchronize the generator and the multiple discriminators, making the central generator a

bottleneck. Indeed, there is a huge room for improvement here.

Another architecture for distributed training is federated learning (FL) [176], in which training

happens on the edge devices that own private data, assisted by a central server. Combin-

ing GAN training with this architecture can yield impressive applications on edge devices,

including text-to-image translation and generating new human poses. Yet, approaches that fol-

lowed such an architecture for GAN training (e.g., running diagnostics [23] or for data privacy

goals [235]) also reported difficulties due to learning divergence, vanishing gradients, and

mode collapse problems: learning divergence happens when neither the generator nor the dis-

criminator reaches its goal, i.e., Nash equilibrium is not reached [20]. A second salient problem

is vanishing gradients, which occurs when the discriminator is much more powerful than the

generator, which, in this case, always fails to generate convincing samples for the discrimina-

tor, where the feedback from the discriminator does not help the generator to learn [185]. Last

but not least, the problem of mode collapse happens when the generator learns to generate
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only a few classes of data input rather than learning the true distribution of data [46]. Such

problems manifest clearly in the FL context. For instance, the server cannot communicate

with all devices in all rounds for scalability reasons; some form of device sampling is needed.

Yet, the sampling strategy should not be uniform because of the data distribution skewness

on the devices hosting the GAN model. Unfortunately, such data skewness can easily lead to

mode collapse. Thus, the mere application of the FL approach [265, 257, 254] to GANs training

is bound to failure [100] or underperformance, as we shall confirm empirically.

To overcome the aforementioned challenges, we introduce FEGAN, a distributed system that

enables GAN training to scale and cope with GAN-specific issues such as mode collapse,

vanishing gradients, and learning divergence. Our main contributions are three-fold.

1) We revisit the FL paradigm, traditionally dedicated to deep networks, to make it suitable

for GANs. Essentially, we fully distribute both the generator and the discriminator so that a

private GAN can be locally trained on each device. This distribution scheme helps scale the

system and prevent the vanishing gradients problem, as we show in Sections 6.5 and 6.6.

2) We design mechanisms to make FEGAN resilient to GAN-specific issues. In particular, we

devise two techniques to resist the mode collapse and the learning divergence problems in a

distributed setup. FEGAN prioritizes updates from some devices over others, using Kullback-

Leibler (KL) weighting scheme, and it carefully schedules the application of devices’ updates

on the global trained model, using the balanced sampling scheme. Both schemes not only

boost the learning quality but also help save compute time and communication resources.

FEGAN is tolerant to devices’ heterogeneity in terms of memory and computing power and

server and network failures through periodic checkpointing of the learning state.

3) We conduct an extensive experimental evaluation of FEGAN and compare it to a state–

of–the–art GAN distribution approach (MD-GAN), as well as with a centralized approach

and a baseline application of federated learning to GANs. Our code is publicly available

at https://github.com/LPD-EPFL/FeGAN.

6.2 Background

6.2.1 Generative Adversarial Networks

A GAN [84], made of a generator G and a discriminator D, targets the learning of a dataset

distribution in space X , where x ∈ X follows a distribution probability Pdata. Figure 6.2 depicts

a typical GAN architecture. The generator is modeled by the function Gw : Rℓ −→ X , where w

contains the parameters of its neural network Gw , and ℓ is fixed. Similarly, for the discriminator

Dθ : X −→ [0,1], where Dθ(x) is the probability that x is a data from the training dataset, and θ

contains the parameters of the discriminator Dθ. The objective consists in finding the parame-

ters w∗ for the generator: w∗ = argminw maxθ(Aθ+Bθ,w ), with Aθ = Ex∼Pdata

[
logDθ (x)

]
and

Bθ,w = Ez∼N ℓ

[
log(1−Dθ (Gw (z))

]
, where z ∼N ℓ means that each entry of the ℓ-dimensional
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z ~ N(0,1)
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Fake?

Figure 6.2: A typical GAN architecture. The generator generates data (from a noisy signal) that
looks like real data. The discriminator tries to differentiate between real and generated data.
Both networks learn simultaneously from the feedback, typically using a backpropagation
algorithm [107].

random vector z follows a normal distribution with fixed parameters. In this equation, D

adjusts its parameters θ to maximize Aθ, i.e., the expected good classification on real data

and Bθ,w , the expected good classification on the generated data. G adjusts its parameters

w to minimize Bθ,w (w does not have impact on A), which means that it tries to minimize

the expected good classification of D on generated data. This competitive scheme ends, if

convergence occurs, to the learning of the dataset distribution Pdata.

6.2.2 Distributed GANs

One way to distribute GANs training is to follow the celebrated parameter server model (see

Section 2.3.1), as in, e.g., [273, 101]. This setup decouples the generator and the discrimina-

tor by having a single generator placed on the central server. Discriminators are, however,

dispatched on devices and access local data. This setup reduces the processing load on the

devices but also results in more network communication in order to maintain the generator-

discriminator game. To avoid the mode collapse problem [46], some approaches periodically

swap discriminators between devices in a peer-to-peer fashion, essentially to augment the

diversity of the data used by the discriminators. In this chapter, we take another route to

distribute GANs: we follow the federated learning model (see Section 2.3.3).

6.3 The FEGAN Design and Implementation

In this section, we first provide the system setup and an overview of FEGAN. Then, we focus

on our design choices, which make FEGAN scalable and resilient to GAN training issues, and
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Figure 6.3: FEGAN architecture: D and G are co-located on all devices. Dashed lines denote
the communication of metadata about devices’ datasets and specifications. Data across
devices might be unbalanced and skewed.

the system aspects of FEGAN.

6.3.1 Overview

FEGAN revisits the general federated learning (FL) paradigm [139], which consists of (1) a

central server (hereafter, server) hosting the up-to-date global model and (2) a set of computing

devices that can be mobile phones or arbitrary computing nodes (hereafter called devices).

Figure 6.3 depicts the FEGAN architecture. The training model contains two neural networks:

the generator G and the discriminator D. The server orchestrates the communication load by

selecting which devices should contribute to updating the model at a given round. In each

round, the server chooses a constant fraction C of all the devices. The server is also in charge

of aggregating the computation from devices to update the global model. Each group of local

iterations E (on devices), ending with a global model update, is called an FL round (or simply

round). Note that each worker uses a local batch size B in each of these local iterations. The

server may instruct weak workers to use less number of batches in order to avoid the stragglers’

problem, as discussed in Section 6.3.4. On top of this, we design training and system specifics

to reach our scalability and resilience goals, as we show later.

Each device owns a GAN locally, composed of a local generator and a local discriminator.

The input data to the global GAN is the aggregate of the data stored locally on each device.

We assume that the data stored on each device remains local: only the output of the local

computation is sent to the server. Given its local nature, data might be unbalanced and

possibly not identically nor independently distributed (non-iid) across devices. For this, we

allow the server to gather metadata from devices regarding the number of local samples per

class. To satisfy this step, we assume each device can label its data or at least can model

its data distribution, using generative or clustering schemes like Gaussian Mixture Models

(GMM) [247, 210] or K-means [75].

Devices only communicate with the server. As they do not communicate with each other, they
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do not need to trust each other. Communication links between the devices and the server

could be unreliable and asymmetric with limited bandwidth [139]. The server can keep the

devices’ updates secure using off–the–shelf secure aggregation protocols [35].
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Figure 6.4: A running example of how FEGAN works. Assume a dataset of 50 samples in 4
classes, distributed on 4 devices with C = 0.5 (where C is the fraction of devices sampled by
the server in each round). Each device has an array of 4 entries depicting how many samples
this device has from each class. In the first round, the server chooses device 1 (with the highest
number of samples) and device 3 (with samples from a class not represented by device 1).
When the devices reply, the server updates the model, applying KL weighting to their replies.
In the second round, the server chooses the unsampled devices to maintain fairness among
devices.

6.3.2 The FEGAN Algorithm

In this section, we explain the high-level algorithm of FEGAN. Figure 6.4 depicts a running

example of FEGAN.

Initialization. Before starting the training process, each device informs the server of its local

data distribution (typically how many classes and how many samples per class it owns locally).

Such a step could be repeated should the dataset change during the training process. The

goal of collecting metadata from all devices is for the server to account for the data imbalance

across devices.
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To this end, the server computes the Kullback–Leibler (KL) divergence [146, 145] scores, which

reflect the degree of divergence of the devices’ local data distribution from the global distribu-

tion. In particular, the KL divergence of device k is computed as follows:

DK L(Pk ||Q) = ∑
x∈X

Pk (x) log(
Pk (x)

Q(x)
), (6.1)

where Pk is the normalized vector of samples per class x at device k, Q is the normalized

vector of the total number of samples per class (in the global dataset), and X is the collection

of all classes. For instance, Pk (x) = nkx/nk , where nkx is the number of samples of class x at

device k, and nk is the total number of samples at device k. The server then assigns a score sk

to each device k as follows:

sk = nk

n
×DK L(Pk ||Q), (6.2)

where n is the total number of samples in the dataset.

All devices also send to the server their capabilities in terms of memory size and compute

power available for training. The server then uses this information to choose a training load (in

terms of batch size and local number of iterations) for each device. As for the current version

of FEGAN, the server follows a linear model to compute this load, which we assume fixed

throughout the training process. Finally, the server initializes the model, i.e., G and D and

selects an optimizer and a loss function to use.

Server operation. The server starts each FL round by choosing a group of devices, using

balanced sampling (Section 6.3.3), to update collectively the model state. The server then asks

the sampled devices to contribute to the current round and assigns the pre-computed training

load to each device. At the end of an FL round, the server collects the updates of the devices

and aggregates them using the KL weighting scheme (Section 6.3.3). The server also weighs

such updates by the devices’ respective assigned batch sizes (Section 6.3.4). The server repeats

this procedure till convergence.

Device operation. Devices remain idle until they are contacted by the server to participate in

one FL round. A device selected for a given round receives the updated model state (of D and

G ) and the values for E , the number of local training iterations to be done by this device, and

B , the training batch size. After running E local training iterations, each device sends back the

updated model to the server.

6.3.3 FEGAN Design Choices

Co-locating networks. Training vanilla deep neural networks with backpropagation some-

times encounters the vanishing gradients problem. This problem happens when the computed

gradients are extremely small, hindering the update of the network’s parameters and hence,
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stopping the learning. In the context of GANs, such a problem usually happens due to having

a very strong discriminator [185]. Given that training GANs is naturally formulated as a game

between two players/networks, a player gains strength with more experience (i.e., with more

training iterations). This strength then reflects how good the player is (either the generator or

the discriminator) in doing its task. In the situation of a powerful discriminator, the generator

fails to learn as it cannot get much information from the discriminator’s feedback. As a result,

the discriminator always wins in this case, i.e., the generator always fails to generate fake sam-

ples that can trick the discriminator. In the centralized setup, this problem can be mitigated

by choosing the correct set of hyperparameters and the loss functions [84, 168]. Yet, this is not

sufficient in the distributed setup; it is also crucial to balance the strength of both networks.

FEGAN solves this problem by co-locating the discriminator with the generator so that both

networks can be trained simultaneously, increasing their strength at the same time.

Importantly, networks co-location reduces the communication overhead compared to other

designs that centralize the generator in the server while distributing the discriminators on

the devices [101, 23]. In the latter case, the distributed discriminators should periodically

send their feedback, whose size is the same as that of the input space that is desired to be

learned (e.g., pixels of an image), to the centralized generator. By co-locating networks, FEGAN

drastically reduces such an overhead, as we show in Section 6.6.

Kullback-Leibler (KL) weighting. Data is more likely to follow different distributions on

different devices and hence, using vanilla averaging of devices’ local models might lead to

learning divergence [163]. Vanilla federated averaging (FedAvg) [176] is also not sufficient

for convergence in some cases [281] as it does not take data distribution discrepancies into

consideration while weighting the devices’ updates.

FEGAN mitigates learning divergence by relying on Kullback-Leibler (KL) weighting, which

is applied as follows. Upon the receipt of the updated models from the devices, the server

weighs them by applying the softmax function on the KL divergence score of each device. More

specifically, the model received from device k is given a weight wk as follows:

wk = exp−sk∑
i∈I exp−si

, (6.3)

where sk is the pre-computed KL score of device k (see Equation 6.2), and I is the set of

devices contributing to the current FL round. The softmax function acts as a normalization1

to the weights given to the devices’ updates so as to make these weights sum to 1. In other

words, the output of the softmax function (i.e., the weights) can be seen as the contribution

of each device to updating the global model state. The negative sign given to the score is to

penalize the devices with more divergence from the global data distribution as their updates

are less useful than the other devices’ updates. Such a design of a weighting scheme is crucial

1We experimented with other normalization schemes (e.g., linear averaging and step-wise averaging), and we
found that the softmax normalization gives the best results.
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to learning the global distribution of data.

Balanced sampling. Mode collapse [46] is arguably the hardest problem that one can en-

counter while training a GAN. Such a problem happens when the generator learns only

partially the data distribution and hence, can only generate data from a limited number of

classes. In our distributed, uncontrolled environment, the situation could be exacerbated due

to the skewness of data distribution on the devices. Our balanced sampling scheme aims at

solving this problem.

At each FL round, the server samples C ×nd devices to do the training procedure, where C

denotes the fraction of devices doing the training in each round with C ∈]0,1], and nd is the

total number of devices. Note that unlike vanilla FL (which relies on random sampling [139]),

in FEGAN, the server samples devices with specific data distribution to avoid falling into mode

collapse. The novelty of FEGAN’s sampling is that it favors (1) devices with more samples,

(2) devices with a balanced dataset (i.e., almost equal number of samples per class), and

(3) unsampled devices in the previous rounds. Thus, our sampling technique always ensures a

balanced number of samples per class in the updates applied to the model (G and D). Such a

technique plays an important role in the robustness and the convergence speed, as we show

in our evaluation of FEGAN.

Technically, FEGAN applies balanced sampling as follows: (1) The server maintains a priority

queue with the number of accumulated samples per class from sampled devices (from previ-

ous rounds) stored in it. (2) At each round, the server picks the class with the least number of

accumulated samples and chooses a device that declares to have this class to include it in the

new round. (3) The server accounts for the samples from other classes that will be included

in the new round (due to including the chosen device) and updates the queue accordingly.

(4) The server repeats this procedure until it samples C ×nd devices. It then sends the updated

state of the model, i.e., D and G networks to the sampled devices.

6.3.4 FEGAN System Aspects

Handling heterogeneity. Devices in the wild are not equal in many respects, including their

hardware specifications (e.g., compute power and memory) and the available network band-

width. Tolerating device heterogeneity in an optimal manner is an open problem with many

heuristics [5, 163]. Because we are targeting GANs training, it is crucial to design a solution

that handles device heterogeneity without falling into GAN-specific problems. For instance, a

solution that prefers sampling strong devices over weak devices e.g., [186], can lead to mode

collapse if the weak devices own data classes that are not represented by the strong devices.

FEGAN handles this issue by controlling the training load given to the contributing devices

in one round. More specifically, the central server dictates the number of iterations and the

batch size used for local training on devices. The server chooses less number of iterations
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and smaller data batches for weaker devices. This helps mitigate the straggler issue [157],

which happens with synchronous training systems when some devices are significantly slow,

degrading the whole system throughput. In the aggregation phase, devices’ updates are also

weighted based on the load given to each of them. Such weights are multiplied by the KL

weights (see Equation 6.3).

Fault tolerance. The central server represents a single point of failure: if it crashes, without

any fault tolerance technique, the whole learning stops, as devices do not communicate with

nor trust each other. FEGAN uses periodic checkpointing for the server’s fault tolerance.

Initially, FEGAN starts multiple servers, which number is configurable, yet, only one of them

acts as a primary, and the rest are backups. Only the primary communicates with the devices

while the other servers remain idle. After each FL round, the primary stores the learning state

in a persistent database. The learning state includes the weights of both networks, G and D,

the optimizer, the number of epochs passed, the data distribution on the devices, the devices’

capabilities, and the history of the chosen devices in all previous rounds.

In the case of the crash of the primary server, a backup server takes over. First, it loads the

latest learning state from the persistent database and announces to the devices that it is the

new primary. The new primary then starts a new round by choosing a new set of devices to do

the training.

Network failure is detected through a standard timeout mechanism. Such a failure could be

either due to slow communication, network partition, or a crashing device. In the event of a

failure, the server calls for completion or abortion of the current round. Such a decision relies

on the server configuration and the learning state. The server then records the actual devices

that participated in this round rather than the intended set of devices to participate.

Implementation. We implemented FEGAN on PyTorch [194]. We integrated our implementa-

tion with already-existing public implementations of different GAN architectures implemented

for training on one machine. We now describe the communication abstractions we imple-

mented to allow the distribution of GAN via FEGAN. Our source code is available at [93].

We rely on the notion of PyTorch distributed groups.2 Any invoked communication abstraction

takes as an input a group defining the set of devices that will be involved in this communication.

As we rely on a centralized architecture (see Figure 6.3), we allow only the centralized server to

create groups to avoid any conflicts with the devices and hence, achieve strong consistency on

the group formation.

We introduce two abstractions that can be used off–the–shelf by both the server and the

devices: multicast model and the average models. Multicast model is used by the server at the

beginning of any FL round to multicast the current state of the model to a group of devices

2https://pytorch.org/docs/stable/distributed.html
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(similar to map in MapReduce notation [64]). To comply with PyTorch distributed runtime,

the chosen devices should also invoke this abstraction (i.e., multicast model) to receive the

models from the server. We use the NCCL backend of PyTorch [188] so that the models stored

on a GPU need not to be copied to the CPU memory before being sent back to the devices and

hence, saving time and memory.3

The second abstraction, average models, is used at the end of an FL round (similar to reduce in

MapReduce notation). Typically, this function is invoked by the server to aggregate devices’

updates. As we consider synchronous training, the server waits for all contributing devices

to send back their results before proceeding to the next round. If our weighting technique is

not activated, we use the reduce operation from the distributed backend with ReduceOp.SUM

as a reduce operator and then divide by the number of contributing devices to this round

to get the average of the updates. We use this operation as it is always faster than the other

operations. Otherwise, we use the gather operation to first collect all the updates from the

devices and then apply the weights calculated by the server. The main problem with the latter

operation is that it does not work on GPUs,4 and hence the updates need to be first copied to

the main memory before sending them to the server. At the other end, the server collects all

the updates, copies them to the GPU memory, and then calculates the weighted average to

get the new model. We could not overcome this inherent problem of the PyTorch distributed

backend as gather is the only appropriate abstraction we can use to implement our average

model abstraction while applying weighted averaging.

Finally, we report on the number of lines of code (LoC) required to port two publicly available5

GAN implementations to FEGAN. Factoring out the common code for dataset partitioning,

group initialization, and performance measurements (e.g., FID calculation), it takes less than

70 LoC (which constitutes around 5% of the whole code) to port a GAN implementation

to FEGAN.

6.4 Performance Evaluation Methodology

In this section, we describe our experimental setup, baselines, and the configurations we used

to evaluate FEGAN.

Testbed. We evaluate FEGAN on the Grid5000 platform [89], using machines from the same

cluster. Each machine has 1 CPU (Intel Xeon Gold 6126) with 2 cores, 16 GiB RAM and 2 Gbps

Ethernet, and one Nvidia Tesla P100 GPU. Unless stated otherwise, we run experiments on 80

devices. This number reaches up to 176 in some experiments.

3This is only true if the used abstraction is implemented by NCCL; otherwise, we use the GLOO [118] backend.
4https://pytorch.org/docs/stable/distributed.html.
5https://github.com/eriklindernoren/PyTorch-GAN.
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Evaluation metrics. Although evaluating GANs has been an issue for ML practitioners, requir-

ing human judgment to assess the quality of the generated data [37, 168, 173], robust metrics

are now commonly used to assess the performance of GANs [273, 101, 147] such as Frechet

Inception Distance (FID). We evaluate FEGAN observing two main metrics: FID to assess

the GAN convergence (or quality of the learned distribution) and throughput to measure

the system’s efficiency. We chose FID as it is one of the most stable, robust, and widely-used

metrics for GAN [37]; it was the one used by our predecessors [101, 273]. Besides, FID has an

official implementation in the popular ML frameworks, including TensorFlow and PyTorch.

1. FID is a metric that computes the distance between feature vectors of real images and

generated ones. The score reflects the statistical divergence between the generated images and

the raw images using the Inception-v3 model [232], primarily designed for image classification.

The lower the score, the better (e.g., a 0.0 score indicates that the two groups of images are

statistically identical).

2. Throughput defines the number of updates the server can process per second. Such a

metric reflects the scalability of the system and the efficiency of the communication.

Note that we observe training convergence with time, the number of training epochs, and

FL rounds. However, in our experiments, we maintain a one-to-one mapping between the

number of epochs and the number of FL rounds, so we always show only one of them. The

shown results are the average of 6 runs per experiment; we omit error bars for better readability.

Datasets. We evaluate FEGAN with three datasets: MNIST [152], Fashion-MNIST [276], and

ImageNet [65]. In our evaluation, we focus on image generation not only because it is very

challenging and resource-demanding but also due to its multiple applications in the real

world. MNIST and Fashion-MNIST both describe grey-scale images of 10 classes representing

handwritten digits and clothes, respectively. Each dataset has 28x28 60K training images and

10K testing images; we use the latter for computing the FID score. ImageNet [65] is a large

dataset with around 14M images of a 256x256 resolution, dispatched into more than 21K

classes. ImageNet classification challenges usually use a subset of this dataset [213, 230]. We

use a subset of ImageNet with 100K images, distributed among 200 classes with 500 samples

per class. Reducing the dataset only allows for faster convergence. Unless otherwise stated,

we use Fashion-MNIST as a default dataset throughout our evaluation.

Non-iidness. In all the considered datasets, the data is balanced: the average number of

samples per class is almost the same in all classes. To our knowledge, there is no publicly

available dataset with inherent non-iidness or imbalanced data. We designed a distribution

engine to emulate imbalanced and skewed distributions of data among devices.

Our engine accepts two input parameters: max_class and max_samples. The former defines

the maximum number of classes any device can have, and the latter defines the maximum
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number of samples per class on any device. For each device, the engine generates a random

number rc ∈ [1, max_class×i
n ], where i is the index of the device, i.e., i ∈ [1,n] and n is the total

number of devices. rc defines the number of classes this device will have. Then, the engine

randomly samples rc classes from the dataset. Similarly, the engine (at each device) generates

a random number rs for each selected class with rs ∈ [1,min(i 2, max_samples×i
n )]. Finally, the

engine randomly samples rs samples for each selected class from the dataset. Note that the

engine generates a different value for rs per class. Note that all our random choices and

samplings follow the uniform distribution. Using this engine, we managed to emulate several

cases of data imbalance and non-iid distribution of data among devices, including the typical

non-iid workloads reported before in the literature [101, 215, 273, 176].

GAN architecture. Without loss of generality, we evaluate FEGAN with two popular GAN

architectures. Since FEGAN is GAN-internals agnostic, our work can be ported to any other

GAN architecture. The two experimented architectures are: Least Squares Generative Ad-

versarial Networks (LSGAN) [173] for the MNIST and Fashion-MNIST datasets and a Deep

Convolutional Generative Adversarial Network (DCGAN) [205] for the ImageNet dataset. Both

architectures are lightweight: they do not require more than 3 MBs of memory.

Hyperparameters. Unless otherwise stated, we use the following hyperparameter values in

our experiments. We set E , the local number of iterations per each device, to 30, C , the fraction

of devices chosen each round (by the server) for the training, to 0.025, B , the batch size, to

50, and FID batch size, the number of samples used to calculate the FID, to 10K. We discuss

the effect of changing the values of E and C in Section 6.6. We monitor the progress of FID

every 1000 training iterations (not to confuse with epochs nor with FL rounds). We use the

Adam optimizer [136] for both the generator and the discriminator with an initial learning

rate of 0.0002 and values for betas 0.5 and 0.999. As instructed in their original papers, we use

Mean Square Error (MSE) loss function with LSGAN [173] and Binary Cross-Entropy (BCE)

with DCGAN [205].

Baselines. We compare FEGAN to three competitors:

1. Centralized GAN. We use a centralized GAN as a baseline to be able to compare the resulting

FID with FEGAN as well as to illustrate the throughput gain of distributing the computation.

We train a GAN on a single machine with two GPUs. The hyperparameters are set to the same

value as FEGAN, including the batch size for fairness.

2. Parameter Server-based GAN. Existing approaches to distribute GANs rely on the parameter

server architecture [157] to handle the distributed training [101, 273]. Note that the evaluation

of such systems (in their original papers) has been conducted by emulation. Since none of

these systems is open-sourced yet and rely on the same architecture (with minor nuances),

we picked MD-GAN [101] as a representative of this class of systems. Like FEGAN, MD-GAN
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assumes that data on devices is never shared with any other machine. We implemented

MD-GAN in our distributed framework using the same networking abstractions, models,

and datasets that we used in FEGAN. For fairness, we put tensors on GPUs and handle com-

munication using the same GPU-to-GPU abstractions. We also use the best values for the

hyperparameters as instructed by the authors in their original paper [101].

3. Federated Averaging ( FL-VANILLA). We compare to a strawman FL setup, where discrim-

inators and generators remain on devices. Such devices send gradient updates to a central

server that hosts the up-to-date generator and discriminator. This constitutes the FL baseline,

inspired by the FedAvg algorithm [176], which we coin FL-VANILLA.

FEGAN configurations. We report on all the variants of our FEGAN system with all combina-

tions of balanced sampling and KL weighting techniques being used or not. We abbreviate

sampling with s and weighting with w in the figures with 0 means disabled and 1 means en-

abled. For example, s = 1, w = 0 denotes FEGAN deployment that uses our balanced sampling

scheme but not KL weighting. This is completely independent of the distribution of data

among devices. Note that setting s = 0, w = 0 is equivalent to employing FL-VANILLA.

6.5 Convergence Comparison

In this section, we show the quality of the data generated by FEGAN, measured by FID, as

well as the convergence behavior compared to other baselines in both iid and non-iid data

settings.
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Figure 6.5: Convergence of FEGAN compared to the Centralized approach and MD-GAN. We
distributed the Fashion-MNIST dataset identically and independently (iid) on 80 devices for
the distributed deployments. FID metric: the lower, the better the generated samples.

6.5.1 Convergence in iid Settings

Comparison with competitors. We run a head-to-head comparison with a centralized GAN

and MD-GAN w.r.t. convergence performance over time and the number of training epochs.
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In this experiment, we distribute data identically and independently (iid) over devices in the

distributed deployments, namely MD-GAN and FEGAN. As we focus on the benefit obtained

from FEGAN architecture, namely the fact that both the generator and the discriminator are

distributed, we voluntarily disable the weighting and sampling schemes in this experiment (s =
0, w = 0). Indeed, distribution leads to communication overhead, which FEGAN minimizes (by

the co-location of the generator with the discriminator on all devices in addition to sampling

a limited number of devices for training in each round).

Results displayed in Figure 6.5 show that FEGAN significantly outperforms both competitors.

In both figures, we observe that FEGAN converges to an FID value of around 50, whereas

the other approaches converge to an FID value of around 100. Compared to the centralized

deployment, FEGAN achieves a better FID in less time (Figure 6.5a). At the first glance, this

result looks counter-intuitive. Yet, this is because, in FEGAN, the server aggregates updates

based on more data samples (i.e., collected from more devices), highlighting the advantage

of distributing the training process.6 The distribution also gives FEGAN a more diverse view

of the dataset and ensures better convergence than in the centralized case [282, 260]. This

result is consistent with the observations reported before in the literature [68, 108]. Since

MD-GAN relies on a single generator at the server, it fails to benefit from the data diversity

on multiple devices and hence achieves a performance similar to the centralized approach.

FEGAN achieves a much faster convergence because the server communicates only with a

fraction of devices in each round as opposed to MD-GAN, where it communicates with all of

them; this enables FEGAN to achieve faster iterations.

The results depicted in Figure 6.5b show that FEGAN consistently outperforms MD-GAN.

However, the centralized approach converges faster than the distributed approaches in the

first few hundreds of epochs. After that, FEGAN achieves a better FID value. The reason for

this behavior is that in the first few epochs, FEGAN contacts different devices per round, and

hence, the server aggregates updates from different data, trying to adapt both networks (the

generator and the discriminator) to this data, which leads to the observed slow start. In the

subsequent iterations, as the weights of both networks become more stable, FEGAN leads to

better-generated data (and hence, a better FID).

FEGAN configurations. We now assess the impact of the core mechanisms of FEGAN, namely

the impact of s and w in an iid setting.

Figure 6.6 displays the results of different FEGAN deployments with all combinations of

enabling and disabling the balanced sampling and the KL weighting schemes. We observe

that in terms of convergence speed (w.r.t. both time and training epochs), they perform

approximately the same. FEGAN (with s = 1, w = 1) performs slightly better and provides

quickly a smaller FID. Those results demonstrate that, while we aimed at sustaining non-iid

6Note that we could not arbitrarily increase the training batch size on the centralized setup, which is prone to
memory constraints.
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Figure 6.6: Convergence of a few FEGAN configurations in a distributed setup with the Fashion-
MNIST dataset distributed identically and independently (iid) on 80 devices.

data when designing our system, FEGAN is equally good in iid setups. This makes FEGAN an

excellent system across data distributions.
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Figure 6.7: Convergence of FEGAN in a distributed setup with MNIST; data is not distributed
identically and independently (non-iid) on devices.
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Figure 6.8: Convergence of FEGAN in a distributed setup with Fashion-MNIST; data is not
distributed identically and independently (non-iid) on devices.

6.5.2 Convergence in Non-iid Settings

In this section, we extensively evaluate the performance of FEGAN in a non-iid setup. We

compare FEGAN in its fully-fledged version (with s = 1, w = 1) to the FEGAN version where the

sampling and the weighting schemes have been disabled (i.e., the FL-VANILLA competitor). We

run these experiments in three different datasets and different data distributions. We control

the data distribution (and hence, the degree of non-iidness and data imbalance) using the data

distribution engine described in Section 6.4. Figures 6.7, 6.8, and 6.9 show the results on the

MNIST, Fashion-MNIST, and ImageNet datasets, respectively, each in two settings where we

vary the maximum number of classes and samples per device. The first two datasets are used

to show the effectiveness of FEGAN on well-known baseline datasets, whereas the ImageNet

experiment shows the performance of FEGAN on a large-scale dataset. As the results show

similar behavior across datasets, we discuss the three figures collectively, highlighting the

main performance gains of FEGAN.

Faster model updates. Our first observation is that FEGAN runs epochs faster, i.e., leading

to a faster convergence than FL-VANILLA.7 The balanced sampling (as compared to random

7Note that we run both systems for the same amount of time per experiment; that is why the lines in all
sub-figures (b) are balanced, unlike sub-figures (a).
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Figure 6.9: Convergence of FEGAN in a distributed setup with ImageNet; data is not distributed
identically and independently (non-iid) on devices.

sampling in FL-VANILLA) of FEGAN favors devices that were not visited in previous rounds,

and hence, it has a higher probability of sweeping over the whole dataset (distributed among

devices) faster than FL-VANILLA. We quantify this throughput gain to 1.27−1.8× with MNIST,

1.57−1.7× with Fashion-MNIST, and 1.9−2.13× with ImageNet. We discuss this observation

in detail in Section 6.6.

Better FID. Not only does FEGAN achieve faster epochs in all datasets, but we also observe

that it converges to a better FID value, compared to FL-VANILLA, after training for the same

number of epochs. This outperformance is enabled by our balanced sampling and KL weight-

ing schemes. The fact that the server adjusts the weight of each device depending on its data

distribution helps achieve a better generation of data (and hence, a lower value for FID), as

opposed to FL-VANILLA, which considers devices equal regardless of the number of classes

and the number of samples per class they hold. This, in turn, enables the server of FEGAN to

consider faster a diverse set of data with a higher probability, contributing to learning faster

the global data distribution.

Convergence gain. To demonstrate the superiority of FEGAN over FL-VANILLA, we compare

the time required to achieve a given FID value (usually the best value achieved by FL-VANILLA)
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Figure 6.10: Convergence of FEGAN with non-iid Fashion-MNIST data distributed on 80
devices, showing all cases of enabling and disabling weighting and sampling schemes.

and call it convergence gain. Results show that the convergence gain of FEGAN over FL-

VANILLA is 1.27−1.57×, 1.71−3×, and 2.75−3.67× when training MNIST, Fashion-MNIST, and

ImageNet, respectively. Beyond the ultimate FID value that a system can achieve eventually,

the convergence gain is an important end–metric for ML practitioners. Such a metric com-

bines the system’s performance aspect (e.g., throughput or latency) and the ML algorithm

performance aspect (i.e., convergence over training epochs).

The less uniform, the more effective FEGAN is. When comparing the first and second rows of

Figures 6.7 and 6.8, we observe that the performance gap between FEGAN and FL-VANILLA is

larger for lower values of max_class. In other words, the effectiveness of FEGAN is even clearer

when each device owns only a few classes from the whole dataset. This result demonstrates

the ability of FEGAN to account for a higher degree of data imbalance over devices; we believe

the latter is a realistic scenario as we do not expect that all classes would be represented on

distributed devices. Figures 6.9c and 6.9d show a real-world scenario, where each device has at

most 50 samples from any of the 200 classes of ImageNet. Results from both figures show that

FEGAN converges faster than FL-VANILLA in terms of both the number of rounds and time.

6.5.3 FEGAN’s Tolerance to GAN-specific Problems

The contribution of sampling and weighting. We evaluate the relative impact of activating

each mechanism (i.e., sampling and weighting) in all datasets. The results for Fashion-MNIST

are depicted in Figure 6.10. Our general observation is that: while using only one mechanism

is enough for FEGAN to achieve a lower FID than FL-VANILLA (where using sampling alone is

slightly better than using weighting alone), using both mechanisms achieves the lowest FID.
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Figure 6.11: KL divergence of the real distribution from the distribution seen by the centralized
server. The smaller the KL divergence, the lower the probability of mode collapse.
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Figure 6.12: The co-location of both networks on all devices avoids yielding a powerful dis-
criminator (as in MD-GAN), preventing the problem of vanishing gradients.

Preventing mode collapse. Figure 6.11 shows the KL divergence of the data distribution seen

by the server (over FL rounds) compared to the real data distribution. We compare balanced

sampling (used by FEGAN) to random sampling (used by FL with FedAvg [139]), both with

non–iid data, and the iid case (when data is distributed identically on all devices). The latter

constitutes the optimal baseline in this experiment. On the one hand, the figure shows that

using random sampling with non–iid data will let the server see a diverging distribution

compared to the real distribution of data. On the other hand, balanced sampling of non–iid

data allows the server to see an almost–exact distribution of data (compared to the optimal

case, i.e., with iid data). As demonstrated by previous work [163], the smaller the KL divergence,

the less the probability of experiencing mode collapse. In that sense, FEGAN then shows

resilience to problems caused by non–iid data.

Preventing vanishing gradients. FEGAN co-locates the discriminator with the generator on

all devices so that the training of both networks can happen simultaneously in all training

iterations, allowing both networks to have the same power in confronting each other. To
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Figure 6.13: Scalability of FEGAN with the number of devices.

demonstrate the efficiency of this approach, we run an experiment in which the discrimina-

tor is trained in all iterations, whereas the generator is trained only once each E iterations.

Such a design reflects the setup of having one generator in the central server and multiple

discriminators on the devices, which was proposed, e.g., in [235, 23]. Figure 6.12 shows that

the latter design creates a dominant discriminator that can always defeat the generator, i.e.,

hindering the generator from generating output data that looks real. Yet, the co-location of

both networks on all devices (applied by FEGAN) allows the generator to be powerful enough

to generate such data, as demonstrated by the lower FID values. FEGAN thus clearly avoids

that problem.

6.6 FEGAN System Performance

In this section, we report on the gains (throughput and bandwidth) achieved by FEGAN

compared to existing approaches. In addition, we convey FEGAN’s performance with hetero-

geneous devices and in the case of a server’s crash. The results being similar across datasets,

we only present the results obtained with the Fashion-MNIST dataset unless stated otherwise.

Throughput. We measure the system’s throughput as the number of epochs processed per

second. Figure 6.13 shows the scalability (in terms of throughput) of both MD-GAN and

FEGAN with the number of devices. We observe a stable throughput for MD-GAN, which is

almost non–sensitive to an increasing number of devices. This is because the single generator

on the server has bounded processing capacity regardless of the number of devices interacting

with it. Results show that FEGAN, however, exhibits better scalability: FEGAN’s throughput

increases linearly with the number of devices, fully leveraging the potential of distributing the

training. With 176 devices, FEGAN achieves a 5× throughput gain over MD-GAN. Notably,

this scalability behavior relies heavily on the values of E and C . For instance, we do not expect

FEGAN to scale with C = 1,E = 1 since it will incur the same amount of communication as

with MD-GAN in this case. Hence, the values of C and E largely control whether the bottleneck
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Figure 6.14: The impact of the values of E and C (60 devices).

is the communication or the computation.

Figure 6.14 presents the throughput results obtained with different values of E , the local

number of iterations performed on each device in one FL round, and C , the fraction of devices

chosen by the server in each round, for FEGAN and MD-GAN (as a baseline) in a 60–device

configuration. We observe that the performances of FEGAN are significantly better in several

configurations and, in any case, at least as good as the ones of MD-GAN, but in the C = 2/15,

E = 60 configuration. We believe this latter issue is a pure implementation issue, which we

detail in the following. On the one hand, since the server in MD-GAN only averages the

devices’ updates, we use the reduce abstraction in PyTorch, which has an efficient GPU-to-

GPU NCCL [188] implementation. On the other hand, we use the gather abstraction with

FEGAN to enable KL weighting, i.e., the server first gathers the updates and then applies a

weighted sum to them. Such a communication abstraction is not supported on GPUs (to–date

in PyTorch), and hence, the models are copied to the CPU memory first, leading to slower

end-to-end communication.

From these results, we observe that lower values of C give a significant advantage to FEGAN,

with one configuration (C = 1/30, E = 60) even performing close to 4× faster than MD-GAN.

This behavior is explained by the communication overhead between the server and the de-

vices: the lower the value of C , the lower the number of devices chosen per round, and hence,

the lower the communication overhead. Since the communication overhead is the main

bottleneck in distributed machine learning applications [254, 110], reducing the communi-

cation drastically improves the system throughput without impacting the convergence, as

demonstrated in the previous section.

Figure 6.14 also shows a positive correlation between the value of E and the throughput.

The higher the value of E , the more local iterations per device per round, the lower the

communication between the server and the devices per unit time, and hence, the higher the

system’s throughput. Note that while studying the impact of the values of C and E gives us

some indication, choosing the best values for C and E remains data and model-dependent.
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Figure 6.15: The average number of samples per class seen by the server, through devices’
updates, as a function of FL rounds. Here, the maximum number of samples at each device is
50. (ImageNet, 80 devices).
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Figure 6.16: Bandwidth consumption at one random device for both MD-GAN and FEGAN.
We observe the same distribution (as plotted) at different sampled devices. Using FEGAN,
each device is picked (by the server), on average, less than 10 times in a 200-second interval.

Setup 5 - 3000 10 - 2000 20 - 3000 40 - 4000
FL-VANILLA 3596.9s 3733.3s 4825.7s 3815.5s

FEGAN 2441.4s 2379.9s 3031.7s 2560.2s
Gain 1.47× 1.57× 1.59× 1.49×

Table 6.1: Time to finish 200 epochs by FEGAN and FL-VANILLA. We use balanced sampling
with the former and random sampling with the latter. The given two numbers in the first row
represent max_class and max_samples, respectively. The gain in time to finish one epoch can
be also viewed as a gain in consumed bandwidth over random sampling for not looking at
diverse data batches.

Network bandwidth. Figure 6.15 shows the impact of balanced sampling on the data diversity

(number of samples per class) observed by the server as a function of the number of FL rounds.

We observe that balanced sampling significantly impacts the training time: FEGAN takes 10

rounds to come across 500 samples against 10× this figure when random sampling is applied.
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Figure 6.17: Convergence of FEGAN in the presence of weak devices in terms of memory or
processing power. FEGAN is adaptive to heterogeneous devices. (ImageNet, 60 devices)

The effectiveness of balanced sampling directly translates into network bandwidth gain. Effec-

tively, random sampling has a higher probability to visit the same data batch twice, consuming

unnecessary bandwidth. Table 6.1 summarizes the gains in terms of time and communi-

cation. Such results confirm the results displayed in Figure 6.15. Based on these numbers,

random sampling requires roughly 1.5× more bandwidth compared to our balanced sampling

per epoch.

Moreover, as Figure 6.16 shows, devices in FEGAN consume less bandwidth than with MD-

GAN as each device is selected only once every few FL rounds as opposed to MD-GAN, in

which all devices train the model each round. In this figure, each device is sampled less than

10 times every 200 seconds.

Heterogeneous devices. Figure 6.17 shows an experiment with a set of devices, some of

which with limited memory or processing power (we denote those as weak devices). Based

on FEGAN’s design, such devices are assigned smaller batch sizes (to respect the memory

constraints) or less number of local iterations (to respect the limited processing power). In

this experiment, weak devices are assigned up to half of the batch size and half of the local

number of iterations. The figure also shows the effect of having different ratios of weak devices

compared to the total number of devices (in the range of 10–90%). All figures show that
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Figure 6.18: FEGAN tolerates the server’s crash.

the presence of weak devices almost does not affect FEGAN’s convergence. This shows the

efficiency and the practicality of the adaptive methods included in the design of FEGAN.

Tolerating server’s crashes. As the central server failure is more critical than the devices’

failures, we focus here on the former case. Figure 6.18 shows an experiment in which we crash

the central server after 500 seconds from the beginning of the experiment. In such a case, a

backup server loads the latest stored checkpoint, announces to the devices that it is the new

primary, and continues the training normally from that checkpoint. The figure shows that

the server failure/crash does not cause troubles (e.g., big stalls) to the training process, which

continues normally after the crash.

6.7 Related Work

Few proposals suggested distributing GANs computation on multiple machines. MD-GAN [101]

aims at reducing the computation on workers by relying on a single generator, hosted on the

central server of the parameter server model. In this setup, every worker hosts a discriminator.

This architecture then breaks the usual generator–discriminator couple by setting up a 1-to-n

game. The discriminators perform local learning steps on their datasets (that are never shared

with other machines) and compute the error feedback on the generated samples they are given

by the server. Discriminators are periodically swapped between the workers in a peer-to-peer

fashion in order to avoid overfitting the local datasets. MD-GAN is built with scalability to a

few tens of workers in mind for targeting the within-datacenter learning scheme; it also only

targets the iid distribution of data.

A recent approach by Yonetani et al. [273] builds on the architecture of MD-GAN, with also one

single generator. They aim at tackling some distribution skew on worker nodes by proposing

two unsupervised learning approaches: F2U and F2A. F2U is designed to fool the most

forgiving discriminator for a given sample (i.e., the discriminator that judge the sample as
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real and close to their data). F2A adaptively aggregates the feedback of discriminators by

emphasizing those from the more forgiving ones. Augenstein et al. [23] proposed a similar

federated GAN algorithm with one generator at the server and multiple discriminators at

the devices. Such an algorithm focuses on the privacy of users’ data on devices with the

goal of synthesizing data from similar distribution of real data for diagnosis. The scalability

of a single generator here is also at stake; we propose instead to have multiple generator-

discriminator couples.

Hardy et al. [100] proposed a fully decentralized, peer-to-peer architecture for distributing

GANs. The authors experimented with GANs being gossiped and averaged between inde-

pendent devices. While acceptable on small datasets, the performances are inferior to the

baselines we use to evaluate FEGAN with larger datasets.

6.8 Concluding Remarks

We evaluated FEGAN extensively, and here is our conclusion: (i) its careful design allows for

scaling the training of GANs. While MD-GAN provides better throughput at a small scale (up to

32 devices), FEGAN then largely prevails, achieving a linear improvement in throughput with

the number of devices (experimented with up to 176 devices) with even a lower bandwidth

consumption. This scaling does not come at the cost of learning quality; on the opposite,

we show lower FID values in both iid data and non–iid data contexts. (ii) We have shown

that the proposed components of FEGAN can circumvent GAN-specific issues that a vanilla

deployment of an FL-based scheme can encounter. In that respect, both the balanced sampling

and the KL weighting schemes are instrumental in the effectiveness of FEGAN. Although our

main ideas are designed to combat GAN-specific issues, they can be still used in vanilla

federated learning systems (for deep networks training). For instance, the weighting and the

sampling schemes can be used to ensure learning convergence while training deep networks.

Such components essentially utilize the skew information released by the devices at the

beginning of the learning with regard to their local data. The requirement for extra information

might constitute a privacy concern. Yet, recent work has shown how to employ differential

privacy with training vanilla federated GANs [261]. Exploring approaches that tolerate data

imbalance while ensuring the privacy of devices’ data is an avenue for future research.
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7 Conclusions and Future Work

We conclude this thesis by summarizing the presented results alongside their implications.

Finally, we discuss directions for future research.

7.1 Summary and Implications

This thesis tackles a few practical challenges facing distributed machine learning (ML) systems

in different environments, namely in datacenters, in the cloud, and on edge devices. We first

addressed the general problem of making distributed ML systems robust against arbitrary

(i.e., Byzantine) failures. Then, we presented practical insights that help improve the training

performance in each of the three environments we consider.

Chapter 3 presented GARFIELD, our one-size-fits-all library for Byzantine resilience. GARFIELD

allows ML practitioners to write their training applications from a system’s point of view rather

than from an algorithmic perspective. GARFIELD also provides access to various robust gradi-

ent aggregation rules (GARs), which have been shown effective against arbitrary failures. With

the ability to capture different architectures, network patterns, hardware capabilities, and data

distributions, we demonstrated how GARFIELD can achieve Byzantine resilience in multiple

setups. Essentially, GARFIELD helps quantify the benefits and the costs of Byzantine resilience

in practice. We have integrated GARFIELD with two popular ML frameworks: TensorFlow and

PyTorch. GARFIELD is an open-source project that has already been used multiple times in

different projects at EPFL. In addition, the center for digital trust (C4DT)1 has featured it as a

secure ML solution against arbitrary failures. A demo on GARFIELD (built by C4DT) can be

found at https://factory.c4dt.org/incubator/garfield/demo/.

Chapter 4 showed how elasticity can improve training time and resource utilization on data-

centers’ shared ML clusters. We demonstrated this with our elastic resource allocator (ERA),

using which we showed the benefits of dual scaling by dynamically adapting (a) the number

of workers and (b) the batch size. Our evaluation of ERA with a 64-GPU cluster shows that it

1https://show-new.c4dt.org/showcase/garfield/presentation
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improves the throughput of training jobs, minimizes the average job completion time, and

maximizes resource utilization, notably without hampering the training accuracy.

Chapter 5 showed how cloud object stores can contribute to ML computation and the implica-

tion of this contribution in alleviating the typical network bottleneck of training in the cloud.

Essentially, the idea is to partially offload the ML computation to the storage tier to reduce the

data transfer between storage and compute. We identified transfer learning (TL) as the killer

application for this setup. With HAPI, our TL processing system that splits the computation

between the storage and the compute tiers, we showed improvements in throughput, training

time, communication load, and scalability while being completely transparent to the user.

Chapter 6 showed how to robustly and efficiently train generative adversarial networks (GANs)

in the federated learning (FL) paradigm using FEGAN. The key to FEGAN’s efficiency is to

co-locate both components of the GAN (the generator and the discriminator) on all devices

contributing to training. FEGAN also relies on KL weighting and balanced sampling to cope

with heterogeneous devices and skewed datasets. We showed that FEGAN scales well with

hundreds of devices while also achieving better learning quality.

In summary, this thesis provides practical insights that advance the state of the art of robust

and efficient distributed ML systems in different environments. We have open-sourced the

code of GARFIELD and FEGAN, and both of them went through the Artifact Evaluation process

in their respective conferences and were awarded a couple of ACM badges2 accordingly. We

have seen some of our prototypes have already been extended further by the community.

7.2 Future Directions

While this thesis touched on crucial and practical problems for diverse settings of distributed

training, research in this area is young and more efforts are needed to extend it further. In this

section, we give some ideas to extend the work of this thesis.

Elastic training with cloud object stores. In Chapter 5, we show how we can use cloud object

stores to improve training time, and in Chapter 4, we demonstrate how elasticity can help

adapt training to existing resources, further expediting the training time. An interesting future

direction is to see the result of integrating these (seemingly-orthogonal) two ideas. First,

consider an extension to our HAPI framework (i.e., by processing the first part of a neural

network on the object store) that uses multiple workers on the compute tier. An interesting

question then is: how would that extension affect the splitting algorithm? Intuitively, this

extension will release the stress from the storage tier as the compute tier can handle more

computation with more workers. A second step would be to explore how elasticity affects the

optimal solution. Indeed, the server load can play a role in scaling decisions. For example, if

the server is serving many requests, it might decide to decrease its computation load and ask

2https://www.acm.org/publications/policies/artifact-review-badging
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the elastic controller to increase the number of workers running training on the compute tier.

Exploring the tradeoffs in this setup is a promising research direction.

Elastic Byzantine resilience. So far, all the research on Byzantine-resilient ML assumes a

fixed set of participants throughout the training process. This assumption might not hold in

permission-less systems, e.g., if random devices on the Internet want to train a common model

collaboratively. Keeping such cases in mind and with the benefits of elasticity we have shown

in Chapter 4, we need to explore how our resilience guarantees change with elastic training.

For example, should workers keep a history of participants in previous rounds for better

Byzantine resilience guarantees? If we model the pattern of participation of Byzantine workers

(based on the elasticity decisions), can we design faster algorithms with the same resilience

guarantees? What would be the correct assumptions on the number of Byzantine participants

in that case? Achieving Byzantine resilience in permission-less settings is a plausible direction

for Byzantine ML research.

Byzantine-resilient federated GANs. In Chapter 3, we show how to use GARFIELD to achieve

Byzantine resilience in different settings. All these settings, though, focus only on deep

networks training. An important research question is: how can we extend this work to training

GANs, e.g., using FEGAN? Although we can straightforwardly apply the same approaches

of GARFIELD to FEGAN, the effects of the robust algorithms of GARFIELD on GAN-specific

problems (such as mode collapse and vanishing gradients) are not clear. Introducing Byzantine

resilience to training GANs (especially those trained in the federated learning setup like

FEGAN) is a crucial next research step.

Extending GARFIELD. While Chapter 3 shows how GARFIELD supports different environments

and architectures, Byzantine resilience is far from being practical in some cases. For instance,

data is typically not identical on workers contributing to training in the real world. Existing

solutions require a prohibitive number of communication messages to cope with that while

providing Byzantine resilience [69]. Coming up with better algorithms and baking them into

GARFIELD would be an interesting future direction. For example, one idea that improves the

communication complexity (in the case of training neural networks) is to pipeline communi-

cation with gradient computation [278, 102, 192]. This approach would decrease the idle time,

improving the throughput of the whole system. Yet, this improvement comes at the expense

of breaking transparency [121]. The same applies to traffic compression and sparsification

methods [214, 76, 262, 162]: while such methods would reduce the communication complex-

ity, it is not obvious how these methods change the resilience guarantees. Another direction is

to enhance GARFIELD with privacy-preserving techniques, e.g., [106]. While an EPFL project

has already started doing that,3 further research is still needed to make it fully practical.

3https://github.com/LPD-EPFL/Garfield/tree/Secure/tensorflow_impl/applications/Secure
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Extending ERA. In Chapter 4, we focused on specific aspects of ERA, namely the benefits

of our dual scaling in boosting training and cluster performance. We give three directions

to extend ERA. First, we can enhance other aspects of ERA using existing techniques in the

literature on ML jobs scheduling (see Section 4.6), including time-slicing of GPUs, packing

multiple jobs on the same GPU, and migrating jobs to specific GPUs. Moreover, we can

improve ERA by using new trends for multi-user support on GPUs (e.g., the MIG feature

from NVIDIA [54]) to better utilize the cluster resources and share cluster GPUs. Integrating

these techniques with ERA is not straightforward and can result in compelling contributions

on their own. Another limitation of ERA is that it relies on the stop-resume approach of

PyTorch-elastic (for scaling), which might not be the best technique for scaling [115]. Since

ERA’s design is orthogonal to the elastic engine choice, integrating it with other sophisticated

engines is a reasonable next step. Third, we consider a homogeneous cluster: we assume that

all GPUs are alike and network connections in the cluster are reliable and have the same speed.

This assumption might not hold in some cases. Assuming a heterogeneous cluster further

complicates the problem. In this case, ERA should utilize the locality of the GPUs and should

take more fine-grained measurements for the optimal allocation plan. Extending ERA to the

heterogeneous cluster case is also a natural research direction.
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[126] Yihan Jiang, Jakub Konečnỳ, Keith Rush, and Sreeram Kannan. Improving feder-

ated learning personalization via model agnostic meta learning. arXiv preprint

arXiv:1909.12488, 2019.

[127] Yimin Jiang, Yibo Zhu, Chang Lan, Bairen Yi, Yong Cui, and Chuanxiong Guo. A unified

architecture for accelerating distributed DNN training in heterogeneous GPU/CPU

clusters. In 14th USENIX Symposium on Operating Systems Design and Implementation

(OSDI 20), pages 463–479. USENIX Association, November 2020.

[128] Yuchen Jin, Tianyi Zhou, Liangyu Zhao, Yibo Zhu, Chuanxiong Guo, Marco Canini,

and Arvind Krishnamurthy. Autolrs: Automatic learning-rate schedule by bayesian

optimization on the fly. arXiv preprint arXiv:2105.10762, 2021.

[129] Tyler Johnson, Pulkit Agrawal, Haijie Gu, and Carlos Guestrin. Adascale sgd: A user-

friendly algorithm for distributed training. In International Conference on Machine

Learning, pages 4911–4920. PMLR, 2020.

[130] M. Kachelrieß. Branchless vectorized median filtering. In 2009 IEEE Nuclear Science

Symposium Conference Record (NSS/MIC), pages 4099–4105, Oct 2009.

[131] Yiping Kang, Johann Hauswald, Cao Gao, Austin Rovinski, Trevor Mudge, Jason Mars,

and Lingjia Tang. Neurosurgeon: Collaborative intelligence between the cloud and

mobile edge. ACM SIGARCH Computer Architecture News, 45(1):615–629, 2017.

139



Bibliography

[132] Jacob Devlin Ming-Wei Chang Kenton and Lee Kristina Toutanova. Bert: Pre-training of

deep bidirectional transformers for language understanding. In Proceedings of NAACL-

HLT, pages 4171–4186, 2019.

[133] Salman Khan, Muzammal Naseer, Munawar Hayat, Syed Waqas Zamir, Fahad Shahbaz

Khan, and Mubarak Shah. Transformers in vision: A survey. ACM Computing Surveys

(CSUR), 2021.

[134] Douwe Kiela, Hamed Firooz, Aravind Mohan, Vedanuj Goswami, Amanpreet Singh,

Pratik Ringshia, and Davide Testuggine. The hateful memes challenge: Detecting hate

speech in multimodal memes. Advances in Neural Information Processing Systems,

33:2611–2624, 2020.

[135] Larry Kim. How many ads does google serve in a day?, 2012.

[136] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv

preprint arXiv:1412.6980, 2014.

[137] Ana Klimovic, Yawen Wang, Christos Kozyrakis, Patrick Stuedi, Jonas Pfefferle, and

Animesh Trivedi. Understanding ephemeral storage for serverless analytics. In 2018

USENIX Annual Technical Conference (USENIX ATC 18), 2018.
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guis, and Sébastien Rouault, “AGGREGATHOR: Byzantine Machine Learning
via Robust Gradient Aggregation”, The Conference on Systems and Machine
Learning (MLSys/SysML) 2019. Acceptance rate 16.9%.

8. Arsany Guirguis, Mustafa El-Nainay, “Channel Selection Scheme for Coop-
erative Routing Protocols in Cognitive Radio Networks”, IEEE ICNC 2017.

9. Samer S. Hanna, Arsany Guirguis, Mahmoud A. Mahdi, Yaser A. El-Nakieb,
Mahmoud Alaa Eldin, Dina M. Saber, Moustafa Youssef, Mustafa Y. ElNainay,
Amr A. El-Sherif, and Karim G. Seddik, “CRC: Collaborative Research and
Teaching Testbed for Wireless Communications and Networks”, ACM WiN-
TECH 2016 in conjunction with ACM MobiCom 2016.

10. Arsany Guirguis, Mohamed Ibrahim, Karim Seddik, Khaled Harras, Fadel
Digham, and Moustafa Youssef, “Primary User Aware k -hop Routing for Cog-
nitive Radio Networks”, IEEE GLOBECOM 2015.

11. Arsany Guirguis, Raymond Guirguis, and Moustafa Youssef, “Primary User
Aware Network Coding for Multi-hop Cognitive Radio Networks”, IEEE GLOBE-
COM 2014.

JOURNAL
PAPERS

1. El Mahdi El Mhamdi∗, Rachid Guerraoui, Arsany Guirguis, Lê Nguyên
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