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Abstract
In several machine learning settings, the data of interest are well described by graphs.

Examples include data pertaining to transportation networks or social networks. Further,

biological data, such as proteins or molecules, lend themselves well to graph-structured

descriptions. In such settings, it is desirable to design representation learning algorithms that

can take into account the information captured by the underlying structure. This thesis

focuses on providing new methods to ingrain geometrical information in end-to-end deep

learning architectures for graphs through the use of elements from Optimal Transport theory.

First, we consider the setting where the data can be described by a fixed graph. In this setting,

each datapoint corresponds to a node of the graph and the edges among nodes signify their

pairwise relations. We propose an autoencoder architecture that consists of a linear layer in the

encoder and a novel Wasserstein barycentric layer at the decoder. Our proposed barycentric

layer takes into account the underlying geometry through the diffusion distance of the graph

and provides a way to obtain structure-aware, non-linear interpolations, which lead to directly

interpretable node embeddings that are stable to perturbations of the graph structure. Further,

the embeddings obtained with our proposed autoencoder achieve competitive or superior

results compared to state-of-the-art methods in node classification tasks.

Second, we consider the setting where the data consist of multiple graphs. In that setting, the

graphs can be of varying size and, therefore, a global pooling operation is needed in order to

obtain representations of fixed size and enable end-to-end learning with deep networks. We

propose a global pooling operation that optimally preserves the statistical properties of the

representations. In order to do so, we take into account the geometry of the representation

space and introduce a global pooling layer that minimizes the Wasserstein distance between a

graph representation and its pooled counterpart, of fixed size. This is achieved by performing

a Wasserstein gradient flow with respect to the pooled representation. Our proposed method

demonstrates promising results in the task of graph classification.

Overall, in this thesis we provide new methods for incorporating geometrical information in

end-to-end deep learning architectures for graph structured data. We believe that our

proposals will contribute to the development of algorithms that learn meaningful

representations and that take fully into account the geometry of the data under consideration.

Keywords: graph representation learning, optimal transport
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Résumé
Dans plusieurs contextes liés à l’apprentissage automatique, les données d’intérêt peuvent être

décrites par des graphes. Il s’agit par exemple de données relatives aux réseaux de transport ou

aux réseaux sociaux. De plus, les données biologiques, telles que les protéines ou les molécules,

se prêtent bien à des représentations graphiques. Dans de telles situations, il est souhaitable

de concevoir des algorithmes d’apprentissage de représentations qui prennent en compte

l’information venant de la structure sous-jacente des données. Cette thèse se concentre sur

de nouvelles méthodes afin d’incorporer l’information géométrique dans des architectures

d’apprentissage complet et profond pour les graphes par l’usage d’éléments provenant de la

théorie du transport optimal.

Tout d’abord, nous considérons une situation dans laquelle les données peuvent être décrites

par un graphe fixe. Dans ce cas, chaque point de données correspond à un nœud du graphe et

les arêtes entre les nœuds représentent leurs relations par paire. Nous proposons une

architecture d’un auto-encodeur qui se compose d’une couche linéaire pour l’encodeur et

d’une nouvelle couche Wasserstein barycentrique pour le décodeur. Notre couche

barycentrique proposée prend en compte la géométrie sous-jacente en utilisant la distance de

diffusion du graphe et permet d’obtenir des interpolations non-linéaires et conscientes de la

structure, qui conduisent à des intégrations de nœuds directement interprétables et

résistantes aux perturbations de la structure du graphe. De plus, les intégrations obtenues par

l’auto-encodeur proposé ont atteint des résultats compétitifs ou supérieurs aux méthodes

proposées dans l’état de l’art pour des tâches de classification de nœuds.

Dans un second temps, nous considérons une situation où les données sont décrites par

plusieurs graphes. Dans ce cas, les graphes peuvent être de taille variable et, par conséquent,

une opération de regroupement globale est nécessaire afin d’obtenir de représentations

de taille fixe et de permettre un apprentissage complet avec des réseaux profonds. Nous

proposons une opération de regroupement global qui préserve de manière optimale les

propriétés statistiques des représentations. Pour ce faire, nous prenons en compte la géométrie

de l’espace des représentations et introduisons un regroupement global qui minimise la

distance de Wasserstein entre une représentation graphique et son homologue regroupé,

de taille fixe. Ceci est réalisé grâce à un flux de gradient de Wasserstein par rapport à la

représentation regroupée. La méthode proposée montre des résultats prometteurs dans les

tâches de classification de graphes.

Dans l’ensemble de cette thèse, nous proposons de nouvelles méthodes pour incorporer

v



Résumé

l’information géométrique dans des architectures d’apprentissage complet et profond pour

des données structurées en graphes. Nous pensons que nos propositions contribueront au

développement d’algorithmes d’apprentissage de représentations graphiques qui apprennent

des représentations significatives et qui prennent en compte la géométrie des données

considérées.

Mots clés : apprentissage des représentations pour les graphes, transport optimal
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1 Introduction

1.1 Motivation

In many machine learning settings the data of interest can be described using graph structures.

Such settings arise, for instance, in the analysis of the behaviours of users in social networks,

in the communication of nodes in sensor networks and in molecule generation for drug

discovery, among others. The graph structure captures important information about the

pairwise relationships between the features of the data. Therefore, algorithms that exploit the

graph provide effective solutions for machine learning tasks where such structured data are

considered.

Given the success of deep networks for learning representations from raw data over the

last decade, there has been a significant increase in the development of end-to-end graph

representation learning algorithms, commonly referred to as Graph Neural Networks (GNNs).

The majority of GNN architectures are message-passing GNNs that take into account the

graph geometry through the adjacency matrix [1] or the Laplacian matrix [2] of the graph and

learn geometry-aware representations by learning the weights of linear combinations of the

features of a node and its neighbors. Given the limited expressivity power of message passing

GNNs [3], in the last two years new architectures that take into account more information

about the geometry of the graph, either by considering higher order node interactions [4] or

by using a positional encoding for each node [5], have been proposed.

In this thesis, our primary focus is the infusion of extra geometrical information in end-to-end

deep learning algorithms for graphs. In order to achieve this, we leverage the mathematical

theory of Optimal Transport (OT), which enables the definition of geometrically meaningful

distances. Specifically, with OT one can use the geometry of a space, as captured by a distance

metric, to define Wasserstein distances between probability measures on that space. In our

work, we describe graph data as discrete probability measures and propose modules that use

Wasserstein distances to compare them in a geometrically meaningful way. We use the recently

1



Chapter 1. Introduction

proposed entropic regularization of the OT problem and implicit differentiation to enable the

automatic differentiation of our modules and, therefore, their integration in end-to-end GNN

architectures. Further, for each of our proposed modules we analyse their behaviour, build

intuitions and demonstrate with numerical experiments how the geometry awareness they

offer enhances the representation learning process.

Representation learning for graphs arises in two different settings. First, the setting where

the data is described by one graph. Such settings arise, most commonly, when each data

point corresponds to a node of the graph and the edges describe some pairwise relationship

among datapoints. An example of a machine learning task that may be relevant in that

case is the classification of the nodes. The underlying geometry is the one that captures the

relationship between the nodes. Second, the setting where the data consist of multiple graphs.

In this setting there are two different types of pairwise relationships that need to be properly

described: i) the relationships among the nodes of each graph and ii) the relationships between

the graphs. Examples of machine learning tasks that may be relevant in that case include

graph classification and graph regression. In this thesis we propose solutions that take into

account the underlying geometry in both of these settings. We provide below an outline of our

propositions.

1.2 Thesis Outline

The thesis is organized as follows:

In Chapter 2 we provide an introduction to Optimal Transport with a bias towards the entropy

regularized OT problem, which is particularly relevant in machine learning. We gather the

numerical methods that have been proposed for entropy-regularized OT problems and use

them as a point of reference within the next chapters of the thesis. Further, we provide an

overview of recent works in the literature of machine learning for graphs that employ elements

from OT theory.

In Chapter 3 we consider the graph representation learning setting where the data are

described by one, given graph. In that case, the geometry to be considered is fixed and

corresponds to the pairwise relationships between the nodes. Therefore, we chose to describe

the graph data as probability measures with fixed positions and capture their underlying

geometry using the diffusion distance [6]. The problem that we are interested in is to learn

interpretable node embeddings that are stable to perturbations of the graph structure. We

propose an end-to-end differentiable autoencoder composed of an encoder with a linear layer

and a decoder that uses OT to exploit the geometry. We cast the representation learning

problem to that of learning simultaneously i) a low-dimensional space and ii) coordinates for

the nodes in that space. We term our proposed architecture node2coords. The

representations learned for the low-dimensional space are conducive to interpretability, as

2
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they capture the most relevant geometric information of the underlying graph, and to stability,

as they can be used to register the embeddings of perturbed graphs. The node coordinates are

interpretable, as their values reveal the proximity to the representations that span the

low-dimensional space. In that context, we propose a novel OT layer, that is incorporated in

the decoder of node2coords. This layer is directly amenable to automatic differentiation and

performs an interpolation in the Wasserstein space (aka a Wasserstein barycenter), of the

graph data while using the geometry captured by the diffusion distance. The input to

node2coords are node connectivity descriptors, which capture the local structure of the nodes.

The node connectivity descriptors are passed through the encoder to learn a small set of

graph structural patterns, which define the low-dimensional space. In the decoder, the node

connectivity descriptors are reconstructed as Wasserstein barycenters of the graph structural

patterns. The optimal weights for the barycenter representation of a node’s connectivity

descriptor correspond to the coordinates of that node in the low-dimensional space. Through

experimental results we demonstrate that the representations learned with node2coords are

stable to perturbations of the graph structure and achieve competitive or superior results

compared to state-of-the-art unsupervised methods in the task of node classification. The

content of this chapter has been published in [7].

In Chapter 4 we consider the setting where the data consist of multiple graphs. This setting is

tackled by graph representation learning algorithms that use a set of training graphs in order

to learn a mapping that can generalize to unseen, test graphs. An example of such a setting

is when the graph data represent molecules, where nodes are atoms and edges the chemical

bonds between them, and the task we are interested in is to classify them as active or inactive

against cancer cells. End-to-end GNN architectures are common choices for such tasks. In

GNN architectures the geometry between the nodes of each graph is taken into account with

graph-aware layers, such as the MP layers discussed in Section 1.1. The graphs can naturally be

of varying size. For instance, each molecule may be composed of a different number of atoms.

Therefore, the problem we focus on in this chapter is how we can optimally pool the graph

representations of varying size to a representation of fixed size that can be multiplied by the

weights of the classifier that is driving the end-to-end representation learning process. In order

to do so, we use OT to capture the geometry between the representations of different graphs.

Since the GNN learns a mapping that generalizes to unseen test graphs, it follows that the graph

representations can assume values anywhere within the representation space. Therefore, we

chose to describe them as probability measures with free positions in the considered space

and propose to pool a graph representation by minimizing the Wasserstein distance between

itself and its pooled version. Our pooling method minimizes this distance by performing a

Wasserstein gradient flow with respect to the pooled graph representation. Therefore, we term

our proposed pooling method FlowPool. The minimization of the Wasserstein distance leads

to the optimal preservation of the statistics of the graph representation to its pooled version.

Further, using recently proposed methods of implicit differentiation, FlowPool lends itself

to automatic differentiation. Through numerical experiments we show that our proposed

3
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pooling method demonstrates promising results in the task of graph classification, when

compared to state-of-the-art pooling methods.

1.3 Summary of Contributions

The main contributions of this thesis are summarized as follows:

• We propose a Wasserstein barycentric layer that can take into account relevant

geometric information of the graph and that can be incorporated in end-to-end deep

learning architectures for graphs.

• We integrate the Wasserstein barycentric layer to an autoencoder architecture and learn

interpretable node embeddings that are stable to perturbations of the graph structure.

• We propose a pooling method that optimally preserves the statistics of a graph

representation by minimizing the Wasserstein distance between itself and its pooled

counterpart.

• We propose an effective method to perform automatic differentiation of the proposed

pooling method and integrate it in end-to-end deep learning architectures for graph

classification.
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2 Optimal Transport for Machine

Learning

In this chapter we provide an introduction to Optimal Transport (OT) and discuss aspects

that are necessary for the comprehension of the next chapters of this thesis. We first provide

an illustrative description of the optimal transportation problem. We then proceed to the

mathematical formulation of the OT problems. Further, we discuss the entropy regularization

that has majorly contributed to the adoption of Optimal Transport by the machine learning

community in recent years. We gather the most relevant numerical methods that have been

proposed in the literature for solving entropy-regularized optimal transport problems [8] in

order to use them as a point of reference in Chapters 3 and 4. Finally, we provide an overview

of the works that have been proposed to solve machine learning tasks on graphs using Optimal

Transport.

2.1 Illustrative Description of The Optimal Transport Problem

The Optimal Transport problem was first formulated by Monge [9] in 1781 in order to find the

optimal way to transport the entirety of a pile of sand to a different position. We describe this

problem in an illustrative way in order to provide the reader with an intuitive visualization for

it.

In Fig. (2.1), we depict with red the pile of sand µ that we want to move from the positions X

and with blue the pile of sand ν, which will be the optimal displacement of µ at the positions

Y . The amount of sand (or mass) at the position x is equal to µ(x). If the sand µ(x) is moved to

position y = T (x), as determined by a map T , the total effort for its displacement is considered

to be equal to the distance D(x, y) between the positions x, y multiplied by the amount of

mass moved, µ(x). Therefore, the effort made to move the sand µ(x) is equal to D(x,T (x))µ(x).

The objective of the optimal transport problem is to find the map T that will minimize the
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⌫µ

µ(x)

x y = T (x)

D(x, T (x))

YX

Figure 2.1 – The optimal transport problem between the source µ and target ν.

sum of these efforts for all amounts of sand µ(x) or equivalently:

min
T

∫
X

D(x,T (x))µ(x). (2.1)

However, the reader will notice that there is still an important constraint that needs to be

met according to Monge’s problem formulation, namely to transport the entirety of the sand

from pile µ to pile ν. In Fig. (2.2), we show that if the sand that is moved to B comes from

the areas A1 and A2 of X , then it will hold that µ(A1)+µ(A2) = ν(B). Of course, this natural

constraint must be satisfied for any area B of Y . For any B in Y , we can find the areas in X ,

from which the sand ν(B) was transferred, as T −1(B) = {x|T (x) ∈ B}. As a result, the constraint

is equivalent to:

µ(T −1(B)) = ν(B),∀B. (2.2)

This constraint, that guarantees the preservation of the amount of sand from the pile µ to the

pile ν, is called the pushforward constraint and is written as:

T#µ= ν. (2.3)

Therefore, the Optimal Transport problem, as formulated by Monge, is the minimization in

Eq.(2.1), subject to the constraint in Eq. (2.3). This problem found its place in probability

6
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⌫µ

BA1 A2

µ(A1) µ(A2)

⌫(B)

Figure 2.2 – The pushforward constraint.

theory by corresponding the piles of sand to probability measures. In that sense, the piles

of sand µ,ν with equal mass, shown in Fig. (2.1), (2.2), can be thought of as continuous

probability measures.

2.2 Optimal Transport Problems for Discrete Measures

2.2.1 Discrete Measures

In this thesis we propose methods based on Optimal Transport that can be used for learning

representations for graph-structured data. Since data are found in a discrete form, we focus on

optimal transport problems for discrete measures. We consider the set of discrete measures

M(Ω) defined on the spaceΩ. A measure µ ∈ M(Ω) is of the form:

µ=
n∑

i=1
aiδxi , (2.4)

where δxi is the Dirac unit mass at the point xi . Thus, the discrete measure µ is described by

the vector of positive weights a = [a1, . . . , an] and the set of points X = (x1, . . . , xn) ∈Ω. In the

case of discrete probability measures, the n-dimensional vector a is a histogram and belongs

in the probability simplex Σn = {a ∈Rn+|
∑n

i=1 ai = 1}.

In Fig. (2.3) we show two examples of a discrete measure in a 2-dimesional space. The size of

the i -th point is proportional to the weight ai . In Fig. (2.3a) mass can be found anywhere in the

2-dimensional space. The position of the i -th point is defined by its coordinates xi = [xi ,1, xi ,2].

7
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(a) Lagrangian discretization. (b) Eulerian discretization.

Figure 2.3 – Examples of a discrete measure of four points. (a) Mass can be found anywhere in
the space. (b) Mass can only be found at the positions predetermined by the fixed grid.

In Fig. (2.3b) mass can be found only at the positions determined by the fixed grid. The setting

where mass can be found anywhere in the spaceΩ is referred to as a Lagrangian discretization.

The setting where mass can be found only on a predefined set of points inΩ corresponds to

an Eulerian discretization.

2.2.2 The Monge Problem

We consider a source measure µ = ∑n
i=1 aiδxi , a target measure ν = ∑m

j=1 b jδy j and a cost

matrix C ∈Rn×m . The cost C (xi , y j ) quantifies the penalization for the transportation of mass

from any point xi in the support of measure µ to any point y j in the support of the measure ν.

The Monge problem aims to find a map T that minimizes the total cost of transportation:

min
T

n∑
i=1

C (xi ,T (xi )) (2.5)

while satisfying the push-forward constraint:

b j =
∑

i :T (xi )=y j

ai . (2.6)

It can be directly seen that in the case where the number of points n of the source measure µ

is smaller than the number of points m of the target measure ν, there exists no Monge map

T that can transport µ to ν. This issue is alleviated with the relaxation of the transportation

8
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problem, proposed by Kantorovich, which allows to split the mass.

2.2.3 The Kantorovich Problem

The relaxed transportation problem proposed by Kantorovich [10] in 1942 aims to find the

optimal probabilistic coupling P ∈Rn×m+ between the measures µ and ν, instead of an optimal

deterministic map T from µ to ν. In this setting, the element P (i , j ) of the coupling describes

the probability of moving mass from the point xi in the support of the measure µ to the

point y j in the support of the measure ν. The Kantorovich transportation problem between

the measures µ= ∑n
i=1 aiδxi , ν= ∑m

j=1 b jδy j , and for cost matrix C ∈ Rn×m , searches for the

optimal coupling P that minimizes the total cost of transportation:

min
P

〈P,C〉 (2.7)

while satisfying the constraint:

P ∈U (a,b) = {P ∈Rn×m
+ |P1m = a and P>1n = b}. (2.8)

The constraint in Eq. (2.8) guarantees that the entirety of the mass of measure µ, namely a, is

transported to the mass of measure ν, namely b.

The problem defined in Eq. (2.7), (2.8) is a linear program. Its feasible region is the convex

polytope U (a,b) defined by the mass preservation constraints. It can be solved using linear

programming solvers such as the simplex algorithm [11].

From now on we will denote the Kantorovich optimal transport problem between the

measures µ = ∑n
i=1 aiδxi , ν = ∑m

j=1 b jδy j as LC (a,b). This is done in order to highlight the

dependency of the problem both on the geometry and the distribution of mass. The geometry

is dictated by the supports of the measures {xi }n
i=1, {y j }m

j=1 and the cost C selected to penalize

the transportation of mass from any xi to any y j . The distribution of mass is dictated by the

weight vectors a and b. Therefore, from now on:

LC (a,b) = min
P∈U (a,b)

〈P,C〉. (2.9)

2.2.4 Wasserstein Distance

The choice of the cost C influences in an important way the optimal transport problem. In

the specific case where the cost C is the p-th power of a metric D on the spaceΩ, it is shown

9
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through the Gluing Lemma (Theorem 7.3 in [12]) that LC (a,b) can be used to define a distance

between the measures µ, ν. For instance, this is the case if the cost considered is the Euclidean

distance, as in the illustrative example of Section 2.1.

If the cost C = Dp for p ≥ 1 satisfies the properties of a distance, namely, non-negativity,

symmetry, the identity of indiscernibles and the triangle inequalities, then:

Wp (µ,ν) = LDp (a,b)
1
p (2.10)

defines a distance between the measures µ,ν, called the p-Wasserstein distance. Therefore,

optimal transport offers a principled way to use the distance between the support of the

measures to define a distance between the measures themselves.

In the more general case, where the cost C is not a metric on Ω, LC (a,b) is not a distance.

However, it can still be used to measure a similarity, or closeness, of the measures µ and ν,

while taking into account the geometry of the space on which they are defined.

2.3 Entropy Regularization of the Optimal Transport Problem

As mentioned before, the Kantorovich problem defined in Eq. (2.9) is a linear program. As, a

result, the complexity of computing LC (a,b) scales in at least O ((n +m)nm log(n +m)) when

comparing discrete measures of n and m points. Also, the value LC (a,b) is very susceptible to

small changes in the measures µ and ν. When the values of the weights a,b undergo a small

perturbation, the polytope U (a,b) of the feasible couplings P will change. Since a linear

program attains its minimum at a vertex of the feasible set, the optimal solution of the

perturbed optimal transport problem can vary significantly from that of the original,

unperturbed problem. Similarly, when the support {xi }n
i=1, {y j }m

j=1 of the measures µ,ν

undergoes a small variation, the values of the cost matrix C change. This change results to the

selection of different vertices of U (a,b), and can therefore also affect significantly the solution

of LC (a,b).

2.3.1 Entropy-Regularized Optimal Transport for Machine Learning

The issues of high computational complexity and instability to small perturbations hinder the

application of optimal transport to machine learning and data science. For instance, discrete

measures considered in machine learning applications can be composed of many datapoints,

thus making the values of n and m large. Further, since real data may hold some uncerainty

or noise, it is desirable to build machine learning models that are robust to this noise and do

not overfit the data. Both of these issues are addressed by the entropic regularization of the

optimal transport problem [13] proposed in the context of machine learning by Cuturi in 2013.
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The entropy regularized optimal transport problem aims to find an optimal probabilistic

coupling P between the measures µ and ν that minimizes the total cost of transportation and

whose negative entropy is as small as specified by a regularization parameter ε. Given the

entropy H(P ) =−∑n
i=1

∑m
j=1 Pi , j logPi , j of the coupling P , the regularized problem takes the

form:

LεC (a,b) = min
P∈U (a,b)

〈C ,P〉−εH(P ). (2.11)

When the entropy regularization ε takes large values, the minimization of the negative entropy

of the coupling dominates in Eq. (2.11) and therefore the optimal coupling is the independence

matrix of the measures, which is equal to ab>. On the contrary, when ε takes small values,

the solution of the entropy regularized problem LεC (a,b) tends to that of the unregularized

problem LC (a,b). Further, because the term −H(P ) is strictly convex with respect to P , the

objective function in Eq. (2.11) is also strictly convex with respect to P and, therefore, there

exists a unique optimal solution P∗. This is advantageous compared to the linear program in

Eq. (2.9) which is convex and can have more than one optimal solutions.

We now discuss how entropic regularization alleviates the issues of high computational

complexity and instability.

Reduction of Computational Complexity

Let f ∈Rn and g ∈Rm be dual variables. The Lagrangian L (P, f , g ) of Eq. (2.11) is:

L (P, f , g ) =
n∑

i=1

m∑
j=1

(Pi , j Ci , j +εPi , j logPi , j )+ f >(P1m −a)+ g>(P>1n −b). (2.12)

By taking the first order conditions we can obtain the following factorization for the

probabilistic coupling P :

∂L (P, f , g )

∂Pi , j
= 0 ⇒ Pi , j = e

fi
ε e−

Ci , j
ε e

g j
ε . (2.13)

Therefore, by considering the non-negative vectors:

u = e
f
ε and v = e

g
ε , (2.14)

11
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the optimal coupling P of Eq. (2.11) can be written as:

P = diag(u)K diag(v), (2.15)

where :

K = e−
C
ε (2.16)

is the Gibbs kernel that corresponds to the cost matrix C and diag(u),diag(v) denote the

diagonal matrices obtained from the vectors u, v .

By substituting P , as factorized in Eq. (2.15), in the mass preservation constraints in Eq. (2.8)

we obtain:

u ¯ (K v) = a and v ¯ (K >u) = b (2.17)

where ¯ is the Hadamard (element-wise) product. By observing Eq. (2.17), one can see that the

problem in Eq. (2.11) can be solved with a fixed point algorithm, by alternating the updates:

u(l+1) = a

K v (l )
and v (l+1) = b

K >u(l+1)
(2.18)

where the divisions are applied element-wise and the initialization is a positive vector, for

instance v (0) = 1m . The iterations in Eq. (2.18) define Sinkhorn’s matrix scaling algorithm [14]

on the non-negative matrix K = e−
C
ε .

Therefore, the solution of the entropy-regularized problem with Sinkhorn’s algorithm consists

of matrix-vector multiplications and element-wise divisions and its computational complexity

is O
(
(n +m)2

)
when comparing measures of n and m points. Finally, Sinkhorn’s algorithm

converges linearly and the convergence rate decreases as the entropy regularization parameter

ε becomes smaller.

By substituting the values of the coupling P as a function of the dual potentials f , g as

expressed in Eq. (2.13) into the Lagrangian of Eq. (2.12), we can obtain the dual formulation of

the entropy-regularized transport problem as:

LεC (a,b) = max
f ∈Rn ,g∈Rm

〈 f , a〉+〈g ,b〉−ε〈e f
ε ,K e

g
ε 〉. (2.19)
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The unconstrained maximization problem in Eq. (2.19) can be solved with block coordinate

ascent [15]. The potentials f and g are updated alternatively by cancelling the respective

gradients in these variables of the objective in Eq. (2.19).

Stability and Differentiability

We now focus on the stability of LεC (a,b). What is meant by stability is that small perturbations

of the input measures, either in their weights or their positions of mass, result in small changes

of the optimal solution P∗. Equivalently, given an input measure µ=∑n
i=1 aiδxi , it is desired

that LεC (a,b) is smooth with respect to the weights a and the positions of mass {xi }n
i=1.

Differentiation with respect to the weights

LεC (a,b) is smooth and convex with respect to the weight vectors a,b. From the dual

formulation in Eq. (2.19) it can be seen that the gradient of LεC (a,b) with respect to a,b is:

∇LεC (a,b) = [ f ∗, g∗], (2.20)

where f ∗ = ε log(u)− ε log(u)>1n

n 1n and g∗ = ε log(v)− ε log(v)>1m

m 1m are the optimal potentials

obtained from Eq. (2.14) and recentered so that they sum up to zero.

Differentiation with respect to the positions of mass

We remark that for ε> 0, LεC (a,b) is a smooth function of the cost matrix C with gradient:

∇C LεC (a,b) = P∗, (2.21)

where P∗ is the unique optimal solution of Eq. (2.11) for the current value of the cost C or,

equivalently, for the current positions of mass.

Furthermore, assuming that the space where the probability measures are defined is the d-

dimensional Euclidean spaceΩ=Rd , so that X = [x1; . . . , xn] ∈Rn×d ,Y = [y1; . . . , ym] ∈Rm×d ,

the gradient of LεC (a,b) with respect to X can be obtained via the chain-rule as:

∇X LεC (a,b) =
( m∑

j=1
P∗

i , j∇1C (xi , y j )
)n

i=1
, (2.22)

where ∇1 denotes the gradient with respect to the first variable. Similarly, the gradient

∇Y LεC (a,b) can be obtained using Eq. (2.21) and the gradient of the cost with respect to the

second variable ∇2C (xi , y j ).
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2.3.2 Log-stabilized Solution

If the entropy regularization parameter ε is small compared to the entries of the cost matrix

C , the values of the Gibbs kernel K = e−
C
ε become very close to zero. Therefore, the Sinkhorn

iterations in Eq. (2.18) can lead to numerical overflow. This numerical issue can be alleviated

by computing the Sinkhorn iterations in the log domain.

By considering the dual of the entropy-regularized optimal transport problem, the log-domain

iterations can be obtained as [16]:

f (l+1) =ε log(a)−ε log
(
K e

g (l )

ε

)
g (l+1) =ε log(b)−ε log

(
K >e

f (l+1)

ε

)
.

(2.23)

It can be noticed that, because of the relation between the dual potentials f , g and the scaling

vectors u, v in Eq. (2.14), the iterations in Eq. (2.18) are equivalent to the iterations in Eq.

(2.23). Therefore, in the case where there are no numerical overflows, the solution P∗ obtained

with the log domain computations is the same as that obtained with the unstabilized Sinkhorn

iterations, up to numerical precision.

The optimal coupling P∗ can be obtained from the optimal potentials f ∗, g∗ reached upon

convergence as:

P∗ = e
f ∗1>m+1n g∗>−C

ε . (2.24)

2.3.3 Relaxation of the Mass-Preservation Constraints

In some cases it may be desired to relax the mass preservation constraints in order to solve

optimal transport problems for a source µ and a target ν that do not have the same mass. In

[17], it is proposed to control the mass variation through a regularization parameter ρ, leading

to the definition of the unbalanced optimal transport problem with entropy regularization:

LεC (a,b) = min
P∈Rn×m+

〈C ,P〉−εH(P )+ρ
(

KL(P1m |a)+KL(P>1n |b)
)
, (2.25)

where KL(·|·) is the Kullback-Leibler divergence [18]. This problem can also be solved with

Sinkhorn iterations as proposed in [17] with the scaling vectors u and v in Eq. (2.18) raised to

the power ρ
ρ+ε .
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2.3.4 Metric Properties of the Entropy Regularized Transportation Problem

In the case where the cost matrix C in Eq. (2.11 ) is a metric, it can be shown through the Gluing

Lemma that LεC (a,b) satisfies the properties of non-negativity, symmetry and the triangle

inequality (Theorem 1, [13]). Therefore, in the case where C belongs to the cone of distance

matrices, LεC (a,b) is called the Sinkhorn distance or the entropy regularized Wasserstein

distance between the measures µ and ν. The term “distance” is used a bit loosely, in the sense

that LεC (a,b) does not satisfy the identity of indiscernibles.

From now on we will denote the entropy-regularized p-Wasserstein distance between

measures µ=∑n
i=1 aiδxi and ν=∑m

j=1 b jδy j as W ε
p (µ,ν). Further, in the specific case where

measures are defined on fixed positions, as in the example of Fig. (2.3b) where the positions

are defined by a grid, we will use simply W ε
p (a,b).

2.4 Wasserstein Barycenter

Given S measures {νi }S
i=1 ∈ M(Ω) their Wasserstein barycenter [19] is defined as the solution

to the problem:

argmin
µ

S∑
i=1

λi W p
p (µ,νi ) (2.26)

subject to:

S∑
i=1

λi = 1, (2.27)

where Wp (µ,νi ) is the p-Wasserstein distance defined in Eq.(2.10). The barycenter is an

interpolation in the Wasserstein space of the S measures {νi }S
i=1 with weights {λi }S

i=1. The

weights {λi }S
i=1 are commonly referred to as barycentric weights or barycentric coordinates.

Barycenters can also be defined for the entropy-regularized Wasserstein distance, discussed in

Section 2.3, by substituting in Eq. (2.26) Wp by W ε
p .

2.4.1 Wasserstein Barycenter of Fixed Support

In the specific case where all the considered measures are defined on n fixed positions {x j }n
j=1,

the Wasserstein interpolation amounts to the computation of the weights a of the unknown

barycenter measure µ = ∑n
j=1 a jδx j . Given, the histograms bi of the measures νi , the
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Wasserstein barycenter problem amounts to:

â = argmin
a∈Σn

S∑
i=1

λi W p
p (a,bi ) (2.28)

subject to:

S∑
i=1

λi = 1. (2.29)

2.4.2 Entropy-Regularized Wasserstein Barycenter of Fixed Support

Entropy-regularized Wasserstein barycenters for measures with fixed positions of mass can

be computed using Sinkhorn iterations. When computing the barycenter of S histograms

we are solving simultaneously S optimal transport problems between each of the S known

targets, which are the S histograms {bi }S
i=1, and the unknown source, which is the barycenter

a. Therefore, for the entropy-regularized case described above, S sets of scaling vectors u and

v have to be computed. The computation of the entropy-regularized, Wasserstein barycenter

can be performed through Sinkhorn iterations [20]. An extra step is added for the estimation

of the unknown barycenter a, which is needed for the update of the second scaling vectors

[21]. The solution of the entropy-regularized Wasserstein distance with Sinkhorn iterations

is equivalent to the Kullback-Leibler (KL) [18] projection of the transportation coupling P

to the convex sets defined by the mass preservation constraints [21]. The expression for the

estimation of the unknown barycenter is derived from the first order conditions of the KL

projections of the couplings to the convex sets defined by the mass preservation constraints of

the known targets {bi }S
i=1 [21].

In the specific case where the Wasserstein distance uses the mass relaxation of Eq. (2.25)

the obtained barycenter is the unbalanced Wasserstein barycenter. Unbalanced Wasserstein

barycenters [17] have been shown to better preserve the shape of the histograms {bi }S
i=1

because erroneous mass does not have to appear in the barycenter in order to satisfy the mass

preservation constraints. The L Sinkhorn iterations for the computation of the unbalanced

Wasserstein barycenter are shown in Algorithm 1.

2.5 Optimal Transport for Machine Learning on Graphs

Optimal transport is increasingly being used in machine learning. In this section we review

methods that are based on optimal transport and that have been proposed in order to tackle a

variety of machine learning tasks on graphs.

16



2.5. Optimal Transport for Machine Learning on Graphs

Algorithm 1 Unbalanced Wasserstein Barycenter of Fixed Support

Input: {bi }S
i=1, {λi }S

i=1
Initialization
for i ← 1 to S do

u(0)
i = 1n

end for
for l ← 0 to L−1 do

Update first scaling vectors
for i ← 1 to S do

v (l )
i =

(
bi

K >u(l )
i

) ρ

ρ+ε

end for
Estimate Barycenter

a(l ) =
(

S∑
i=1

λi (u(l )
i ¯K v (l )

i )
ε

ε+ρ
) ε+ρ

ε

Update second scaling vectors
for i ← 1 to S do

u(l+1)
i =

(
a(l )

K v (l )
i

) ρ

ρ+ε

end for
end for
return â = a(L−1)

DVNE [22] is an unsupervised learning algorithm for graphs that proposes a Wasserstein-based

loss for training. The authors introduce an autoencoder that learns Gaussian distributions in

the Wasserstein space as the latent representations of the nodes. They employ a Wasserstein-

based loss function in order to guarantee the preservation of the first-order and the second-

order node proximities in the latent representation space. In [23] the authors define a graph

kernel between a pair of two graphs. They use the Weisfeiler-Lehman graph kernel [24], [25] to

obtain the graph embeddings and then compute their Wasserstein distance, using as a cost

the Hamming distance for categorical node features and the squared Euclidean distance for

continuous features. Their proposed Wasserstein Weisfeiler-Lehman graph kernel is then

defined using the computed pairwise Wasserstein distances.

A line of works employ the Gromov-Wasserstein distance in order to compute meaningful

distances between graphs. The Gromov-Wasserstein distance [26] can be used to compare

metric spaces that are equipped with a probability distribution. In [27] this distance is

extended to define a distance between similarity matrices. The following works use

Gromov-Wasserstein distances between the adjacency matrices of graphs.

In [28] the authors propose a fusion of Wasserstein and Gromov–Wasserstein distances in

order to encode simultaneously both feature and structural information. The Wasserstein

distance is used to measure similarities of the feature representations and the
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Gromov-Wasserstein distance is used to measure the similarities of the graph topologies. The

proposed fused distance is used to perform a variety of tasks, such as graph classification,

graph clustering and the interpolation of graph structures. In [29] a scheme based on

Gromov-Wasserstein that learns simultaneously the node embeddings and the optimal

matching between two graphs is proposed. The scheme boils down to an optimization

problem that is solved with an iterative process, where i) the node embeddings are used to

estimate distance matrices for the matching and ii) the learned matching regularizes the node

embeddings in the next iteration. The proposed scheme is validated on graph alignment and

recommendation tasks. In [30] the authors propose to use a Gromov-Wasserstein barycenter

of a set of graphs to perform graph partitioning and graph matching. The barycenter graph is

a disconnected graph and the optimal transport from the barycenter graph to any other graph

indicates a clustering structure. They propose an efficient regularized proximal gradient

algorithm. In [31] a dictionary learning algorithm for graphs of varying size is introduced. The

authors propose a factorization where the adjacency matrices of the graphs are expressed as

Gromov-Wasserstein barycenters of the atoms in the dictionary. They propose two different

implementations of the Gromov-Wasserstein factorization module, one with the proximal

point algorithm (PPA) and one with Bregman alternating direction method of multipliers

(BADMM) [32] and report results on graph clustering. An online graph dictionary learning

algorithm is proposed in [33]. The authors introduce an efficient stochastic algorithm to learn

a dictionary for graphs of different sizes and use the Gromov-Wasserstein distance as a data

fitting term. However, in contrast to [32], they use a linear representation of the atoms instead

of a barycenter. Therefore, their algorithm enjoys a smaller computational complexity. They

report results for online graph subspace estimation and tracking. In [34] a framework to

perform cross-domain alignment is proposed. Each domain is represented as a graph and a

neural network is trained that minimizes the Gromov-Wasserstein distance between the

graph structures and the Wasserstein distance between the features. The proposed framework

is validated experimentally on tasks like image and text retrieval, visual question answering,

image captioning, machine translation, and text summarization.

A different approach to compare graphs is proposed in [35], where the problem of defining

a distance between graphs is cast to that of defining a distance between the distribution of

smooth signals defined on graphs. The authors consider graphs of the same size and optimize

for a permutation matrix that aligns the graphs. They report results on graph alignment and

graph classification. The work in [36] builds on the work in [35]. The authors optimize for

a probabilistic coupling from the vertices of one graph to the other in order to allow for the

comparison of graphs of different sizes. Further, they show that the defined distance is a

metric on the set of isomorphism classes of finite graphs and report results on graph sketching,

graph retrieval and graph summarization.

More recently, in [37] the authors propose to learn hierarchical abstractions of graph structures

in an unsupervised manner. They use a coarsening approach of the graph, based on Algebraic
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Multigrid [38], and parametrize the coarsening matrices using a graph convolutional layer.

The sum of the Wasserstein distances of the graphs from their coarsened versions is used as the

loss function to train the network. Further, in [39] the authors propose two effective log-linear

time approximations of the transportation cost matrix. The first is a sparse approximation

based on locality sensitive hashing and the second a Nyström approximation with LSH-based

sparse corrections. The proposed approximations are employed in order to perform in an

efficient way graph distance regression with a siamese GNN-based architecture.

In our work we propose differentiable modules that solve OT problems and can be

incorporated in end-to-end deep learning architectures for graph representation learning. In

Chapter 3 we propose a module that computes barycenters of histograms defined on a graph

and we incorporate it in an autoencoder in order to learn node embeddings that are directly

interpretable and stable to perturbations of the graph structure. In Chapter 4 we propose a

differentiable module that performs a Wasserstein gradient flow for graph representations of

varying size. We incorporate this module in GNN architectures in order to perform global

pooling of graphs, while optimally preserving the statistics of the graph representations.
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3 Graph Representation Learning with

Wasserstein Barycenters

3.1 Introduction

In this chapter 1, we focus on the case where we are interested in learning representations

for a given graph. This case is relevant in machine learning settings where the datapoints

under consideration are related in some way. As an example, in a citation network, each node

corresponds to a publication and an edge exists between two nodes if either publication has

cited the other one. Therefore, in order to perform machine learning tasks, such as node

classification, it is necessary to design algorithms that learn effective representations for the

nodes.

Existing graph representation learning methods have, in principle, two limitations. First, they

are relatively unstable to perturbations of the graph structure [40]. Second, even if their design

is justified intuitively, they often do not lead to directly interpretable node embeddings [41],

[42]. In particular, there is not a clear interpretation of the values in a node embedding vector.

In this work, we address these two limitations by proposing node2coords, an unsupervised

learning algorithm that, given a graph structure, learns simultaneously a low-dimensional

space as well as node coordinates in that space. The low-dimensional space is conducive to

stability because it provides a way of registering the representations of perturbed graphs. The

values of the node coordinates are interpretable and they correspond to the proximity to the

representations that define the low-dimensional space.

We propose an autoencoder architecture with a Wasserstein barycentric decoder. The input to

the algorithm are node connectivity descriptors, which capture the local structure of the nodes.

In the encoding step, the node connectivity descriptors pass through a linear layer to obtain

a set of graph patterns. This set of patterns defines the low dimensional space and provides

essentially a compressed version of the structural information in the graph. In the decoding

1This work was published in a slightly different form in:
E. Simou, D. Thanou, and P. Frossard, “node2coords: Graph representation learning with wasserstein barycenters,”
IEEE Transactions on Signal and Information Processing over Networks, vol. 7, pp. 17–29, 2020.
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step, each node connectivity descriptor is optimally reconstructed as a Wasserstein barycenter

of the graph structural patterns by learning its barycentric coordinates [43]. The barycentric

coordinates of a node are used as its representation. Therefore, the value of each feature in the

representation of a node can be interpreted as the proximity, in terms of Wasserstein distance,

of the node connectivity descriptor to the corresponding graph pattern.

We perform experiments on synthetic and real data and demonstrate that the node

embeddings obtained with node2coords are stable with respect to perturbations of the graph

structure. Furthermore, we show that in the task of node classification we achieve competitive

or superior results compared to state-of-the art unsupervised learning algorithms that

leverage only the graph structure [44].

The organization of this chapter is as follows. In Section 3.2 we review the related work in

unsupervised learning of graph representations. In Section 3.3 we present in detail our

Wasserstein barycenter representation method, which is incorporated in the decoder of

node2coords. We outline our proposed autoencoder architecture in Section 3.4 and provide

explanations for the representations it learns. In Section 3.5 we evaluate through experiments

the performance of node2coords in machine learning tasks and we conclude in Section 3.6.

3.2 Related Work

The design of algorithms that learn representations for graph structured data has been

extensively researched in the last years. Such algorithms learn low-dimensional

representations for the nodes of the graph, which capture the most important information for

inference on the graph. Given the large body of works on learning graph representations, we

focus here on the ones that, similary to node2coords, learn graph representations in an

unsupervised manner and that have been designed to use only the graph structure as the

input to the algorithm. Such algorithms can be grouped into four categories, namely

distance-based methods, matrix factorization methods, skip- gram methods and

autoencoders.

Distance-based embedding methods learn an embedding look-up by forcing nodes that are

close in the graph to be mapped as close as possible in the embedding space, with respect to

a chosen distance metric. Notable methods in this category are Isomap [45], Locally Linear

Embedding [46] and Laplacian Eigenmaps [47]. These methods capture the proximity of the

nodes on the graph via the geodesic distance, a linear approximation of the local neighborhood

of the nodes and the smoothness of the eigenvectors of the Laplacian matrix of the graph,

respectively.

Matrix factorization methods aim to learn low-rank representations of the adjacency matrix

of a graph. The first such work is Graph Factorization [48] where an efficient distributed
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3.3. Wasserstein Barycenters for Graph Representation Learning

algorithm is proposed for the factorization of large graphs. This is followed by HOPE [49]

which proposes matrix factorization for directed graphs and GraRep [50] which allows to

capture higher order node proximities by considering powers of the adjacency matrix.

Skip-gram graph embedding methods are inspired by word embedding methods that use

skip-gram [51] in order to predict context words for a given target word. Thus, by creating

sequences of nodes, similarly to sentences of words, it is possible to learn embeddings by

maximizing the probability of context nodes. Sequences of nodes are generated using random

walks and the obtained node sequences are fed to a skip-gram model which maximizes their

log-likelihood and provides the node embeddings. In Deepwalk [52] a neural network is

trained by maximizing the probability of predicting context nodes for each node of the graph.

Node2vec [53] creates node sequences by generating biased random walks. It combines

Breadth First Search (BFS) and Depth First Search (DFS) [54] in order to learn embeddings

that capture similarities of the nodes in terms of local structure as well as homophily. LINE

[55] learns embeddings that preserve first-order and second-order node proximities.

In the autoencoder architectures proposed for graph representation learning, the encoder,

most commonly, takes as input the adjacency matrix of the graph and outputs the node

embeddings. The decoder uses these embeddings to reconstruct the adjacency matrix. SDNE

[56] learns embeddings that preserve first-order and second-order node proximities. In order

for this to be achieved, a regularizer forces nodes that are connected on the graph to be close

in the embedding space. DNGR [57] creates a similarity matrix from the graph adjacency

matrix using random surfing [58], a probabilistic method that employs random walks. The

similarity matrix is fed to a denoising autoencoder in order to obtain the node embeddings.

DVNE [22] maps nodes to Gaussian distributions in order to account for uncertainties in the

graph structure and imposes neighboring nodes to have a small Wasserstein distance between

their corresponding Gaussians. DVNE, in terms of architecture, is an autoencoder composed

of linear layers at the encoder and the decoder and only employs a Wasserstein-based loss

at the objective function. In contrast, in node2coords we propose an autoencoder with a

non-linear Wasserstein barycentric layer at the decoder.

It is worth noting that Wasserstein barycenters have been used for representation learning in

different contexts. For example, in [59] the authors propose a dictionary learning algorithm

where images are reconstructed as Wasserstein barycenters of the atoms in the dictionary.

Further, Gromov-Wasserstein barycenters have been employed in the context of graph

representation learning in the works of [30], [31], discussed in Section 2.5.

3.3 Wasserstein Barycenters for Graph Representation Learning

In this section we propose a graph Wasserstein barycenter representation method, which

provides differentiable, geometry-aware non-linearities and can be incorporated in different
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deep network architectures. We first present our efficient implementation for the parallel

computation of multiple Wasserstein barycenters on graphs and analyse its time complexity.

Further, we provide an illustrative example of the non-linear, geometry aware interpolation

obtained with Wasserstein barycenters and provide intuitions of why they were used in our

graph representation learning algorithm.

3.3.1 Efficient Method for Barycenter Computation of Graph Patterns

Given a graph G of N nodes with adjacency matrix A, the input to our method can be any

set of S non-negative, N -dimensional vectors with l1 norm equal to one. From now on we

will refer to such vectors, input to our proposed graph Wasserstein barycenter computation

method, as graph patterns.

Our method takes as input a matrix of S graph patterns MS = [m1, . . . ,mS], with mi an N ×1

graph pattern, and outputs their J Wasserstein barycenters B J = [b1, . . . ,b J ], as computed for J

sets of barycentric coordinatesΛ given by:

Λ=

 λ1,1 . . . λ1,S

. . . . . . . . . . . . . . .

λJ ,1 . . . λJ ,S

 · (3.1)

The barycenter bi is an N -dimensional vector obtained as the barycenter of the graph patterns

in MS with weights Λ(i , ·) = [λi ,1, . . . ,λi ,S]. Therefore, when learning graph representations

with Wasserstein barycenters, the parameters being learnt are the barycentric coordinates in

Λ.

We propose to compute Wasserstein barycenters for patterns defined on a graph by taking

into account the underlying graph geometry through the diffusion distance Dτ [6]. Hence, the

geometry aware cost C is chosen to be C = Dp=1
τ and the Gibbs kernel becomes K = e−

Dτ
ε . The

diffusion distance Dτ captures the similarity of node connections in τ hops and is computed

using the τ-th power of a Markov matrix P defining a random walk on the graph. For the graph

G with adjacency matrix A, the degree of node i is defined as:

d(i ) =
N∑

j=1
A(i , j ) (3.2)

and the Markov matrix P as:

P (i , j ) = A(i , j )

d(i )
· (3.3)
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The diffusion distance Dτ between a pair of nodes i , j is computed as:

D2
τ(i , j ) =‖Pτ(i , ·)−Pτ( j , ·)‖2

L2

=
N∑

u=1

(Pτ(i ,u)−Pτ( j ,u))2

π(u)

(3.4)

where:

π(x) = d(x)∑N
y=1 d(y)

· (3.5)

When two nodes i , j have similar connections in their τ-hop neighborhood, the diffusion

distance Dτ(i , j ) has a small value. The greater the difference of the τ-hop connectivities of

two nodes, the larger the value of their diffusion distance.

As mentioned in Chapter 2, the choice of the cost C used for the transportation of mass is very

important as it directly impacts the way that the underlying geometry is taken into account. As

a result, the choice of C affects also the representations learned with Wasserstein barycenters.

The diffusion distance cost Dτ enables a geometric analysis of the underlying graph structure

at different scales through the choice of the parameter τ. We select the values of the parameter

τ ∈ Z+ in the set [1,dmax ], where dmax is the diameter of the graph. The diameter of the

graph is equal to the greatest shortest path distance between any pair of vertices [60]. In the

case where the graph under consideration exhibits a clustered structure, it is reasonable to

select values for τ such that τ/dmax is small and τ is comparable to the maximal shortest path

distance between nodes belonging to the same cluster. By doing so, the diffusion distance

Dτ(i , j ) for two nodes i , j that belong to the same cluster has a small value and, as a result, the

matrix Dτ highlights the clusters of the graph. In the case of graphs that do not have clusters,

values of τ that are closer to dmax are relevant, as they allow to capture the similarities of node

connections at the scale of the entire graph.

Given the Gibbs kernel K = e−
C
ε , we can compute unbalanced Wasserstein barycenters with

Sinkhorn iterations as presented in Section 2.4. However, at each Sinkhorn iteration it is

needed to update each of the S scaling vectors v , and then, once the barycenter has been

estimated, update each of the S scaling vectors u. In the case where the updates of the S sets

of scaling vectors are performed serially, the computation of the barycenter is inefficient in

terms of time complexity, because of the nested loops.

We avoid this increase in the time complexity with S by proposing a parallelized and

computationally efficient method for the barycenter computation. Specifically, we update in

parallel the S scaling vectors v . Then, after the barycenter estimation, we also update in

parallel the S scaling vectors u. Our proposal for the efficient Wasserstein barycenter

computation is demonstrated in Algorithm 2. An important element of the parallelization is

25



Chapter 3. Graph Representation Learning with Wasserstein Barycenters

due to the fact that the matrix-vector multiplications of the transpose of the Gibbs kernel K >

with the scaling vectors uk can be implemented in parallel as a matrix-matrix multiplication

of the N ×N matrix K > with the N ×S matrix U = [u1, . . . ,uS ] whose columns are the S scaling

vectors {uk }S
k=1 [13]. Similarly, the matrix-vector multiplications of the matrix K with the S

scaling vectors {vk }S
k=1 can be implemented in parallel as a matrix-matrix multiplication of K

with V = [v1, . . . , vS]. We demonstrate in Algorithm 2 our proposed method for the

computation of Wasserstein barycenters in parallel.

Algorithm 2 Barycenter Computation in node2coords

Input: MS ,Λ(i , ·)
Initialisation :

1: U (0) = 1N×S

2: for l = 0 to L−1 do

3: Update first scaling vectors

4: V (l ) =
(

MS

K >U (l )

) ρ

ρ+ε

5: Estimate Barycenter

6: B J (i , ·)(l ) =
((

(1N ⊗Λ(i , ·))¯ (U (l ) ¯K V (l ))
ε

ε+ρ
)

1S

) ε+ρ
ε

7: Update second scaling vectors

8: U (l+1) =
(

B J (i , ·)(l ) ⊗1S

K V (l )

) ρ

ρ+ε

9: end for

10: return B J (i , ·)(L−1)

We now analyse step by step the time complexity of our proposed method. The first step is

the update of the scaling vectors in V . In our implementation, the update of the S scaling

vectors V is equivalent to the matrix multiplication K >U , the element-wise division of the

N ×S matrices MS and K >U and the elementwise exponentiation of the resulting N ×S matrix

to ρ
ρ+ε . The complexity for the update of the scaling vectors V is therefore O (N 2S +2N S).

The second step is the estimation of the Wasserstein barycenter. We perform this update

efficiently using matrix operations as:

B J (i , ·)(l ) =
((

(1N ⊗Λ(i , ·))¯ (U (l ) ¯K V (l ))
ε

ε+ρ
)

1S

) ε+ρ
ε

. (3.6)

The time complexity of this operation is O (N 2S +5N S +N ).

The third and final step is the update of the S scaling vectors U . This step is equivalent to the

matrix multiplication K V , the element-wise division of the N ×S matrices B J (i , ·)⊗1S and K V

and the elementwise exponentiation of the resulting N ×S matrix to ρ
ρ+ε . Thus, the complexity

for the update of the scaling vectors U is O (N 2S +3N S).
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As a result, the time complexity for our implementation of a Sinkhorn iteration of the

barycenter B J (i , ·) is O (3N 2S + 10N S + N ), which means that it scales quadratically with

respect to the number of nodes O (N 2). The J barycenters in B J can be computed

simultaneously using broadcasting operations, which are common in libraries such as

PyTorch [61], and the complexity of each Sinkhorn iteration for the computation in parallel of

J barycenters is O (J N 2S). Therefore, the overall complexity of the barycenter computation,

which is composed of L Sinkhorn iterations, is O (LJ N 2S). The number of Sinkhorn iterations

L needed in order for the barycenter computation to converge increases as the entropy

regularization parameter ε decreases [62].

3.3.2 Illustrative Example of Wasserstein Barycenter of Graph Patterns

In this section we provide an illustration of the representations obtained with Wasserstein

barycenters of graph patterns. Consider a graph composed of two clusters. Let m1 and m2 be

two graph patterns localized at each cluster of the graph. The patterns m1, m2 as well as their

unbalanced Wasserstein barycenter b for λ1 = 0.2 and λ2 = 0.8 are shown in Fig. (3.1) 2. We

note that m1 and m2 are N -dimensional patterns defined on a graph. Their barycenter b is an

interpolation that takes into account the graph through the diffusion distance cost C = Dτ.

In Fig. (3.1) we plot m1, m2 and b on the graph in order to highlight that the Wasserstein

barycenter b is a geometry-aware non-linear interpolation of m1 and m2. It can be seen that

the values of the barycentric coordinates λ1, λ2 quantify the proximity of the barycenter b

with respect to the patterns m1, m2. Also, it can be seen that the barycenter b has a larger

support than the patterns m1 and m2, that are being interpolated, because of the entropy

regularization. Specifically, as the value of the entropy regularization parameter ε becomes

larger, the barycenter tends to be uniform over the graph.
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Figure 3.1 – Localized graph patterns m1, m2 plotted on the graph and their Wasserstein
barycenter b for λ1 = 0.2 and λ2 = 0.8. m1, m2 and b are plotted on the graph in order to
highlight that the barycentric interpolation takes into account the underlying graph.

In our proposed graph representation learning algorithm node2coords, graph patterns similar

to those illustrated in Fig. (3.1) are interpolated at the Wasserstein barycentric decoder. We

2For the illustrations in Fig. (3.1), (3.3), (3.4), (3.5), (3.6), (3.10) we used the PyGSP toolbox [63].
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note finally that the graph patterns that can be interpolated with Wasserstein barycenters

are not restricted to be localized, as those shown in Fig. (3.1). Our proposed method can be

integrated in different algorithms for learning representations of graph structured data by

providing geometry aware, non-linear interpolations.

3.4 node2coords

Our proposed unsupervised graph representation learning algorithm node2coords relies on

the graph Wasserstein barycenter representation method, introduced in Section 3.3. The

proposed autoencoder architecture is shown in Fig. (3.2). The input of the encoder are

the connectivity descriptors of the nodes Zn , which capture their local structure. The node

connectivity descriptors are passed through a linear layer followed by a softmax activation

in order to obtain the small set of graph structural patterns MS . In the decoder we employ

Wasserstein barycenters as demonstrated in Section 3.3, to reconstruct the node connectivity

descriptors as Wasserstein barycenters of the graph patterns in MS . Thus, node2coords learns

both the graph patterns MS and the barycentric coordinatesΛ. We give more details of each

block of node2coords below.

Figure 3.2 – Node2coords block scheme. In the encoder, the node connectivity descriptors
are passed through a linear layer followed by a softmax activation to obtain the small set
of graph structural patterns that define the low dimensional space MS . In the decoder, the
node connectivity descriptors are reconstructed as Wasserstein barycenters of the patterns
in MS by optimizing for their barycentric coordinates Λ. The barycentric coordinates are
re-parametrized through a softmax layer in order to guarantee that they sum up to one for
each node. The learned parameters are the weights of the encoder E and the weights of the
decoder ∆, which are annotated with red.

Input: Given the adjacency matrix A of a graph of N nodes, we define the matrix of node
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connectivity descriptors Zn as:

Zn(i , j ) = Ãn(i , j )∑N
j=1 Ãn(i , j )

· (3.7)

The matrix Ã is defined as Ã = A+αIN , where IN is the N -dimensional identity matrix and

α ∈ {0,1}. The matrix Ãn is therefore computed as Ãn = (A +αIN )n . The i -th row Zn(i , ·) is

the connectivity descriptor of node i and its support indicates the nodes that can be reached

from node i in up to n hops. The value of the parameter α is set to α= 0 for n = 1 because for

n = 1 the only nodes that can be reached from a node are its one-hop neighbors. However,

for n ≥ 2 the value of α is set to α= 1. The reason for this choice is that for n ≥ 2, a node can

always reach itself by hoping to its first-hop neighbors and back. The value of the parameter n

depends on the size of the graph G . Specifically, for larger values of the number of nodes N ,

larger values for n are required. An example of a connectivity descriptor for n = 1 plotted on

the graph is shown in Fig. (3.4).

Encoder: In the encoder, the node connectivity descriptors Zn are passed through a linear

layer with N ×S (S < N ) parameters E followed by a softmax activation. The N ×S matrix MS

obtained at the output of the encoder is therefore:

MS = softmax(ZnE), (3.8)

where the softmax activation of an N -dimensional vector x is obtained as:

softmax(xi ) = exi∑N
j=1 ex j

· (3.9)

The S patterns in MS capture the most important structural properties of the graph and,

therefore, we refer to them as graph structural patterns.

Decoder: In the decoder, the node connectivity descriptors in Zn are reconstructed as

Wasserstein barycenters of the S graph structural patterns in MS using Wasserstein

barycenters, as introduced in Algorithm 3.3. We obtain the optimal representations of the

connectivity descriptors in Ẑn as Wasserstein barycenters of MS by learning their barycentric

coordinatesΛ.

In order to guarantee that the barycentric coordinates of each of the barycenter representations

sum up to one, we introduce a change of variable, through a softmax, so that the barycentric

coordinatesΛ(i , ·) of the barycenter approximation of the i -th node connectivity descriptor

Zn(i , ·) are reparametrized through a matrix ∆ as:

λi ,k = eδi ,k∑S
j=1 eδi , j

· (3.10)
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The node connectivity descriptors in Zn , that are being approximated as Wasserstein

barycenters at the decoder, are localized in the n-hop neighborhood of the nodes. Therefore,

their barycenter approximations in Ẑn are also localized in the n-hop neighborhood of the

nodes. The localization of the barycenters in Ẑn in n hops, leads to learning patterns in MS

that are localized in up to n-hops. As the entropy regularization parameter ε decreases, the

patterns in MS tend to be localized in exactly n hops. On the contrary, as ε increases the

patterns in MS become more localized. We note, however, that it is not possible to control the

nodes on which the graph structural patterns will have their highest values. Furthermore, in

the Wasserstein barycentric layer of the decoder the graph is taken into account through the

diffusion distance cost C = Dp=1
τ . The nature of the displacement interpolation obtained with

Wasserstein barycenters [64] and the use of the diffusion distance cost, which captures the

geometry of the underlying graph, leads to a small set of patterns in MS that highlight its

structural properties.

It is important to observe that the decoding step can be thought of as an embedding of the

nodes in the space spanned by the patterns in MS . The i -th node of the graph, as described

by its connectivity Zn(i , ·), is embedded in the S-dimensional space defined by the patterns

in MS by learning its S-dimensional coordinates Λ(i , ·). As a result, each element of the S-

dimensional embeddingΛ(i , ·) of the node i quantifies the proximity, in terms of Wasserstein

distance on the graph, of its connectivity descriptor to the S graph structural patterns. The

dimensionality of the embedding space S is a design choice and typically it depends on the

number of clusters in the graph.

Optimization: We train node2coords in order to learn the graph representations MS and

Λ by minimizing a loss L (Ẑn , Zn) between the node connectivity descriptors Zn and their

reconstruction as barycenters Ẑn . In order to ensure that the reconstruction of each node

connectivity descriptor in Zn is taken equally into account, we consider the normalized

reconstruction loss:

L (Ẑn , Zn) = ‖Zn − Ẑn‖2
F

‖Zn‖2
F

· (3.11)

It can be seen from Algorithm 2 and Eq. (3.10), (3.11) that L (Ẑn , Zn) is differentiable with

respect to ∆ as well as with respect to MS . Therefore, L (Ẑn , Zn) is differentiable with respect

to ∆ and E . The minimization of the loss function is a non-convex problem:

min
E ,∆

‖Zn − Ẑn‖2
F

‖Zn‖2
F

, (3.12)

that can be optimized with automatic differentiation [61] and stochastic gradient descent

(SGD) [65]. The number of barycenters computed in parallel J , introduced in Section 3.3.1,

determines the batch size used for training with SGD and it is a design choice. As the energy

in Eq. (3.12) is non-convex, the graph patterns in MS , and as a result, also the barycentric
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coordinatesΛ, will not be exactly the same for each run of node2coords. However, in every

case, the graph patterns will be localized on the clusters of the graph. It can finally be noted

that larger values of the entropy regularization ε constitute the energy in Eq. (3.12) less

non-convex.

3.5 Experimental Results

3.5.1 Settings

In this section we evaluate the quality of the representations learned with node2coords for

node classification tasks and examine their stability to perturbations of the graph structure.

We compare the performance of our algorithm against the following unsupervised learning

methods:

• Laplacian Eigenmaps (LE) [47]: A shallow-embedding method that finds S-dimensional

node embeddings by keeping the eigenvectors of the graph Laplacian matrix that

correspond to the S smallest eigenvalues. LE embeddings naturally emphasize the

clusters in the graph.

• DeepWalk [52]: An algorithm that uses random walks on graphs to learn S-dimensional

representations of nodes with a skip-gram model.

• node2vec [53]: A skip-gram method that uses biased random walks on graphs allowing

for a trade-off between homophily and structural equivalence of the obtained node

embeddings.

• SDNE [56]: An autoencoder that learns S-dimensional node embeddings at the ouput

of the N ×S linear layer of the encoder. SDNE embeddings preserve first-order and

second-order node proximities.

• DVNE [22]: An autoencoder that learns S-dimensional Gaussian distributions in the

Wasserstein space as the latent representation of the nodes. DVNE embeddings preserve

the graph structure while simultaneously modelling the uncertainty of nodes.

• GAE [66]: An autoencoder that learns S-dimensional node embeddings by employing

two graph convolutional layers in the encoder as GCN(X , A) = ĀReLU(ĀX W0)W1 [67],

where Ā = D− 1
2 AD− 1

2 , and W0,W1 are trainable parameters. Further, X is the feature

matrix of the nodes. In order to ensure a fair comparison with other methods, which do

not use features, we replace the feature matrix X with the identity matrix, as proposed

in [66].

The above methods were chosen in order to ensure comparison with benchmark methods as

well as state-of-the-art methods for unsupervised learning of graph representations.
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We consider the following datasets:

• Karate: The Zachary Karate network [68] is composed of N = 34 nodes. Each node is a

member of a Karate university club, which is split into two communities.

• PolBooks: This dataset consists of a network of N = 105 books about US politics

published around the time of the 2004 presidential election and sold by the online

bookseller Amazon.com [69]. Edges between books represent frequent copurchasing of

books by the same buyers. The books belong to one of three classes “liberal",

“conservative", “neutral".

• Citeseer4: Citeseer [70] is a dataset that consists of a citation network extracted from

the Citeseer digital library. Nodes are publications and an edge exists between two

nodes if either publication has cited the other one. The publications belong to one of

6 classes, where each class corresponds to a research area. Citeseer4 is a network of

N = 1532 nodes and corresponds to the giant component of the network obtained by

the publications that belong to the 4 research areas of the Citeseer network.

3.5.2 Interpretation of node2coords on a Community Detection Task

We first evaluate the node embeddings learned by node2coords for the task of community

detection on the Zachary Karate network. We also take the opportunity to explain in detail the

representations learned with node2coords and build intuitions on how to select optimally its

parameters.

We run node2coords for C = Dτ=1 and n = 1 because the Karate network is a small graph

and therefore 1-hop structural information is sufficient. We set S = 2 because there are two

communities in the graph. For the remaining parameters, we set ε= 0.03, ρ = 0.05. The choice

of the value for the parameter ε determines how localized the graph structural patterns are

and ρ controls the mass relaxation allowed. Furthermore, L = 500 iterations are sufficient for

the barycenter computation to converge. The input in node2coords is the connectivity matrix

Zn=1 and the output is its reconstruction using barycenters Ẑn=1. We train using Adam [71]

with learning rate µ= 0.01.

The graph structural patterns in MS are shown in Fig. (3.5). It can be seen that the low-

dimensional space MS comprises two very localized structural patterns which are placed

on the two communities. The embeddings obtained with node2coords are shown in Fig.

(3.3). The values of the barycentric coordinates λ1,λ2 of the nodes capture the proximity in

terms of Wasserstein distance of the node connectivity descriptors relatively to the graph

structural patterns of MS . As an example, the connectivity descriptor of the node in Fig. (3.4)

is approximated in the decoder as argminu∈ΣN

∑2
i=1λi W ε,ρ

p (MS(·, i ),u) where MS(·,1), MS(·,2)

are the two patterns shown in Fig. (3.5) and λ1 = 0.43,λ2 = 0.57 are the barycentric coordinates

32



3.5. Experimental Results

0.00 0.25 0.50 0.75 1.00
λ1

0.2

0.4

0.6

0.8

1.0
λ 2

node2coords

−0.5 0.0 0.5 1.0
−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6
LE

−1.5 −1.0 −0.5

−0.2

0.0

0.2

0.4

0.6
Deepwalk

−1.5 −1.0 −0.5 0.0
−1.4

−1.3

−1.2

−1.1

−1.0

−0.9

−0.8
node2vec

0.0 0.5 1.0
0.0

0.2

0.4

0.6

0.8

1.0
SDNE

0 1 2

−1.0

−0.8

−0.6

−0.4

−0.2
DVNE

−2 0 2

−1

0

1

2

GAE

Figure 3.3 – Embeddings obtained for the Zachary Karate network with node2coords, LE,
Deepwalk, node2vec, SDNE, DVNE and GAE. For node2coords the two axes correspond to
the barycentric coordinates λ1,λ2. The embeddings of the other methods are not in a known
coordinate system. The embeddings of the two communities are most clearly separated with
node2coords.

learned for that node. Therefore, the nodes that are close to the first pattern in MS have a large

λ1 and a small λ2, as can be seen by the embeddings of the nodes in yellow in Fig. (3.3). The

opposite is true for the nodes in the purple community.
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Figure 3.4 – Connectivity descriptor of the node highlighted with the orange circle.
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Figure 3.5 – Graph structural patterns learned in MS for the Zachary Karate network. The
colormap shows the range of intensities of the pattern on the graph. The patterns learned in
MS are placed on each one of the communities.

We also show in Fig. (3.3) the embeddings learned by Laplacian Eigenmaps, Deepwalk,

node2vec, SDNE, DVNE and GAE for latent dimensionality S = 2 for the Zachary Karate

Network. For node2vec, the parameters p, q are set to p = 1, q = 0.5, which were proposed as

optimal in [53] for the task of community detection, where homophily among nodes is

detected. For Deepwalk the number of walks is set to γ= 10, the walk length to t = 10 and the

window size to w = 3. For SDNE, the regularization for the first order proximities is set to

α= 0.16, the L2 norm regularizer to avoid overfitting equal to ν= 0.15 and the reconstruction
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penalization parameter to β= 5. For DVNE we set the size of the hidden layer to h = 12 and

the parameter that controls the second-order proximity preservation to αD = 1. For GAE we

set the dimensionality of the embeddings at the hidden layer of the encoder to h = 32. It can

be seen that the embeddings obtained with all competitor unsupervised methods do not

separate the two communities as clearly as node2coords. Further, the node embeddings of

these methods lack interpretability as the value of the embedding of a node in each one of the

two dimensions does not correspond to the proximity to a particular axis.

It can be observed that LE and node2coords discover the clusters in the graph. Specifically, LE,

as explained in detail in [47], has a close connection to spectral clustering [104]. The

embeddings obtained with LE, shown in Fig(3.3), correspond to the S eigenvectors f

corresponding to the smallest, non-zero eigenvalues e of the generalized eigenvector problem

L f = eD f , where D is the diagonal matrix of node degrees and L = D −W is the Laplacian

matrix of the graph. Therefore, for the Zachary Karate Network of two clusters, the embedding

of the i -th node obtained with LE corresponds to [ f1(i ), f2(i )]. Further, due to the use of the

diffusion distance as a cost C = Dτ=1, node2coords learns graph structural patterns in MS that

highlight the clusters of the graph, as shown in Fig. (3.5). The embeddings obtained with

node2coords, shown in Fig(3.3), correspond to the Wasserstein distance of the node

descriptors from those graph structural patterns. Therefore, although both LE and

node2coords reveal the clusters of the graph, they lead to different node embeddings.

3.5.3 Stability to Perturbations

We now examine the stability of node2coords to perturbations of the graph structure. First, we

consider a stochastic block model [72] graph G of N = 100 nodes with probability of connection

within the community equal to p = 0.4 and probability of inter-community connection equal

to q = 0.01. We then consider perturbed versions G ′ of the graph G by varying the probability

p within the range p ′ = {0.15 : 0.05 : 0.40}. Therefore, the perturbation affects the number of

edges of the graph, but the number of nodes remains constant.

We run node2coords with n = 1, S = 3, ε = 0.01 and ρ = 0.1 and learn the space MS and

the barycentric coordinatesΛ for the graph G . The graph structural patterns learned in MS

for the clean graph G are shown in Fig. (3.6a) and their transfer to the perturbed graph G ′

with p ′ = 0.15 in Fig. (3.6b). The graph structural patterns are less localized in this case

compared to those in Fig. (3.5). This, as explained in Section 3.4, is due to the fact that the

entropy regularization parameter ε used for the SBM graph is smaller than the one used for the

Karate network. However the interpretation of the graph structural patterns remains the same.

Specifically, it can be seen that the graph patterns in MS identify the three communities and

thus they remain meaningful even when the actual graph changes. As a result, the perturbed

graphs can be embedded in the low-dimensional space MS that was learned for the clean

graph G . We confirm this intuition by evaluating the clustering result obtained using the node
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embeddingsΛ′ of the perturbed graphs in the space MS learned for the original graph G . For

the perturbed graphs G ′ we only compute the barycentric coordinates Λ′ of their nodes in

the space MS learned on G . We apply k-means clustering to the barycentric coordinates of

the nodes Λ′ with k = 3 and we compute the adjusted mutual information (AMI) and the

normalized mutual information (NMI) [73] for the clustering result. The obtained AMI, NMI

for the different perturbations are shown in Fig. (3.7). It can be seen that both the AMI and

NMI are high even for large perturbations. Thus, we confirm that the perturbed graphs G ′ can

be embedded in a meaningful way in the space MS learned for the clean graph G .

We further evaluate the relative change ‖Λ−Λ′‖F
‖Λ′‖F

in terms of Frobenius norm of the barycentric

coordinates Λ′ of the perturbed graphs G ′ in comparison to the barycentric coordinates

Λ of the original graph G . In Fig. (3.8a) we show the relative change of the embeddings

obtained as a function of the relative change of the probability of connection within the

community |p−p ′|
|p ′| . Laplacian Eigenmaps, node2vec, Deepwalk, SDNE, DVNE and GAE do not

learn a low-dimensional space as node2coords and, therefore, the only way to obtain the node

embeddings of the perturbed graphs is by re-running the algorithms. It can be seen clearly

that the embeddings obtained with node2coords are stable. DVNE produces also relatively

stable embeddings. This is expected, as possible uncertainties of the node embeddings are

accounted for through the variance of the Gaussian distribution. We notice also that the

change in the node embeddings of SDNE seems to follow an increasing trend as the relative

change of the probability of connection within the community increases. The relative change

in the embeddings of node2coords seems to increase linearly with the relative change in

the probability of intra-connection p. This is also clearly seen in Fig. (3.9) where we plot

the node embeddings for node2coords. It can be seen that node embeddings obtained with

node2coords change progressively as the value of the probability of connection p changes.

Furthermore, we consider the graph G of the PolBooks dataset and we create perturbed

−1.0 −0.5 0.0 0.5 1.0

−1.0

−0.5

0.0

0.5

1.0

First Graph Pattern

−1.0 −0.5 0.0 0.5 1.0

−1.0

−0.5

0.0

0.5

1.0

Second Graph Pattern

−1.0 −0.5 0.0 0.5 1.0

−1.0

−0.5

0.0

0.5

1.0

Third Graph Pattern

(a)

−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

Transfer of First Graph Pattern

−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

Transfer of Second Graph Pattern

−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00

−1.0

−0.8

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

Transfer of Third Graph Pattern

(b)

Figure 3.6 – (a) Structural graph patterns of MS as learned for the graph G with p = 0.4. Each
pattern identifies one of the communities. (b) Structural graph patterns of MS learned for
the graph G with p = 0.4 transferred to the perturbed graph G ′ with p ′ = 0.15. The graph
structural patterns remain meaningful for the perturbed graph G ′ as they clearly indicate the
three communities.

35



Chapter 3. Graph Representation Learning with Wasserstein Barycenters

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

|p − p′|/|p′|

0.92

0.94

0.96

0.98

1.00

M
u
tu

a
l
In

fo
rm

a
ti
o
n

Clustering of Perturbed Graphs

AMI

NMI

Figure 3.7 – Clustering of perturbed graphs. AMI and NMI scores as a function of the relative

change of the probability of connection within the community |p−p ′|
|p ′| .

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

|p − p′|/|p′|
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

‖Λ
−

Λ
′ ‖

F
/
‖Λ

′ ‖
F

Stability of Embeddings
node2coords

node2vec

Deepwalk

SDNE

DVNE

LE

GAE

(a) Change of the embeddings ‖Λ−Λ′‖F
‖Λ′‖F

as a function of the change of the
intra-community probability of connection
|p−p ′|
|p ′| for the SBM graphs.

0.00 0.01 0.02 0.03 0.04 0.05
p

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

‖Λ
−

Λ
′ ‖

F
/
‖Λ

′ ‖
F

Stability of Embeddings
node2coords

node2vec

Deepwalk

SDNE

DVNE

LE

GAE

(b) Change of the embeddings ‖Λ−Λ′‖F
‖Λ′‖F

as

a function of the percentage of perturbed

edges in the graph p = |Ep |
|E |+|Ep | for the

PolBooks dataset.

Figure 3.8 – Stability of node2coords embeddings.
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Figure 3.9 – Embeddings of node2coords of the perturbed graphs G ′ in the space MS learned
for the clean graph G .

graphs G ′ by randomly adding edges. We denote the number of added edges as |Ep |. The

maximal number of edges that can be added to this network until it becomes fully connected

is |Ep |max = N 2 −|E | = 10143. We define the ratio of added edges as rp = |Ep |
|Ep |max and generate

the perturbed graphs G ′ by varying the ratio rp in the range rp = {0.01 : 0.01 : 0.05}. We

run node2coords with n = 1, S = 3, ε = 0.01 and ρ = 0.1 and learn the space MS and the

barycentric coordinates Λ for the graph G . Next, we compute the barycentric coordinates

Λ′ of the perturbed graphs G ′ in the space MS and evaluate the relative change ‖Λ−Λ′‖F
‖Λ′‖F

in

terms of Frobenius norm of the barycentric coordinates Λ′ of the perturbed graphs G ′ in
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comparison to the barycentric coordinatesΛ of the original graph G . In Fig. (3.8b) we show

the relative change of the embeddings obtained as a function of the percentage of perturbed

edges in the graph p = |Ep |
|E |+|Ep | . It can be seen that again node2coords provides the most

stable node embeddings followed by DVNE. We notice also that SDNE produces relatively

stable embeddings. Furthermore, we notice that for the smaller perturbations p, DVNE

produces the most stable embeddings. Contrary to the perturbations generated for the SBM

graphs, where only the probability of connection within the community is perturbed, the

perturbations created in this experiment add randomly edges either within or between clusters.

Therefore, in this case, the perturbed edges affect more strongly the clusters in the graph.

These perturbations are more challenging for node2coords, since the geometry-aware cost

relies on the diffusion distance, which naturally emphasizes the clusters in the graph. As the

perturbation becomes stronger, the embeddings of DVNE become less stable than those of

node2coords.

To conclude, we have shown experimentally that node2coords learns stable node embeddings.

The advantage of the stability of the embeddings with node2coords is due to the fact that the

low-dimensional space MS permits a registration of the nodes in the case of perturbed graphs.

3.5.4 Node Classification

We now evaluate the features learned in an unsupervised manner with node2coords in the

context of node classification tasks. The node embeddings learned by node2coords and the

competitor methods are input to a one-vs-rest logistic regression classifier with L2

regularization.

We consider the same experimental set-up as in [53]. We consider train-test partitions of the

data varying from 20% to 80%. For each partition we create 10 random splits of the data to

train and test and provide results averaged over the 10 splits. The same splits are used for all

methods. The F1 score of a class is the harmonic mean of precision and recall. The precision

for a class is the number of true positives divided by the total number of elements labeled as

belonging to the class and recall is the number of true positives divided by the total number of

elements that belong to the class. We therefore compute the F1 score as:

F 1 = 2× precision× recall

precision+ recall
(3.13)

with:

precision = T P

T P +F P
(3.14)
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and

recall = T P

T P +F N
, (3.15)

where T P,F P,T N ,F N stand for true positives, false positives, true negatives and false

negatives, respectively.

For the evaluation of the classification results we compute the weighted Macro-F1 score, which

calculates the F1 score for each label, and finds their weighted mean.

We present in Table (3.1) the Macro-F1 scores for the PolBooks dataset and for train-test splits

varying from 20% to 80%. For node2coords and the algorithms against which we evaluate its

performance, the dimensionality of the embedding space is considered to be equal to S = 3 as

the network essentially has three clusters. It can be seen that node2coords provides the highest

Macro-F1 score for most training ratios. Indeed, even for the small latent dimensionality of

S = 3, it clearly identifies the small class “neutral". This can be clearly seen also from the graph

structural patterns of MS in Fig. (3.10). Specifically, DeepWalk, node2vec, SDNE and GAE make

most of the classification errors for the small class “neutral", which leads to reduced Macro-F1

scores. This shows that the embedding dimensionality S = 3 is too small for these algorithms

to properly capture the three clusters in the data, while it is sufficient for node2coords. DVNE

consistenly has the second best performance after node2coords when the training ratio is

more than 40%.

Table 3.1 – Macro-F1 score for node classification in PolBooks.

Train Ratio 20 % 30 % 40 % 50 % 60 % 70 % 80 %

LE 70.50 72.83 75.47 70.14 72.85 77.27 73.33

node2vec 72.48 75.52 74.77 70.80 73.61 80.76 86.92

DeepWalk 74.82 75.52 76.19 69.07 70.81 76.00 86.92

SDNE 64.48 65.40 68.65 70.65 70.81 72.22 79.16

DVNE 55.90 57.98 56.99 71.38 75.46 81.68 83.90

GAE 73.14 79.58 76.19 67.49 68.33 68.94 73.33

node2coords 75.58 73.26 78.43 73.58 78.88 86.11 86.92

We now examine how node2coords performs on larger datasets. We show in Table 3.2 the

Macro-F1 scores for node classification on Citeseer4. The latent dimensionality for all methods

is taken to be equal to S = 4. It can be seen again that node2coords provides the highest

Macro-F1 scores for most train ratios. Therefore, node2coords is able to capture structural

information for this larger graph. SDNE now has the second best performance, which shows

that it is a method that scales well for large datasets. Also, node2vec performs consistently

better than DeepWalk. This is due to the bias added to the random walks of node2vec, which
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Figure 3.10 – Graph structural patterns learned for PolBooks. The node with the highest value
of each pattern is highlighted with an orange circle. Each graph structural pattern indicates a
cluster of the graph.

Table 3.2 – Macro-F1 score for node classification in Citeseer4.

Train Ratio 20 % 30 % 40 % 50 % 60 % 70 % 80 %

LE 30.78 32.47 31.81 32.87 34.09 34.57 36.63

node2vec 68.56 69.97 69.23 69.75 69.84 70.96 74.44

DeepWalk 57.56 59.61 59.01 59.18 59.10 60.69 60.27

SDNE 66.24 67.25 69.31 70.92 70.96 71.59 75.94

DVNE 38.48 40.60 40.24 40.63 40.86 39.47 41.45

GAE 61.44 63.86 63.34 64.01 65.46 65.33 67.00

node2coords 66.94 68.63 70.58 72.14 74.12 75.97 78.80

leads to embeddings that capture both homophily as well as structural similarities of nodes.

The performance of DVNE drops significantly in this case. This is due to the low embedding

dimensionality of S = 4. Specifically, as observed by the authors in [22], the quality of the

embeddings of DVNE decreases abruptly when the embedding dimensionality drops below

a threshold. For instance, they report that for a graph of N = 2708 nodes, the minimum

embedding dimensionality is S = 32. Therefore, the embedding dimensionality of S = 4

is insufficient for Citeseer4, which is a network of N = 1532 nodes. The worst performing

method is LE, which does not scale well to larger graphs. The drop in performance of Laplacian

Eigenmaps for large graphs could be due to the fact that it only takes into account first order

proximities of the nodes. This is also indicated by the fact that the performance of SDNE,

which takes into account second-order as well as first-order node proximities, improves for

large graphs. Further, we notice that the performance of GAE is worst than that of SDNE

and node2vec. This is consistent with the results reported in [66] for the featureless case and

highlights the fact that deep neural networks with graph convolutional filters are particularly

relevant in the case where features are available. However, they do not seem to fully exploit

the structural information of the graph.
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3.5.5 Generalization to Unseen Nodes

In this experiment we evaluate the ability of node2coords to generalize to nodes that have not

been seen during the representation learning process. In order to do so, we use only a

downsampled version of the adjacency matrix of the PolBooks network during the

representation learning process. Specifically, we use a randomly selected set of nodes for

training and subsample the N ×N adjacency matrix A to obtain the N tr ai n ×N tr ai n training

adjacency matrix Atr ai n . From Atr ai n we obtain the training connectivity matrix Z tr ai n
n . With

Z tr ai n
n as the input to node2coords, we learn the N tr ai n × S space M tr ai n

S and the

S-dimensional barycentric coordinates for each of the training nodes in that space. We

eventually use the S-dimensional barycentric coordinates to train a one-vs-rest logistic

regression classifier with l2 regularization.

As it has been shown above, the graph structural patterns learned with node2coords are sparse

and they only have non-zero values on a small set of nodes within a given cluster. Therefore,

we can upsample the patterns in M tr ai n
S by zero padding in order to obtain the N ×S space

MS . The graph structural patterns in MS obtained this way are meaningful as they indicate

the clusters in the graph. We validate the quality of the patterns in MS by evaluating the

classification performance of the unseen nodes’ coordinates in the space defined by MS .

Specifically, we compute the barycentric coordinates of the unseen, test nodes in the space

MS using the barycentric decoder of node2coords with fixed input MS . We predict their class

labels using the trained logistic regression classifier and evaluate the classification accuracy.

We consider downsampling partitions ranging from 50 % to 90 %. For each partition we create

5 random splits of the data to train and test and provide results averaged over the 5 splits.

In Table (3.3) we show the classification accuracy for node2coords for downsampling ratios

ranging from 50 % to 90 % (node2coords-DS) as well as the classification accuracy for the

set-up of Section 3.5.4 (node2coords). We can see that the algorithm generalizes well to nodes

that were completely unseen while learning the representation MS with node2coords. When

only 50 % of the nodes are kept in Atr ai n the classification accuracy for the nodes unseen

during learning of MS is 76.15 %.

Table 3.3 – Accuracy of node classification in PolBooks.

Train Ratio 50 % 60 % 70 % 80 % 90 %

node2coords 86.79 90.47 93.75 95.23 100.00

node2coords-DS 76.15 76.19 78.06 83.80 80.00

Node2coords generalizes well to unseen nodes because the patterns learned for the

downsampled graph capture the most important structural information which, in this case,

corresponds to the clusters. The ability of node2coords to learn such a meaningful

low-dimensional representation of the graph, given only partial information of the graph
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structure, is unique to node2coords and cannot be reproduced by other methods for graph

representation learning that only leverage structural information but not node features.

3.5.6 Parameter Sensitivity

We now examine the sensitivity of the quality of the node embeddings learned with

node2coords with respect to the entropy regularization parameter ε and the relaxation

parameter for the mass preservation constraints ρ.

We first investigate the sensitivity of node2coords with respect to the parameter ε. We set

ρ = 0.1 and vary ε in the range ε= {0.01 : 0.01 : 0.09}. The classification accuracy as a function

of ε is shown in Fig. (3.11). It can be seen that the classification accuracy is relatively stable

for ε in the range ε = {0.01 : 0.01 : 0.05} and drops for values of ε > 0.05. The reason for this

drop in the perfromance for larger values of ε is directly linked with the quality of the graph

structural patterns. Specifically, as the entropy regularization parameter ε increases, the graph

patterns are forced to be more localized. Significant increase of the regularization parameter ε

forces the graph patterns to be Dirac δ functions, equal to 1 on a node and 0 everywhere else.

However, as can be seen in Fig. (3.10) the optimal graph structural patterns are localized on a

specific cluster and not on a single node. In the case where the graph structural patterns are

Dirac δ functions, the barycentric coordinates will quantify the proximity with respect to S

nodes and not the proximity with respect to the S clusters, as desired.
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Figure 3.11 – Sensitivity of the classification accuracy on the PolBooks dataset with respect to
the entropy regularization parameter ε.

Further, we mention that the performance of node2coords is not significantly affected by

the value of the parameter ρ. Specifically, even if ρ is set to a smaller value than necessary,

or equivalently if the mass preservation constraints are relaxed more than necessary for the

optimal reconstruction of the node connectivity descriptors, the mass of the barycenters will

converge to that needed for the optimal reconstruction. We note that very large values of

ρ take us away from the ubalanced barycenter computation. In that case, there will be a

drop in performance because the mass preservation constraints may penalize the optimal

reconstruction of the node connectivity descriptors obtained with the Wasserstein barycenters.

This is the reason why we have chosen to compute unbalanced barycenters in the decoder of
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node2coords.

3.5.7 Study of the Effect of the Barycentric Layer

In this section we study the effect of using our proposed barycentric layer compared to a simple

linear layer in the decoder. In order to do so, we compare the performance of node2coords

to SDNE, which is composed of a linear layer in the encoder and the decoder, when both its

regularization parameters are set to α= 0 and ν= 0. Furthermore, we provide as the input to

both node2coords and SDNE the node connectivity descriptors. We show in Tables 3.4, 3.5

the Macro-F1 scores obtained on the PolBooks and the Citeseer4 dataset for SDNE (with no

regularizers) and node2coords. It can be seen that node2coords significantly outperforms

SDNE with no regularizers. We have therefore illustrated the benefit of the barycentric layer

compared to a linear layer.

Table 3.4 – Effect of barycentric layer. Macro-F1 scores for node classification in PolBooks.

Train Ratio 20 % 30 % 40 % 50 % 60 % 70 % 80 %

SDNE (no reg.) 66.27 61.42 62.22 61.27 63.81 64.29 64.91

node2coords 75.58 73.26 78.43 73.58 78.88 86.11 86.92

Table 3.5 – Effect of barycentric layer. Macro-F1 scores for node classification in Citeseer4.

Train Ratio 20 % 30 % 40 % 50 % 60 % 70 % 80 %

SDNE (no reg.) 63.69 62.69 63.99 64.35 63.38 63.65 63.08

node2coords 66.94 68.63 70.58 72.14 74.12 75.97 78.80

3.6 Conclusion

In this work we proposed node2coords, an autoencoder architecture with a novel Wasserstein

barycentric decoder that learns low-dimensional graph representations without supervision.

The proposed algorithm learns simultaneously i) a low dimensional space and ii) node

embeddings that correspond to coordinates in that space. The low-dimensional space is

defined by a small set of graph patterns that capture the most relevant structural information

of the graph. The values of a node’s embedding in that space can be interpreted as the

proximity of its local connectivity to the corresponding graph patterns in terms of Wasserstein

distance on the graph.

We demonstrated how the low-dimensional space of node2coords can be used to obtain

significantly more stable embeddings for graphs that have undergone small perturbations,

compared to other methods. Furthermore, we showed that the node embeddings of

node2coords provide competitive or better results than those obtained with state-of-the-art
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methods for node classification tasks on real datasets. Finally, we confirm experimentally the

ability to generalize to nodes that were unseen during the representation learning process.
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4 Pooling Graph Representations with

Wasserstein Gradient Flows

4.1 Introduction

In the previous chapter, we focused on the case where we learn representations for a fixed

graph. Specifically, by exploiting the structure of a graph, we learned embeddings of its nodes

in order to perform node classification and community detection. However, in machine

learning problems, such as graph classification or graph regression, each datapoint

corresponds to a different graph. Examples of such problems arise in the fields of

computational biology, drug discovery and social network analysis, among others. As an

example, a task of interest is the prediction of whether a protein structure is an enzyme or not.

In that case, proteins are represented as graphs with nodes corresponding to amino-acids and

edges capturing the spatial proximity of the amino-acids. Similarly, molecules can be

represented as graphs where nodes are atoms and edges the chemical bonds between them.

The problem of interest in that case may be the classification of a molecule as active or

inactive against cancer cells.

Such tasks are tackled by models that operate in an inductive setting. In this setting, the goal

of graph representation learning algorithms is to use a set of k training graphs G1, . . .Gk in

order to learn a mapping that can generalize to unseen test graphs Gk+1, . . .Gk+l . Naturally, the

graphs can be of varying size. For instance, in the example of molecule classification discussed

above, each molecule may be composed of a different number of atoms. As a result, a relevant

problem that arises in GNN architectures in this context, is to find the optimal way to pool the

graph representations of varying size to a representation of fixed size that can be multiplied by

the weights of the classifier or regressor that is driving the representation learning process.

This operation is commonly referred to as global graph pooling.

Graph pooling methods proposed fall into two categories: node selection methods and node

clustering methods. Node selection methods aim to pool graph representations by selecting

the representations of the most important nodes of the graph, according to some criterion. An
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important disadvantage of these methods is that they discard the information that is captured

in the representations of the least important nodes. Node clustering methods propose to pool

graph representations by learning node assignment matrices. The motivation of these methods

is to learn what constitutes nodes to be similar, so that the representations of similar nodes

can be linearly combined, as dictated by the assignment matrices. Node clustering methods

don’t discard information, but aggregate the representations of similar nodes. However they

still offer no guarantee with regards to the similarity of the graph representation and its pooled

version.

In this work, we introduce a new type of pooling method, that addresses this limitation. We

propose to explicitly preserve the statistics of the graph representation by minimizing the

entropy-regularized Wasserstein distance between itself and its pooled version. Our pooling

method minimizes this distance by performing a Wasserstein gradient flow with respect to the

pooled graph representation. Therefore, we term our proposed pooling method FlowPool. At

each step of the flow, the energy of the Wasserstein distance between the graph representation

and its pooled counterpart is computed and the pooled representation is moved closer to the

original graph representation according to the gradient of that energy. As a result, the pooled

graph representation, obtained with FlowPool, combines the representations of the nodes

using the optimal couplings that minimize the Wasserstein distance along the steps of the

flow.

Our contributions in this work are threefold:

• We propose a global pooling framework for graphs that optimally preserves the statistics

in the representation space.

• We propose a versatile implementation of this pooling method using implicit

differentiation [74] that can take into account any underlying geometry and that

enables its integration in end-to-end deep learning architectures for graphs.

• We analyse the proposed pooling method for the case where the geometry considered

is that determined by the squared Euclidean distance in the feature space and provide

promising results for graph classification on real data.

The structure of this chapter is as follows. First, in Section 4.2 we review the related work.

After introducing the correspondence of a graph representation to a probability measure in

Section 4.3, we propose FlowPool as the minimization of the Wasserstein distance between

graph representations in Section 4.4. In Section 4.5 we explain our versatile implementation

based on implicit automatic differentiation that can be used with any ground cost. In Section

4.6 we show that our method is invariant to permutations. In Section 4.7 we discuss how we

can backpropagate through FlowPool and integrate it in end-to-end GNN architectures. In

Section 4.8.1 we perform an experimental analysis for a simplified set-up of FlowPool in order
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to show its dependence on parameters and build intuitions and in Section 4.8.2 we provide

preliminary results on graph classification when FlowPool is incorporated in an end-to-end

deep learning architecture. We provide direction for future work in Section 4.9 and conclude

in Section 4.10.

4.2 Related Work

As mentioned before, existing pooling methods for graphs can be grouped into two categories,

namely node selection methods and node clustering methods. In this section we review briefly

representative methods from each of these two categories.

Node selection methods pool a graph representation by keeping only the representations of the

K most important nodes in the graph. The first node selection method proposed is SortPool

[75], which extends the idea of the Weisfeiler-Lehman graph kernels [25] to sort nodes based

on their color, to sorting nodes based on their GCN feature vector. Once the nodes have been

sorted, only the K most important ones are kept. Sortpool yields the same representation for

isomorphic graphs. A different approach is followed by TopKPool [76]. TopKPool proposes to

learn from the data a vector of parameters, such that only the K node representations, whose

inner product with the trainable vector is maximal, are kept. TopKPool does not explicitly

take into account the graph structure. This limitation is addressed by SAGPool [77]. SAGPool

employs a trainable graph convolutional layer in order to obtain an attention score for each

node in the graph, and keeps only the K nodes that correspond to the highest attention scores.

Node selection methods lead to loss of information due to the discarded features of the nodes

that are not selected. Node clustering methods aim to alleviate this problem by finding the

optimal way to aggregate the representations of all N nodes in a graph. This is achieved by

clustering the N nodes into M clusters in order to obtain an N ×M assignment matrix S. As a

result, given a graph of N nodes with adjacency matrix A and a d ×N graph representation Y ,

the representation output by node clustering pooling methods is equal to X = Y S. Further,

the assignment matrix S provides a way to obtain the adjacency matrix Ac of the pooled graph

as Ac = S>AS. All proposed node clustering methods learn the assignment matrices from the

data in order to achieve statistical strength. We provide a summary of existing node clustering

pooling methods below.

The first differentiable graph pooling method that proposes to learn assignment matrices

is DiffPool [78]. DiffPool proposes to parametrize node assignment matrices with a graph

convolutional filter followed by a softmax activation. The parameters of the GCN filter are

learned from the data during training. Therefore, DiffPool’s assignment matrices learn which

nodes should be grouped together, based on the features and the graph structure. Building on

DiffPool’s concept of parametrizing assignment matrices with GCNs, StructPool [79] proposes

to condition the cluster assignment of each node on the cluster assignments of other nodes. As
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a result, the graph pooling problem is framed as a structured prediction problem by employing

conditional random fields to capture the relationships among the assignments of the nodes.

On a different line, HaarPool [80] employs the Haar basis [81], [82] matrix to obtain a mapping

of the nodes in the graph to the nodes of the pooled graph. The graph is pooled by keeping the

basis vectors that correspond to the low frequencies, thus maintaining the coarse structural

information, and discarding the ones that correspond to the high frequencies, thus dismissing

fine structural information. In order to leverage the node features as well as the spectral

information of the graph structure, MinCutPool [83] proposes to parametrize node assignment

matrices using multi-layer perceptrons and adds a term at the objective function which is a

relaxation of the normalized minCUT problem [84].

Graph pooling is employed in deep networks for graph representation learning in two different

contexts; hierarchical pooling and global pooling. Hierarchical pooling aims to generalize the

pooling operation, as performed in convolutional networks for regular grids, and aggregate

feature information over local patches in order to achieve locality-preserving representations

and invariance to small deformations. Global pooling aims to learn fixed-size representations

from graph representations of varying size. In a recent study [85] it is demonstrated that

certain graph pooling methods, when employed for hierarchical pooling, do not enhance the

graph representation learning process, but rather smooth the features of the nodes in the

pooled graph representation. Although in this work we focus on global graph pooling, we

mention that our proposed pooling method can also be used for hierarchical pooling and that

it could help alleviate the smoothing problem because of the explicit objective of preserving

the statistics. In that context, the coarsened graph adjacency matrix Ac could be obtained

through the optimal couplings.

Further, we mention that optimal transport-based methods have been recently proposed

in order to obtain fixed-size representations. First, the work in [86] proposes a framework

that uses a mapping to obtain a linear approximation of the Wasserstein-2 distance. In

order to obtain this mapping, the barycentric projection [87] from a reference to each graph

representation is needed. The optimal transport plans, needed for the barycentric projection

map calculation, are obtained by solving the Kantorovich problem of Eq. (2.7) with linear

solvers [88]. Once the graph representations of fixed size are obtained, they are used to

perform various graph prediction tasks. As this framework is not differentiable, it cannot

be integrated in end-to-end architectures for graph representation learning and only non-

parametric graph representations are considered. Also, its performance relies heavily on the

choice of the values of the representation of the reference, which must be numerically close to

those of the graph representations. Second, in [89] the authors address the problem of finding

fixed-size representations of sets of features of varying size and, possibly, in the regime where

labeled data are scarse. They introduce an embedding (OTKE) that combines kernel methods

[90] and optimal transport. They propose to embed the feature representations of a set to a

reproducing kernel Hilbert space and subsequently pool the obtained embedding using the
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optimal transport plan between the kernel embedding and a trainable reference. Furthermore,

the relation of the proposed OTKE to attention mechanisms is discussed and its performance

is validated on biological sequence classification and natural language processing tasks.

4.3 Graph Representations as Probability Measures

In order to define a Wasserstein distance between graph representations, we first explain how

we correspond the representation of a graph to a probability measure. Given a graph G of N

nodes, its representation with d features is a d ×N matrix Y = [y1, . . . yN ] where y j is the d ×1

dimensional representation of the j -th node. We propose to describe the representation of

the graph G as a probability measure:

ν=
N∑

j=1
b jδy j , (4.1)

where b ∈ΣN is a histogram. The value of b j captures the significance of the representation of

node j . In the case where all nodes are of equal importance we may consider b j = 1
N ,∀ j . On

the contrary, we can consider a non-uniform distribution on the nodes in order to account

for some uncertainty in the node representation. For instance, in a social network, we may

chose to use higher weights for nodes that correspond to users that have been members of the

network for more that one year and whose features decribe them well, and lower weights for

users that have just joined the social network.

In Fig. (4.1) we provide an example. We consider a graph G of N = 7 nodes with

representation Y ∈R2×7. The 2×1 dimensional feature representation of node j corresponds

to y j = [Y1, j ;Y2, j ]. We show on the left of Fig. (4.1) the graph G , where each node is annotated

with its representation. We correspond to the representation of the graph G the probability

measure ν=∑7
j=1 b jδy j . Assuming that all nodes have equal importance, the weights of the

measure ν are equal to b j = 1
7 ,∀ j . The positions of mass of the probability measure ν are

determined by the representations of the nodes y j . On the right of Fig. (4.1) we plot the

measure ν in the 2-dimensional Euclidean space.

4.4 FlowPool

The goal of global graph pooling is to transform a representation of a graph of N nodes

in a d-dimensional feature space to a fixed size representation of M nodes with the same

feature dimension d . Let ν = ∑N
j=1 b jδy j and µ = ∑M

i=1 aiδxi be the probability measures

that correspond to the graph representation Y ∈Rd×N and its pooled counterpart X ∈Rd×M .
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Figure 4.1 – Corresponding a graph G to a probability measure ν. On the left we show a graph
G of N = 7 nodes with its representation Y . The j -th node is annotated with its representation
y j = [Y1, j ;Y2, j ]. For instance, the representation of node 2 is y2 = [−0.40;0.04]. By assuming
that all the nodes in graph G are equally important, we correspond the graph representation to
the probability measure ν= 1

7

∑7
j=1δy j . The positions of mass of the measure are determined

by the node representations.

FlowPool computes the pooled representation X by solving:

min
X

LεC (X ,Y )(a,b), (4.2)

where LεC (X ,Y )(a,b) is the entropy regularized Wasserstein distance defined in Eq.(2.11) for a

cost C = Dp , with D a distance metric on the graph representation spaceΩ=Rd . We denote

the cost of the mass transportation as C (X ,Y ) in order to highlight the dependency of the cost

C on X ,Y . From now on, we assume that the nodes are of equal importance in all cases, so

that a = 1
M 1M and b = 1

N 1N , and we refer to LεC (X ,Y )(a,b) as the Wasserstein distance between

the representations X ,Y .

As discussed in Section 2.3.1, the objective function in Eq. (4.2) is differentiable with respect

to X . Therefore, using the entropic regularization introduced in [13] we can compute the

pooled graph representation by solving the problem in Eq. (4.2) with a gradient-based

optimization method. Thus, our proposed pooling method is cast to a gradient flow. By

denoting as X (0) the initialization for the pooled graph representation and as X (L) the

obtained pooled representation after L iterations of the gradient-based method that

minimizes Eq. (4.2), FlowPool can be thought of as demonstrated in Fig. (4.2). Specifically,
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given an initialization X (0) ∈ Rd×M , the FlowPool method summarizes any graph

representation Y ∈Rd×N , by performing L steps of a gradient-based method that minimizes

the energy LεC (X ,Y )(a,b). The returned pooled representation X (L) is the d ×M representation

that has minimal Wasserstein distance from the d ×N input representation Y .

Figure 4.2 – The FlowPool method for pooling graph representations. The input is a
graph representation Y ∈ Rd×N , where N can admit any value. The output X (L) is a Rd×M

representation, with M fixed, such that Lε
C (X (L),Y )

(a,b) is minimal.

4.5 Implementation of FlowPool

At each step of the gradient-based optimization of X , we need to compute the gradient with

respect to X of the energy LεC (X ,Y )(a,b) for the current X . One possible way to compute

this gradient is to back-propagate through the operations of the Sinkhorn iterations. This

is a similar approach to the way differentiation is handled in Chapter 3. A more efficient

approach to compute ∇X LεC (X ,Y )(a,b) is by using the implicit function theorem [91]. The

implicit differentiation of the entropy-regularized optimal transport problem is particularly

more efficient in terms of memory requirements as not all intermediate calculations of the

Sinkhorn iterations need to be stored in memory for the backpropagation.

Implicit Function Theorem

The implicit function theorem [91] states that, given a continuously differentiable function F ,

and a point (x∗(θ),θ) such that F (x∗(θ),θ) = 0, if the Jacobian ∂1F (x∗(θ),θ) is invertible, the

variables x(θ) are differentiable functions of θ in some neighborhood of the point (x∗(θ),θ).
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By applying the chain rule, we obtain:

∂1F (x∗(θ),θ)∂x∗(θ)+∂2F (x∗(θ),θ) = 0 ⇔
−∂1F (x∗(θ),θ)∂x∗(θ) = ∂2F (x∗(θ),θ),

(4.3)

where by ∂1,∂2 we denote the Jacobian with respect to the first and the second argument,

accordingly. As a result, the Jacobian ∂x∗(θ) can be obtained by solving the linear system in

Eq. (4.3).

The recent work in [74] proposes to use the implicit function theorem in order to perform

automatic differentiation of optimization problems. In that context, θ stands for the inputs

of the optimization problem, x∗(θ) for the optimal solution and the function F captures the

optimality conditions. Thus, the implicit function theorem offers the possibility to obtain the

Jacobian of the optimal solution with respect to the inputs of the optimization problem.

Implicit Differentiation of the Entropy Regularized Optimal Transport Problem

In this work we use the OTT toolbox [92], which offers an implementation of the implicit

differentiation of the entropy-regularized optimal transport problem [93]. We outline briefly

below its implementation and how we employ it to compute the gradient ∇X LεC (X ,Y )(a,b) in

FlowPool.

By considering the dual formulation in Eq. (2.19), the computation of LεC (X ,Y )(a,b) consists

in computing the optimal dual potentials f ∗, g∗ and the entropy regularized OT cost from

these potentials using Eq. (2.19). Therefore, from the chain rule, we can obtain the gradient

∇X LεC (X ,Y )(a,b) as:

∇X LεC (X ,Y )(a,b) = ∂[ f ∗(X ), g∗(X )]>∇[ f ∗(X ),g∗(X )]L
ε
C (X ,Y )(a,b), (4.4)

where the gradient ∇[ f ∗(X ),g∗(X )]L
ε
C (X ,Y )(a,b) captures how changes in the optimal potentials

f ∗(X ), g∗(X ) affect the entropy-regularized optimal transport cost and the transposed

Jacobian ∂[ f ∗(X ), g∗(X )]> shows how changes in the positions X affect the optimal potentials

f ∗(X ) and g∗(X ).

The Jacobian ∂[ f ∗(X ), g∗(X )] can be computed using the implicit function theorem. As

discussed in Section 2.3.1, the iterations in Eq. (2.23) are a block-coordinate ascent on the dual

problem. As a result, the optimality conditions consist in cancelled gradients of the energy

E ( f , g ) = 〈 f , a〉+ 〈g ,b〉− ε〈e f
ε ,K e

g
ε 〉 with respect to f and g . Therefore, by considering the
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continuously differentiable function F as:

F ([ f (X ), g (X )], X ) =
[
∇| f E ( f , g )

∇|g E ( f , g )

]
, (4.5)

at optimality it holds that:

F ([ f ∗(X ), g∗(X )], X ) =
[

0M

0N

]
. (4.6)

The implicit function theorem states that, provided that the Jacobian ∂1F ([ f ∗(X ), g∗(X )], X ) is

invertible, we can obtain the Jacobian ∂[ f ∗(X ), g∗(X )] by solving a linear system, such as the

one in Eq. (4.3). From Eq. (4.5), we can obtain ∂1F ([ f (X ), g (X )], X ) as:

∂1F ([ f (X ), g (X )], X ) =
[
∂ f ∇ f E ( f , g ) ∂g∇ f E ( f , g )

∂ f ∇g E ( f , g ) ∂g∇g E ( f , g )

]
. (4.7)

By evaluating the derivatives in Eq. (4.7) at the optimal potentials f ∗ and g∗ it follows that:

−∂1F ([ f ∗(X ), g∗(X )], X ) = 1

ε

[
diag(a) P∗

P∗> diag(b)

]
, (4.8)

where P∗ is the optimal coupling obtained for the transportation problem and diag(a),diag(b)

are diagonal matrices, with elements in the diagonal corresponding to the marginals a and b,

respectively.

The Jacobian ∂2F ([ f ∗(X ), g∗(X )], X ) can be computed with automatic differentiation. Due to

the block structure of the Jacobian in Eq. (4.8), the linear system in Eq. (4.3) can be solved with

Schur’s complement [94]. The Schur complement that is inverted depends on which of the M

or N is smaller. In either case, the Schur complement is rank deficient, with a 0 eigenvalue for

the vector of ones. Therefore, a ridge kernel regularization is added that enforces solutions

to have zero sum. Further, when two nodes in the graph representation Y have very similar

feature representations, two columns of the cost C are numerically close and therefore two

columns of the optimal coupling P∗ are colinear. In order to deal with the rank deficiency

of the Schur complement in that case, a ridge identity regularization is added. The linear

system is solved with the conjugate gradient method [95]. Having solved the linear system

with respect to ∂[ f ∗(X ), g∗(X )], and using the chain rule, we can obtain the desired gradient

as in Eq. (4.4).
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We show in Algorithm 3, the implementation of FlowPool for L iterations of the gradient flow.

In line 3 we compute the optimal potentials f ∗, g∗ using block coordinate ascent, as described

in Chapter 2. We use the implicit differentiation in line 5 to obtain the gradient as in Eq.(4.4)

and update the pooled representation using this gradient in line 7. The geometry is captured

by the cost function C (X ,Y ), which uses the input graph representation Y and its pooled

counterpart X (l ) at the l -th iteration, to return the cost matrix C (l ). We denote with τ the step

size used for the gradient flow.

Algorithm 3 FlowPool

Input: Y ; X (0)

1: for l = 0 to L−1 do

2: Solve Sinkhorn

3: f ∗, g∗ = Sinkhorn
(
a,b,C (l ) =C (X (l ),Y ),ε

)
4: Compute gradient with implicit function theorem

5: ∇X Lε
C (X (l ),Y )

(a,b) = implicit_diff
(

f ∗, g∗, a,b, X (l ),Y ,ε
)

6: Update pooled graph representation:

7: X (l+1) = update_step
(

X (l ),∇X Lε
C (X (l ),Y )

(a,b),τ
)

8: end for

9: return X (L)

4.6 Permutation Invariance

We now show that the proposed pooling method is permutation invariant. This is a

particularly relevant property when performing global pooling of graph representations. If

FlowPool is preceded by permutation equivariant message passing layers [4], the pooled

graph representation is permutation invariant. This means that the predictions made for a

given graph are independent of the ordering of its nodes.

4.6.1 Computation of ∇X LεC (X ,Y )(a,b)

Although the gradient ∇X LεC (X ,Y )(a,b) is computed in an automatic way in FlowPool using

implicit differentiation, as outlined in Section 4.5, we demonstrate now how it can be

computed analytically in order to prove that FlowPool is invariant to permutations. For this

derivation, we consider the primal formulation of the entropy-regularized problem which, as

explained in Chapter 2, is equivalent to the dual formulation. We remind that in the primal

formulation, the optimization variable is the coupling P , and that the optimal coupling can be

obtained from the optimal potentials f ∗, g∗ as:

P∗ = e
f ∗1>m+1n g∗>−C

ε . (4.9)
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Using the primal formulation, the gradient ∇X LεC (X ,Y )(a,b) can be expressed as:

∇X LεC (X ,Y )(a,b) = [∂X C (X ,Y )]>∇C LεC (X ,Y )(a,b), (4.10)

where ∇C LεC (X ,Y )(a,b) shows how changes in the cost matrix C affect the entropy-regularized

cost LεC (X ,Y )(a,b) and the transposed Jacobian [∂X C (X ,Y )]> shows how changes in the

positions X affect the cost matrix C . The computations in Eq. (4.4) and Eq. (4.10) are

equivalent. In Eq. (4.10) however, the only term that depends on the solution of the optimal

transport problem is ∇C LεC (X ,Y )(a,b). Therefore, it is more intuitive to study the

differentiation with respect to X using the primal formulation.

By observing Eq. (2.11) one can notice that in the case of FlowPool the objective function that

is being minimized is a function of two variables, the cost C and the coupling P . As a result,

we can re-express Eq. (2.11) as

LεC (a,b) = min
P∈U (a,b)

Q(C ,P ), (4.11)

where:

Q(C ,P ) = 〈C ,P〉−εH(P ). (4.12)

Therefore, the optimal coupling P∗ is obtained by:

P∗(C ) = argmin
P∈U (a,b)

Q(C ,P ), (4.13)

where we denote the coupling as P∗(C ) in order to highlight its dependency on the cost C . This

dependency is a direct consequence of the factorization in Eq. (2.15), the Sinkhorn iterations

in Eq. (2.18) and the expression for the Gibbs kernel in Eq. (2.16).

From Eq. (4.11), (4.12), (4.13) we obtain that:

LεC (X ,Y )(a,b) =Q(C ,P∗(C )). (4.14)

As a result, from the chain rule it follows that:

∇C LεC (X ,Y )(a,b) =∇1Q(C ,P∗(C ))+ [∂C P∗(C )]>∇2Q(C ,P∗(C )), (4.15)
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where we denote by ∇1 and ∇2 the gradient with respect to the first and the second argument

respectively.

Due to the envelope theorem [96], [97], we can approximate Q(C ,P∗(C )) with a function

G(C ) =Q(C ,P∗), where P∗ is assumed to be constant and independent of C . Therefore, we

obtain:

∇C LεC (X ,Y )(a,b) =∇G(C ) =∇1Q(C ,P∗) = P∗. (4.16)

From Eq. (4.10), (4.16) it follows that:

∇X LεC (a,b) =
( N∑

j=1
P∗

i , j∇1C (xi , y j )
)M

i=1
. (4.17)

4.6.2 Proof of Permutation Invariance

We consider a graph representation Y1 ∈Rd×N and its column-wise, or equivalently node-wise,

permutation according to an N ×N permutation matrix P f :

Y2 = Y1P f . (4.18)

We will show that FlowPool(Y1) = FlowPool(Y2).

OT cost

Let X (0) ∈ Rd×M be the initialization of the pooled graph representation and C1, C2 be the

M ×N cost matrices that capture the pairwise squared Euclidean distances from X (0) to Y1

and to Y2, respectively. From Eq.(4.18) we obtain:

C2 =C1P f . (4.19)

OT coupling

Because of the entropic regularization, the problem in Eq. (2.11) is a strictly convex

minimization problem. Given uniform weight distributions, a = 1
M 1M and b = 1

N 1N , the only

variable controlling the unique solution P∗ is the cost for the transportation. Therefore, due
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to the relationship between the costs C1,C2 in Eq.(4.19), it holds that:

P∗
2 = P∗

1 P f . (4.20)

Gradient

Due to Eq. (4.19), (4.20), and the expression for the gradient of LεC (a,b) with respect to X in Eq.

(4.17), it follows that the gradient ∇X LεC (X ,Y )(a,b) will be the same for both the permuted and

the non-permuted case.

Update Step

As a result, if the initialization X (0) is common in both cases, then X (1)
1 = X (1)

2 . Similarly,

we can show that this is true for all iterations 0 < l < L of the flow. Therefore, it holds that

X (L)
1 = X (L)

2 ⇔ FlowPool(Y1) = FlowPool(Y2). The assumption that X (0) is common for both

cases is a reasonable one. In fact, as we demonstrate in Section 4.8, it is necessary for X (0)

to be shared among all graph representations in order for our proposed pooling method to

perform well. In Section 4.9, we discuss how one can go a step further by parametrizing X (0)

and learning it from the data.

4.7 Integrating FlowPool in Graph Neural Network Architectures

In order to integrate FlowPool in end-to-end deep learning architectures for graphs an element

that needs to be considered is the differentiation of the output of FlowPool with respect to

its input. This differentiation is key in the general setting, where the input representation Y

can be the output of one or more layers with trainable weights and we need to backpropagate

through FlowPool in order to learn these weights. In order to backpropagate through FlowPool

we need to compute the Jacobian of the output X (L) with respect to the input Y . In this section

we outline how this computation is handled. We depict a block-scheme of the computations

in FlowPool in Fig. (4.3).

The OTT toolbox used in this work is based on the automatic differentiation framework JAX

[98]. In the forward pass of FlowPool the gradient ∇X LεC (X ,Y )(a,b), computed using the

implicit differentiation scheme described above, is returned by calling JAX’s function

jax.grad on the entropy regularized cost LεC (X ,Y )(a,b). In Fig. (4.3) we show how the pooled

representation after the first step of the flow, X (1), is computed using the gradient

∇X LεC (X ,Y )(a,b) evaluated at X (0) and Y . At the backward pass, we need to differentiate again

the function ∇X LεC (X ,Y )(a,b). We note that the enveloppe theorem does not hold for higher

order derivatives and, therefore, the second term in Eq. (4.15) will be re-differentiated during
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the backpropagation. The re-derivation of the gradient function obtained with jax.grad is

possible using JAX’s ability to perform automatic differentiation of the linear system in Eq.

(4.3). Specifically, this is accomplished with JAX’s function jax.lax.custom_linear_solve
that wraps all linear solvers in JAX [92] and allows to compute higher order derivatives,

implicitly again.

FlowPool

Y
rXL✏

C(X(0),Y )(a, b)
update step

�
X(0),rXL✏

C(X(0),Y )(a, b)
� X(1) X(L)

X(0)

jax.grad
�
L✏

C(X(0),Y )(a, b)
�

@Y rXL✏
C(X(0),Y )(a, b) @XrXL✏

C(X(1),Y )(a, b)

Figure 4.3 – Implementation of FlowPool using JAX. The gradient ∇X LεC (X ,Y )(a,b) needed for
the gradient flow is obtained with JAX’s function jax.grad. The pooled graph representation
is updated according to this gradient. During the backpropagation the gradient function
obtained with jax.grad is re-derived in order to obtain the Jacobians ∂Y ∇X LεC (X ,Y )(a,b) and
∂X ∇X LεC (X ,Y )(a,b).

At the backpropagation of the first step of the flow, the Jacobian needed is

∂Y ∇X Lε
C (X (0),Y )

(a,b), which captures how the gradient ∇X LεC (X ,Y )(a,b) is affected by changes

in the input graph representation Y , for the initialization of the pooled representation X (0). In

the next steps of the flow, Jacobians of the form ∂X ∇X LεC (X ,Y )(a,b) are also needed. We note

that ∂X ∇X LεC (X ,Y )(a,b) = ∇2
X LεC (X ,Y )(a,b), where ∇2 stands for the Hessian matrix with

second-order derivatives. The computation of the Jacobian of X (1) with respect to

∇X Lε
C (X (0),Y )

(a,b) is straightforward. For instance, in the case of a gradient update step of the

form X (1) = X (0) −τ∇X Lε
C (X (0),Y )

(a,b), it will be equal to −τI . Therefore, using JAX’s automatic

differentiation we can compute the Jacobian of X (L) with respect to Y , and therefore

backpropagate through FlowPool in order to train the layers that provide the graph

representation Y 1.

1We would like to thank Marco Cuturi for his kind interaction through the Github issues of the OTT toolbox and
for the modifications in the source code that enabled the computation of second-order derivatives.
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4.8 Experiments

4.8.1 Experimental Analysis

In this Section we analyse the behaviour of FlowPool and the dependence on its parameters.

For this analysis we consider the simplified setting where FlowPool is not integrated in a

deep network. Further, we use the squared Euclidean distance cost in order to visualize the

representations and build intuitions with regards to the way that FlowPool operates.

Experimental Settings

We consider two chemical compound datasets BZR and COX2 [99]. The chemical compounds

are represented by graphs, where nodes correspond to atoms and edges represent chemical

bonds. Each node is described by a 3-dimensional feature vector. The chemical compounds

considered are benzodiazepine receptor ligands in BZR and cyclooxygenase-2 inhibitors in

COX2. Further, the graphs are labeled as active or inactive against some type of cell. Therefore,

the datasets can be used for binary graph classification. We provide the statistics of the datasets

in Table 4.1.

Table 4.1 – Statistics of Datasets

Dataset # graphs # classes avg. node # avg. edge # # node features

BZR 405 2 35.75 38.36 3

COX2 467 2 41.22 43.45 3

In our experimental analysis, the representation Y of a graph corresponds to the features

of its nodes, as provided by the dataset. As a result, a graph of N nodes corresponds to a

representation Y ∈R3×N .

The setup considered for our analysis is shown in Fig. (4.4). We consider the input to FlowPool

to be a graph representation Y . FlowPool is used to pool Y to the fixed-size representation

X (L), which is input to a logistic regression classifier. We train the classifier by minimizing the

cross-entropy loss with an l2 regularization on the weights, in order to avoid over-fitting. The

weights w and intercept c of the classifier are the only learnable parameters. We denote the

sigmoid function as:

s(θ) = eθ

eθ+1
. (4.21)

The considered datasets are not split into pre-defined training and test sets. Therefore, we

evaluate the classification task over 10 different partitions of the data using 10 folds, as in a

10-fold cross validation scheme. For each partition, we use the 9 folds as our training data
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Figure 4.4 – Block scheme of graph classification with FlowPool. FlowPool is used to
pool a provided graph representation Y to a graph representation of fixed size X (L). The
representation X (L) is flattened to obtain the representation X f . The learnable parameters are
the weights w and the intercept c of the logistic regression classifier, which are annotated with
red. The features in X f are linearly combined and passed through the sigmoid function, in
order to obtain the probability that the graph representation Y belongs to the positive class.

and the remaining fold for evaluation, and provide the mean and standard deviation of the

classification accuracy for the 10 partitions. Further, we notice that the datasets BZR and

COX2 are characterized by a class imbalance, as shown in Table 4.2. This is a common issue in

biological datasets, such as the ones considered here. In order to properly take into account

this imbalance, we consider stratified splits and we compute the balanced classification

accuracy [100]. In the binary case, the balanced accuracy is equal to the arithmetic mean of

sensitivity (true positive rate) and specificity (true negative rate):

balanced accuracy = 1

2

( T P

T P +F N
+ T N

T N +F P

)
, (4.22)

where T P,F P,T N ,F N stand for true positives, false positives, true negatives and false

negatives, respectively.

Table 4.2 – Class Imbalance

Dataset % positive class % negative class

BZR 21.23 78.77

COX2 21.84 78.16

In what follows, we study the impact of the entropy regularization parameter and the removal

of the bias of the entropic regularization. Further, we discuss the effect of the initialization

of the pooled graph representations. Finally, we evaluate the performance of FlowPool on a

binary classification task by comparing to other graph pooling methods.

Impact of Entropy Regularization

First, we study the impact of the entropy regularization parameter on the pooled graph

representation. In order to do so, we consider values of the regularization parameter in
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ε= [0.01,0.1,1,10,100]. Using the classification set-up of Fig. (4.4), with the same stratified

splits for all the evaluations and for M = 10, we compute the mean and the standard deviation

of the balanced classification accuracies over the 10 partitions of the data. We set the number

of iterations of the gradient flow to L = 200 and the step size to τ= 0.2. The results are shown

in Fig. (4.5a) and Fig. (4.6a) for the BZR and COX2 datasets respectively. It can be seen that

the value of ε affects the classification accuracy obtained. Further, we notice that for ε= 100

there is a significant drop in the performance for both datasets. In order to explain why this is

the case, we demonstrate in Fig. (4.7), (4.8) the representations obtained with FlowPool for

different values of ε for the BZR and COX2 datasets, respectively. We show with blue the initial

representation Y input to FlowPool and with red its pooled counterpart after L iterations of the

flow. It can be seen that, as the values of the entropic regularization become larger, the pooled

embeddings tend to“collapse”. In the extreme case of ε= 100, the pooled representation yields

the mean value of Y , since we use the squared Euclidean distance cost, and our method

becomes equivalent to mean pooling. Further, we notice that for COX2 there is a clear trend of

a dampening in its performance for larger values of ε, while for BZR there is a small increase for

ε= 10. We believe that this indicates that a smaller pooling dimension M may be the optimal

for this dataset.
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Figure 4.5 – Impact of the entropy regularization parameter ε on the classification accuracy for
the BZR dataset using FlowPool for the minimization of (a) the entropy regularized Wasserstein
distance LεC (a,b) and (b) the Sinkhorn divergence SεC (a,b).
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Figure 4.6 – Impact of the entropy regularization parameter ε on the classification accuracy
for the COX2 dataset using FlowPool for the minimization of (a) the entropy regularized
Wasserstein distance LεC (a,b) and (b) the Sinkhorn divergence SεC (a,b).
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(a) (b) (c)

Figure 4.7 – Pooled graph representations for different values of ε for a representation from
BZR. With blue we show the initial representation Y ∈R3×30 and with red the pooled graph
representation X (L) ∈ R3×10. Larger values of ε result to degenerate pooled representations
X (L) with smaller support than Y .

(a) (b) (c)

Figure 4.8 – Pooled graph representations for different values of ε for a representation from
COX2. With blue we show the initial representation Y ∈R3×39 and with red the pooled graph
representation X (L) ∈ R3×10. Larger values of ε result to degenerate pooled representations
X (L) with smaller support than Y .

Interestingly the impact of the parameter ε has a very intuitive interpretation. We remind that:

LεC (a,b) = min
P∈U (a,b)

〈C ,P〉−εH(P ). (4.23)

Equivalently, as discussed in [101], we can write:

LεC (a,b) = min
P∈U (a,b)

〈C ,P〉+εKL(P |ab>). (4.24)
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We can observe that the quantity KL(P |ab>) is equal to the mutual information of the

probability measures ν and µ that correspond to the input graph representation and its

pooled counterpart respectively (Section 4.3). The mutual information is minimal, and equal

to zero, when the measures µ,ν are independent and the probabilistic coupling corresponds

to the independence matrix P = ab>. As can be seen from Eq. (4.23), the optimal coupling will

correspond to ab> when ε→∞. As a result, in order to maximize the mutual information

between µ and ν, while enjoying the properties of well defined gradients provided by the

entropic regularization, one should chose small values for ε. This can be done without getting

numerical issues using the log-stabilized iterations in Eq. (2.23).

The collapse of the pooled graph representation, as demonstrated in Fig. (4.7), (4.8), is

due to what is commonly referred to as the entropic bias. The entropy-regularized optimal

transport loss between a measure ν = ∑N
j=1 b jδy j and itself is equal to LεC (Y ,Y )(b,b), where

C (Y ,Y ) denotes the N ×N cost matrix with the pairwise distances between the points {y j }N
j=1.

For ε> 0, LεC (Y ,Y )(b,b) 6= 0 and, as a result, the minimization of LεC (X ,Y )(a,b) with respect to the

positions of the measure µ leads to a biased solution, with the measure µ having a smaller

support than that of the target measure ν. In [101], it is shown that a principled way to remedy

that is to minimize instead the Sinkhorn divergence:

SεC (X ,Y )(a,b) = LεC (X ,Y )(a,b)− 1

2
LεC (X ,X )(a, a)− 1

2
LεC (Y ,Y )(b,b). (4.25)

We consider again the experiment described above for values of the regularization parameter in

ε= [0.01,0.1,1,10,100], while substituting the computation of LεC (X ,Y )(a,b) with the Sinkhorn

divergence SεC (X ,Y )(a,b). The values of τ and L are kept the same. We show in Fig. (4.5b),

(4.6b) the classification accuracies obtained for the BZR and COX2 datasets, respectively. It

can be seen that, since the entropic bias has been removed, the impact of the value of ε on

the classification accuracy is practically eliminated. We show in Fig. (4.9), (4.10), examples of

the representations obtained when the energy minimized is that of the entropy regularized

Wasserstein distance and that of the Sinkhorn divergence. It can be seen that for the case

of the Sinkhorn divergence, the pooled representation is not degenerate, even for the large

value of ε= 10. Therefore, the minimization of the Sinkhorn divergence constitutes FlowPool

less sensitive to the hyperparameter ε and improves the quality of the pooled representation.

Further, the Sinkhorn divergence offers an advantage in terms of computational complexity.

This is due to the fact that larger values of ε can be considered without the “collapse” of

the pooled embedding. As less iterations are needed for Sinkhorn to converge with larger

values of ε, it follows that the Sinkhorn divergence is computationally more advantageous. A

discussed in [101], the autocorrelation terms in Eq. (4.25) converge in a very small number

of iterations and, therefore, their computational overhead is negligible. We note that in the

case of FlowPool, only the autocorrelation term LεC (X ,X )(a, a) provides non-zero gradients with

respect to X .
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To sum up, the Sinkhorn divergence should be preferred over the entropy-regularized

Wasserstein distance since it constitutes FlowPool less sensitive to the hypeparameter ε and

less computationally expensive. The optimal values of ε and M can be cross-validated based

on the data under consideration and the task at hand.

(a) LεC (X ,Y )(a,b) (b) SεC (X ,Y )(a,b)

Figure 4.9 – Comparison of the result of FlowPool on the feature representation of a graph
from the BZR dataset for (a) the entropy regularized Wasserstein distance LεC (X ,Y )(a,b) and
(b) the Sinkhorn divergence SεC (X ,Y )(a,b) for ε = 10,τ = 0.2,L = 200. It can be seen that the
Sinkhorn divergence yields an unbiased solution even for this large value of ε= 10.

(a) LεC (X ,Y )(a,b) (b) SεC (X ,Y )(a,b)

Figure 4.10 – Comparison of the result of FlowPool on the feature representation of a graph
from the COX2 dataset for (a) the entropy regularized Wasserstein distance LεC (X ,Y )(a,b) and
(b) the Sinkhorn divergence SεC (X ,Y )(a,b) for ε = 10,τ = 0.2,L = 200. It can be seen that the
Sinkhorn divergence yields an unbiased solution even for this large value of ε= 10.
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Initialization of the Pooled Representation

The initialization X (0) impacts directly the pooled representation output by FlowPool. This

is due to the fact that the optimization problem in Eq. (4.2) is non-convex with respect to

X . Further, we notice that in order for FlowPool to yield meaningful representations, the

initialization X (0) must be shared among all input graph representations Y . In order to

demonstrate this, we consider the experimental setting of Section 4.8.1 with M = 10. We

set τ= 0.2, L = 200, ε= 0.1 and use the Sinkhorn divergence. We compute the classification

accuracy for BZR and COX2 for the case where the initialization is fixed, and shared among all

representations, and for the case where the initialization varies and is different for each input

representation. The obtained accuracies using the same stratified folds are shown in Table

4.3. Three different initialization seeds are used in order to smooth the effect of unfavorable

random initialization. It can be seen that the accuracies obtained when the initialization is

shared among all inputs are significantly higher than the ones obtained for the case where the

initialization is different for each input.

Table 4.3 – Impact of Fixed Initialization.

Dataset FlowPool (f. i.) FlowPool

BZR 72.51 ± 5.57 54.82 ± 6.49

COX2 63.24 ± 5.18 50.96 ± 7.24

The reason why this is the case is the following. Let us consider a representation Y1, with

pairwise distances from X (0), captured by the cost C1. If a representation Y2, that is close to

Y1, is considered, the cost matrix C2 will have similar values to those of C1. As a result, the

optimal coupling P∗
1 will be close to P∗

2 . Given the same initialization X (0), due to Eq. (4.17),

the gradient ∇X LεC (X ,Y )(a,b) evaluated at (X (0),Y1) will have similar values to that evaluated

at (X (0),Y2) and consequently the pooled representations X (1)
1 and X (1)

2 will also be close.

We can reason in a similar way for the next steps of the flow. Therefore, by using the same

initialization for the source of the two transportation problems, we manage to obtain a sense

of the similarity of the input representations Y1,Y2.

Graph Classification

Having analysed the impact of the parameters of FlowPool on its performance, we now evaluate

its efficiency in pooling graph representations compared to other methods. In order to evaluate

the effectiveness of FlowPool, we consider the classification set-up of Fig. (4.4) and compare to

other methods by substituting the FlowPool block with the following node clustering methods:

• K-means++ clustering [102]: The K-Means algorithm clusters the N node

representations in Y ∈ Rd×N by separating them into groups of equal variance. The

centroids are initialized with the K-means++ initialization [103].
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• K-means clustering with fixed random initialization: The K-means algorithm, where

the centroids of the clusters are initialized randomly, but are shared across all input

representations.

• Spectral Clustering (SC)[104]: SC performs a low-dimensional embedding of the

Laplacian matrix of a graph, followed by clustering of the components of the

eigenvectors in the low dimensional space.

• DiffPool [78]: DiffPool learns assignment matrices from the data by parametrizing them

as S = softmax(GCN(A,F )), where A and F correspond to the adjacency matrix and the

features of a graph, respectively. GCN corresponds to the graph convolutional filter

[67] defined as GCN(A,F ) = D̃− 1
2 ÃD̃− 1

2 FΘ, where Θ ∈ Rd×M are the trainable weights,

Ã = A+ IN and D̃ is the diagonal matrix of node degrees of Ã.

• MinCutPool [83]: MinCutPool parametrizes the assignment matrices as

S = softmax(FΘ), where Θ ∈ Rd×M are the weights that are learned from the data. A

regularizer, which approximates the relaxed formulation of the minCUT problem,

affects the learned values of the trainable parametersΘ.

In the set-up we consider, we do not learn X (0), but initialize it randomly. Therefore, in order

to compare to node clustering pooling methods, we consider fixed and random weights for

their parameters as well. In order to mitigate the effect of possible favourable or unfavourable

initializations on test performances, we consider three different random seeds for the

initialization. For K-means++ the random initialization will affect the selection of the cluster

centers from the datapoints. In the case of K-means with fixed random initialization, the

seeds will affect the initialization of the centroids that is shared among all input

representations. In the case of Spectral Clustering, the random initialization pertains to the

initialization of the clusters in the low-dimensional space. For DiffPool, MinCutPool and

FlowPool the random initialization affects the parameters of the GCN layer, the fully

connected layer and the initialization of the source X (0), respectively. For FlowPool we set

τ= 0.2, L = 200, ε= 0.1 and use the Sinkhorn divergence. All methods are compared over the

same stratified splits and the same random seeds. The classification accuracies are averaged

over the ten partitions and the three different random initializations. The mean and the

standard deviation of the obtained accuracies for all methods are shown in Table (4.4). It can

be seen that, for both datasets, FlowPool yields the highest classification accuracy. For the

BZR dataset, DiffPool and MinCutPool achieve the second best performance and their

accuracies are comparable. We notice that Spectral Clustering does not perform well in

pooling the node representations for the BZR dataset. For the COX2 dataset, the second best

performance is achieved by K-means with fixed initialization, followed by SC. The reason why

K-means with fixed initialization performs relatively well for both datasets is due to the fact

that there is a close relationship between K-means and the minimization of the unregularized

Wasserstein distance (as in Eq. (2.10)). This relationship is studied in [105], [106]. Finally, we
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observe that K-means++ performs poorly for both datasets. The reason for this stems from the

fact that the K-means++ initialization is an algorithm that selects in a systematic way K points

of the data as the centroids for the clustering. Therefore, the initialization for K-means in that

case is not common for all input representations and, as a result, performance is hindered.

Table 4.4 – Graph Classification Accuracy.

Dataset K-means++ K-means (f.i.) SC DiffPool MinCutPool FlowPool

BZR 50.80 ± 6.97 68.87 ± 7.41 59.24 ± 7.98 71.04 ± 4.85 70.64 ± 5.05 72.51 ± 5.57

COX2 54.09 ± 8.38 62.73 ± 7.62 61.09 ± 7.84 60.77± 8.59 60.56 ± 8.14 63.24 ± 5.18

In the comparison carried out here, the only methods that use the graph structure are SC and

DiffPool. MinCutPool, in the scenario of random weights considered, does not use structural

information. This is because the minCUT regularizer can only impact the parametersΘ during

training. FlowPool also does not take into account the graph structure as the cost C considered

here employs only the similarity of the features, as captured by the squared Euclidean distance.

4.8.2 Preliminary Classification Results of FlowPool in a GNN

We now use FlowPool in order to perform global pooling in a GNN architecture. For this

experiment we use the PROTEINS [107], [108] dataset. Proteins are represented as graphs,

where nodes correspond to secondary structure elements (helix, sheet, turn) and two nodes

are connected by an edge if they are neighbors along the amino-acid sequence or one of three

nearest neighbors in space. The dataset consists of 1113 graphs with average node number

N̄ = 39.06 and average edge number Ē = 72.82. Further, each node is labeled according to its

type using a one-hot encoded vector. We perform a binary classification task where we predict

whether proteins are enzymes or not.

In order to do so, we consider a GNN composed of a graph convolutional layer [67], a global

pooling layer and a fully connected layer followed by a sigmoid activation. The network is

trained by minimizing the binary cross-entropy loss2. We use the same assessment method

with 10-fold CV and the same stratified splits as those proposed in the paper for fair

comparison of GNNs in the task of graph classification [112]. With this experiment we are

solely interested in assessing the possibility of the integration of FlowPool in end-to-end deep

learning architectures. Therefore, no model selection is performed in order to optimally tune

hyperparameters. We keep the GNN architecture fixed and compare the classification

accuracy obtained when using as the global pooling layer DiffPool, MinCutPool and FlowPool

with random weights. All models are trained with Adam [71] with a learning rate of µ= 0.0001

and batch size = 8. The embedding dimension is set to d = 3 in order for us to visualize the

2Software: For the implementation of the GCN layer we use J-Raph [109]. For the gradient processing and
optimization we use Optax [110]. The neural network library used is Haiku [111].
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representations and ensure that our method functions as expected when integrated in a GNN.

The size of the pooled representation is set to M = 20. For FlowPool we set ε= 0.2, τ= 0.1 and

L = 2000 and use the Sinkhorn divergence in order to remove the entropic bias. The pooled

graph’s representation X (0) is set by randomly selecting M samples from the normal

distribution N (0d , Id ). We train over 1000 epochs and perform early-stopping [113] with a

patience of 50 epochs in order to avoid overfitting. The criterion for early-stopping is based on

the validation loss. We report the mean and the standard deviation of the classification

accuracy over the 10 folds in Table 4.5. It can be seen that our proposed pooling method

performs on par with MinCutPool and offers a small advantage in performance compared to

DiffPool. We note that the performance of all methods can be improved by optimally selecting

their hyperparameters. We expect that with optimal tuning, FlowPool will perform

significantly better than other methods, as in Section 4.8.1. With this preliminary experiment,

we have, however, performed a sanity check of the possibility of integrating FlowPool in

end-to-end deep learning architectures for graphs.

Table 4.5 – Classification Accuracy for PROTEINS.

Dataset DiffPool MinCutPool FlowPool

PROTEINS 69.27 ± 5.77 71.26 ± 3.87 71.45 ± 4.22

In Fig. (4.11) we show an example of a representation and its pooled version, as obtained with

FlowPool, in this experiment. It can be seen that our pooling method behaves as expected,

but that extra tuning of its parameters is needed in order to obtain a pooled representation

that optimally preserves the statistics. This could be due to the fact that the range of values of

the representations Y are smaller than those of Section 4.8.1, as can be seen by noticing the

difference in ranges in Fig. (4.7) and Fig. (4.11). Also, due to the smallest range of values of

the representations in that case, it may make sense to adapt the value of ε in order to obtain

discriminative Gibbs kernels K = e−
C
ε .

Figure 4.11 – Pooling of a GCN representation with FlowPool. With blue we show the initial
representation Y and with red the pooled graph representation X (L).
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Further, we highlight that the performance of a GNN network with FlowPool depends on the

solution ∂[ f ∗(X ), g∗(X )] of the linear system that occurs during the implicit differentiation.

In the forward pass, the solution of this linear system provides the gradient ∇X LεC (X ,Y )(a,b)

via Eq. (4.4). In the backward pass, it affects the propagation of the derivatives through

the Jacobians ∂Y ∇X LεC (X ,Y )(a,b), ∂X ∇X LεC (X ,Y )(a,b), which also depend on ∂[ f ∗(X ), g∗(X )]

through Eq. (4.4). Therefore, in order to guarantee that both the forward and the backward

pass behave as expected, we must ensure that the possible rank deficiency of the matrix in

Eq. (4.8) is properly accounted for by selecting appropriate values for the regularizers that

enforce the stability of the linear system. Finally, we note that during the backward pass

and, therefore, the differentiation of ∇X LεC (X ,Y )(a,b), the second term in Eq. (4.15) affects

the Jacobians ∂Y ∇X LεC (X ,Y )(a,b), ∂X ∇X LεC (X ,Y )(a,b). The Jacobian ∂C P∗(C ) that captures how

small changes in the cost C affect the optimal solution P∗, can be numerically unstable. This

can be more prevalent for small values of ε. In the extreme case where ε→ 0, the solution

LεC (a,b) tends to the solution LC (a,b) of the unregularized optimal transport problem of Eq.

(2.7). As discussed in Section 2.3, the unregularized OT problem is a linear program and,

therefore, attains its optimal solution on one of the vertices of the polytope U (a,b) defined by

the mass-preservation constraints. As a result, for small values of ε, small changes in the cost

C can cause a significant change in P∗. This instability of ∂C P∗(C ) does not affect the values

of the gradient ∇X LεC (X ,Y )(a,b), needed in the forward pass, because of the envelope theorem,

as discussed in Section 4.6.

By working on the numerical issues discussed, we expect the performance of FlowPool when

integrated in GNNs to become significantly better than that of competing methods. Finally, we

underline that the squared Euclidean distance was used as a cost matrix in these experiments

mostly in order to provide intuitive visualizations and comprehension of the way that FlowPool

operates. The investigation of different costs is possible due to the automatic differentiation

framework discussed in Sections 4.5, 4.7.

4.9 Parametrization of FlowPool - Learning the Ground Cost

The pooled representations returned by FlowPool can become more relevant to the specific

dataset, used to train the GNN architecture, by considering a parametrization of the ground

cost C =C (X ,Y ) used for the mass transportation. Two types of parametrization are possible.

The first is to consider a known cost function C (X ,Y ), such as the squared Euclidean cost used

in the previous section, and learn the initialization X (0) ∈ Rd×M from the data. The second

option is to consider a parametrization of the function C (X ,Y ) in order to take into account

the structures of the considered graphs. This corresponds to the problem of ground metric

learning and has been studied in a line of works, such as [114], [115], [116], [117], among

others. We believe that learning an appropriate cost from the data could offer a promising

direction for future work. Our implementation of FlowPool with automatic differentiation
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ensures that the relevant derivatives can be computed for any cost C that captures the pairwise

relationship between the input representation and its pooled counterpart.

4.10 Conclusion

In this chapter we proposed FlowPool, a framework for pooling graph representations, while

optimally preserving their statistical properties. Our proposed method is framed as a

Wasserstein gradient flow in the graph representation space and admits an intuitive

parametrization. We proposed a versatile implementation of our method, based on automatic

differentiation, that can take into account the geometry of the representation space through

any optimal transport cost. We performed an experimental analysis of FlowPool on simplified

settings and showed promising results on graph classification. Finally, we demonstrated that

our method can be integrated in end-to-end deep learning architectures for graphs and

provided directions for future work.
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In this thesis we introduced new methods to take into account geometrical information in

order to enhance the performance of end-to-end deep architectures for graph representation

learning. We used probability measures in order to describe graph data and leveraged the

theory of Optimal Transport in order to define geometrically meaningful distances between

them. We proposed effective methods for both transductive [118] and inductive graph

representation learning settings. For the transductive setting we have access to a given graph

during the representation learning process. Therefore, the geometry of interest in that case is

fixed and discrete, as captured by the pairwise relationships between the nodes. As a result,

for that setting, we propose a Eulerian discretization and correspond the graph data to

probability measures of fixed support or, equivalently, to histograms. For the inductive setting,

where the representation learning algorithm is expected to generalize to unkown graph

instances, the geometry of interest is continuous. Thus, in this setting, we use a Lagrangian

discretization and correspond graph data to probability measures of free support. The

achievements of this thesis are summarized below.

First, we consider the transductive setting where the data correspond to a given graph

structure. We propose a Wasserstein barycentric method that can provide non-linear and

geometry aware interpolations of the histograms that describe the data. We introduce an

efficient implementation of our method in terms of time computational complexity and

explain how it can be differentiated in an automatic way by unrolling the Sinkhorn iterations

of the Wasserstein barycenter computation. We then proceed to integrate the proposed

method in an autoencoder architecture with the goal of learning node embeddings that are

directly interpretable and robust to perturbations of the graph structure. In order to achieve

this goal, we cast our representation learning problem to that of learning simultaneously i) a

low-dimensional space and ii) coordinates for the nodes in that low-dimensional space. The

low-dimensional space contributes to interpretability as the representations that define it

capture the most relevant structural information in the graph. Further, it is conducive to

stability, as it can be used to embed perturbed graphs and, therefore, offers the possibility to
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register the embeddings of the clean graph and its perturbed versions. The coordinates of the

nodes are directly interpretable as their values reveal the proximity to each representation

that defines the low-dimensional space. We validate experimentally our proposed method

and show that it is stable to perturbations of the graph structure and achieves comparable or

superior results compared to state-of-the-art unsupervised graph representation learning

methods on the task of node classification. We believe that an interesting direction for

extending this work would be to study how the barycentric layer can be incorporated in other

deep learning architectures for graphs, apart from our proposed autoencoder. We believe that

the exploration of different costs, apart from the diffusion distance, could be relevant in that

case. Also, the creation of feature extraction layers that could apply more localized

Wasserstein barycenter computations could be promising.

Second, we focus on the inductive setting where the data is composed of a set of graphs. In this

setting, graphs can naturally be of varying size. Therefore, in order to enable end-to-end graph

representation learning, a global pooling operation is needed. We introduce a pooling method

that optimally preserves the statistics by minimizing the Wasserstein distance between a graph

representation and its pooled version. In order to do so, we perform a Wasserstein gradient

flow with respect to the positions of a source of fixed size, which corresponds to the pooled

representation. Further, we propose a versatile and efficient implementation for our pooling

method. Specifically, we compute the gradient of the energy of the Wasserstein distance with

respect to the positions, using recently introduced automatic differentiation schemes that

employ the implicit function theorem. Due to the automatic differentiation used, our proposed

method is versatile and can be used with any cost for the mass transportation. Further, we

demonstrate how our method is directly amenable to backpropagation and can therefore

be incorporated in end-to-end deep networks. This is possible by computing higher order

derivatives of the Wasserstein distance during the reverse-mode automatic differentiation.

We provide an experimental analysis of our pooling method and build intuitions with respect

to its functionality. Further, we evaluate it in graph classification tasks and show that our

proposed pooling method provides promising results. Interesting future work would be to

parametrize the ground cost used for the mass transportation and learn it from the data at

hand. We believe that this could provide also useful intuitions with regards to what feature

information is relevant for the representation learning process.

To conclude, this thesis offers new ways of infusing geometrical information in end-to-end

deep architectures for graphs by employing elements from the Optimal Transport theory. It

provides a mathematical analysis, builds intuitions and demonstrates important empirical

results in relevant applications of graph representation learning.
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