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Abstract

In the last years, sub-nanosecond time-resolved particle detectors have been object of re-

search by many companies and institutes since they represent an efficient tool to improve

the performance of detecting systems for various applications such as High Energy Physics

(HEP) and medical imaging. The work summarized in this thesis focuses on the design, imple-

mentation and testing of high-performance electronics in SiGe BiCMOS technology for the

development of timing systems such as γ-photons detectors for PET scanners or Long-Lived

Particles (LLPs) detectors for HEP applications. Design solutions and architectures are pre-

sented and analysed and their impact on the performance of timing detectors are emphasized.

The main contributions of the thesis also include the development of a non-linearity model for

the analysis of the impact of mismatches in free-running ring-oscillator based Time-to-Digital

Converters (TDCs) and the implementation of various Genetic Algorithms (GAs) for circuit

tuning. A comparison of different types of GAs is presented and the impact of their properties

on the performance of the circuits to optimize is analysed.

This work describes the design solutions adopted for the implementation of two pre-production

ASICs for the upgrade of detecting system of the FASER experiment at CERN. One of them

was produced to perform an extensive study on different level of integration of the front-end

system inside the pixel area. The second represents a smaller version of the final full-reticle

ASIC for the FASER experiment. This work reports and highlights the main design challenges

related to the implementation of a monolithic 23.2×15.3 mm2 detector.

Part of the thesis is focused on the TT-PET project. The latter aims to develop a monolithic

pixel detector characterized by a ∼30 ps time resolution to be integrated in a small-animal PET

scanner. The design of a compact TDC for the TT-PET project is presented. Its architecture is

based on a multi-path free-running Ring-Oscillator (RO) featuring a PLL-less event-by-event

calibration system. This system is characterized by a ∼33 ps Least Significant Bit (LSB) and its

compact area, simplicity and power consumption makes this solution particularly suitable

for systems in which the integration of many converters is required. Moreover, the aforemen-

tioned non-linearity model allowed demonstrating the source of the performance superiority

(in terms of linearity) of the presented design. The PLL-less synchronization system was also

integrated in the <200 ps LSB TDC designed for the FASER experiment ASICs.

Despite most of the thesis work was focused on the development of monolithic systems, an

IC for hybrid pixel detector is presented. The ASIC was designed to explore the limits of
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Abstract

the electronic systems integrated in other systems without the constraint of the monolithic

architecture and for the testing of different kind of external sensors (wire-bond or flip-chip

assembled). For this reason, the design process was mainly focused on making the testing of

the electronics and external circuits as flexible as possible.

Keywords: Timing, detectors, TDC, front-end, readout, GA, SiGe, BiCMOS, PET, HEP.
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Résumé

Ces dernières années, les détecteurs de particules à résolution temporelle sub-nanoseconde

ont fait l’objet de recherches de la part de nombreuses entreprises et instituts car ils repré-

sentent un outil efficace pour améliorer les performances des systèmes de détection pour

diverses applications telles que la physique des hautes énergies (HEP) et l’imagerie médicale.

Le travail résumé dans cette thèse se concentre sur la conception, l’implémentation et le

test d’une électronique de haute performance en technologie SiGe BiCMOS pour le déve-

loppement de systèmes de synchronisation tels que les détecteurs de photons γ pour les

scanners PET ou détecteurs de Long-Lived Particles (LLPs) pour les applications HEP. Les

solutions et les architectures de conception sont présentées et analysées et leur impact sur les

performances des détecteurs de synchronisation est souligné. Les principales contributions

de la thèse comprennent également le développement d’un modèle de non-linéarité pour

l’analyse de l’impact des déséquilibres dans les Time-to-Digital Converters (TDCs) basés sur

des ring-oscillators à fonctionnement libre et la mise en œuvre de différents algorithmes

génétiques (GAs) pour le réglage des circuits. Une comparaison de différents types de GAs

est présentée et l’impact de leurs propriétés sur les performances des circuits à optimiser est

analysé.

Ce travail décrit les solutions de conception adoptées pour la mise en œuvre de deux ASICs

de pré-production pour la mise à niveau du système de détection de l’expérience FASER au

CERN. L’un d’eux a été produit pour réaliser une étude approfondie sur les différents niveaux

d’intégration du système frontal dans la zone des pixels. Le second représente une version

plus petite de l’ASIC final à particules entières pour l’expérience FASER. Cette thèse rapporte

et met en évidence les principaux défis de conception liés à la mise en œuvre d’un détecteur

monolithique de 23,2×15,3 mm2.

Une partie de la thèse est consacrée au projet TT-PET. Ce dernier vise à développer un détec-

teur monolithique de pixels caractérisé par une résolution temporelle de ∼30 ps à intégrer

dans un scanner PET pour petits animaux. La conception d’un TDC compact pour le projet

TT-PET est présentée. Son architecture est basée sur un Ring-Oscillator (RO) multi-trajets

fonctionnant en free-running et doté d’un système de calibration événement par événement

sans PLL. Ce système est caractérisé par un LSB (Least Significant Bit) de ∼33 ps et sa surface

compacte, sa simplicité et sa consommation d’énergie rendent cette solution particulièrement

adaptée aux systèmes dans lesquels l’intégration de nombreux convertisseurs est nécessaire.
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Résumé

En outre, le modèle de non-linéarité susmentionné a permis de démontrer la source de la

supériorité des performances (en termes de linéarité) de la conception présentée. Le système

de synchronisation sans PLL a également été intégré dans le TDC LSB <200 ps conçu pour les

ASICs de l’expérience FASER.

Bien que la plupart des travaux de thèse se soient concentrés sur le développement de systèmes

monolithiques, un circuit intégré pour détecteur de pixels hybrides est présenté. L’ASIC a été

conçu pour explorer les limites des systèmes électroniques intégrés dans d’autres systèmes

sans la contrainte de l’architecture monolithique et pour tester différents types de capteurs

externes (wire-bond ou flip-chip assemblé). Pour cette raison, le processus de conception a

été principalement axé sur la flexibilité des tests de l’électronique et des circuits externes.

Mots-clés : Timing, detectors, TDC, front-end, readout, GA, SiGe, BiCMOS, PET, HEP.
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1 Introduction

Since the beginning of the 20th century, many progresses have been made in the field of

particle physics due to the development of efficient systems for the detection of various types

of particles. Over the years, several detectors played a crucial role for fundamental scientific

discoveries e.g., radioactivity (Becquerel in 1896), atomic nuclei (Rutherford in 1911), electron-

positron pairs (Blackett in 1948), pions (Powell in 1950) [1].

Notable and more recent results have been achieved with the experiments at the Large Hadron

Collider (LHC) at the European Organization for Nuclear Research (CERN) in Geneva as the

discovery of the Higgs boson in 2012 [2]. As it will be clearer in the course of this chapter, in

the last few decades, particle detectors have been exploited also for other applications, such

as medical imaging [1].

An efficient way to improve the performance of particle detectors is to design systems with

time-measurement capabilities. Time resolved detectors are useful to enhance the discrimina-

tion of different kind of particles and to better reconstruct the phenomena under analysis: the

development of a high time resolution system is crucial (and necessary for some application)

to improve the performance of detectors integrated in systems like particle accelerators or

tomography scanners.

This chapter aims to highlight the importance and the role of time-resolved particle detectors

describing the most important applications in which this kind of systems can be adopted.

Section 1.1 mainly focuses on medical imaging and High Energy Physics but also gives a brief

introduction on other applications in which precise time measuring systems are required.

Section 1.2 reports the objectives and the contributions of the work performed during the

doctoral program, that will be developed in the next chapters of the thesis. Finally, Section 1.3

describes how the thesis is organized.
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Chapter 1. Introduction

1.1 Time resolved detector applications

1.1.1 Medical imaging and TT-PET project

With the term "medical imaging" it is possible to indicate all the techniques exploited to gen-

erate a set of images of a patient for diagnostic purposes [3] [4]. The first and oldest medical

imaging technique is radiography. This procedure is based on exposing the body of the patient

under exam to a source of X-rays. A detector is then used to analyze the interactions of the

latter with the body (e.g., absorption, scattering, reflection) [3]. Other examples of medical

imaging techniques are Computed Tomography (CT) and Magnetic Resonance Imaging (MRI).

CT is based on the same principle of a traditional radiography system: the interactions of a

X-ray source with the body of the patient is exploited to analyze the properties of its tissues.

However, this time the X-ray source is rotating around the body and the collection of all the

data provided by the detectors allows the generation, through a computer, of a high-contrast

image of the patient [3]. For what concerns the MRI, this technique exploits the properties

of the protons inside the body of a patient to align to highly intense magnetic fields and

radio-frequency signals. As reported in details in various textbooks as [3] [5], MRI scanners are

able to discriminate various types of tissues on the basis of how they react to electromagnetic

stimulus.

The aforementioned imaging techniques do not require detector systems able to sense par-

ticles or radiations with a high time accuracy even if various researches are exploring the

possibility of using the timing information to improve the performance of various medical

imaging scanners like the ones used for CT [6]. However, timing detectors are extensively used

for the enhancement of Positron Emission Tomography (PET) scanners. Part of this thesis was

focused on the design of high performance electronic systems for the PET scanner detector of

the TT-PET project in collaboration with University of Geneva and CERN.

Positron Emission Tomography

Positron Emission Tomography (PET) is a medical imaging technique that is used for metabolic

process observation [7]. Unlike X-ray tomography or MRI, PET does not provide a structural

image of the body under exam but it allows to analyze the physiological functions and biologi-

cal properties of organs and tissues. This technique is exploiting the emission of positrons for

the reconstruction of the patient image. A radiopharmaceutical, composed by a radioisotope

and a ligand, is injected in the body [7]. The ligand is usually a glucose and it is used to interact

with the body by being metabolized and captured by tissues. One of the most common radio

pharmaceuticals used for PET applications is fludeoxyglucose 18F (often indicated with FDG)

which contains the radioactive isotope fluorine-18. In [7], a list of radionuclides that can be

used for PET is reported. The main properties that radionuclides for PET are required to have

is related to their ability to achieve β+ decay:

A
Z X −→A

Z−1 Y +e++υe (1.1)
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1.1 Time resolved detector applications

Equation 1.1 indicates that when a radioisotope A
Z X β+ decays in A

Z−1Y an electron neutrino

υe and a positron e+ are generated. After approximately 10-10 s, a process of annihilation of the

positron with an electron starts, generating two back-to-back γ-photons with an energy of 511

keV each i.e., the angles between the photons is almost 180°. The detection of these couples

of photons generated in the body can be used for the reconstruction and the calculation of

the annihilation point of the positrons. Indeed, the radiopharmaceuticals tend to accumulate

in organs or tissues of interest like malignant cancers [8], generating a statistically relevant

excess of photon emissions. For this reason, one of the most important PET application

is clinical oncology. However, PET scanners can be used also in neurology: in the case of

pathologies such as Alzheimer’s disease, the brain metabolism is lower or, more in general,

different compared to the one of a healthy patient and a PET scanner is useful to monitor the

use of glucose in the brain and its activity [9].

The structure of a PET scanner surrounds the patient and it is composed by a set of detectors

that are able to sense the above-mentioned γ-photons. The localization of the annihilation

points is performed with the reconstruction of the so-called Lines of Response (LOR): if

two photons are detected in a certain time frame, indicated with coincidence window, it is

possible to assume that they were generated from the same annihilation point. This situation is

indicated with the name of "true coincidence". The annihilation points will lay on the LOR that

connects the regions of the detectors in which the photons were sensed. The computation of

more LOR allows reconstructing the position of the statistically relevant annihilation points in

the body. In Figure 1.1a a representation of a true coincidence is depicted. However, the actual

reconstruction of the position of the points of interest is more complicated. The radioisotopes

injected in the patient diffuses in all of the body and this determines the emission of positrons

(and so of photons) everywhere with an higher concentration in the organs or tissues in which

the metabolism is faster. For this reason the sensors will detect a higher rate of events (generally

millions per second) but only a small fraction of them represents the signal of interest. The

scanner is able to generate the correct final image using a reconstruction algorithm that

will be able to reveal only the points in which the excess of decays is statistically relevant.

Moreover, true coincidences represent only one of the events that the scanner is able to detect.

Indeed, from two separate annihilation points a couple of unrelated photons can be sensed

by the scanner in the same coincidence window. This kind of event, indicated with "random

coincidence" and depicted in Figure 1.1b, leads to an incorrect evaluation of the LOR (dashed

line in the figure). Furthermore, one or both of the two γ-photons generated from a certain

annihilation point can be deflected due to Compton effect as shown in Figure 1.1c [7]. This

event is indicated as "scatter coincidence". It is important to underscore that both scatter and

random coincidences are reducing the quality of the reconstruction and the signal-to-noise

(SNR) of the image since, as demonstrated in [10]

SN R ∝
√

T 2

T +S +R
, (1.2)

where T , S and R are true, scatter and random coincidence rates respectively.
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Chapter 1. Introduction

(a) (b) (c)

Figure 1.1: Representation of true (a), random (b) and scatter coincidence due to Compton
effect (c) in a generic PET scanner. The annihilation points are depicted in red while in (c) the
blue cross indicates a photon scattering event.

Importance of timing in PET scanner detectors

As explained in [8], it is possible to enhance the quality of the reconstructed image by mea-

suring the Time of Flight (TOF) of the γ-photons produced in a PET scanner. Figure 1.2a

depicts a representation of a true coincidence in a conventional non-TOF scanner. If two

photons are detected, the annihilation point can be anywhere on the LOR and only more

coincidences will allows the system to determine its exact position. A TOF PET scanner, as

shown in Figure 1.2b, is also able to calculate the difference between the times in which the

back-to-back photons hit the detectors (often indicated with TOF difference [11]). In this way,

a more precise evaluation of the position of the annihilation point is possible because the

latter will be statistically confined in a reduced portion of the LOR [8]. It can be demonstrated

that the improvements in terms of SNR is given by the following relation [11]:

SN RT OF ≈ SN Rnon−T OF

√
D

cσt
(1.3)

where SN RT OF and SN Rnon−T OF are the SNR with and without TOF information respectively,

D is the scanner diameter and σt is the time resolution of the detectors (i.e., the uncertainty in

the time evaluation). Figure 1.3, reported in [12], highlights the impact of TOF information to

distinguish and detect small annihilation points (down to 0.5 mm, as described in the paper)

in a Derenzo phantom. The improvement in the image reconstruction given by Equation 1.3

is useful to facilitate the detection of smaller regions of interest and to reduce the dose of

potentially harmful radionuclides to be injected in the patient under exam: indeed, in non-

TOF PET scanners it is possible to partially compensate the reduced reconstruction capability

increasing the annihilation events to be detected.

The work reported in [13] describes the development of the CPS Hi-Rez PET scanner, char-

acterized by a 1.2 ns Full-Width-Half-Maximum (FWHM) time resolution, leading to an SNR

increase of 50 % compared to a non-TOF PET scanner. The work also addresses the important
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1.1 Time resolved detector applications

(a) (b)

Figure 1.2: True coincidence in a non-TOF (a) and TOF (b) PET scanner.

Figure 1.3: Comparison of the reconstruction of a Derenzo phantom without (left) and with
(right) time of flight (a ∼30 ps coincidence time resolution was considered). Source: [12].

roles of scintillator crystals (that will be briefly described in Section 2.1) for the development

of high-time resolution PET scanners. In 2011, the Biograph mCT TOF PET/CT scanner from

Siemens Medical Solutions was shown in [14]. This system is able to measure the TOF of the

γ-photons with a 527.5 ps (FWHM) resolution. Other works [15, 16] describe detectors for

PET scanners with a FWHM resolution smaller than 100 ps, underlining the importance of an

efficient coupling of the transducer (scintillator) with the rest of the system (Section 2.1) and

the crucial role of the electronics in the overall performance of the scanner (more details in

Section 2.2).

Most of the currently available commercial PET scanner are characterized by a time resolution

in the order of few hundreds of picoseconds. However, as stated in various works like [17–19],

one of the most ambitious goal for PET researchers is the design of a 10 ps time resolution
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Chapter 1. Introduction

(a) (b)

Figure 1.4: Small animals scanner geometry (a) and cross-section of two consecutive detection
layers (b) of the TT-PET project. The picture (a) was generated with Geant4. Source: [12].

scanner. In this case, the spatial uncertainty on the LOR would be approximately 1.5 mm

and the system will not need to perform any kind of reconstruction algorithm. Indeed, this

accuracy would be similar or smaller than minimum achievable spatial resolution of a PET

scanner and the TOF information would directly give an indication of the volume element

(often indicated as voxel) of the space within scanner in which the annihilation of the positrons

occurred. As explained in [7], the theoretical limiting factor in the spatial PET resolution is

related to the mean free path of the positron between the point in which it is emitted and the

one in which annihilation occurs, often indicated with positron range. This value oscillates

between fractions of a millimeter and few millimeter. Moreover, it is possible to demonstrate

that the positron range is also dependent on the radionuclide [7]. Because of these reasons,

the development of a ∼10 ps PET scanner would represent a crucial milestone for the medical

imaging community.

The TT-PET project

Part of the work performed for this thesis was focused on the design of various circuits and

systems for the detector of the Thin TOF-PET (TT-PET) project [8, 12, 20–24].

The TT-PET project is a collaboration among CERN, the Department of Nuclear Physics

(DPNC) at University of Geneva, University of Rome "Tor Vergata", University of Bern, Hôpital

Cantonale de Geneve and University of Stanford. Its main goal is the development of a small-

animal PET scanner with a time resolution of 30 ps. In order to fulfil this specification, a 130

nm Bi-CMOS technology was used for the detector ASIC.

The structure of the scanner is depicted in Figure 1.4a. This architecture is meant to be

integrated in a MRI scanner for the analysis of small animals. The structure is composed of

16 units denominated cells or towers. Each of them is characterized by 60 detection layers

with a length of 50 mm and a width of 7 mm, 9 mm or 11 mm. The different values of widths

of these layers and the resulting shape of the towers were chosen to maximize the detection

efficiency of the scanner. The detector systems in each layer are monolithic i.e., the active

area (transducer) and the electronics that senses the signal are integrated on the same die.
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1.1 Time resolved detector applications

As indicated in [25], this solution has its main advantage in a lower production cost than the

hybrid alternative (in which the active area is on another chip as it will be shown in Chapter

5). Conventional PET scanners are usually featuring a set of scintillator crystals coupled

with a Silicon Photo-Multipliers (SiPM) to convert the 511 keV photons into electrical signals

for the front-end system. However, scintillators may represent a limiting component for

the resolution of the scanner (see Section 2.1 for more details). For this reason, the TT-PET

detector aims to implement the γ-photons conversion avoiding this type of devices. In Figure

1.4b the cross section of the detector is depicted. The scintillator-SiPM structure is replaced

by a system composed by a layer of high atomic number material (e.g. lead with Z=82) and a

silicon sensor (Section 2.1 will present more details about this kind of conversion). The total

thickness of the detection layer is 200 µm, and it is divided in 100 µm of silicon sensor layer,

50 µm of lead and 50 µm of flexible PCB, used principally for the extraction of the signals.

A demonstrator chip for the TT-PET detector is described in [24]. The system was tested

on a beam line of Minimum Ionizing Particles (MIPs, see Section 2.1) and achieved a time

resolution of approximately 110 ps. This result is consistent with the target 30 ps resolution

due to the MIPS operated for the tests (approximately a third of the measured resolution is

expected with the charges produced by the 511 keV photons). More details about the circuits

solutions implemented for the chip related to the TT-PET project are discussed in Section 2.2.

1.1.2 High Energy Physics and FASER experiment

Time-resolved particle detectors can be used in many High Energy Physics (HEP) experiments

such as the ones exploiting particle accelerators. Since the 1950s, physicists have benefited

from the great possibilities offered by accelerators for the study and the discovery of new

particles [1]. For example, the Large Hadron Collider (LHC) at CERN was used for the discovery

of the Higgs boson [2] through a system capable of producing proton-proton collision with a 40

MHz bunch crossing frequency [26, 27]. Indeed, as its name indicates, the LHC is a collider, a

particular type of circular accelerators in which particle beams traveling in different directions

are interacting through high energy collisions. The products of these interactions are then

analyzed with various detectors at specific stations along the accelerator. One of the main

properties of a this kind of machine is the luminosity L . This parameter can be calculated as

[1, 27]

L = N

σ
(1.4)

where N is the number of event per second generated into the accelerator and σ is the cross

section of the collision event under exam. As explained in [28, 29], many experiments during

the last years have been moving towards the direction of high luminosity colliders. The LHC is

characterized by a 1034 cm-2s-1 luminosity which gave the possibility to a large community of

scientists to improve the research of a new physics beyond the standard model. However, an

upgrade of the collider, indicated with Hi-Lumi LHC (HL-LHC), is planned for the 2020s and

the expected peak luminosity is approximately 5 times larger than the previous one [30]. A

brief analysis on the importance of high-resolution timing detectors for HEP applications is
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reported below.

Timing detector requirements for HEP experiments

The increase of the luminosity of an accelerator ([28] indicates that this trend will be followed

by many machines besides LHC) requires the development of a detecting system that is able

to work at the higher event rates. As described in [26], detectors characterized by excellent

timing performance are fundamental for high luminosity collider-related experiments for

various reasons, including the above-mentioned event rate and the pile-up suppression.

During the operation of an accelerator, only a significantly small portion of the total amount

of the produced events (<0.001% for ATLAS experiment at LHC as reported in [26]) will be

actually sensed and registered by the detectors of the machine. If the luminosity increases, the

number of events will also rise and discarding the non-significant events will be a fundamental

procedure for the correct operation of the accelerator especially in high luminosity cases.

Thus, using time resolved detectors with a resolution of various hundreds of picoseconds is

necessary for a more efficient discrimination of the significant events [26]. However, more

demanding specifications are required to deal with the problem of pile-up. In a collider, pile-

up indicates the reduction of detection efficiency caused by multiple hits in a short timeframe.

High luminosity accelerators are characterized by large rates of interactions generated in

different moments (in the same or neighbouring bunch-crossing) but close in terms of space,

indicated as pile-up events, that cause a reduction of the ability of the detection system to

efficiently reconstruct the interaction points. Therefore, timing detectors can be useful to

improve the pile-up suppression resulting in a better tracking accuracy and a reduction of

the background noise. For the above-mentioned HL-LHC, [32] reports that the proposed

High-Granularity Timing Detector (HGTD) is expected to be characterized by a 30 ps time

resolution that will improve the pile-up suppression of a factor ∼6.

Figure 1.5 shows the reconstruction of 78 events of a single bunch crossing in the detector

of the CMS experiment at LHC. In the picture, it is possible to see that various events can

approximately overlap in space (especially in the central part). As underlined in [33], the high

luminosity of HL-LHC will increase the number of events per bunch crossing up to 200 making

the exploitation of the timing information necessary for the reconstruction of the collision

points. The work presented in [33] also addresses the importance of measuring the timing

characteristics of each hit in order to better reconstruct the tracks associated to the various

events.

Trackers with timing capabilities are indicated as 4D trackers [33]. The HGTD, reported in [32],

represents an example of state-of-the-art timing detector for 4D tracking with an expected 30

ps time resolution and a large set of high demanding performance parameters to sustain the

specification of HL-LHC. Other example of notable detector at CERN is the Gigatracker [34]

used for the NA62 experiment [35] at the Super Proton Synchrotron (SPS) characterized by a

65 ps time resolution on tracks.

As anticipated before, high luminosity colliders will be used by the scientific community for

the exploration of the hidden sectors of the standard model or beyond [28] like the Future
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1.1 Time resolved detector applications

Figure 1.5: Reconstruction of 78 vertices in CMS detector system. Source: [31].

Parameter Unit FCC HL-LHC
Circumference km 97.75 26.7

Collision energy TeV 100 14
Bunch spacing ns 25 25

Peak luminosity 1034cm-2s-1 30 5
Events per bunch crossing - 1000 132

Table 1.1: Comparison of the main characteristics and specifications of FCC and HL-LHC.
Sources: [36] (FCC), [32, 38] (HL-LHC).

Circular Collider (FCC) at CERN [36, 37], a proposed 100 km circumference circular collider

that will represent an evolution of the above mentioned LHC. Table 1.1 shows a comparison of

the main characteristics of the HL-LHC and the FCC. It is possible to highlight an increase of a

factor 6 in terms of peak luminosity with a consequent rise of the number of events per bunch

crossing and pile-up. Therefore, the detectors that will be installed in the trackers of the FCC

will be required to be characterized by a few picosecond level time resolution or less in order

to guarantee an acceptable pile-up suppression.
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FASER

Interaction 
point

LHC

480 m

(a)

(b)

Figure 1.6: Position of the FASER experiment with respect to the LHC (a) and 3D model of the
FASER detector (b). The LHC representation in (a) is not in scale. Source of (b): [43].

The FASER experiment

In Chapter 3, the design of various circuits integrated in a detector chip for the upgrade of

the ForwArd Search ExpeRiment (FASER) at CERN will be presented. Part of this work was

published in

[39] F. Martinelli et al. “Measurements and analysis of different front-end configurations for

monolithic SiGe BiCMOS pixel detectors for HEP applications”. In: Journal of Instru-

mentation 16.12 (Dec. 2021), P12038. DOI: 10.1088/1748-0221/16/12/p12038.

The main goal of the FASER experiment [40–43] is the research on dark matter through the

detection of long-lived particles (LLP), in order to extend the physics programs of other

experiments at the LHC such as ATLAS and CMS. Indeed, the discovery of potential LLPs

like dark photons and axion-like particles (ALP) may represent an important step for the

study of the hidden sector [44]. For the achievement of this goal, the FASER experiment will

exploit a large flux of hadrons at 0 degree angles with respect to the beam line of the LHC that

experiments like ATLAS or CMS are not well-suited to detect [43]. The FASER detector was

installed 480 m away from the ATLAS interaction point as depicted in Figure 1.6a.

The complete detector system, shown in Figure 1.6b and 1.7, is composed by the following

elements:
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Figure 1.7: Two fermion signal (top) and two photon signal (center and bottom). The latter
can only be sensed with the new version of the pre-shower detector (bottom). On the right,
new pre-shower architecture depicted in GEANT4 simulation.

• a veto station used to filter those particles that are not generated into the decay volume.

It composed by two layers of plastic scintillators separated by lead.

• a decay volume made of 1.5 m dipole magnet.

• a spectrometer (indicated as tracker in Figure. 1.7) composed by three silicon strip

detector stations and two 1 m long dipole magnets.

• a scintillator-based preshower.

• a calorimeter.

This detector was designed to sense pairs of charged particles generated by the decay of LLPs

[43] (two fermion signals in Figure 1.7) but it is unable to detect and discriminate pairs of

photons (two photon signals of Figure 1.7 at the bottom) that may represent an indication of

the existence of ALPs. Indeed, those photons are invisible to the tracker, their trajectory can

not be affected by the magnetic field and the current pre-shower system was not designed to

properly distinguish them: because of their energy (100 GeV - 4 TeV) their separation (due to

only kinematics) is in the few hundreds of micrometers range. For this reason, a new high-

granularity pre-shower system was proposed to replace the old scintillator-based structure

in order to enhance the research of LLPs. The main idea is to adopt various timing detectors

interleaved with photon-conversion layers of tungsten as depicted in the right portion of

Figure 1.7. The timing information, with a target time resolution of 100 ps, is useful to extract

the direction of the incoming particles and the position of the interaction points.
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Chapter 1. Introduction

Chapter 3 describes the architecture of the FASER detector ASIC while in Chapter 4 a focus on

the TDC for the first prototype of the chip of the new pre-shower system is reported.

1.1.3 Others

HEP and medical imaging represent some of the most important applications in which time

resolved particle detectors can be used [28]. However, interesting detector solutions have

been developed for other fields of interest. For instance, the Medipix Collaboration at CERN

[45] has been designing ASICs for imaging applications since the 1997 (with the first Medipix

chip). In 2005, this collaboration started the development of the Timepix chip [46] initially

intended to be used for the readout of gas detectors. Timepix chips (like the others produced

by the Medipix collaboration) belong to the family of hybrid pixel detectors (in which the

active area is not integrated in the same chip of the readout electronics). As explained in [46],

these ASICs have been used for space dosimetry applications: detectors featuring Timepix

readout electronics were used on both the International Space Station (ISS) and on the Orion

test vehicle developed by the National Aeronautics and Space Administration (NASA). Timing

detectors can also be used for time-of-flight ranging [47], X-ray and γ-ray imaging [46] and

TOF mass spectroscopy [48].

The applications cited in this subsection have been only mentioned to highlight the impor-

tance of time resolved timing detectors and the fields in which their characteristics can be

used. However, they are not part of the scope of the presented thesis.

1.2 Thesis goals and contributions

This thesis aims to describe the design process of several ASICs that can be integrated in a

heterogeneous set of timing systems such as γ-photons detectors for PET scanners (TT-PET

project) or LLP detectors for HEP applications (FASER experiment). The work described in the

thesis includes the design of:

• various configurations of front-end systems integrated in a first prototype chip for the

FASER experiment (Chapter 3)

• a test chip of a Time-to-Digital Converter (TDC) for the TT-PET project ASIC (Chapter 4)

• the TDC for a first prototype chip for the FASER experiment (Chapter 4)

• the digital logic and TDC for a second FASER pre-production chip (Chapter 3). Some of

the front-end configurations of the first prototype chip (first point of this list) were also

integrated in the second pre-production ASIC.

• a readout ASIC for hybrid pixel detectors (Chapter 5).

The thesis provides a description of the designed ASICs attempting to highlight the most
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critical points in the development of these systems and addressing the main challenges.

Moreover, the main contributions of this thesis also include:

• the development of a non-linearity model for the analysis of the impact of mismatches

in free-running ring-oscillator based TDCs (Chapter 4). This model was built for the

study of the TDC architecture designed for the TT-PET project ASIC and demonstrated

that a particular configuration of the output buffers can improve the performance of

the converter in terms of linearity. The work is also meant to highlight the advantages

of having an analytical model that can guide the designer architectural choices. The

development of state-of-the-art circuits often requires the optimization of many aspects

of such systems: this process can benefit from an analytical model helping the designer

to move in the space of the parameters to optimize.

• the development of a framework for circuit tuning and optimization based on Genetic

Algorithms (GAs) (Chapter 6). GAs represent a type of procedure that can be used to

minimize (or maximize) a set of parameters. These algorithms can be used for a large

variety of complex optimization problems including, as it will be explained in this thesis,

circuit design. Indeed, they can be particularly useful for the sizing of the devices of a

circuit once a certain architecture has been chosen. This work will also highlight the

importance of the choice of the function (fitness) to be minimized for the optimization

of the main performance parameters of the system to design.

The work described in this thesis followed all the steps of the design flow of ASICs for timing

detectors including: design of analog systems; digital circuits implementation; mixed-signal

optimization; ASIC testing and data analysis. The ICs presented in this manuscript were

designed using the Cadence Virtuoso Platform and all the simulations were performed using

Spectre.

1.3 Organization of the thesis

The thesis is organized as follows. Chapter 2 provides a brief overview on timing detectors

describing how different types of transducers interact with the particles that need to be

sensed and explaining the importance of the electronics in the development of these detecting

systems. Chapter 3 describes two pre-production ASICs designed for the enhancement of

the FASER pre-shower detector. Chapter 4 is focused on the development of two TDCs for

the TT-PET project (including the above-mentioned non-linearity model) and for the FASER

experiment. Chapter 5 describes a readout ASIC for hybrid pixel detectors that aims to be

used for the testing of external sensors. Chapter 6, shows the development of the GAs used for

circuits tuning and optimization. After the conclusions, a brief introduction to the Bethe-Bloch

formula and Schockley-Ramo theorem are given in Appendix A and B respectively. A gallery of

the submitted ASICs is reported in Appendix C .
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2 Timing detector basics

The detection of particles can only be implemented through their interaction with matter

e.g., ionisation in the case of charged particles or photon scattering [1]. In many detectors,

various types of transducers are used to generate, through their interactions with particles,

electrical signals that can be read by an electric circuit. A brief overview on the most common

transducers used in HEP or medical imaging applications and the way they can sense the

particles is reported in Section 2.1.

As anticipated, this thesis is mainly focused on the design of electronic systems used for

timing detectors. The role of the electronics and its importance in the development of high-

performance detectors will be described in Section 2.2. More in detail, this section will give a

description of the state-of-the-art of the front-end (Section 2.2.1), digitization (Section 2.2.2)

and readout (Section 2.2.3) systems underlining their role and the aspects to be improved for

the enhancement of the detectors in which they are integrated.

2.1 Transducers

2.1.1 Silicon sensors for ionizing radiation

One of the simplest detecting structures able to exploit the above-mentioned ionization pro-

cess is the PIN diode depicted in Figure 2.1a. The system is composed of a semiconductor

divided in three main regions with a p(+)/n-/n(+) doping profile. The n- zone is the thickest

and, due to its reduced doping concentration, is indicated as intrinsic region. The PIN diode

needs to be reverse-biased with a voltage that allows the intrinsic region to be completely

depleted, as the electric field distribution depicted in Figure 2.1a indicates. When a particle

able to interact with the semiconductor crosses the diode, the ionization process leads to the

generation of a certain amount of electron-hole (e--h+) pairs that will induce the electrical

signal to be read by the readout electronics. More in detail, the production of e--h+ pairs

happens when an electron in the valence band of the semiconductor, due to the interaction

with the incoming particle, acquires a sufficient amount of energy to move into the conduction

band leading to the generation of a hole in the valence band. It is possible to demonstrate
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Figure 2.1: Schematic of the doping profile and electric field (E) distribution in a generic silicon
sensor without (a) and with (b) gain layer.

that this solution is able to guarantee good timing performance, with time resolution down to

several tens of ps [1]. This sensor architecture is the one adopted by the TT-PET project for its

monolith pixel detectors (see Section 1.1.1).

A possible improvement of this architecture is represented by the structure in Figure 2.1b.

This solution is usually indicated as Low Gain Avalanche Diode (LGAD) [49] and was first

developed for the implementation of semiconductor photodetectors like Avalanche Photo-

Diode (APD). LGADs are characterized by the implantation of an additional highly-doped p+

region separating the p- (intrinsic) and n+ regions. The presence of the p+/n+ juction leads

to an increase of the electric field. When the ionization occurs, the holes are absorbed by

the metal connected to the p+ anode while the electrons move to the high-field region. The

bias potential is such that these electrons are generating a second ionization, amplifying the

signal read by the electronics [26]. A proper modulation of the amplification gain G is useful to

obtain an optimal SNR. As explained in [1], the component of the output signal associated to

the charge multiplication in the high-field zone is affected by statistical fluctuations increasing

the shot noise:

d〈i 2〉∝ 〈I0G2F 〉d f , (2.1)

where d〈i 2〉 is the power spectral density of the shot noise, I0 is the bulk contribution to the

leakage current and F is a factor that describes the above-mentioned fluctuations. Depending

on the characteristics of the detector it is possible to find the optimal value of G for the

maximization of the SNR.

Silicon sensors with an integrated gain layer can either be designed to work as LGAD, showing

a usual gain in the order of 10 [49], or to work in Geiger mode [1], setting their bias higher than

their breakdown voltage. In this way the sensor will be characterized by a gain G ≈106. This
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Figure 2.2: Bias configuration of a set of SPADs to implement an Analog SiPM featuring
quenching resistors Rq .

solution is often adopted for the implementation of photodetectors able to activate also when

a single photon is passing through the sensitive area. For this reason, this kind of devices are

named Single-Photon Avalanche Diodes (SPADs). The activation of the Geiger regime requires

the system to be connected to a quenching device to discharge the SPAD when it detects an

ionizing photon. The quenching system can be either a simple resistor Rq (passive quenching)

or a transistor (active quenching). SPADs are characterized by sub-nanosecond output rise

times (due to the fast multiplication process) and discharge times in the order of 100 ns [50].

Because of the large gain, the output of a SPAD rapidly saturates when it detects a photon. For

this reason, SPADs can be considered as counting devices that are able to generate a digital

pulse when they sense an event of interest. However, in some applications, the detection

of more than one photon at the same time can be required. A solution to this problem can

be represented by the integration of a set of SPADs in a matrix-like structure, usually named

Silicon PhotoMultipliers (SiPMs) [1, 51]. Figure 2.2 depicts the bias configuration of a generic

SiPM: the SPADs with their respective quenching resistors Rq are connected together to a

single bias resistor R. In this way, the output of the matrix will be proportional to the number

of SPADs that sensed a photon. Despite the good time resolutions achievable with this kind of

solutions (≲100 ps), one of the main performance limiting factors of SiPM is the dark pulse

rate [1]. Avalanche processes can occur also when no photon is crossing the sensitive area

of any SPAD in the matrix. The main cause of dark pulses is related to the multiplication of

carriers due to the traps located in the bandgap1 and the high gain of the SPADs [51]. Moreover,

during a process of ionization due to an incoming photon, it is possible that a group of charges

remain trapped in the bandgap and then released only after the pulse of the event extinguished,

causing another avalanche process named afterpulse [51]. However, as explained in [1], the

dark pulses are usually characterized by a lower amplitude then the real events in which a

large group of photons are crossing the SPADs at the same time. Hence, a proper threshold on

1Traps in the bandgap can be generated by many causes including crystallographic defects and impurities [52].
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Figure 2.3: Scintillator coupled with a PMT. Source: [54].

the output of the detector can significantly reduce the impact of the dark pulses.

The system depicted in Figure 2.2 represents an Analog SiPM since the output of the SPADs

are shorted to send a single signal to the readout electronics. An alternative solution is

represented by Digital SiPMs [53], in which each SPAD is connected to its own electronics

able to send fast triggers and timing information associate to the events of the corresponding

cell to the common readout. This architecture allows quenching each SPAD individually and

selectively disabling a cell of the SiPM matrix if its dark count rate is too high [1]. However, it is

characterized by larger complexity and power consumption compared to the Analog SiPM

solution.

More details about the generation of the electrical signal of a silicon detector for ionizing

radiation in Appendix B.

2.1.2 Scintillators and PMTs

As explained in Section 1.1.1, the working principle of a PET scanner is based on the detec-

tion of 511 keV γ-photons produced by the annihilation of e+-e- pairs. For this reason, the

development of an efficient PET scanner requires detectors capable of sensing photons in the

above-mentioned energy range through photoelectric effect i.e., the absorption of photons

with a consequent generation of free carriers. The interaction characteristics of a particle

with a certain material is usually modelled with the concept of cross section (see Appendix A

for more details). The latter can be defined as the area of the particles of the target material

seen by the incoming interactive particle. A larger cross section indicates a higher interaction

probability. In [1], the behavior of the cross section of silicon as function of the energy of

incoming photons is described, showing a drop of several order of magnitude above 100 eV.

For this reason, silicon sensors usually are not used alone in applications in which γ-photons

are required to be sensed. Many commercial PET scanner, for instance, exploit the properties

of scintillators to efficiently interact with photons in the γ energy range and convert them

17



Chapter 2. Timing detector basics

Material σabs [cm2/g] σscat [cm2/g] σtot [cm2/g]
Pb 7.84 · 10-2 7.775 · 10-2 1.562 · 10-1

Si 1.74 · 10-4 8.649 · 10-2 8.666 · 10-1

Table 2.1: Photoelectric absorption (σabs), scattering (σscat ) and total (σtot ) cross section of
lead (Pb) and silicon (Si) referred to 511 keV γ-photons. Source: [55]

into visible or UV light. An exhaustive analysis and description of the scintillators and their

characteristics is out of the scopes of this work. A detailed analysis can be found in textbooks

as [56] [1] or papers as [57].

As described in [56], scintillators can be divided in two main groups: organic and inorganic.

The latter are also denominated scintillator crystals and are largely used in medical imaging

and HEP applications. The scintillation process in inorganic crystals can be summarized as

follows. When a photon (usually in the x-ray or γ range for the above-mentioned applications)

crosses a scintillator its interaction with the material will move one or more electrons from

the valence to the conduction band. The scintillation process occurs when the material is

featuring a bandgap characterized by luminescence centers [1]. An electron in conduction

band can move to one of these centers due to phonon scattering (energy loss). At this point,

when the electron transitions from a high energy center to a smaller energy one a scintillation

photon is then generated. The absorption of the latter is avoided because of the smaller energy

distance among the luminescence centers in the bandgap compared to the one absorbed by

the electrons of the first ionization process. Moreover, the emitted light will be characterized

by a wavelength in the visible or UV range. This phenomenon is called Stoke shift [56].

In PET scanners, various scintillator crystals (such as Bismute Germanium Oxide (BGO) or

Lutetium-Yttrium Oxyorthosilicate (LYSO) whose characteristics are reported in [7]) are cou-

pled with SiPMs. An alternative is represented by a scintillator-PhotoMultiplier Tube (PMT)

system as the one shown in Figure 2.3. PMTs are composed by a photocathode, a structure

able to absorb an incoming photon and emit an electron. The latter is then transferred to a

system composed by several dynodes that are increasing the total amount of electrons through

multiplications and then sent to an anode from which the output signal will be read. PMTs

are usually characterized by large gains in the order of 106 and represent good solution for

low-intensity input signals [1]. A recent implementation of this structure is proposed in [58]

featuring a light-guide for a better coupling between scintillator and the PMT.

One of the main limiting factors for the time resolution of a scintillator-based detector is

the variance associated to the interaction depth of the photons inside the crystal. A possible

solution to overcome this issue is presented in [15], where the readout system is coupled along

the side of the crystal to reduce the uncertainties associated to the interaction point of the

incoming photons and, at the same time, guarantee an efficiency comparable to the ones of

usual architectures. The TT-PET project proposed an alternative solution, based on avoiding

the use of scintillators and SiPMs: the γ-photon conversion is implemented exploiting layers

of high atomic number Z material like lead interleaved with monolithic silicon detectors. As

reported in Table 2.1, lead is characterized by a significantly higher photoelectric absorption
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cross section σabs for 511 keV γ-photons. Indeed, it can be demonstrated that σabs is increas-

ing as function of the atomic number being ∝ Z 4 and ∝ Z 5 for low and high photon energy

respectively [59]. This implementation is one of the reasons behind the aim of the project to

develop a 30 ps time resolution PET scanner (see Section 1.1.1).

2.1.3 Other materials

Over the years, silicon has been used for a large number of applications because of its unique

properties. However, many researches have pursued to develop alternative materials that are

able to overcome the limits of silicon. Few examples are reported below.

Gallium arsenide (GaAs) is an interesting semiconductor especially for photonic applications

[60]. It is characterized by a direct bandgap of 1.43 eV that makes it suitable for the detection

of photons: an electron can move from the valence to the conduction band directly absorbing

a photon with energy similar to the bandgap2. Moreover, GaAs is a compound made of

two atoms with a relatively high atomic number (Z = 31 for As and Z = 33 for Ga) that, as

previously explained, increases the cross section of the material and makes it useful also for

high-energy radiation detection. Also, the GaAs bandgap energy is higher than the silicon one:

for this reason, the bulk resistivity is larger and its depletion occurs at lower voltages. However,

production of GaAs is more complex and not as efficient as that of silicon.

Another interesting semiconductor compound is cadmium zinc telluride (Cd1-xZnxTe). The

main properties of this material are related to the high atomic number of its atoms (Z = 48 for

Cd, Z = 30 for Zn and Z = 52 for Te) and the large bandgap that can be modulated modifying

the amount of Zn in the compound (from 1.44 eV if x=0 to 2.2 eV when x=1). For all these

reasons, Cd1-xZnxTe is a valid candidate for x-ray and γ-ray detectors [61].

In the last few years, the interest in diamond for HEP experiments has increased [62]. This

interest is due to the diamond high bond energy (almost twice the one of silicon) and the low

amount of free charges, that makes this material a good insulator. For this reason, diamond

detectors potentially represent the most suitable solution for the development of high rad-

hard systems (see Section 1.1.2). However, the performance of recent implementations proves

that there is still room for improvement (e.g., [62] explains that one of the main limiting factor

of timing detectors is the difficulty in the generation of large signals to be read by the front-end

electronics).

2.2 Electronics

The development of a picosecond level time resolution particle detector requires the design of

a ultra-fast low-noise electronics. The time resolution σt of a timing detector is affected by

2In an indirect semiconductor like silicon, the absorption of a photon with an energy similar to the bandgap
(e.g., ∼1.12 eV for silicon) is very unlikely. Indeed, this process could happen only if the electron is able to absorb
both a sufficient energy to cross the bandgap and a certain amount of crystal momentum. Low energy photons are
characterized by a negligible momentum, being significant only above the x-ray range [52].
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Figure 2.4: Schematic of a generic front-end system for the readout of a timing detector.
Source: [21].

several factors. Assuming their statistical independence, it is possible to express σt as [22, 28]

σt =
√
σ2

el ec +σ2
T DC + . . ., (2.2)

in which σ2
el ec and σ2

T DC represent the contributions of the front-end electronics (Section

2.2.1) and TDCs (Section 2.2.2) respectively. The dots have been added to highlight the fact

that many other effects can worsen the equivalent time resolution of the system (e.g., pixel

cross-talk, clock distribution [28]) and their nature and intensity depend on the characteristics

and the design of the chosen detector. In this section, a first overview of the electronics for

timing detector is reported, focusing on the main and most critical blocks whose optimization

is crucial if high-performance are aimed to be achieved.

2.2.1 Front-end

In a detector, the main role of the front-end electronics is to acquire and amplify the signals

produced by the sensors. In this way the digital logic is able to read those signals and extract

from them all the information needed for the event reconstruction. The block diagram of

a generic front-end system for timing applications is reported in Figure 2.4. The sensor is

commonly modeled as a diode connected to an amplifier, commonly through an AC coupling

capacitor, although a DC connection is also possible [63] [64]). The amplifier is needed to

make the signal large enough to be read by the digitization blocks and it plays a crucial

role for the performance of the detector [26]. The output of the amplifier is digitized with

a discriminator e.g., an open-loop OPerational AMPlifier (OPAMP) that compares the input

with a fixed threshold voltage Vth . The discriminator is often designed with a hysteresis input-

output characteristics. In this way, it is possible to prevent the discriminator to switch several
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Figure 2.5: Working principle of a discriminator with hysteresis. Left: input-output character-
istics (non-inverting in this example). Centre: no-hysteresis discriminator. Right: hysteresis
discriminator. A noisy input can make the circuit switch several times as the signal crosses the
threshold Vth . On the other hand, a discriminator with hysteresis shows a different equivalent
threshold depending on the state of the output (Vth−l h >Vth−hl ).

times during the input transition due to noise or cross-talk (the working principle is explained

in Figure 2.5). A possible implementation is based on the so-called Schmitt’s Trigger [65]. The

Digital-to-Analog Converter (DAC) in Figure 2.4 is used to calibrate the discriminator and to

compensate for pixel-to-pixel variability.

In time-resolved detectors, the output of the discriminator is read by a time-digitization

system (Section 2.2.2) that will extract the Time-of-Arrival (ToA) from this signal, a timestamp

given to each event. In many cases, it is useful perform an evaluation of the input charge

Qi n injected in the front-end for each event to improve the quality of the reconstruction. Qi n

can be calculated measuring the period of time in which the discriminator output is over the

threshold, often indicated as Time-Over-Threshold (TOT). This period can be used for the

evaluation of Qi n . The measurement of the TOT can be also used to perform the correction

of the time-walk [1]: the slope of the output of the pre-amplifier may depend on the value

of Qi n leading to a variation of the time in which the signal crosses Vth , i.e. the ToA of the

corresponding event. This effect can be compensated for by measuring Qi n through the TOT.

One of the most critical blocks for the performance of a detector is the amplifier (often

indicated with pre-amplifier). Various configurations can be adopted for the design of this

circuit depending on the characteristics of the sensor and the target SNR. Indeed, [1, 26]

explain that, in order to improved the SNR, one of the best solution is to implement a large-

bandwidth amplifier that is able to follow and amplify the input current (or voltage) produced

by the sensor. On the other hand, lower SNR and/or fast input signals scenarios require

architectures with a limited bandwidth to reduce the impact of the noise on the output. One

of the most common approach is based on the implementation of a charge amplifier, modeled

in Figure 2.6a. As the name suggests, charge amplifiers are circuits whose output voltage

Vout is proportional to the input charge Qi n . Thus, the amplifier acts as an integrator of the

current produced by the sensor and injected into the circuit. The integration characteristics is

obtained implementing a system with a reduced bandwidth that, as anticipated, is a useful

solution to obtain better timing performance in noisy environments. Assuming that the
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Figure 2.6: Schematic of a charge amplifier (a) and simplified input-output characteristics over
frequency (b). Ci n (depicted in red) is the equivalent input capacitance and can be calculated
with Miller’s theorem.

voltage amplifier with gain −Av of Figure 2.6a is characterized by a large input impedance

compared to the one shown by the feedback capacitance C f , the latter will absorb all the

current produced by the sensor and store the entire input charge Qi n =Q f , indicating with Q f

the charge in C f . Under this assumption and supposing that Av ≫ 1, the charge gain of the

Figure 2.7: behavior of the ENC of a charge amplifier as function of the shaping time τm for
various active devices. Source: [66].
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system will be [26]

Aq = ∂Vout

∂Qi n
= −Av

(1+ Av )C f
≈− 1

C f
. (2.3)

Equation 2.3 can be easily calculated remembering that, according to the Miller’ion theorem

[67], the equivalent input capacitance Ci n (depicted in red in Figure 2.3), can be expressed as

Ci n = (1+ Av )C f . (2.4)

Considering that Vout =−Av Vi n and Qi n =Ci nVi n , from Equation 2.4, it is possible to obtain

Equation 2.3. However, as reported in [26], the detector capacitance Cdet acts as a charge

divider, making Qi n only a portion of the total sensor charge Qs . For this reason, the real gain

of the amplifier Aq needs to be corrected

Aq = Ci n

Ci n +Cdet

∂Vout

∂Qi n
≈− 1

C f + (Cdet /Av )
. (2.5)

Even in this case, a large voltage gain (Av ≫Cdet /C f ) will lead to the condition Aq ≈=−1/C f ,

in which the charge gain of the amplifier is only dependent on the feedback capacitance.

All this results are obtained assuming that the input impedance of the voltage amplifier is

infinite. While in a MOSFET-based architecture this approximation can be considered valid in

many scenarios (due to an input gate resistance in the MΩ order of magnitude), this is not

necessarily true for bipolar transistors. Indicating with Ri n the input resistance of the voltage

amplifier, the above analysis is valid only if [26]

Ri n ≫ 1

2π f Ci n
= 1

2π f (1+ Av )C f
−→ f ≫ 1

2πRi n(1+ Av )C f
. (2.6)

This equation indicates that the integration condition (that makes the system a charge am-

plifier) is valid only if the impedance associated to the C f is small enough compared the Ri n ,

making the input current flow entirely inside the feedback. Moreover, the second part of

Equation 2.6 highlights that the system acts like a charge amplifier only at high frequencies

compared to the first pole of the amplifier, in a region of the input-output characteristics with

a -20 dB/decade slope as depicted in Figure 2.6b. The reduction of the bandwidth is also

useful to decrease other noise contributions associated to high frequency sources cross-talk

from the discriminator output and other digital signals.

As explained at the beginning of this section, the time resolution of a detector σt is propor-

tional to the contribution related to the front-end electronicsσel ec . The latter can be expressed

as [26]

σel ec =
σv

dV /d t
, (2.7)

where σv is the output noise of the amplifier. Equation 2.7 emphasizes that a better resolution

is obtained with fast and high-gain amplifier able to maximize the slope dV /d t . In the case

of a charge amplifier and approximating dV /d t ≈Vout /tr i se , it is possible to resolve σel ec as
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function of SNR

σel ec ≈
tr i se

SN R
= tr i se E NC

Q
, (2.8)

since SN R =Vout /σv . The equation is obtained expressing the SNR as function of the charge

SN R =Q/Qnoi se and referring the noise contribution Qnoi se to the Equivalent Noise Charge

(ENC). This parameter is defined as the input charge of a noiseless version of the amplifier for

which the corresponding output voltage has the same power (RMS value) of the noise of the

original system when no input is set [68]. A detailed analysis on charge amplifiers and their

performance, reported in [66], highlights the behavior of the ENC as function of the shaping

time τm and

E NC (τm) = [a(Cdet +Ci n)2 1

τm
+b(Cdet +Ci n)2 + cτm]1/2. (2.9)

In this equation, a, b and c include the characteristic noise sources of the active device used

for the implementation of the amplifier. In particular, the first term is related to the series

white noise component, the second to 1/f noise and the third to parallel white noise source. In

Figure 2.7, the behavior of the ENC described by Equation 2.9 for charge amplifiers with differ-

ent active devices is reported. For short shaping times (hundreds of nanoseconds), bipolar

transistors represent the best solution since these devices are usually characterized by small

series noise components (first term of Equation 2.9) compared to MOSFETs [26]. Furthermore,

as explained in [26], for BJTs, the series noise contribution decreases by increasing the current

gain β and small base spreading resistance (in order to limit both shot and thermal noise).

For these reasons, Silicon-Germanium Heterojunction Bipolar Transistors (SiGe HBTs) are

particularly suitable for this application. Indeed, as explained in [69], the introduction of

Germanium in the base of a BJT bends of the band structure, introducing a drift field in the

base that increases he current gain3. For this reason, the base of SiGe HBTs can also be highly

doped without compromising the performance in terms of β and consequently reducing the

equivalent base resistance. This technology represents the solution adopted for the develop-

ment of the front-end system for TT-PET project and FASER experiment prototype chips (more

details in Chapter 3). The readout chip produced and described in Chapter 5 also features

SiGe HBTs for the implementation of pre-amplifiers and discriminators.

2.2.2 Time digitization system

A portion of the following analysis, describing the impact of Time-to-Digital Converters

(TDCs) on the timing performance of a detector and possible implementation solutions, was

presented in

[71] F. Martinelli et al. “A massively scalable Time-to-Digital Converter with a PLL-free

calibration system in a commercial 130 nm process”. In: Journal of Instrumentation

16.11 (Nov. 2021), P11023. DOI: 10.1088/1748-0221/16/11/p11023.

3It can be demonstrated that the current gain increases as β∝ exp EG−Si−EG−SiGe
kT , where EG−Si and EG−SiGe

are the bandgap energies of Si and SiGe respectively, T is the temperature and k is the Boltzmann constant [69].
SiGe bandgap can vary from ∼0.66 eV (Ge) to ∼1.12 eV (Si) depending on the concentration of germanium [70].
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Figure 2.8: RO-based TDC general schematic.

When a particle hits a pixel (or, more generally, the active area of a detector) and the front-end

system generates a corresponding discriminated signal, the timing information related to

this event has to be measured by a TDC. As reported in Equation 2.2, the time resolution of a

detector σt is directly dependent on the contribute provided by the TDC because it represents

the accuracy of the time measurement. A particle detector characterized by a picosecond level

σt requires a system that is able to measure time intervals with a precision in the same order

of magnitude. Indeed, even assuming an ideal TDC, its measurements outcomes are affected

by a quantization error ϵq . In this case, the latter can be modeled as random variable with a

uniform distribution inside each time bin. In this work, the average time bin will be referred

to as Least Significant Bit (LSB) TLSB . Its standard deviation σq is equal to the contribution of

the TDC on the final time resolution of the detector [22] (Equation 2.2) and can be expressed

as [72]

σT DC =σq = TLSBp
12

. (2.10)

σT DC also represents the product of the quantization noise [72]. Indeed, in the uniform

distribution case, the probability density function (pdf) of ϵq = ϵq (t) is equal to 1/TLSB if

0 < t < TLSB and 0 elsewhere. The average value of ϵq is given by

µq =
∫ TLSB

0

1

TLSB
t d t = TLSB

2
(2.11)

while its Root Mean Square (RMS) value r msq is

r msq =
∫ TLSB

0

1

TLSB
t 2 d t = T 2

LSB

3
. (2.12)

σq can be calculated as

σ2
q = r msq −µ2

q . (2.13)

Replacing Equation 2.11 and 2.12 in 2.13, it is possible to obtain Equation 2.10. σq is often

used to indicate the resolution of a converter [73] because it represents the uncertainty that
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affects the measurement. However, for the rest of the thesis, the resolution of a TDC will refer

to the LSB. In Section 4.2, the evaluation of σq for a non-ideal TDC is described.

Common TDC architectures

Different approaches can be adopted to design a TDC [72]. One of the traditional and most

common solutions is exploiting Ring Oscillators (ROs) [74–76]. A RO is a circuit composed, in

its simplest implementation, by a chain of N inverters connected as shown in Figure 2.8. N

needs to be an odd number in order to satisfy the Barkhausen criterion, a necessary condition

to make the system oscillate [67, 77, 78]. Indicating with td the transmission delay of the

inverters, assuming that they are equal per each stage of the RO and that the delays for the

0-to-1 and 1-to-0 transitions are identical, a simple large signal analysis of the system in Figure

2.8 allows computing the oscillation period TRO as

TRO = 2N td . (2.14)

The working principle of a RO-based TDC is summarized in Figure 2.8. Indicating with T the

time interval to be measured, a counter connected to one of the output of the RO will be used

to evaluate the coarse component of the measurement

Tcoar se = NC TRO , (2.15)

where NC is the number of oscillator cycles within T . However, in order to increase the

precision of the measurement, it is possible to sample the state of the RO i.e., the value

provided by the output node of each inverter, at the beginning and at the end of T obtaining

the fine component proportional to the cell delay td

T f i ne = NF td . (2.16)

Combining Equation 2.15 and 2.16, it is possible to express the time interval under measure-

ment T as

T = NC TRO +NF td +ϵq , (2.17)

where ϵq is the quantization error mentioned above. Equation 2.16 and 2.14 highlights that

a RO-based TDC is characterized by a LSB equal to the delay td and that increasing the

oscillation frequency turns into an improvement of the accuracy of the converter. A possible

approach to reduce the oscillation period of a RO is exploiting multi-path architectures. In

these implementations, each node of the oscillator is also used to pre-charge or discharge

further nodes in order to increase the frequency of the system. An example of multi-path

architecture is reported in [79] and in Figure 2.9: this architecture is composed of pseudo-

NMOS NOR delay cells whose output (p, q , r , s and t) are connected to one of the inputs

of the cells placed two stages further in the oscillator. As explained in [79], this architecture

features a RMS jitter value of 1.25 ps and a maximum frequency of 4.6 GHz in 180 nm CMOS
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Figure 2.9: Schematic of an interpolating VCO composed of NOR cells. C T is used as a control
signal to modulate the oscillation frequency. Source: [79].

technology. This solution can be used for the implementation of TDCs or Phase-Locked Loops

(PLLs). A similar approach was followed for the design of the time measurement system of

the analog SiPM-based chip Blumino at EPFL [80] and for the TDC described in Section 4.2.

Another solution exploits cyclic interpolation of a switched-frequency RO to design a TDC

with a 4.2 ps resolution and a maximum measurable time interval of 375 µs [81].

The previous analysis highlighted that the resolution of a RO-based TDC is limited by the

technology since it is dependent on the performance of the inverters composing the oscillator.

This limitation can be overcome adopting architectures based on Vernier lines [72] like the one

proposed in [82]. In Figure 2.10, the schematic of a generic Vernier line TDC is reported. Two

delay lines with different propagation times td1 > td2 are connected to a set of D-flip-flop as in

the left part of the figure. The slower line (td1) is activated at the first edge of the time interval

to measure T (START signal) while the faster (td2) propagates the edge corresponding to the

end of T (STOP signal) and its nodes are connected to the sampling inputs of the flip-flops. As

shown in the right part of Figure 2.10, the sampling of the nodes of the slower line will generate

an output code D characterized by N ones, where N is the number of stages needed by the

faster line to be in phase with the slower one. As shown in the picture, it is possible to express

T as

N td1 = T +N td2 +ϵq −→ T = N (td1 − td2)+ϵq , (2.18)

where, also in this case, ϵq is the quantization error. From Equation 2.18, it is possible to

conclude that this architecture is characterized by an LSB equal to TLSB = td1 − td2. One of

the main problem of this solution is related to the measurement range. Indeed, for a given

TLSB the maximum measurable time is equal to Tmax = Ntot TLSB where Ntot is the total

number of stages of the delay lines. For this reason, if a larger range is required, the TDC

needs to feature more delay cells resulting in a consequent increase of the power consumption.
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Figure 2.10: Vernier line TDC. Schematic (on the left) and working principle (on the right).

Various architectures can be implemented to improve this trade-off like cyclic [83] or 2D

Vernier lines [84]. The former features two ROs with different oscillation frequencies and a

counter to extend to total range. On the other hand, 2D Vernier lines exploit a set of sampling

blocks connecting the nodes of two delay lines in different combinations. This solution allows

obtaining N quantization levels using only
p

N stages.

Other configurations are possible. For instance, [73] proposes a Time-to-Amplitude Converter

(TAC) architecture. The working principle is based on charging a capacitor with a constant

current during the interval to measure T . In this way the output voltage will be linearly

proportional to T . A digital counter is added to increase the measurable time range. This

solution is characterized by a simple architecture but requires a precise biasing of the circuits

for the generation of the ramp signals if high resolutions want to be achieved. In [85], a Σ-∆

configuration is proposed. This architecture, featuring various time subtractors, exploits

previous measurements implementing a quantization noise shaping. The system is suitable

for Light-Detection And Ranging (LIDAR) and rad-hard applications [85]. Σ-∆ configurations

may achieve picosecond level resolutions but their main drawback is related to the complexity

of their architecture. Moreover, the noise shaping is effective when repeated measurement

are performed in a limited amount of time. A detailed analysis of various TDC configurations

can be found in [72, 85]. The pros and cons of the discussed TDC architectures are briefly

summarized in Table 2.2.

In Chapter 4, two TDC architectures, designed and tested for TT-PET and FASER experiment

test chips, will be described and analyzed. As explained before, in HEP and medical imaging

applications, the integration of a large number of TDCs with high time resolution (e.g., ≤100

ps) is often required to improve the image or track reconstruction. For this reason, a simple,

compact, easily scalable, low-power design is crucial for this kind of applications. In Section

4.1, possible TDC integration strategies in a pixel detector system will be discussed and the

importance of a design characterized by a simple architecture and good time performance

will be highlighted.
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Figure 2.11: Simplified block diagram of the compression logic of the FASER prototype chip.

2.2.3 Readout logic

Each time an event is detected by a pixel, the detector needs to extract from that event the

information required for the hit reconstruction. The number of bits to acquire and store can

be very high depending on the characteristics of the system (e.g., the length of the addresses

used to identify the pixels in the matrix, the number of bits provided by the TDC and so on)

and the event rate. For this reason, various detecting systems require data compression to

reduce the total amount of data to handle during the readout. One of the possible readout

technique is the packet-based approach with compression, an event-driven solution in which

the number of data to sent is linearly proportional to the number of hits in the chip and ideally

zero if no event occurred. This architecture was implemented for the Timepix3 chip [86]. An

alternative solution is represented by the frame-based compression [87]. In this solution, every

pixel of the matrix is read but the number of bits to sent is smaller if no event occurred on the

pixel. This data compression approach is similar to the solution implemented for the FASER

prototype chip depicted in Figure 2.11: a flag is used to indicate whether an event occurred

on at least one of the pixels of a row or not. In this way, it is possible to skip the row even if a

certain amount of data (i.e., the bits of the flag) needs to be sent. The frame-based technique

can be implemented with different levels of compression. One of the possible approaches is

TDC architecture Pros Cons
RO-based Simplicity of the design Calibration or a PLL is often re-

quired
Vernier line Resolution below the single de-

lay cell
Extended measurement range
may be expensive in terms of
area

TAC Simple architecture and poten-
tially good resolution

Precise biasing of the ramp gen-
erators is required

Σ-∆ Picosecond level resolution and
rad-hardness can be achieved

Complex design that can be suit-
able only for specific applica-
tions

Table 2.2: Pros and cons of the discussed TDC architectures.

29



Chapter 2. Timing detector basics

based on dividing the matrix in group of pixels indicated as super-pixels. A set of flags indicate

if at least one hit occurred in the super-pixel. In this way, it is possible to skip the superpixel in

case no pixels belonging to it is hit. This solution is similar to the one adopted for the second

FASER pre-production chip (Section 3.4.2).
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As anticipated in Chapter 2, monolithic architectures represent an interesting solution for the

development of particle detectors due to the reduced production costs and budget material.

The integration of the sensitive area and the electronics in the same die also gives the possibility

to reduce the pixel capacitances (no external bonding is required) which helps with the

optimization of the time performance. However, despite the above-mentioned advantages,

the design of this type of architecture is also characterized by many challenges which make

monolithic pixel detectors not as diffused as hybrid ones in HEP applications [88]. Indeed,

hybrid detectors allows a separated and easier optimization of the sensors and the electronics

which also made this solution more attractive for the development of the trackers used in the

LHC at CERN. Despite the above-mentioned reasons, the possibility of using monolithic pixel

detectors has been explored over the last years: [88] discusses that higher input charge-to-

capacitance ratios (Q/C ) in monolithic solutions can lead to a significant reduction of the

power consumption (which in HEP application is a fundamental requirement) but highlights

that an efficient integration of the electronics and the pixel in the same die is particularly

challenging performance-wise. FASER (Section 1.1.2) will be one of the first HEP experiments

featuring monolithic pixel detectors in SiGe BiCMOS technology.

This chapter focuses on the design solutions adopted for the implementation of two pre-

production ASICs for the upgrade of the pre-shower detector of the FASER experiment. The

challenges related to the development of monolithic architectures are highlighted and design

solutions for a functional integration of electronics in pixel area are provided. The main

specifications and an overview of the detector chip are discussed in Section 3.1 while Section

3.3 and 3.4 describe the input charge analog memory system and the digital logic respectively.

In Section 3.2, the front-end system is presented and the measurement results of the first

test-chip prototype are reported. These results were published in the following paper:

[39] F. Martinelli et al. “Measurements and analysis of different front-end configurations for

monolithic SiGe BiCMOS pixel detectors for HEP applications”. In: Journal of Instru-

mentation 16.12 (Dec. 2021), P12038. DOI: 10.1088/1748-0221/16/12/p12038.
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Figure 3.1: Architecture and pixel distribution of the final version of the FASER pre-shower
detector chip.

3.1 General architecture and specifications

As anticipated in Section 1.1.2, the enhancement of the research on dark matter with the

FASER experiment requires the adoption of a high-granularity pre-shower detector able to

sense and correctly distinguish pairs of photons. The latter can be characterized by spatial

separations in the order of few hundreds of µm due to their expected energy (100 GeV - 4

TeV range). For this reason, the final ASIC of the pre-shower (that is going to be submitted

for production in 2022) will feature a matrix of pixels with a 100 µm pitch in both the x and y

direction approximately.

Also for this project, a monolithic architecture has been chosen thus the pixels are integrated

with the rest of the electronics in the same die. Figure 3.1 displays the block diagram of the

final version of the FASER chip. The structure is supposed to be composed of 13 super-pixel

columns, indicated as super-columns. The super-pixels are sub-matrices of 16 by 16 pixels

divided in two groups of 126 pixels each by the super-column logic (yellow area in the central

part of Figure 3.1). More details on this block are provided in Section 3.4.1. The size of the final

chip is 23.2 x 15.3 mm2 while the pixels are characterized by a hexagonal shape with a 65 µm

side (this length is necessary to satisfy the ∼100 µm pitch requirement). The hexagonal shape

of the pixels has been chosen to increase their break-down voltage: a sharper p-n junction can

reach the critical electric field EC
1 with smaller voltages [89, 90]. Therefore, the adoption of

hexagonal shapes is useful to increase the break-down voltage of the p-n junction of the pixel

with respect to a rectangular structure. In this way, it is possible to bias the pixels with higher

voltages potentially leading to better timing performance [26] (a discussion on the topic is also

reported in Section 2.1.1 and Appendix B).

1EC represents the minimum value of electric field in a p-n junction that leads to the onset of the multiplication
regime. Its value is also dependent on the doping profile of the junction. More details in [89].

32



3.1 General architecture and specifications

A 3D representation (not in scale) of the ASIC substrate cross-section is displayed in Figure 3.2a.

As done for the TT-PET project (Section 1.1.1), a monolithic architecture has been chosen to

design a detector ASIC in 130 nm SiGe BiCMOS technology provided by IHP Microelectronics.

This foundry also gave the design group the possibility to integrate a custom high-resistivity

(ρ=350 Ωcm) 50 µm EPI-layer which can be completely depleted with a substrate bias voltage

of −HV < −120 V. Moreover, from the data in [92], it is possible to calculate that this high-

resistivity portion of the substrate allows the production of a 0.5 - 1.0 fC input charge when

the sensor is stimulated by MIPs. For this reason, this value of charge is set as the minimum

of the target input dynamic range. Various simulation analysis performed with GEANT4

platform (see Figure 3.2b) highlighted that photon signals can produce input charges up to

64 fC. Moreover, Figure 3.2b also shows that couples of photons can be characterized by an

asymmetrical charge release in the above mentioned 0.5 - 64 fC input dynamic range.

The FASER detector ASIC needs to satisfy a set of specifications that can be found in [91]. It is

important to underline a required power consumption of less than 7 µW/pixel and a readout

time of ≲30 µs. The latter is a crucial specification that must be satisfied to not compromise

the charge information stored in the analog memories of the pixels. More details will be

provided in Section 3.3.

The final ASIC of the FASER pre-shower detector is supposed to feature 13 super-columns

and will be submitted for production in 2022. However, three different pre-production chips

have been designed and submitted: one of them has 4 super-columns while the other two

only 3. For all of the variants, the size and the characteristics in the vertical direction (referring

to the Figure 3.1) are the same of the final chip. In the 4 super-column base variant, the

pixel pre-amplifiers are connected to MOS-based discriminators while in one of the two 3

super-column versions, this circuit is implemented with a HBT-based input differential pair

(more details will be shown in Section 3.2). Both of the versions have been integrated in

two different ASICs for the testing and comparison of their performance in terms of speed,

noise and input offset. In many front-end system, the input offset is corrected using DACs

(a) (b)

Figure 3.2: FASER chip substrate cross-section representation (a) and GEANT4 simulation of a
typical event in the detector (b) [91].
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for the biasing of local threshold. Indeed, in order to improve the timing performance of the

pre-amplifier, a discriminator solution with small area devices for the differential input pair

is often adopted [87]. However, as explained in [93], small area transistors are more affected

by mismatch effects2 hence local DACs are required for pixel calibration [87]. For the FASER

ASIC, the high pixel density and the requirement of a high detection efficiency (>97%) did

not allow the integration of a local DAC per pixel. Therefore, the adopted solution is based

on dividing the matrix in 8 regions and use a single 8-bit DAC for each of them to set their

local threshold. This solution represents a compromise to deal with the mismatches of the

front-end systems in large ASICs. The BJT version of the discriminator should further improve

the characteristics of the chip in terms of mismatch, making the above-mentioned solution

more efficient. Indeed, a simulation analysis showed that the input offset of BJT discriminators

is approximately 3 times smaller that the one shown by the MOS transistor-based version. In

BiCMOS technological nodes, bipolar transistors are usually vertical implantation devices

in which the doping profiles are sharper and more precise if compared to horizontal MOS

transistors. This explains the reduced mismatch of HBT-based amplifiers.

The third variant of the pre-production chip is featuring Linear Feedback Shift Registers (LFSR)

as counters connected to the discriminator for the measurement of the input charge: the

latter is calculated by counting the number of a reference clock cycles within the Time-Over-

Threshold (TOT) i.e., the period of time in which the discriminator is activated. This chip

variant is particularly inefficient in terms of dead area since the integration of the counters

required a three times thicker super-column logic (Section 3.4.1). However, this chip has been

designed as a safe variant and to compare its performance and efficiency with the analog

memory version of the front-end.

3.2 Front-end system

This section presents a monolithic pixel detector test-chip developed to study different design

solutions to be used for the high-precision pre-shower upgrade of the FASER experiment at

CERN. The prototype chip presented here, also indicated ad Prototype-0, was designed to

study the integration of the front-end electronics (or part of it) in the sensor area, a solution

explored to minimise the detector inactive area, that is a potential limiting factor of monolithic

architectures. A photograph of the prototype chip is shown in Figure 3.3 (right). The pixel

matrix of the ASIC is composed by two superpixels, as seen in Figure 3.3 (left), each featuring

16 × 4 pixels with a 200 × 50 µm2 area3, a Time-to-Digital Converter (TDC) and a digital

2A couple of nominally identical MOS transistors, because of mismatches given by doping fluctuations, will
show different values of threshold voltages. Their difference is characterized by a standard deviation that follows
Pelgrom’s relation σ∆(Vth ) = AVth

/
p

W L, where AVth
is a paramenter depending on the MOS characteristics (such

as doping concentration and oxide thickness) and W L is the transistors’ area. For this reason, smaller devices are
more affected by mismatch effects. More details in [93].

3The pixel area and shape implemented in this prototype were those considered for the FASER high-precision
pre-shower at the time of the submission of this ASIC. Successive full-simulation studies have shown that the
optimal pixel size is hexagonal with 65 µm side (corresponding approximately to a pixel pitch of 100 µm), which
has been adopted for the final ASIC, as described in Section 3.1
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Figure 3.3: Super-pixels and pixel size (left) and a photograph of the prototype ASIC (right);
the ASIC total area is 1.7×2.6 mm2.

readout logic placed in the 72 µm thick region highlighted in orange in Figure 3.3.

3.2.1 Pre-amplifier and discriminator design

The sensor implemented in this prototype chip is a PN junction operating in reverse bias. In

this mode, the anode is connected to the p-doped substrate of 50Ωcm bulk resistivity while

the cathode is an n-well with an elongated hexagonal shape, as described before. When a

negative voltage HV=-120 V is applied, a depletion region of approximately 20-25 µm is created

in the substrate. Such depletion region leads to the generation of 1200-1800 electron-hole

pairs [92] when a minimum-ionizing particle passes through the sensor.

The pre-amplifier is the first stage connected to the sensor (depicted as a diode in reverse

bias in Figure 3.4). The pixel n-well is biased at a low voltage through a polycrystallin silicon

443 kΩ resistor. The pre-amplifier features a single-ended BJT-based first stage with active

load. The latter provides a bias current of few µA and is implemented with a PMOS transistor.

Since the connection with the pixel sensor is in AC, an additional bias is needed for the base

current of the bipolar transistor. For this purpose the block on the left part of Figure 3.4 is

used, in which the MOSFET on the right, used as a feedback impedance, is able to show a

resistance of several hundred kΩ (simulations highlight a value of approximately 670 kΩ for a

feedback bias current of 30 nA). The AC coupling capacitor is implemented with several PMOS

transistors whose body terminals are connected to the n-doped cathode of the pixel and the

gates, shorted to sources and drains, to the base of the BJT.

The first stage of the front-end system behaves as a charge amplifier, capable of produc-

ing output voltage signals directly proportional to the charge injected at the input. Indeed,

simulations show that the condition of Equation 2.6 is satisfied. The main contribution of

the feedback capacitance C f is given by the base-collector capacitance of the BJT and it is
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Figure 3.4: Pre-amplifier architecture. The stage and resistance values highlighted in red refer
to the inverting solution that characterizes only one of the flavours adopted for the test chip.

approximately C f ≈CBC ≈ 2fF. Moreover, considering an input resistance Ri n ≲ 100 kΩ and a

voltage gain Av in the order of few tens, the pole described in the second term of Equation

2.6 will lay in the 100 MHz range. Because of the above-mentioned 20-25 µm depletion of

the substrate, the input signals of the pre-amplifier will have rise times in the order of few

hundreds of picoseconds. Therefore, the spectrum of these signals will be over the first pole

of the system and the amplifier will work in integration regime i.e., as a charge amplifier. As

explained in 2.2.1, this solution is useful to cope with noisy environments and to improve the

timing performance. More in detail, considering the small signal model, the voltage gain of

the first stage is

Av1 = ZO

1
Z f

− gm rπ
rπ+(1+β)RE

1+ZO/Z f
, (3.1)

where ZO is the output impedance of the stage (mainly given by the impedance of the bias

PMOS connected to the collector), RE is the 50 Ω emitter resistance and Z f is the feedback

impedance of the HBT. The latter can be estimated as the parallel between the C f impedance

and the resistance shown by the feedback block depicted on the left of Figure 3.4. Simulations

show that the value of RE is small enough to justify the following approximation

Av1 ≈ ZO

1
Z f

− gm

1+ZO/Z f
. (3.2)

RE has been integrated to improve the stability of the system, acting as a negative feedback in

order to compensate potential spurious feedbacks through the ground line or temperature

variations. However, because of its small value, RE has a negligible effect on the gain of the

system.

The way the feedback block is connected to the HBT can have different effects on the char-

acteristics of the pre-amplifier. In the first prototype designed for the FASER pre-shower, the
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Figure 3.5: Configuration of the first pre-amplifier stage integrated in the first prototype (left)
and the pre-production chip (right) for the FASER pre-shower.

circuit can be redrawn as in Figure 3.5 on the left. Using the Kirchhoff’s law, it is possible to

highlight that

VGS =VDS +V ∗. (3.3)

In this circuit, the voltage V ∗ is equal to the gate-source voltage of M1, V ∗ =VGS−M1. Since

M1 is biased with a current in the order of few tens of nA, this MOSFET works in Weak

Inversion. For this reason, and as confirmed by simulations, VGS−M1 =V ∗ will be relatively

small compared to VGS and VDS , leading the second MOS of the feedback block towards

saturation and, consequently, increasing its output resistance. This solution, that has also

been implemented for the ASIC for hybrid pixel detector described in Chapter 5, is useful

to increase the gain of the pre-amplifier. In the second ASIC for the FASER pre-shower, the

connection of the feedback block is different as reported in Figure 3.5 on the right. This time

VGS = VGS−M1 that, for the same reason mentioned above, will be significantly below the

threshold voltage of the MOSFETs. As highlighted by Equation 3.3, a small VGS leads to a small

VDS and, for this reason, this solution will push the second MOS of the feedback towards the

linear region, reducing its output impedance and the voltage gain of the pre-amplifier. Two

main considerations related to the pre-amplifier configurations are reported below:

• because of the expected rise time of the input signals, the main contribution to the gain

of the pre-amplifier is given by the capacitance C f that will dominate R f in the feedback

impedance Z f . Hence, in the FASER pre-production ASIC the first pre-amplifier stages

are expected to show similar performance in terms of gain compared to the ones of the

first prototype.
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• full-simulation studies performed after the production of the first prototype highlighted

that the expected input charge range spans between 0.5 and 64 fC. The latter is slightly

larger than the one expected during the design of the Prototype-0. The second configu-

ration is characterized by a better TOT linearity and range, especially for large charges

(>5-10 fC). In this case, the rise of the output signal (due to a negative input) would

lead to a situation in which the MOSFETs of the feedback current mirror are better

biased (i.e., larger drain-source and gate-source voltages) . The discharge of the output

signal would therefore be (approximately) linear. In the Prototype-0 configuration, large

charges and the consequent rise of the output would turn off M1 for a certain period

before the discharge. Its gate would rise to the positive supply and this would make the

output discharge in a less linear fashion. Because of a larger input charge range, the

second configuration represents a more optimal solution for the pre-production ASIC

and its future iterations.

The gain of a charge amplifier is largely dependent on its feedback capacitance C f . As ex-

plained before, in the solution presented in this section, C f is mainly given by the parasitic

base-collector capacitance of the HBT. An extensive analysis based on Monte Carlo simula-

tions highlighted that process variations and the consequent variability of C f have a negligible

impact on the performance of the pre-amplifier. Indeed, as anticipated in the previous sec-

tion, HBTs in the SiGe BiCMOS technology are vertical implantation devices. Therefore, the

behavior of their parasitics is less subject to mismatches and process gradients compared to

MOSFETs.

The second stage of the pre-amplifier is used to increase the voltage gain of the system by a

factor Av2 ≈ RC /RE where RC and RE represent the collector and emitter resistances. It is also

lowering the output impedance of the pre-amplifier, making it more robust to routing. The

coupling with the first stage is in DC, hence this stage does not need another bias system for

the base current.

The third stage, highlighted in red in Figure 3.4, is an additional gain stage used to produce

an output signal (outDrv2) with the same polarity of the input of the pre-amplifier system

(inPreamp). This particular configuration is featured only in one of the pre-amplifier variants

that have been integrated in the test-chip. The design process of this configuration aimed to

implement a structure in which the stability of the amplifier was the main optimization param-

eter to take into account. Indeed, outDrv2 follows the same behavior of inPreamp inducing

a negative feedback that is meant to avoid unwanted oscillations, making this architecture

suitable for an integration inside the active area of the pixel. This configuration presents a

second stage with a reduced gain compared to the other (10 and 15 kΩ instead of 15 and 5

kΩ as indicated by the red labels of the resistors in Figure 3.4) in order to further reduce the

impact of the output (outDrv1) that shows a positive feedback coupling with the pixel. The

other pre-amplifier flavours only feature the part of the circuit depicted in black in Figure 3.4.

The differences among these configurations will be described in Section 3.2.2. More details

about the techniques to improve the stability of the system are reported in Section 3.2.3.

Simulations show that the 433 kΩ pixel bias resistor is responsible for ∼10% of the total noise
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Figure 3.6: Discriminator schematic and connection to the pre-amplifier.

on the output of the pre-amplifier. The other main contributions are provided by the feedback

block and the bias PMOS connected to the collector of the HBT of the first stage (≲20% each).

Moreover, the performance in terms of noise of the front-end systems satisfies the specifica-

tions, as confirmed by simulations and by measurement results (Section 3.2.4). The solution

based on using a resistor to bias the pixel was adopted for its simplicity. The schematic of

the discriminator chosen for the front-end is reported in Figure 3.6. The differential pair is

designed also in this case using SiGe HBTs with a PMOS-based active load. The threshold of

the circuit is set through the global threshold signal thg l obal , distributed to the front-end of

every pixel in the chip, and a local threshold thl ocal . As it will be explained in Section 3.2.3, the

design of the discriminator plays an important role in the stability of the front-end, especially

when the system is integrated in pixel.

The presented front-end chain contains various AC coupling connections. This solution can

lead to potential baseline drifts in the case of high signal rates (if it is not properly handled).

However, the FASER pre-shower is expected to be characterized by relatively small (muon)

background rates in the order of ∼0.5 Hz/cm2. Therefore, the aforementioned AC coupling

connections are not expected to have a negative impact on the performance of the ASIC.

3.2.2 Flavours adopted for this FASER prototype-chip

The aim of this prototype chip was to perform an analysis of several front-end configurations

and to choose the best solution for the final full-reticle ASIC of the FASER pre-shower. These

configurations are characterized by different degrees of integration in pixel of the electronics.

In general, integrating circuits inside the sensitive area can lead to an increase of the detector

capacitance and, consequently, to a reduction of the SNR. Therefore, the noise performance

of the versions of the front-end with many blocks in pixel were expected to show worse

performance in terms of noise. Further details will be provided in Section 3.2.4.

Figure 3.7 shows the floorplan of the front-end variants:

• the first one, reported in purple, features the whole front-end outside the pixel. Because
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Figure 3.7: Distribution in the pixel matrix of the front-end variants of this test chip.

of the demanding specification of the final FASER ASIC in terms of dead area and pixel

density, this version will not be inserted in future iterations of the chip. However, it

was integrated in the presented prototype ASIC to compare its performance with the

other versions of the front-end: this solution was expected to be the least critical one

for the stability and noise thus it can be used as a reference for the evaluation of other

configurations.

• the pixel reported in yellow feature a front-end with only the pre-amplifier inside the

pixel. The gain of this architecture was expected to be smaller than others since increas-

ing the length of the routing that connects the output of the pre-amplifier with the driver

can significantly reduce the band-width and the gain of the system.

• in blue and green the pixel configurations with pre-amplifier and driver integrated in

the sensitive area are reported. In particular, the green ones indicate the solution with

an additional inverting stage to further improve the stability (reported in red in Figure

3.4).

• finally, the configuration reported in red, has all its blocks, including the discriminator,

integrated in the pixel well. As it will be highlighted in Section 3.2.3, particular care was

dedicated to the layout of this architecture in order to reduce self-induced oscillations.

During the design process, the last three solutions were expected to be the best candidates to

be integrated in the final chip of the FASER detector because they are the least demanding in

terms of dead area. Their performance and a more detailed comparison of the configurations

are reported in Section 3.2.4.
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Figure 3.8: Layout of 2×2 pixels (left) and zoom (right) on the shielding line to reduce the
cross-talk between the output of the discriminator and the adjacent pixel wells.
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Figure 3.9: Discriminator output and pixels signal with (right) and without (left) cross-talk
protection lines for an input charge of 0.5 fC.
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Figure 3.11: Example of self-induced noise compensation line. The metal2 line is connected
to the negative discriminator output to increase the coupling with the pixel well and avoid self
oscillation induced by the effect of the positive output.

3.2.3 Cross-talk compensation and layout

A crucial part of the design process focused on the optimisation of the layout. An extensive

simulation campaign was launched to analyze the performance of the chip. Layouts with 2×2

pixels sub-matrices featuring various front-end configurations were simulated to evaluate the

effects of coupling between discriminator output lines and neighbouring pixels, as seen in

Figure 3.8 (left). The analysis showed that, if no shielding line is included in the layout, the

falling edge of the discriminator output of pixel 0 of Figure 3.8 can induce a spurious hit on

another pixel (in this case, pixel 1) as it is reported in the plots of Figure 3.9 (left). The shielding

lines avoid this problem, as seen in Figure 3.9 (right), without any significant impact on the

discriminator performance.

As mentioned in Section 3.2.2, the front-end configuration that present a complete integration

of the discriminator inside the pixel active area may be critical for the stability of the system.
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Indeed, as clearly shown in Figure 3.10, the coupling between the discriminator output and

the pixel could generate a positive feedback leading to unwanted oscillations of the front-end

chain. In the present prototype the problem was solved inverting the polarity of the output

of the discriminator and increasing its coupling with the pixel exploiting additional metal

lines as shown in Figure 3.11. This compensation technique led to a correct behavior of the

front-end (orange curves in Figure 3.10).

During the process of integration of the metal fillers in the ASIC, the regions of the pixels

and the front-end systems were excluded. In this way, potential negative effects of the fillers

on the performance of the amplifiers are prevented. The same solution was adopted for the

pre-production ASIC.

3.2.4 Measurements and comparisons

The ASIC has been tested and qualified with the UNIGE USB3 GPIO system that was initially

developed by the engineering team of the Département de Physique Nucléaire et Corpuscu-

laire (DPNC) of the University of Geneva for the Baby-MIND experiment at CERN [94]. The

GPIO system includes a readout board that uses an Altera Cyclon V FPGA that can control

several detectors at once.

All the measurements reported in this section were performed setting the power consump-

tion of the chip at 144 mW/cm2 thus within the 150 mW/cm2 specification of the FASER

experiment.

Calibration

As shown in Figure 3.6, the front-ends of this prototype feature a global threshold thg l obal

signal connected to the base of the negative input of the discriminators. In addition to this

global threshold, each pixel also features a 6-bit Digital-to-Analog Converter (DAC) used to set

the local threshold thl ocal . The role of this signal is to bias the positive input of the discrimi-

nator and move the threshold of the discriminators with respect to thg l obal . The thlocal of

each front-end can be set independently of each other to compensate for mismatch effects

and guarantee that the equivalent threshold is as uniform as possible across the matrix.

For a certain value of thg l obal , the calibration algorithm is based on a scan of the local thresh-

old for each pixel performed by changing the input of the associated DAC. In this way, it is

possible to obtain the values of the input codes of the converter that make the discriminator

output switch. Indeed, in a certain range of thl ocal the baseline of the input will be so close to

its threshold that the noise will activate the discriminator multiple times. The correct value

of DAC input for the calibration is chosen such that the noise hit rate is low (in the 0.1 - 0.01

Hz range). The fastest way to perform this operation is to make a simultaneous scan of all

pixels. However, the activation of several discriminators at the same time will produce peaks

of absorption that can compromise the accuracy of the calibration process. Measurements

highlighted that the difference between the threshold value obtained with the calibration of a

single pixel and the one given by a simultaneous scan of the whole chip can be up to 22% of
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the DAC dynamic range. For this reason, an alternative process was developed in which the

pixels were divided in eight groups such that the calibration was performed independently for

each group. An efficient distribution of the mapping of these eight groups of pixels is displayed

in Figure 3.12: the distance maintained among the pixels of the same group drastically reduces

the calibration error to values up to 1 Least Significant Bit (LSB) of the local DACs, i.e. less

then 3% of their dynamic range.

Figure 3.13 displays the results of the threshold calibration. Figure 3.13a shows the values

of the DAC codes associated to the local threshold of the pixels while Figure 3.13b displays

the distribution of the average LSB of the converters in the matrix. The LSB was calculated

performing a calibration with four different values of the global threshold (0.95, 1.00, 1.05 and

1.10 V) and evaluating the corresponding calibration code for each pixel. At this point, the

average LSB of the i -th pixel LSBi can be obtained as

LSBi =
∆(thg l obal )

µ(∆(Oi ))
, (3.4)

where ∆(thg l obal )=50 mV is the global threshold step implemented for the measurement and

µ(∆(Oi )) is the average value of the difference between the code obtained for a given global

threshold and the previous one. In these two plots, it is possible to highlight an asymmetry

between the DAC outputs of the pixels on the left (even pixels) and right (odd pixels) portion

of the matrix: this effect can be attributed to a gradient in the fabrication process of the chip

and to asymmetries in the converters. The decreasing trend of the average LSB in Figure 3.13b

can also be associated to process gradients and to voltage drops on the supply.

Figure 3.13c shows the distribution of the equivalent threshold of all the front-ends in the

chip. The threshold Vth,i of the i -th pixel is calculated combining the information of the two

previous plots as

Vth,i =VDD − (10+Oi )LSBi , (3.5)
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Figure 3.12: Mapping of the pixels in the eight groups used for the threshold calibration.
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Figure 3.13: DAC code (a), DAC average LSBs (b) and front-end threshold (c) distribution in
the prototype chip. The x-axis indicates the pixel number. The pixel are labeled from bottom
to top of Figure 3.7 and split in even and odd on the right and the left part of the chip. The
results in (a) were obtained setting the global threshold at 1.1 V.
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where the factor 10 is associated to a current offset of 10 LSBi on the output of the converter.

The asymmetry between even and odd pixels and the decreasing trend of the LSBs cannot

be deduced by the plot of Figure 3.13c because the latter only describes the dispersion of the

equivalent threshold given by mismatches of the electronics, i.e. without the contribution

of DAC. The plot also highlights a threshold dispersion ∼30 mV (exact values are reported

in Table 3.1). In addition, it is possible to notice that the pixels with the whole front-end

integrated in the sensitive area are showing a higher threshold than the others. This effect is

caused by the fact that, in this configuration, the PMOS transistors of the discriminator share

the body with the pixel n-well, thus their threshold voltage is different from the one associated

to PMOS integrated in external wells.

The DACs integrated within the test-chip are based on a multiple current mirrors architecture

in which the i -th input bit drives a mirror that doubles i times a bias current (LSB). The

variation of the LSBs showed in Figure 3.13b is caused by the mismatches of the converters.

Because of the size of the DACs and their dispersion (a better matching would be obtained

with bigger MOS transistors [93]) this architecture will not be integrated in future prototypes

of the FASER experiment.

The final ASIC will feature either R-2R ladder DACs [95] (characterized by a more compact

architecture) or a set of converters placed in the periphery of the chip that will calibrate small

sub-matrices. This choice is motivated by the small threshold dispersion obtained in the

test-chip and also by the significantly larger number of pixels that will be integrated in the

final FASER ASIC. Moreover, the gain measurements reported in the following section confirm

that the threshold dispersion is small enough to make the system able to meet the experiment

requirement on the minimum input charge to discriminate (1 fC) even without using the local

DACs.

Tests with 113Cd and 55Fe sources

A 109Cd radioactive source was used to measure the gain of the front-end circuits. The emission

spectrum of this radioisotope is reported in [96]. The gain evaluation was performed with

a threshold scan as displayed in the representation of Figure 3.14a: using the calibration

data, the local threshold was set to an initial value close the baseline and then decreased (or

increased, depending on the chosen front-end configuration). For each threshold step, the

Configuration σVth [mV]
All f.e. outside pixel 32.3
Only pre-amp. in pixel 26.9
All f.e. in pixel, inv. stage 30.8
Pre-amp. and driver in pixel 23.4
All f.e. in pixel 27.1

Table 3.1: RMS threshold dispersion σVth for each front-end configurations integrated in the
chip.

46



3.2 Front-end system

scan
baseline

threshold

(a)

Gain*Qin

(b)

Figure 3.14: (a) Threshold scan representation for gain evaluation and (b) event rate as function
of the threshold for different front-end configurations. The x-axis of (b) is referred to the
baseline.

events were acquired and the event rate recorded. Figure 3.14b shows the result of one of such

measurements. The data were then analyzed using the fitting function

FC d (x) =


N ·erfc

(
x −µp

2σ1

)
+0.28 ·N ·erfc

(
x −1.13µp

2σ2

)
+a +bx + cx2 x ≤µ−2σ (3.6a)

N ·erfc

(
x −µp

2σ1

)
+0.28 ·N ·erfc

(
x −1.13µp

2σ2

)
+d x >µ−2σ (3.6b)

where N , a, b, c, d , σ1,2 and µ are the fitting coefficients and erfc(x) is the complementary

error function4. The values 1.13 and 0.28 in the function are obtained evaluating the emission

spectrum of the source and its peaks [96]. The polynomial is added to be able to fit the first

part of the curve, related to the region in which the threshold is close to the baseline. The

charge gain in mV/fC is equal to µ/0.98 because the ∼22 keV photons emitted by the 109Cd

source generate a ionization charge of approximately 0.98 fC in the 20-25 µm depletion zone

of this sensor. Figure 3.15 shows the value of the gain obtained with the above-mentioned

method for some of the pixels for five of the front-end configurations under study.

A 55Fe radioactive source was used to measure the ENC associated to the front-end amplifiers.

The 55Fe emission spectrum is characterized by a main peak at an energy of ∼5.9 keV [97],

that produces approximately 1650 e- in the depletion region of our sensor. This charge is low

enough to guarantee a linear response of the amplifiers. In addition, the 55Fe peak is narrower

4The function erfc(x) = 1−erf(x) = 2p
π

∫ ∞
x e−t 2

d t where erf(x) = 2p
π

∫ x
0 e−t 2

d t is the error function.
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Figure 3.15: Gain of a selection of pixels that have been measured with the 109Cd source for
the five front-end configurations.

than the 22 keV peak produced by the 109Cd radioisotope that generates an input charge of

approximately 1 fC ≈ 6240 e-. Because of the narrower peak and lower energy, the 55Fe source

is more suited to analyze the noise contribution of the front-end system and was used for our

measurements.

A threshold scan was performed with the 55Fe source and the event-rate data were fitted with

the function

FFe (x) = N ·erfc

(
x −µp

2σv

)
+9.3 ·N ·erfc

(
x −0.9µp

2σv

)
(3.7)

to calculate the σv component of Equation 2.7 and from it obtaining the equivalent-noise

charge as

E NC = σv

Gc
, (3.8)

where Gc is the charge gain of the amplifier measured with the 109Cd source. Figure 3.16 shows

the event rate distribution as a function of the threshold obtained with the 55Fe source for one

of the pixels of the matrix.

Performance and comparison

Table 3.2 reports a summary of the measurements performed on one channel for each front-

end configurations integrated in the ASIC. The configuration in which the front-end system is

completely outside the pixel is the one that shows the second best performance in terms of
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Figure 3.16: Event rate as a function of the threshold obtained with a 55Fe radioactive source.

noise. Integrating the electronics outside the sensitive area is useful to reduce the noise on the

pixel induced by the amplifiers. The gain of the architecture is one of the highest among all

because, despite the connection with the pre-amplifier input is longer than the other versions

(in which at least the first stage of the front-end is inside the pixel), the capacitance of the

sensitive area is smaller since no triple-well is needed for the integration of the electronics.

However, this solution is the one that requires using the most area outside the pixel and it is

vulnerable to the scaling of the pixel density and, as anticipated in Section 3.2.2, it will not be

adopted in the final FASER chip.

Integrating only the pre-amplifier inside the pixel leads to a significant reduction of the charge

gain. This effect is caused by the need of a longer connection between the pre-amplifier

and the driver and consequently of the increase of the output capacitance of the former

which results into a reduction of its bandwidth. Moreover, a longer pre-amplifier output line

increases the coupling with the pixel in which the circuit is integrated. The first stage of the

front-end is inverting the pixel signal leading to a negative feedback with the sensor. Therefore,

a more intense coupling (due to the longer lines) is further reducing the charge gain.

The configurations with a third (inverting) stage is characterized by the largest measured

gain. The additional block is improving the decoupling between the first driver and the

discriminator resulting into an increase of Gc . However, a second driving stage worsens the

noise performance of this solution which makes it the worst in terms of ENC among all.

The front-end variants that include every stage inside the sensitive area of the pixel are
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Configuration σv [mV] Gc [mV/fC] E NC [e-]
All f.e. outside pixel 4.2 ± 0.2 159 ± 1.0 165 ± 9
Only pre-amp. in pixel 2.5 ± 0.1 96.8 ± 0.5 161 ± 9
All f.e. in pixel, inv. stage 6.9 ± 0.5 179 ± 1.0 241 ± 19
Pre-amp. and driver in pixel 3.8 ± 0.2 133.7 ± 0.6 178 ± 9
All f.e. in pixel 5.4 ± 0.4 148 ± 1.0 228 ± 20

Table 3.2: Noise contribution (σv ), charge gain (Gc ), ENC of one channel for each front-
end configurations integrated in the chip. The error associated to Gc does not represent
the channel-to-channel dispersion but is the uncertainty on the gain measurement of the
analyzed channel.

characterized by the second worst ENC performance. Also, the charge gain is not the highest

among the designed configurations because, as explained before, the triple-well in which

the circuits are integrated increases the sensor capacitance. This explains also the noise

performance. Similar performance in terms of gain but better ENC are achieved by the

configurations with only pre-amplifier and driver in pixel. In this case the exclusion of the

discriminator inside the sensitive pixel area significantly improves the noise level of the front-

end and reduces the ENC. The last two solutions represent a good compromise between

performance and compactness, a crucial requirement for the design of the final version of

the FASER pre-shower chip. For this reason, they will be taken into consideration for the next

iterations.

Table 3.1 showed that all the solutions are characterized by a threshold dispersion ∼30 mV, or

smaller, in some configurations. In particular, the variant with the discriminator outside the

pixel shows a peak-to-peak dispersion of 6 ·σVth = 140.4 mV and an average gain around 130

mV/fC. This front-end configuration will therefore meet the specification of the high-precision

FASER pre-shower to be able to discriminate input charges of Qi n ≳ 1 fC even without using

local DACs for pixel-to-pixel calibration. As anticipated, this solution will be investigated for

future implementations of the chip.

3.2.5 Future developments and alternative solutions

Other front-end architectures will be investigated for future iterations of the ASICs for the

FASER experiment. One of the analyzed design solutions is displayed in Figure 3.17 and

it is indicated as peak-measuring system. This architecture has been integrated in various

chips and tested for the evaluation of its performance. The main goal of this solution is the

maximization of the TOT dynamic range.

The system works as follows: the pre-amplifier is connected to a switch that when no event

occurs is closed. The output of the switch Outswi tch is fed in the input of a follower and

discriminator that will compare the analog signal with the threshold T h. The discriminator

output is then connected to a tunable delay line designed as a set of current-starved digital

inverters. When an event is sensed, the outputs of the delay line, Outdi sc−pos and Outdi sc−neg ,

will open the switch. At this point Outswi tch will be linearly charged (or discharged, depending
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on the polarity of the signals) to the baseline. The charge (discharge) process is implemented

through a PMOS (in blue in Figure 3.17) or a NMOS (in red in Figure 3.17) transistor that

usually carries a current up to few hundreds of nA. This current does not have any significant

impact on the waveform of Outswi tch during the first edge of the signal. Moreover, the delay

line and the above-mentioned charge/discharge current can be tuned during chip calibration

in order to maximize the dynamic range of the TOT. In the chip, the peak-measuring system

can also be deactivated keeping the switch always closed. In this way, the pre-amplifier would

directly be connected to the input of the follower even during the trailing edge. This solution

is useful to analyze the impact of the peak-measuring system on the front-end comparing its

performance with the ones shown by the circuit when the switch is always connected.

Tests with laser source

The tests of the front-end with the peak-measuring system were performed by stimulating

the chip with an infrared laser source. The FPGA of the GPIO was programmed to produce

a periodic low frequency (∼70 Hz) signal to be connected to the reset pin of the ASIC with

the front-end electronics under test. The GPIO board also produces a signal used as laser

trigger characterized by the same period of the reset signal. As shown in the representation of
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Figure 3.17: Peak measuring system schematic and working principle.
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Figure 3.18: Laser trigger, reset (active low) and slow discriminator output signals for the tests
of the peak-measuring system.

Figure 3.18, the pulse of the laser trigger is sent around the positive edge of the reset signal

with a delay that can be tuned by the FPGA controller (with a minimum step of 20 ns, i.e. the

period of the FPGA clock) and an external delay line (with a 500 ps minimum step). If the

laser trigger is sent before the positive edge of the reset, which in this case is active-low, the

pixels of the chip may be stimulated in a period in which the ASIC is not able to produce any

output (blue in Figure 3.18). On the other hand, when the laser trigger is sent after the reset

edge the output of the discriminator of the stimulated front-end will be latched and readout,

producing the signal indicated as slow discriminator output (SDO). This means that, in the

situation depicted in green in Figure 3.18, the SDO turns low after the positive edge of the

reset and then switches to high again when the laser stimulates the chip.

The goal of the measurement setup is to analyze the rate of the transitions of the SDO signal as

function of the relative temporal position of the laser trigger and the positive edge of the reset

signal for the evaluation of the TOT and its jitter. Indeed, starting from the scenario depicted

in blue in Figure 3.18 and reducing the delay between the laser trigger and the reset, it is

possible to see a gradual increase of the transition rate of the SDO. The slope of the event rate

characteristics is directly related to the jitter of the trailing edge of the output of the front-end,

i.e. of its TOT. After this phase, reducing further the laser trigger delay leads to a scenario in

which the SDO is always high, i.e. a 100% rate is detected: in this case, the reset edge always

lays in the period in which the discriminator output is activated. Finally, moving further the

trigger towards the reset edge, the SDO will show the behavior reported in green of Figure 3.18.

The rate of the transition of the SDO in this phase is directly related to the jitter of the rising

edge of the front-end output, i.e. the ToA.

Figure 3.19 displays the event rate distribution of the SDO for various laser intensities (reported

in terms of attenuation) showing a comparison of the performance when the peak-measuring
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Figure 3.19: Event rate as function of trigger delay for various laser intensities. The results
with the peak-measuring system activated were obtained choosing bi asdel ay = 17µA and
bi asdi schar g e = 40 nA.

system is activated and when it is not. In the system under analysis, a reduction of the laser

attenuation of 2.5 % corresponds to an increase of input charge of approximately 1 fC. This

value has been calculated stimulating various analog channels in the ASIC under test and

comparing the outputs with the ones obtained with a 109Cd source. The TOT and the corre-

spondent jitter have been evaluated by performing a fit of the event rate with error functions

er f c(x) and er f (x) as done for the gain and noise analysis of the FASER prototype front-end

(described in Section 3.2.4).

The measurements confirm a significant increase of the TOT dynamics when the switching

system is enabled: as shown in Figure 3.20a, the TOT spans in a 100 ns to 280 ns when the

peak-measuring system is activated and in a 38 ns to 63 ns when it is not in an equivalent

∼8 fC input charge range. This effect is caused by the above-mentioned linear discharge of

the output of the pre-amplifier which leads to an increase of the TOT range but also of the

corresponding jitter due to the smaller slope with which the input of the discriminator crosses
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Figure 3.20: TOT (a) and jitter over the average TOT variation (b) as function of laser attenua-
tion.

the threshold of the front-end. Measurements highlight a 3.3 ns average TOT jitter when the

peak-measuring system is not enabled and 8.9 ns when it is activated. However, the large TOT

dynamics in the second case leads to better performance in terms of relative jitter as reported

in Figure 3.20b. This parameter was calculated as the ratio between the absolute jitter and

the average TOT characteristics slope. The results shown in Figure 3.20b demonstrate that

the relative jitter performance of the architecture when the peak-measuring is enabled can

significantly smaller than the ones obtained without its activation.

A fit on the other edge of the event rate characteristics also allowed obtaining an estimation of

the jitter of the ToA. The average value of this parameter for the chosen laser intensities is ∼95

ps. However, potential jitters of the reset signal and the laser trigger generated by the GPIO

FPGA and internal noise on the logic for the reset of the ASIC under test make the reported

value an upper limit of the ToA jitter that can potentially be significantly smaller.

The value of the TOT for a certain Qi n is heavily influenced by the discharge current which

is used to regulate the slope of the input of the discriminator during the trailing edge. The

distribution of the TOT versus this current is reported in Figure 3.21. The plot shows, as

expected, a hyperbolic behavior of the TOT which demonstrates that the slope of the front-end

output decreases approximately in a linear fashion with the discharge current. From the figure,

it is also possible to highlight that the TOT can be extended up to few microseconds if small

currents (≲10 nA) are set.

The measurements reported in this section demonstrate the efficiency of the proposed archi-

tecture that will be further developed and implemented in future ASICs.
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Figure 3.21: Average TOT as function of the discharge current. This characteristics was calcu-
lated setting the laser attenuation at 68%.

3.3 Analog memory and MUX

Simulation analysis on the FASER experiment (see Figure 3.2b) highlighted that, in order

to better reconstruct the electromagnetic showers, charge information associated to the

events sensed in each pixel need to be measured and stored to detect clusters of hits. As

explained before, in one of the three variants of the submitted pre-production ASICs the

charge is measured by evaluating the TOT with a set of counters. However, this solution

features various problems including the large dead area needed for the integration of the

required logic. A more compact architecture featuring analog memories has been chosen for

outDrv

VDD

GND

Cmem=1.4 pF

biasDischarge

resetbiasIdle

ANALOG MEMORY

To Flash-ADC

Th

DISCRIMINATOR

P1

P2

P3

P4

N1

Figure 3.22: Analog memory schematic.
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Figure 3.23: Simple (a) and proposed (b) design solutions for the implementation of the analog
multiplexer. In this picture a 3-bit example is reported.

the other two versions of the FASER ASIC. As for the counter-based solution, also in this case

a charge-to-time conversion is implemented: when an event occurs the discriminator will

activate a circuit designed to charge, with a constant current, a Metal-Insulator-Metal (MIM)

capacitor. The voltage on this capacitor will be directly proportional to the TOT and, therefore,

to the intensity of the sensed event. The schematic of the analog memory control circuit is

reported in Figure 3.22. The output of the discriminator is connected to the gate of two PMOS

transistors, P1 and P2, used as switches. When an event is sensed, these PMOSTs will activate

a path between one of the nodes of the MIM 1.4 pF Cmem capacitor and ground, charging

it with a current that depends on the one of the NMOS N1. The latter is used to control the

charging speed of the capacitor and its current is set with a 8-bit global DAC. The PMOS P4

acts as a reset device which, when activated, increases the voltage of the output node of the

analog memory consequently discharging Cmem . P4 is used as a switch and its gate is driven

by the super-column logic. The transistor P3 is required to deal with the leakage currents Ileak

of the switches: setting its current IP3 such that Il eak ≪ IP3 ≪ IN1 , P3 will prevent the leakage

to charge Cmem when the system is in idle state without compromising the normal behavior

of the system when an event has to be sensed.

The output of the analog memory of a certain pixel is connected to the input of a 4-bit flash-

ADC. The latter is shared with the remaining 255 pixels of a super-pixel. During readout, the

ADC will convert the input charge data by polling all the elements in a super-pixel through a

256-to-1 analog multiplexer (MUX). A fully functional implementation of this block required

to deal with some challenges that could compromise the measurement of the charge stored

inside the MIM capacitors. The simplest design for an analog MUX is displayed in Figure 3.23a.
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Figure 3.24: Impact of the charge sharing in the simple (a) and proposed (b) solutions for the
analog multiplexer. The simulations have been performed on the 256-to-1 (8-bit) schematic
integrated in the pre-production chip. In the plot (b), the drop of the switch output before the
rising edge of the gating signal is due to a reset signal used to discharge the output capacitance
of the MUX before reading another pixel. More details in Section 3.4.1.

In this 3-bit (8 elements) example, each pixel is associated to a single switch, all connected to

the same line. Despite its simplicity, this architecture shows several problems including the

need of an additional logic able to generate the correct gating signals to poll all the capacitors

and a significant charge sharing effect: in the 256 pixels version, due to the large capacitance

connected to each switch, half of the charge can be lost during switching. The plot reported

in Figure 3.24a shows the impact of this effect on the input signal of the flash ADC with such

an architecture. Therefore, the implemented solution is characterized by a design similar to

the 3-bit example reported in Figure 3.23b: 8 stages of 2-to-1 analog MUX were connected to

the 256 elements of each super-pixel, with a consequent reduction of the capacitance seen

at each node. Gating signals are coded in 8-bit words forming the addresses associated to

each pixel. Figure 3.24b highlights a significant reduction of the charge sharing effect in the

proposed solution. This multi-stage solution also features an additional logic that improves

the evaluation of pixel charges. As illustrated in the left part of Figure 3.25, the switching of

the LSB of the gating words during polling will lead to the sharing of the charge of pixels with

higher addresses (highlighted in red in the figure). In order to avoid this detrimental effect, an

additional set of switches has been added as shown in Figure 3.25 on the right. These switches

are driven by a combination of the bits of the address in order to disconnect the pixels to

the MUX when they do not have to be read. In the 3-bit example of the figure, a functional

combination of gating signals Si (where i = 0, ...,7) could be the following
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Figure 3.25: Charge sharing problem caused by address switching during polling (left) and
proposed solution (right).

• S0−1 always active

• S2−3 connected to A1

• S4−5 connected to A2

• S6−7 connected to (A1 AND A2).

In a N -bit case, there will be 2N−1 couples of pixels. The couples can be coded in binary words

C of N −1 bits. Iterating the process shown before, it is possible to see that the number of

AND inputs connected to the switches associated to the i -th couple of pixels is equal to the

number of ones in the corresponding word Ci . Therefore, considering a N -bit analog MUX

and, therefore, (N −1)-bit words for the couples of pixels, the total number of additional AND

inputs NAN D can be calculated with the following relation

NAN D =
N−1∑
i=1

(
N −1

i

)
i . (3.9)

Equation 3.9 highlights that NAN D can be obtained calculating the number of words with a

certain amount of ones i (this explains the binomials) multiplied by i . For N = 8, Equation 3.9

provides NAN D = 448. The inefficient solution of Figure 3.23a requires an additional logic to

provide the gating signals to the switches during polling. A simple architecture would feature

a 256-bit shift register (as a token ring to activate one switch at the time) or an 8-bit encoder.

However, the calculation of NAN D shown before proves that both of these solutions would

require comparable or more area than the one with 448 AND inputs implemented in the

proposed analog MUX.

The architecture presented in this section is still vulnerable to leakage effects that can compro-

mise the charge information stored in the MIM capacitors: the implementation of a readout

logic able to read all the pixel in a short time is crucial to prevent this effect. However, simula-

tions show that, because of the leakage, the analog memory looses a charge corresponding to
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Figure 3.26: Super-column logic (dark gray), periphery and TDC block diagram (not in scale).

approximately 1 LSB of the flash-ADC (≈ 0.5VDD /24) in 250 µs. The readout time depends on

the number of events the pixel matrix senses, however, for the FASER experiment the event

rate is supposed to be extremely low (up to few Hz): in this case, the readout time may be in

the order of few tens of µs, an acceptable time frame which is not able to compromise the

charge evaluation.

3.4 Digital logic

3.4.1 Super-column logic

Since the significant events that the FASER detector aims to sense can be particularly rare

(potentially only a few in one year), the specifications of the pre-shower ASIC impose a high

detection efficiency to maximize the possibility to sense these events. Therefore, the dead area

of the chip i.e., the non-sensitive zones of the ASIC, needed to be minimized. In the 3 and 4

super-column versions with analog memories of the pre-production chips, the non-sensitive

regions occupy <6% of the total super-column area. This result could be achieved only by

adopting the analog memory architecture and designing a 37.7 µm thick logic in the middle

of the super-column. The super-column logic is a digital system that aims to handle the

communication between the pixels and the rest of the periphery. Figure 3.26 shows a block

diagram of this system and its connections with the rest of the chip. The super-column logic

is composed of 8 identical (in terms of functionality) blocks that for the sake of simplicity

will be indicated as super-pixels. These blocks directly communicate with the correspondent

pixels and include the logic for the enabling of the input paths of the analog-MUX explained

in Section 3.3. They also feature a set of shift-registers to set the masking bits of the pixels. The

shift-registers of the super-pixels are connected in series and fed by the end-of-column logic.

The masking bits are also exploited to drive the selection signals of the 2-to-1 multiplexers

used for the generation of the test-pulses: in all the pre-production chip variants, there is

the possibility to stimulate the pixels with an internally generated current through the circuit

depicted in Figure 3.27. Activating the PMOS with E Ntest pul se and switching the selection

signal of the MUX Seltest pul se , the system is able to feed the pixel with a current proportional

to the value provided by a DAC and C1, a 55 fF MIM capacitor. The DAC has a 8-bit dynamic
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Figure 3.27: Pixel well and test-pulse generator schematic.

and its output voltage is set through a 8 kΩ resistor. The Seltest pul se signals are provided to

the pixels as outputs of the super-pixel modules.

As anticipated, the masking bits are provided to the super-pixels by the end-of-column block.

This logic also handles the readout process and allows the communication between the

digital periphery and the corresponding super-column. During readout, the end-of-column

performs the polling process to sequentially read the charge stored in the pixels that sensed a

hit through the flash-ADC. A finite state machine (FSM) is implemented to send the proper

pixel addresses to the super-pixels which will drive the corresponding analog-MUX to redirect

the charges in the analog memories to the ADC. A simplified time diagram of the polling

process is reported in Figure 3.28. When switching between codes, glitches and non-uniform

delays may activate unwanted addresses and connect the output of the analog memory of

different pixels, compromising the charge evaluation process. For this reason, the FSM of

the end-of-column block provides a MUX-enable signal to avoid this kind of situation. The

reset ADC is set to charge the input of the ADC to the positive supply before changing the

pixel address: the analog-MUX has a certain capacitance associated to its active path that

needs to be discharged before reading the next pixel. In this way it is possible to avoid that the

evaluation of a certain charge is influenced by the result associated to the previous pixel. The

end-of-column logic also aims to acquire the data provided by the TDC (a detailed description

of this system is reported in Section 4.3) and send them to the digital periphery for the readout.

Notes on physical implementation

As mentioned above, the super-column logic is 37.7 µm thick and spans almost the entire

chip with a length of approximately 1.4 cm. The aspect-ratio of this system made its physical

implementation particularly challenging. Indeed, the density of the design (slightly over

40%) and the necessity to connect the end-of-column logic with the rest of the super-pixels

significantly increased the effort for the synthesis of the clock tree and the routing phase: a
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Figure 3.28: Simplified time diagram of the polling of the pixels measured charge.

first routing attempt lead to more than 1.5 millions design rule check (DRC) errors due to the

limited thickness of the architecture (in 37.7 µm approximately up to 91 parallel metal lines are

routable). For this reason, the end-of-column and the super-pixels where designed to directly

communicate only with adjacent blocks as illustrated in Figure 3.26. Moreover, since the logic

is particularly repetitive for each super-pixel, the digital implementation tool was able to close

the timing constraints and complete the routing only by forcing the position of super-pixel

modules in their corresponding regions inside the matrix. This solution was implemented

during the placing phase exploiting the following TCL code5 for Innovus Implementation

System

1 for {set i 0} {$i < 8} {incr i} {
2 createRegion column /\ superpixel [[ expr {7 -$i }]] [expr { $i*1787.2 }] 0 [

expr {1787 .2+ $i*1787.2 }] 37.7
3 }

The command in the for-cycle is used to define the regions that must contain all the elements

associated to the i-th super-pixel. However, other blocks can be instantiated inside these

regions in order to allow the implementation tool to perform potential optimization (e.g. clock

tree and buffering). The coordinates in the code are referring to the size of the super-pixels

and they are reported in microns. The solution presented above, highlights that the imple-

mentation of digital systems with strong constraints in terms of area (a typical challenge for

the design of large timing detector systems) may be solved reducing the freedom of the tools

(in order to set a sort of guideline) by organizing the geometry of the design according to its

characteristics (in this case, the periodicity of the structure).

The super-column logic and the periphery can work in two different operating modes: pro-

gramming, in which the chip ignores external stimuli and the digital logic defines the settings

of the chip (e.g. biases), and readout, in which the ASIC is enabled to acquire external data and

to transfer them outside. For this reason, two sets of constraints were defined to implement a

multi-mode multi-corner (MMMC) synthesis. The main difference between the two operating

modes is related to the clock signals: the programming process is synchronized by a 5 MHz

clock while the readout is performed with a 200 MHz signal. The MMMC synthesis is necessary

5More information on tool command language (TCL) in [98].
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to reduce the constraints and preventing the implementation tool to over-optimize portions

of the logic that are not designed to work at high frequencies.

3.4.2 Periphery logic

The digital periphery of the FASER pre-shower ASIC aims to handle the communications

among super-columns, TDCs and internal biases and the chip with external systems. It

includes

• a readout control block. It features various FSMs to collect the ADC and TDC data. The

communication exploits an SPI bus. This block is agnostic to the number of super-

columns making the design of the periphery easily reusable for a larger version of the

FASER ASIC with minimal changes.

• a controller to regulate, during programming, the biases of the chip. The latter has no

analog inputs since all the biases are provided through internal bandgap references and

DACs.

• column and row encoders to identify the pixels that sensed an event.

The digital periphery was designed to work with a 200 MHz clock. For this reason, during

readout, the ASIC is able to provide data at 200 Mbs. The readout is characterized by a frame-

based architecture which sends data associated to the pixels of a certain super-column only

when at least one hit occurred on the latter. The output data associated to each super-column

have the following structure:

• 8-bit header. 2 bits are used as super-column ID.

• 1-bit hit flag. It indicates if there is at least one hit on the super-column.

• in case of one or more hits on the super-column, a 5-bit word is readout for each pixel

that sensed an event. In this word, the first bit is used as a flag (to indicate that the

corresponding pixel was activated) while the remaining 4 bits represent the output of the

flash-ADC, i.e. the pixel input charge. On the other hand, if the pixel was not activated,

only the flag bit is sent (to indicate that no event occurred).

• 20-bit word for TDC calibration. 14 bits are used to store the state of the TDC at the edge

of a reference signal period (fine component of the measurement) while the remaining 6

bits represent the output of the counter for the course component of the measurement

of the reference signal. More detail on the calibration of the TDC will be provided in

Chapter 4.

• 1-bit flag for each TDC channel. If the flag indicates that the channel was stimulated,

a additional (7+11)-bit words are sent (indicating the fine and the coarse component
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Figure 3.29: Amount of data to readout in the frame-based solution adopted in FASER pre-
production ASIC and in a packet-based solution as function of the amount of pixels stimulated
during the events (a square distribution is assumed).

of the ToA measurement). If no-event on a TDC channel is sensed, only the flag is sent.

More details on the TDC are reported in Chapter 4.

As explained before, if no hit occurs on a super-column, only the associated 8-bit header and

the 1-bit flag are readout. This solution was chosen because of the expected pixel occupancy

for each significant event in the FASER experiment. Figure 3.2 highlights that approximately

1600 pixels in a concentrated region are activated for each typical event in the FASER detecting

system. A rough estimation of the amount of data produced by the chip in this case can be

computed assuming that the typical event is able to activate a 40×40 sub-matrix of the ASIC.

In this situation, considering the size of the super-pixels, only three or four super-columns

can be stimulated producing ∼14 kb and ∼12 kb respectively. In Figure 3.29, the average

amount of data to readout with the frame-based architecture of the FASER pre-production

chip as function of the number of activated pixel is reported. The distribution was obtained

calculating the data produced when three or four super-columns are stimulated. These values

are then combined on the basis of the probability of these scenarios6. This distribution is

compared with the one obtained in an equivalent packet-based readout architecture: in this

6The average amount of data N = N (p) is function of the number of active pixels p. For each value of p, a
sub-matrix of

p
p ×p

p elements is assumed to be hit. The value of N can be calculated as N (p) =∑
i Ni (p)Pi (p),

where Ni (p) are the data produced when i super-columns are stimulated and Pi (p) is the probability to produce
hits on i super-columns.
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alternative solution, only the data associated to the pixel that sensed a hit are sent during

readout. In order to identify these pixels (2048 per super-column), an (11-bit) address has

to be sent together with the output of the ADCs. As shown in Figure 3.29, the packet-based

solution is advantageous if ≲400 pixels are stimulated but for higher occupancies it produces

a significantly larger amount of readout data: with 1600 active pixels, ∼26 kb are generated.

Moreover, the design of a packet-based architecture would require a bigger super-column logic

(because it would have to generate the address of the pixels) that would make this solution

unfeasible for the strict dead-area specifications mentioned before.
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This Chapter focuses on the description and the analysis of various RO-based TDCs, designed

and implemented during the doctoral activities. As explained in Chapter 2, high-performance

timing detectors require TDCs capable of measuring time intervals with a precision compatible

with the time resolution set by the specifications. For this reason, the design process of this

kind of converters plays a crucial role for the definition of the performance of the final system.

The TDCs presented in this Chapter have been designed in the context of various experiments

and projects and submitted for production. Measurement results and performance of the

converters will be reported and described.

In Section 4.1, a brief overview on how TDCs can be efficiently integrated and calibrated

in timing detectors is reported. Section 4.2 provides a detailed description of the converter

designed for the TT-PET project chip. A non-linearity model for the characterization of the

TDCs is also described. This model is useful to compare the proposed solution with more

conventional architectures. The converter designed and integrated inside a prototype chip for

the FASER experiment at CERN is described in Section 4.3. Possible improvements and new

features are briefly discussed in Section 4.4. The architecture and the analysis described in

Section 4.2 and the discussions of Section 4.1 are part of the following paper:

[71] F. Martinelli et al. “A massively scalable Time-to-Digital Converter with a PLL-free

calibration system in a commercial 130 nm process”. In: Journal of Instrumentation

16.11 (Nov. 2021), P11023. DOI: 10.1088/1748-0221/16/11/p11023.

4.1 Integration in timing detectors

The converters described in this Chapter were designed for the time measuring systems of

high-performance monolithic pixel detectors. For this reason, as it will be clarified in the next

sections, these circuits needed to be characterized not only by good performance in terms of

time resolution but also by a compact and simple structure that could make them suitable for

the integration of many measuring channels in pixel chips such as the ones for the TT-PET

project and FASER detectors.
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Having a precise time measuring system is critical for systems like ToF-PET scanner, as intro-

duced in Chapter 2 and more in detail in [14, 99], to reduce the positional uncertainty of the

annihilation points produced in the scanner.

The number of TDCs and the way they are connected to the pixels in a timing detector can

have a significant impact on the characteristics of the system in terms of detection efficiency.

In an ideal architecture each pixel is connected to its own TDC channel: this situation would

allow the system to be able to store the timing information of the received signals in the

case in which all pixels are hit at the same time. However, especially for monolithic pixel

detectors, this solution is difficult to implement for various reasons including area, complexity

of the routing and power consumption. For this reason, multiple pixels can be multiplexed

to the same TDC channel, as shown in Figure 4.1. The whole matrix of a detector can be

split in several sub-matrices that, in the case of the illustration, are composed by 2 x 2 pixels.

Each of them is connected to a certain TDC channel (or to a different converter) together
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Figure 4.1: Possible disposition of a 4 x 4 pixel matrix connected to different TDCs through
fast-OR blocks. The squares represent generic structures composed of pixels (active area) and
front-end system (preamplifier and discriminator).
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Figure 4.2: Block diagram of the system for the event-by-event calibration.

with the the corresponding pixels of the other sub-matrices inside the system. Even if this

solution is still far from the above-mentioned ideal architecture, it allows the correct detection

of simultaneous hits on different TDC channels (in Figure 4.1, they are referred to different

colors and numbers between 1 to 4). The fast-OR blocks are used for the multiplexing of

the signals coming from the pixels to the respective TDC channel. Having sub-matrices of

pixels connected to separated converters allows avoiding problems related to high cluster

sizes because, in many detectors, the particles that need to be sensed can generate hits in

groups of adjacent pixels (depending on their size) [100]. The number of TDCs is chosen on

the basis of the cluster size and the event rate, taking into account, as mentioned before, the

power consumption and the area of the converter. In a system organized as in Figure 4.1, if

multiple events occurs on the same channel in a shorter time frame than the dead time of the

TDC, the converter, after the first one, will disable the fast-OR block in order to prevent other

hits from interfering with the measurement. A possible improvement of this architecture has

been implemented for the readout chip described in Chapter 5: in a multiple hit scenario, the

readout system is able to store the codes associated to all the pixels that sensed an event signal

as well as the timing information of the first one. For all the above explained reasons and

since the TDCs described in Section 4.2 and 4.3 were designed to be integrated in monolithic

pixel detectors, the design process of these converters aimed to implement compact, simple,

low-power architectures and with good performance in terms of time resolution. Moreover,

both of the proposed converter are featuring a PLL-less synchronization system described in

Subsection 4.1.1.

4.1.1 PLL-less synchronization system and calibration

The circuit depicted in Figure 4.2 represents a self-calibration system based on the one pre-

sented in [101]. As stated before, the TDCs described in Section 4.2 and 4.3 are exploiting its

67



Chapter 4. Time-to-Digital Converters

G2 - TOT

G1 - TOA

G3 - CAL

G0 - EVENT

t 0 t 1 t 2 t 3
D 0 D 1 D 2D 3

CLK

Figure 4.3: Reference clock signal C LK (up) and gating signals G j (down).

properties due to the simplicity of the architecture.

Considering a RO-based TDC (like the ones that will be later presented), each node of the

oscillator OBi with i = 0,1, ..., N −1 (N = 9 in the example of Figure 4.2) is connected to 4 stages

of D-latch. Their outputs D j < N −1 : 0 > with j = 0, ...,3 follows the signals produced by the

RO when the latches are in transparent mode (in this case when gating signals G j = 1). The

falling edge of G j switches the latches to hold mode and sample the oscillator signals into

the D j outputs. Three counters are connected to three of the four latch stages. The gating

signal G0 is connected to the EVENT line. A falling edge occurs every time there is an event.

The latches associated to the EVENT line are not connected to any counter. A piece of logic

then generates the remaining gating signals G1,2,3 that are used for the measurement of the

various fundamental time intervals for the detection system. For instance, in the case of the

TDC designed for the TT-PET project chip, G1,2,3 are associated to ToA, TOT and the period

of a reference clock (indicated with CAL in Figure 4.3) respectively. However, it is worth to

highlight that a different number of stages can be adopted depending on the applications

and the specifications of the system in which the TDC is integrated. Indeed, the converters

designed for the detector of the FASER experiment (see Section 4.3) features only 3 or 2 latch

stages per channel.

The counters calculate the number of oscillator cycles NC in these time intervals distributed

as in Figure 4.3, producing coarse measurements of these periods Tcoar se = NC TRO . The

difference between the states of the TDC at the beginning and at the end of ToA, TOT and CAL

intervals defines the fine contributions of the measurements T f i ne = (Di −D j )td where Di

and D j are the binary values associated to the outputs1 of two of the latch stages and td is the

resolution of TDC (as stated before, it corresponds to the delay of the cells of the RO). From

Figure 4.3, considering both of the fine and coarse contributions and resolving the RO period

as TRO = 2N td (where, as explained in Chapter 2, td is the elementary delay of the TDC cell), it

1The outputs of a RO-based TDC are non-binary. For this reason, it is possible to associate a binary number
indicating the state of the RO to each of the possible outcomes of the converter.
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is possible to express the ToA, TOT and CAL intervals as

TTo A = td [NC 12N + (D1 −D0)] (4.1)

TT OT = td [NC 22N + (D2 −D0)] (4.2)

TC AL = td [NC 32N + (D3 −D1)] (4.3)

The measurement of TC AL is necessary to estimate the oscillation frequency of the RO. Per-

forming this measurement each time an event occurs is useful to compensate for potential

parasitics, device mismatches, voltage drops of the supply, temperature gradients and in

general all those factors that may cause a variation of the td and a consequent worsening of

the accuracy of the converter. Indeed, the value of TC AL is nominally equal to an external clock

reference. For this reason, Equation 4.3 can be exploited to calculate the average value of td ,

i.e. the LSB, as function of the clock period every time an event occurs. In this way, the TDC is

able to give a output coherent with the time interval to be measured. This approach allows

avoiding the use of any PLL-based synchronization system reducing the complexity of the

whole architecture, power consumption and noise. Moreover, in a chip with many ROs and

only one PLL, all the frequencies would be synchronized to the slowest one. The approach

shown above, instead, allows avoiding this situation, since all the ROs will oscillate at their

own natural frequency.

The integration of a TDC inside a timing detector system requires a calibration process. For

example, if a system like the one described in this Subsection is implemented, the difference

among the delays of the ring oscillator and the counters used for the coarse component of the

measurement can worsen the accuracy of the converter. In order to compensate this effect, a

possible calibration approach consists of sending a periodic known event (synchronous with

the reference clock) to the TDC. At this point, a set of offset parameters will be applied to the

outputs of the system (given by Equation 4.1, 4.2 and 4.3) in order to minimize the standard

deviation of the measured values.

The jitter of the CLK signal of Figure 4.3 directly affects the precision of the measurement. If

an LSB in the order of tens of picoseconds is needed, a jitter of a few picoseconds is required.

The distribution of a clock with a picosecond level jitter in a large ASIC is a challenging task

in terms of area and power consumption. Fortunately, a reference signal can be sent only

when a calibration is needed: the clock can be gated for most of the time, sending it only when

an event is detected. Another solution is sending the clock at a fixed rate, depending on the

expected drift in frequency of the clock source.

4.1.2 Bubble correction

Considering a N -bit RO-based TDC (as the ones of Section 4.2 and 4.3), the total number of

legal states in which the oscillator can be sampled is only 2N making the dynamics of the

converter significantly smaller than the ideal one (2N ). However, because of mismatches and

metastability of the latches, it is possible that the sampled word is not included among the 2N

correct states and it is characterized by a group of more than two consecutive equal bits called
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bubble [72].

A simple bubble correction algorithm was implemented for the RO-based TDCs described

in this Chapter. Simulation analysis highlighted that the most probable bubbles are the ones

in which the output words has four consecutive zeros or ones. Figure 4.4 shows the way the

chosen algorithm work. If four consecutive bits are 0 (word on top), assuming that the others

are correct, there are only 5 possible states in which the RO can be (bottom). The numbers

on the right represent the associated code (arbitrary) and they are ordered in the way the

TDC goes through these states (e.g. 2 follows 1). The implemented correction is based on

inverting the two middle bits of the incorrect portion of the word (in the full rectangle). The

code provided with this procedure will be the one in the middle of the 5 potential correct

states. This choice reduces the maximum potential error and it is also the most probable value

(proved after a simulation analysis). This algorithm does not represent a general procedure for

the correction of potential bubbles but it is specific for the presented implementation.

Section 4.2 shows that this simple algorithm allows to reduce illegal state rate to 0.03%. Other

implementations can be found in [72].

4.2 Multi-path TDC for TT-PET project

A first TDC was designed to be integrated in the prototype chip for the TT-PET project detector

(introduced in Chapter 2). The design process of this architecture was not only focused on

the compactness and simplicity of the converter but also on its resolution. The circuit was

validated through extensive simulations and analytical modeling of the non-linearity of the

system. The TDC was designed in a 130 nm BiCMOS technology, used for the design of many

of the circuits and detector ASICs described in this thesis due to the beneficial properties of

HBTs introduced in Chapter 2. However, no bipolar transistor was used in this TDC, so the

analysis and the architecture can be implemented in a pure CMOS node.
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Figure 4.4: Bubble correction algorithm implementation.
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4.2.1 Architecture

The presented converter is composed of a free-running RO with 9 pseudo-differential pseudo-

NMOS delay cells, depicted in Figure 4.5a. Each of the output pairs of these cells is connected

to the inputs of the following cell and to a pseudo-NMOS Differential Cascode Voltage-Switch-

Logic (DCVSL) buffer [102], shown in Figure 4.5b. The pseudo-NMOS architecture was chosen

to increase the oscillator frequency, as the load connected to each cell does not include the

gate capacitances of PMOS transistors.

As introduced in Chapter 2, the oscillation frequency is

fRO = 1

18td
(4.4)

where td is the delay of the single stage that represents the limit in time-resolution, i.e. the LSB,

of a TDC with a conventional RO. However, the feedforward design technique (also indicated

as multi-path) has been applied to increase the speed of the system and to reduce the delay of

the cells of Equation 4.4. Indeed, each delay cell of Figure 4.5a features two differential inputs:

one of them is connected to the output of the previous cell while the other to the outputs

of the buffer related to the cell placed four stage before in the RO. In this way, each buffer

will be used to anticipate the charge or the discharge of the input of a further cell (as shown

in Figure 4.6), resulting in a consequent increase of the oscillation frequency. Moreover, the

inputs of one of the delay cells must be inverted as displayed in Figure 4.7 in order to have

an odd number of inverting stages and make the ring oscillate. Indeed the outputs of each

stage are not inverting. For this reason, the cross connection in blue of Figure 4.7 is necessary

to satisfy the Barkhausen criterion (as also explained in Section 2.2.2). The choice of having

only one inversion in the ring was made to simplify the layout and improve its symmetry. It

must be highlighted that the choice of a differential solution, despite the increase of power

consumption (and area), is also useful to improve the linearity of the system: simulations show

that the Differential Non-Linearity (an important parameter used for the evaluation of the

non-linearities of a converter that will be introduced in the next Subsection) of a single-ended

solution is ∼14% higher than the one of an equivalent differential structure. Moreover, a

differential architecture is useful to reject common-mode noise such as noise induced through
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Figure 4.5: Delay cell (a) and buffer (b) of the proposed RO.
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Figure 4.6: Architecture of the proposed RO. I and I f represent the input of the cells connected
to the direct and feedforward paths respectively. OB indicates the buffer outputs.
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Figure 4.8: Schematic of the latches used to sample the state of the RO.

the power supplies. As introduced before, the RO was designed to be part of a TDC featuring

a PLL-less calibration system explained in Section 4.1.1. From the block diagram depicted

in Figure 4.2, it is possible to see that the D-latches used for the sampling of the RO need to

be able to follow its oscillation frequency fRO . In order to increase the speed of these blocks,
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full-custom differential pseudo-NMOS D-latches were designed. Their schematics is shown in

Figure 4.8.

The role of the buffers is to decouple the output nodes of the RO and the loads of the circuit,

i.e. the latch stages used to sample the state of the oscillator. However, in the proposed

solution, these blocks also provide inputs to later delay cells in order to increase the linearity

and to reduce the effect of mismatches among the buffers by exploiting the feedback loops

of the oscillator. A non-linearity model was developed to explain this improvement and it is

described in the following pages.

4.2.2 Non-linearity model

The non-linearity model developed for the TDC of the TT-PET project is meant to analyze the

impact of the mismatch in the propagation delay of a single output buffer on the linearity of

the converter in both of the connection configurations depicted in Figure 4.9. For this purpose,

the simple 5 stage multi-path RO illustrated in the figure is considered (the following results

are general and can be applied also for structures with a larger number of stages). The blue

dashed line represents the conventional multi-path architecture in which the feedforward

is provided directly by the outputs of the delay cells while with the red dotted connections,

the buffers are included in the feedforwards paths. The parameters tdi with i = 0,1, ...,4 are

the delay of the inverters of the oscillator and the (non-inverting) buffers show a nominal

delay given by ∆. In order to analyze the linearity of the system, it is possible to exploit the

Differential Non-Linearity (DNL) defined as

DN L(i ) = tdi − td

td
(4.5)

where i is the code of the converter and td is the ideal delay which, as stated before, corre-

sponds to the ideal LSB. Considering the first case (dashed line connection) with ideal delays

tdi = td ∀i and assuming that, because of mismatches, the delay of the first buffer is ∆0 ̸=∆,

the DNL will be

DN L(i ) =


td + (∆0 −∆)− td

td
= ∆0 −∆

td
i = 0 (4.6a)

0 i ̸= 0 (4.6b)

since the ∆0 will only affect the value of DNL related to the first cell. More in detail, the

mismatch ∆0 ̸=∆may possibly generate a bubble in the output code (see Section 4.1.2). In the

proposed example, it is possible to evaluate the DNL associated to the RO using Equation 4.6

only by assuming that an efficient bubble correction algorithm has been implemented. The

same assumption will be used for the rest of the Section.

The characterization of the behavior of the RO requires the introduction of a parameter that

links the effect of the feedforward connections with the speed of the system. The value of td is

function of the difference between the arrival times of the inputs of each cell δ. Expanding
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0 1 2 3 4

td0 td1 td2 td3 td4

Δ0 Δ Δ Δ Δ

Usual Connection
Proposed Solution

Figure 4.9: An example of a 5 stage multi-path RO with two types of feedforward connections
(red dotted line: proposed solution). A mismatch on the delay of the first buffer ∆0 is assumed
for this analysis.

td = td (δ) in Taylor series and neglecting all the components after the linear one2, we obtain

td (δ) ≈ td (0)+ d td

dδ
(0)δ. (4.7)

From Figure 4.9, it is possible to see that in the dashed line case δ = −2td . Replacing this

relation in Equation 4.7 leads to

td = tdmax −2ηtd −→ td = tdmax

1+2η
(4.8)

where tdmax = td (0) is the maximum value of td (in the case of no multi-path architecture

implemented) and η= d td (0)/dδ is the feedforward parameter anticipated before. Simula-

tions of the cell in Figure 4.5a justify the approximations of Equation 4.7 and 4.8 with values of

η≈ 0.25. The star-marked curves of Figure 4.10 show the behavior of the maximum and the

Root Mean Square (RMS) value of the DNL as function of η with tdmax =∆= 50 ps, ∆0 = 70

ps. For what concerns the proposed solution (dotted line in Figure 4.9) a proper evaluation of

the non-linearities in the case ∆0 ̸=∆ can be performed analysing the distribution of the edge

times in each node of the oscillator ti . As done for Equation 4.7 and 4.8 and considering the

presence of the delay buffers in the feedforward paths, these times can be expressed as

ti+1 = ti + tdmax −η[ti − (t(i−2) mod 5 +∆(i−2) mod 5)]. (4.9)

A numerical approach was used to calculate the values of ti for enough oscillator cycles such

that all delay cells t ′di reach their convergence values. At this point, the DNL can be calculated

exploiting Equation 4.5, replacing td with the average value of the cell delays t ′d−av and taking

2The approximation of Equation 4.7, as it will be explained later in the Section, is justified by simulations.
However, the analysis reported in this paper is general and can be easily extended to situations in which the
non-linear terms are not negligible.
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into account that ∆0 ̸=∆ as done for Equation 4.6a. The plots in Figure 4.10 show that, for the

proposed solution (dashed line curves), the RMS and the maximum of the absolute value of

the DNL is smaller than the one related to the usual feedforward architecture (star-marked

curves). The same parameters can also be compared as function of the cell delays (LSB). In

Figure 4.11, it is possible to see that the non-linearity of the proposed solution has smaller

values also when td and t ′d−av are comparable. The use of t ′d−av has been justified in Section

4.1.1. Indeed, the event-by-event calibration system in which the TDC is integrated is able to

compensate potential variations in the oscillation period measuring the frequency of the RO

through a comparison with an external reference signal.

A simplified approach can be used to analyze the behavior of the proposed solution. This

approach is based on neglecting the variation of t ′di as function of the variation of other cell

delays and considering for it only the impact of ∆. This simplification, as it will be later shown,

will give similar results to the ones obtained with the more detailed approach explained before

because, in this analysis, only the effect of the mismatches of the buffers have been evaluated.

Following the same considerations that lead to Equation 4.8, it is possible to obtain the value
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Figure 4.10: RMS (top) and maximum of the absolute value (bottom) of DNL as function of
η of both of the solutions depicted in Figure 4.9 (calculated with Equation 4.6 for the usual
connection case, with Equation 4.14 for the proposed solution scenario and exploiting the
edge time distribution of Equation 4.9 for the more detailed model).
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Figure 4.11: RMS (top) and maximum of the absolute value (bottom) of DNL as function of the
cell delay (calculated with Equation 4.6 for the usual connection case, with Equation 4.14 for
the proposed solution scenario and exploiting the edge time distribution of Equation 4.9 for
the more detailed model).

of the cell delays t ′d as

t ′d = tdmax −η(2t ′d −∆) −→ t ′d = tdmax +η∆
1+2η

. (4.10)

However, the mismatch on the first buffer will also have an impact on the delay t ′d3 ̸= t ′d that

can be expressed as

td3 = tdmax −η(2t ′d −∆0) = t ′d +η(∆0 −∆) (4.11)

The new value of td3 will also cause a variation in the oscillation period of the RO

TRO = 2[5t ′d +η(∆0 −∆)]. (4.12)

From Equation 4.12, it is possible to obtain the value of the equivalent LSB of the system (i.e.

the average elementary delay of the cells) as

t ′d−av = TRO

10
= t ′d + η

5
(∆0 −∆). (4.13)
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(a) (b)

Figure 4.12: Picture of the test chip of the proposed TDC (total area: 0.9 x 0.9 mm2) (a) and
layout of the RO with cells disposition (b).

Thus, the DNL of the architecture will be given by

DN L(i ) =



(∆0 −∆)(1− η
5 )

t ′d−av

i = 0 (4.14a)

−η
5 (∆0 −∆)

t ′d−av

i = 1,2,4 (4.14b)

4
5η(∆0 −∆)

t ′d−av

i = 3. (4.14c)

It must be clarified that in a N stages RO-based TDC, the total number of different codes

the system is able to provide as output is 2N . Hence, the DN L(i ) should be defined for

i = 0,1, ...,2N −1. However, in this simplified analysis, assuming that the rise and fall times of

the cells are perfectly equal, the mismatches affect the value of DN L(i ) for i = j and i = j +N

with j = 0,1, ..., N −1 in the same way. For this reason, it is possible to consider only half of

the values of the DNL as done for Equation 4.6 and 4.14. In Figure 4.10 and 4.11, the solid

lines represent the behavior of the non-linearities of the architecture with this more simplified

approach. The approximation of the previous analysis are negligible for low values of η because

of the reduced impact of the feedforward. However, even for larger η, the proposed solution

shows better performance in terms of non-linearities.

4.2.3 Layout

A picture of a test chip for the proposed TDC is shown in Figure 4.12a while Figure 4.12b shows

the layout of the RO. The position of the delay cells and buffer has been chosen to maximize
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Figure 4.13: LSB and power consumption of the TDC for typical, Fast/Fast (F/F), Fast/Slow
(F/S), Slow/Fast (S/F) and Slow/Slow (S/S) corners and for VDD equal to 1.4 V and 1.6 V.

the symmetry of the connections. As it is possible to see in the figure, with this disposition the

lengths of the feedforward paths are always one cell long while direct paths are two. The area

of the RO core is 30.1 µm x 20.9 µm and 30.1 µm x 87.5 µm including the rest of the the system.

Moreover, the outputs of the latches connected to the RO are routed on different metal layers

(the pattern is 5-1-3-1-3-5 for the three inner stages) in order to reduce capacitive couplings

and their effect on the oscillation frequency.

4.2.4 Post-layout simulations

The free-running frequency of the oscillator fRO is highly dependent on the parasitics of the

system. Simulations highlighted a 61 % drop (on average) of the fRO going from schematics to

post-layout netlist. Because of the sensitivity of the design to parasitics, the region occupied

by the TDC is excluded from the metal filling3. The same solution was also adopted for the

FASER front-end system (Chapter 3). The circuit has been analyzed for various supply voltages

VDD with a focus on 1.4 V and 1.6 V. Post-layout simulations show that the RO oscillates at a

frequency fRO equal to 2.05 GHz and 2.34 GHz for VDD = 1.4 V and VDD = 1.6 V respectively.

Considering Equation 4.4, the system will be characterized by a nominal resolution (LSB) of

27.1 ps and 23.7 ps for the above-mentioned cases. As shown in Figure 4.13, corner simulations

highlighted a variation of less than 30 % of the LSB compared to the typical case. Minimum

values of the LSB are obtained in Fast/Fast corner (22.45 ps and 20.02 ps for VDD = 1.4 V

and VDD = 1.6 V respectively) and the maximum in the Slow/Slow (30.38 ps and 35.37 ps for

VDD = 1.4 V and VDD = 1.6 V respectively).

A preliminary analysis has been performed during the design process to evaluate the linearity

of the system. The sampling of the RO was simulated sweeping the sampling time ts in a time

3The converter layout respects the density rules of the adopted technology.
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interval larger than TRO , in order to be sure that the the system goes through all of its 2N

states. The time step for ts was set to 1 ps. For each step, several Monte Carlo simulations have

been performed (using the same set of seeds for every value of ts , in order to make the outputs

coherent) to evaluate the effect of mismatch on the linearity of the system. At this point, it

is possible to calculate the DNL and the Integral Non-Linearity (INL) in order to obtain the

distribution of their maximum values and RMS. The INL can be defined as the integral of the

DNL

I N L(i ) =
i∑

n=0
DN L(n). (4.15)

The distribution of the DNL and INL obtained with this analysis for the case VDD = 1.6 V is

reported in Figure 4.14. Post-layout nominal simulations were also performed to analyze

and extract the impact of the layout on the performance of TDC without considering device

mismatch. The resulting maximum DNL was 0.28 LSB and 0.13 LSB for a 1.4 V and 1.6 V supply

voltages respectively. Therefore, these simulations highlighted that the non-linearities of the

system are mainly dominated by the mismatch of the MOSFETs and not by the asymmetries

of the layout. Indeed, as described in Section 4.2.3, the cell disposition was chosen to improve

the symmetry of the connection paths in the design.

Table 4.1 shows the values of nominal resolution, power consumption, DNL and INL (max-

imum value and RMS). The table also reports the simulated conversion time Tconv and a

comparison with the performance of state-of-the-art solutions (that will be later presented).

This parameter (equal to approximately 0.69 ns and 0.51 ns for VDD =1.4 V and 1.6 V respec-

tively) only takes into account the time needed by the system to sample the state of the RO

and the delay of the registers of the counters included in the converter. Thus, it represents
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Figure 4.14: Maximum values and RMS distributions of DNL and INL calculated over various
Monte Carlo simulations. In this case, the supply VDD = 1.6 V.
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Figure 4.15: Measured output distribution (before and after correction) of the TDC for VDD =
1.6 V and for all the latch stages connected to the RO.

the minimum ideal conversion time of the system. The measurement setup of the TDC, that

will be described in the next subsection, did not allow a correct estimation of the conversion

time since the system was limited by the readout logic. Hence, the aforementioned values of

Table 4.1 just give an indication of the potential speed of the proposed TDC. Moreover, the

Tconv of the converters presented in the cited work were simply extracted from the output

data rate of the TDCs reported on the papers. Therefore, they simply represent upper limits of

the real conversion times. The parameter Econv in the table represents the conversion energy,

calculated by multiplying the conversion time with the power consumption.

A test chip of the TDC featuring one channel (i.e. 4 latch stages) was submitted and its measure-

ments will be presented in Section 4.2.5. A simulation analysis highlighted that the RO can be

connected to more than one channel. Its oscillation frequency is reduced by 5.5% if 2 channels

are connected and 23% in the case of a 4 channels configuration. In the applications in which

such a drop is not acceptable, it is possible to add more ROs. The integration of multiple ROs is
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usually problematic for area and power consumption. However, as it will be shown in Section

4.2.5, the area and the dissipated power of the proposed architecture is smaller or comparable

to the ones of many state-of-the-art TDCs. Simulations and parasitic extraction analysis also

showed that routing is the main limiting factor of the oscillation frequency. In the proposed

architecture, the buffers of the RO drive sub-fF capacitances associated to MOS gates while

their output lines are characterized by parasitics in the order of few fF. Therefore, designing

the proposed solution in a more down-scaled technology can lead to an improvement of the

performance only if more compact structures and routing lines are implemented.

4.2.5 Test-chip measurements and state-of-the-art comparison

The measurements of the test chip were performed using the UNIGE USB3 GPIO board (see

Section 3.2.4).

Linearity Measurements

A firmware was loaded on the FPGA that the board features in order to handle the commu-

nication with the chip and send sampling signals for the analysis of the linearity of the TDC.

The distribution of the output read from all the latch stages connected to the RO before and

after bubble correction is shown in Figure 4.15 for VDD = 1.6 V. The output codes have been re-

ported along the x-axis using numbers from 0 to 17 while -1 indicates the amount of forbidden

state outputs after the correction. As anticipated, applying the algorithm of bubble correction
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Figure 4.16: Probability density function of the quantization error for each latch stage (VDD =
1.6 V).
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explained in Section 4.1.2 to the outputs obtained during the measurements it is possible to

see that only the 0.03 % of them is not corrected (latch 01 of Figure 4.15).

Table 4.1 reports the results of the measurements, compared to the ones obtained with post-

layout simulations. The test chip shows a smaller oscillation frequency that turns in to a lower

time resolution due to non-extracted substrate capacitances that reduced the speed of the

system. The measured LSB is 38.7 ps for VDD = 1.4 V and 33.6 ps for VDD = 1.6 V. However, the

behavior of the circuit in terms of linearity is in line with the simulation results.

The presented converter is characterized by a non-ideal output distribution in which some of

the codes are missing (see Figure 4.15) leading to a DNL>1 LSB. However, the TDC satisfies the

specifications of the project for both equivalent time bin and linearity. The output distribution,

as the one of Figure 4.15, allows calculating the standard deviation of the quantization errorσq

which represents the uncertainty on the measurements performed by the TDC. This parameter

can not be calculated using Equation 2.10 because of the irregular and not ideal distribution

of the bins of the system. The probability density function fϵ(t ) of the error can be obtained

using the law of total probability as

fϵ(t ) =
2N−1∑

i=0
fϵ(t |C = i )P (C = i ) (4.16)

where P (C = i ) = tdi /TRO is the probability that the output code C is equal to i . The behavior

of the pdf for all the latch stages is reported in Figure 4.16 for VDD = 1.6 V. The average value

of the quantization error standard deviation is 21.1 ps (0.54 LSB) for VDD = 1.4 V and 17.1

ps (0.51 LSB) for VDD = 1.6 V. A ∼0.5 LSB σq is ∼1.7 times larger than the ideal quantization

error given by Equation 2.10, for which σq = 1/
p

12 LSB ≈ 0.288 LSB. As anticipated, this

contribution is in line with the specifications of the TT-PET project. Moreover, as reported in

Table 4.1, the performance in terms of linearity of the proposed architecture is comparable

with state-of-the-art solutions.

SSP and PN

The so-called Single Shot Precision (SSP), i.e. the jitter of repeated measurements of the same

time interval, was measured exploiting the block diagram in Figure 4.17. A Ready signal,

connected to the gating of the latches, activates a 8 bit divider. The rising edge of the output of
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Figure 4.17: Block diagram of the measurement system to evaluate the SSP of the converter.
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Figure 4.18: Output distribution of the data obtained with the measurement system depicted
in Figure 4.17 for VDD = 1.4 V.
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fundamental component of the signal.
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consumption of the analyzed TDCs (logarithmic scale).

this block (Discriminated-DIV in the figure) is sent, through a Crate NIM, to the GPIO Board,

that will then turn off the gating signals sampling the oscillator. The value provided by the

TDC should ideally be always the same. However, the standard deviation of the distribution

of this outputs will represent the above mentioned SSP. The output distribution for a supply

voltage VDD = 1.4 V is reported in Figure 4.18. The average standard deviations are 15.8 ps

(0.41 LSB) and 19.5 ps (0.58 LSB) for VDD = 1.4 V and VDD = 1.6 V respectively.

The output of the divider was also exploited to analyze the power spectrum of the RO in order

to evaluate the Phase Noise (PN). Figure 4.19 shows a zoom of the power spectrum of this

signal around its fundamental component for VDD = 1.6 V. The measured value of PN at 100

kHz from this component is -99.02 dBc/Hz for a 1.6 V supply and -97.7 dBc/Hz for 1.4 V. The

value of SSP and PN are reported in Table 4.1.

Comparison with state-of-the-art and final comments

Table 4.1 also offers a comparison between the TDC of this section and other works. As

highlighted before, the main characteristics of the presented TDC is the compactness and
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Chapter 4. Time-to-Digital Converters

the simplicity of the PLL-less architecture which makes it the solution with the smallest

area among all the cited works (for [80] the area is not reported). Solutions [76, 82–84] are

characterized by smaller power consumption and LSB but they have been developed in a

more advanced technological node and, as explained in Chapter 2, the complexity and/or

the limited maximum measurable time interval make them more difficult to be integrated in

large pixel detector chips. The non-linearities of the presented architecture are comparable

with the other works (only solutions [73, 74] have significantly better values of DNL and INL

but their power consumption is one or two order of magnitude higher than the one of the

PLL-less TDC). The performance of the proposed converter is compared to some of the works

reported in Table 4.1, [73, 74, 76, 82–84], and the ones described in [103–115] in Figure 4.20.

Even this plot highlights the compactness of our architecture compared to others with similar

performance in terms of resolution and power consumption.

4.3 Low-power TDC for FASER experiment

This section describes the TDC designed and integrated in the first prototype chip for the

upgrade of the pre-shower detector of the FASER experiment at CERN. Despite the specifica-

tions and the architecture of this prototype are slightly different from the specifications of the

pre-production chip presented in Chapter 3, the TDCs designs are similar and, for this reason,

the analysis and the results shown in this section can be considered valid also for the new

version of the converter. In any case, the main difference will be described in the following

sections.

As stated before, TDCs play a crucial role for the definition of the performance of state-of-

the-art timing detectors [116]. Equation 2.10 highlights that even an ideal TDC can have a

non-negligible impact on the overall resolution of the detector depending on the value of the

LSB TLSB . The measurements of the multi-path TDC of Section 4.2 underscored that, in a real

implementation case, non-linearities, noise and other non-idealities sources can reduce the

time resolution of the system of a significantly larger factor than the one given by Equation

2.10. For this reason and considering the timing specifications of the FASER experiment, the

design process of the proposed TDC has been carefully dedicated to the implementation of a

structure characterized by a nominal TLSB < 200 ps. However, the accuracy of the converter

was not the only parameter that needed to be optimized during the design process. Indeed,

due to the large amount of TDCs in the final version of the chip, the proposed architecture

must be characterized also by a power consumption PT DC of few tens of µW per channel and

a compact area.

4.3.1 Architecture and integration in pre-shower detector chip

The block diagram of the architecture of the proposed TDC is depicted in Figure 4.21. This

converter follows the working principle of the RO-based TDCs explained in Section 2.2: a 5

stages oscillator is connected to 16 groups of three D-latch sets. The latter are used for the
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Figure 4.21: Block diagram of the TDC designed for the demonstrator chip.

sampling of the RO at the rising and trailing edge of the signal produced by the front-end

electronics of the pixel. The third set of latches instead is used to sample the oscillator at

the start of the readout process used as reference time instant. The TDC features also two

additional latch stages that are used for the calibration of the converter exploiting the same

PLL-less system described in Section 4.1.1: a test pulse can be sent to the system in order to

measure the frequency of the RO that, as expressed through Equations 2.14, 2.15 and 2.16, is a

fundamental parameter for the measurement process. Also in this case, this simple calibration

system allows avoiding any kind of PLL-based synchronization structure and potential or un-

avoidable drifts of the free-running oscillation frequency can easily be compensated through

a test measurement of a well-known external reference signal. Therefore, this solution makes

the proposed design suitable for the presented applications since, as stated before, the power

consumption, the simplicity and the compactness of the of the system represent fundamental

requirements.

The power consumption is further reduced with the deactivation of the buffers that connect

the RO with the latches of the 16 channels of the TDC. These buffers are implemented as

pseudo-NMOS inverters in which the PMOS gate is driven by the EN signal of Figure 4.21.

When no event is detected, these buffers will not continuously charge and discharge their

capacitive load (associated to the gate of the D-latches) and consequently the power consump-

tion will be significantly reduced.
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72 μm 16 channel TDC50 μm

135 μm

Figure 4.22: Integration of the TDC inside the readout logic a ∼96 % cell density.

Integration in the first prototype

In the first prototype of the pre-shower detector ASIC, the TDC was designed and integrated

within the super-column logic. The latter is 72 µm thick (it was reduced to to 37.7 µm only

in the new pre-production chip) in order to guarantee (considering a different shape and

distribution of the pixels) a detection efficiency of approximately 92%. The specifications for

the presented TDC highlighted the need of designing a compact structure to be integrated

inside the 72 µm thick readout logic region. During the digital design flow, the converter has

been included in the region as a routing and placement blockage, constraining the driving

strength and the load of the TDC. The results of the digital flow showed that, with a 50 µm x 135

µm area converter placed in the middle of the region, the readout logic will be characterized

by a ∼96 % density (see Figure 4.22).

The architecture of the counters used for the evaluation of the coarse components of the

measurements is based on Linear Feedback Shift Registers (LFSR). The digital readout logic

integrates 16 LFSRs of 9 bit for the rising edge dynamics, 16 LFSRs of 7 bit for trailing edge

range extension and one 6 bit LFSR for the calibartion channels. All the counters have been

synthesized, placed and routed during the digital implementation flow. The total area of the

TDC, not including the LFSR counters is 50 x 135 µm2.

TDC design in the new FASER chip

In Figure 4.23, the block diagram of the new version of the TDC for the pre-production chip

is depicted. The architecture is similar to the one of the first version of the converter: CMOS

free-running RO-based structure with decoupling buffers that can be disabled to reduce the

power consumption of the converter. The main differences with the previous version of the

TDC are the following:

• the RO features 7 stages now. the TDC is not integrated in the super-column logic any-

more (as also shown in the block diagram in Figure 3.26) but next to the end-of-column

logic. For this reason, the TDC area is not a critical specification as in the previous

version of the chip. Moreover, increasing the number of stages gave the possibility to
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4.3 Low-power TDC for FASER experiment

make the constraints of the LFSR counters design less stringent.

• the TDC channels are 24 and each of them features only one latch stage: the converter in

the new prototype is only used for the evaluation of the ToA, while the TOT is measured

with the analog memory system or the counters in the super-column logic for the charge

evaluation. For this reason, additional D-latch stages in the TDC channels are not

required for the pre-production chip.

The logic elements used for the new TDC, i.e. inverters of the RO, D-latches and buffers, have

also been integrated in the 5-stage version of the converter. For this reason, the nominal

binning is the same and the structure is slightly larger (70 µm instead of 50 µm). The converter

also features a digital controller (left part of the layout of Figure 4.23) to generate the latching

signals to the correspondent TDC channel.

4.3.2 Measurements

The first prototype of the FASER pre-shower chip was tested to perform a characterization of

the front-end systems and the TDCs.

As explained before, the coarse measurement component of the converters presented in

this chapter is provided by a set of LFSRs. In the case of the first prototype chip of the

FASER experiment, the strict area specification of the super-column forced the counters to

be integrated inside the rest of the logic by the digital-implementation tool (only the RO

and the D-latches were implemented as full-custom blocks). However, because of a timing

problem in the logic of this prototype, the counters were not able to provide a coherent output

making the characterization process of the TDC more complicated. Without counters, it was

not possible to calculate the frequency of the RO by sending a reference clock signal to the

7 stages Ring-oscillator

buffersbuffers

buffersbuffers

Channel buffers

D-Latch

Channel buffers

D-Latch

Channel buffers

D-Latch

Channel buffers

D-Latch

X 6 X 6

X 6

EN

X 6

End-of-column logic

Digital periphery

TDC
controller

Figure 4.23: Integration of the TDC in the new pre-production ASIC for FASER pre-shower
(left) and block-diagram (right).
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Figure 4.24: Average output words obtained with different clock frequencies as function of
the time difference (top) and words progression with linear fit (bottom) for supply voltage
VDD =1.4 V.

calibration channel because the system was only able to provide the fine component of the

measurement. For this reason, the evaluation of the oscillation frequency and, therefore, of

the LSB of the converter was performed with an alternative process. The reference clock signal

used for the calibration is sent by an FPGA that handles the data acquisition from the chip.

Modifying the multiplier of the PLLs inside the FPGA, it was possible to feed the prototype

chip with clock signals with different oscillation frequencies. The evaluation of LSB was based

on analysing the behavior of the fine measurement component (provided by the latches of the

calibration channel) as function of the period of the clock sent to the TDC. In this way, since it

VDD [V] LSB [ps] DNLmax [LSB] DNLrms [LSB] PEN−Pno-EN [mW]
1.4 132.2 0.82 0.56 14.6
1.3 147.0 0.79 0.53 11.0
1.2 169.5 0.84 0.55 8.1
1.1 200.0 0.90 0.59 5.9
1.0 238.1 1.11 0.71 4.0

Table 4.2: Performance of the TDC integrated in the first prototype of the FASER pre-shower
detector.
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is possible to modify the clock period of the FPGA with steps of few hundreds of picoseconds,

the behavior of the difference of the states of the RO provided by the calibration latches can

be used to extrapolate the LSB. The blue star marks of Figure 4.24 on top show the average

output word of the TDC as function of the clock oscillation period. The latter is reported

as difference with the period of a 50 MHz clock used as reference. Making a prediction on

the number of cycles of the RO within the clock period i.e. trying to make a raw guess of its

frequency, it is possible to linearize the characteristics extending it for words over 2N =10 in

the presented case (5-stages oscillator) and obtaining the plot of Figure 4.24 bottom. A linear

fit of the characteristics is then performed to extract offset and slope m. The latter can be used

to calculate the LSB of the TDC as LSB = 1/m. At this point, the expected values of average

output words considering the computed LSB (orange triangles) are calculated and compared

to the measured ones in order to crosscheck the characterization method.

The above-explained measurement method allowed producing the results reported in Table 4.2

in which the characteristics of the TDC are reported for different values of supply voltages VDD .

It is possible to see that the LSB<200 ps specification is satisfied for VDD ≥1.2 V. A reduction of

the power supply also worsens the DNL of the system. However, the non-linearities of this

TDC are smaller than the ones showed by the architecture described in Section 4.2 due to

the simplicity of the design proposed for the FASER pre-shower enhancement. Table 4.2 also

highlights that when the enable signal is not activated, the current absorbed by the TDC is

significantly smaller. Therefore, this feature will be implemented also in the final version of

the FASER chip.

4.4 Possible improvements and new features

Section 2.2.2 proposed a brief overview on the most common TDC designs. The work of this

thesis focused on the implementation of converters characterized by suitable architectures

for timing detectors: in order to meet various specifications in terms of area, simplicity of the

design and power consumption, RO-based architectures without complex calibration systems

were chosen. These solution provides tens of picosecond level resolutions which satisfy the

specifications of the projects for which they were designed. However, if smaller LSBs aim to be

achieved still preserving compactness and power consumption, other architectures need to

be adopted. For instance, Section 2.2.2 highlighted that Vernier lines or TACs can be used to

obtain picosecond level resolutions as also shown in other works like [117]. Therefore, other

architectures and new design methodologies must be developed for the implementation of

future high-performance timing detectors. Section 4.2 presents a mathematical analysis that

describes the non-linearity of the multi-path converter designed for the TT-PET project. This

represents an attempt to model the characteristics of the TDC showing that it is possible to

reduce the DNL with a simple re-distribution of some of the elements of the design. Therefore,

a more extended analysis framework can be useful to improve the performance of state-of-

the-art converters in order to highlight the aspects of the system on which the optimization

process must be focused.
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As done for the design of front-end systems (Chapter 3), the exploitation of other technologies

can be considered as an interesting path to investigate for the development of new TDCs.

In particular, the characteristics of the HBTs (like SiGe BJTs used for the front-end systems

presented in this thesis) could be adopted for the implementation of fast ROs characterized by

LSBs (i.e., cell elementary delays) of few picoseconds. However, the complexity of HBT-based

architectures and the potentially significant increase in power consumption makes this kind

of solutions difficult to use in the context of timing detectors without an comprehensive

investigation and implementation of alternative designs.
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5 Readout IC for Hybrid Pixel Detectors

This chapter describes the architecture of a hybrid pixel detector chip aimed to be connected

to external particle sensors. Despite most of the thesis work being focused on the design

and optimization of ASICs and systems for monolithic pixel detectors, the development of

a hybrid architecture was considered to be useful for the testing of different sensing devices.

The motivation behind this project and the goals of the presented readout chip are discussed

more in detail in Section 5.1 while the design of the ASIC is reported in Section 5.2. Section 5.3

discusses potential new implementations and future developments of the chip.

Also the ASIC presented in this chapter was designed in 130 nm SiGe BiCMOS technology.

5.1 Motivation

As explained in Chapter 2 and 3, the interest in monolithic pixel detectors for HEP experiments

has been rising in the last years [88] but the associated design challenges often require creative

and complex solutions. For this reason, hybrid architectures are still widely used for HEP and

medical imaging applications: the flexibility of these detectors gives the possibility of a better

optimization of the main components of the system without many critical issues associated

to the integration of pixels and electronics in the same chip, e.g. area, reduced detection

efficiency, front-end instabilities, increased noise.

The readout chip described in this chapter was designed to

• exploit the potential and the characteristics of hybrid architectures to explore the limits

of the electronic systems designed for other projects. Without the constraints related to

monolithic architectures, it is possible to study the behavior of various configurations of

front-end amplifiers, TDCs and many other of critical circuits more accurately;

• test different kinds of sensors. The chip also aims to be used as a general purpose tester

that can be useful for the development of new particle sensors. The sensors can be

connected through wire bond or flip-chip assembling.
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Figure 5.1: Block diagram of the readout chip (top) and layout (bottom).

For these reasons, the design of the ASIC was mainly focused on facilitating the testing of the

circuits and the external sensors and making it as flexible as possible. Some of the sensors that

will be tested with the presented chip are the AC-LGADs also indicated as Resistive Silicon

Detector (RSD) [118–120].

5.2 System description and architecture

The design of this architecture was particularly focused on its flexibility in order to facilitate

the analysis of the external sensors and the electronics integrated in the chip. For example, the

ASIC features various analog channels for a direct evaluation of the outputs of the front-end

Passivation aperture = 
39.23 μm

Meta pad size =
43.43 μm

686 fF MIM 
Capacitor

Front-end
system

600 kΩ
(only for one 

version of the chip)

GndA

Figure 5.2: Shape and size (in scale) of the pads of the matrix and their passivation aperture.
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and external test-pulse pads to stimulate the TDCs.

A block diagram of the chip is displayed in Figure 5.1. The system is composed of a 10 x 10

pixel matrix with a 100 µm pitch in both of the horizontal and the vertical directions. Each

pixel is connected to an octagonal metal pad with a passivation opening (Figure 5.2) about

40 µm wide. These pads are AC-coupled with the front-ends through a 686 fF MIM capacitor.

Two versions of the chip have been submitted for production, with the only difference being

the 600 kΩ resistors connected to the pads and depicted in Figure 5.2. The version featuring

these resistors is able to directly provide a bias to the external sensors. On the other hand, the

readout ASIC configuration without the 600 kΩ resistors can only be connected to sensors that

can be biased with a dedicated signal on the die in which they are integrated. The pads have

been implemented as stacks of all available metal layers excluding the lowest two in order to

reduce the capacitance with the substrate.

The front-end amplifiers, including discriminators, have been integrated in the pixel area, next

to the respective pads. The output of the discriminators are then routed outside the matrix

and connected to the rest of the chip.

The central portion of the ASIC (yellow in Figure 5.1) is featuring two different types of TDCs

(Section 5.2.3) and a power gating system (Section 5.2.4).

Finally, the right part of the chip includes the digital logic, the DACs for the global bias and the

I/O pad ring (Section 5.2.2).
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5.2.1 Front-end

The proposed ASIC features four different front-end architectures integrated in different sub-

matrices. The main difference among these configurations is related to the range of input

charges Qi n that the amplifiers can detect and their sensitivity. For the analysis of the front-end

electronics, a Spectre simulation framework was developed in which the external sensor was

modeled as an 80 fF capacitance, an estimation of the characteristics of the average detector

that can be tested with the readout ASIC. All the simulations results reported below have been

obtained considering this value of capacitance.

Figure 5.3 displays the arrangement of the configurations in the chip. The entire architecture

can be divided in twenty-five sub-matrices indicated as mini-blocks, each of them is composed

of 2 by 2 pixels. The reason behind this division is related to the number of independent TDC

channels in the structure and will be better explained in Section 5.2.2 and 5.2.3.

The mini-blocks depicted in green feature a front-end designed for low input charges Qi n in

the 0.1 - 1 fC range. This means that the system is sensitive to charges down to 0.1 fC and

that over 1 fC the circuit saturates and is not able to distinguish different values of Qi n . The

mini-blocks in blue feature a front-end configuration designed for higher charges in a 1 - 20 fC

range. The ones in red, instead, are featuring an architecture with a similar sensitivity to the

one for higher charges, since it is able to discriminate Qi n between ∼1 fC to 20 fC but, as it will

be shown later, it is characterized by a reduced Time-Over-Threshold (TOT) dynamic range.

However, the power consumption of this solution is significantly smaller that the previous

configurations. This architecture was already integrated in various TT-PET project ASICs.

Finally the pixels of the mini-block in purple are used as analog channels since the outputs of

their pre-amplifiers and discriminators are directly connected to output pads.

Pre-amplifiers architectures

The pre-amplifier schematics of the low and high Qi n architectures are reported in Figure 5.4.

These circuits feature a common-emitter HBT-based first stage in similar fashion of the FASER

ASIC pre-amplifiers. The first stage is AC-coupled with the pad making the feedback structure

(on the left of each schematic in Figure 5.4) necessary for the biasing of the base current of the

BJT. The main difference between these two architectures is the way the feedback MOSFET

is connected to the HBT of the first stage. In order to guarantee a certain sensitivity to small

charges (especially in the case of larger input rise times) in the low Qi n configuration, the

connection of the feedback MOS is inverted with respect with the high Qi n variant as done

for the FASER front-end (more details are reported in Section 3.2.1). The second stage of the

low Qi n configuration was also sized to show a larger gain compared to the one of the other

variant.

The TT-PET front-end configuration features a pre-amplifier whose schematic is displayed

in Figure 5.5. The system is a single stage amplifier similar to the one designed for the other

configurations but the feedback resistance is implemented with a different architecture. As

reported in [121], this structure shows a high-value floating resistance that can be tuned in a
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5.2 System description and architecture

range of approximately one order of magnitude.

Finally, the analog channels, i.e. the mini-block number 20 in Figure 5.3, are characterized

by the same architecture of the high Qi n configuration. In three of the four analog channels,

the output of the pre-amplifier is sent to an I/O pad of the chip through a HBT-based cascode

driver. The remaining channel features a discriminator (the same of the high Qi n front-end)

connected to a MOS-based CML driver that will send two differential signal to a couple of

output I/O pads. In this way, it is possible to deeply study the performance of different portions

of the integrated architectures.
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Figure 5.6: TOT dynamic range for the low Qi n front-end configuration for various values of
delay bias current Idel ay (top) and for the high Qi n and TT-PET variants (bottom).

Peak-measuring system and discriminators

The low and high Qi n pre-amplifier configurations integrated in the readout chip are con-

nected to a peak-measuring system. The architecture is similar to the one described in Section

3.2.5 and studied for the future iterations of FASER ASICs front-end systems.

Simulations show a significant increase of the dynamic range of the TOT when the peak mea-

suring system is activated, as highlighted by the top plot of Figure 5.6. This solution is also

helpful to have a better recognition of the input charge Qi n .

It is important to highlight that the above-mentioned peak-measuring architecture is efficient

when the output of the pre-amplifier does not saturate. In the high Qi n configuration, the

input of the discriminator saturates for charges larger than 3 fC and it is characterized by the

TOT dynamic range displayed in Figure 5.6 bottom. However, the peak measuring system has

also been integrated in this configuration for testing purposes (since, as said before, it can be

deactivated setting Idel ay = 0 mA).

The discriminator used for the low and high Qi n configurations has the same BJT-based archi-

tecture used for the FASER experiment ASIC and reported in Chapter 3. On the other hand,

the TT-PET variant is featuring a CMOS discriminator (see Section 2.2) with a Schmitt trigger

stage to guarantee an hysteresis of ∼30 mV.

98



5.2 System description and architecture

Configuration Low Qi n High Qi n TT-PET
Pre-amp Gain [mV/fC] 570 353 240 - 99
Power [mW/channel] 0.88 1.16 0.18

ENC [e-] 72 79 88 - 214

Table 5.1: Expected performance of the three front-end configurations integrated in the
readout chip. The gain and the ENC of the pre-amplifier have been calculated as the average
gain in the input charge range of interest. However, since in the high Qi n configuration the pre-
amplifier saturates for Qi n > 3 fC, the gain reported in the table was extracted from simulations
performed with lower values of input charge. The gain and the ENC reported for the TT-PET
configurations are the values for 1 fC and 5 fC Qi n respectively. For Qi n > 5 fC the front-end
saturates.

Expected performance

The main performance parameters of the three front-end configurations integrated in the

readout chip are summarized in Table 5.1. As anticipated, the low Qi n configuration has the

largest average gain in the input charge range of interest and the best performance in terms of

noise (ENC). Slightly larger ENC is obtained with the high Qi n configuration while the TT-PET

front-end, due to a smaller charge gain, shows the worst equivalent noise charge.

The timing performance of the circuits is reported in Figure 5.7: the plots display the behavior

of the standard deviation of the ToA as function of the input charge in the range of interest (this

parameter is equivalent to noise contribution given by the electronic front-end in a detector of

Equation 2.7). Since the system uses the TOT information to perform the extraction of Qi n for

the time-walk correction (see Section 2.2.1), the uncertainty on the evaluation of this period of

time has an influence on the ToA. For this reason, the total standard deviation of the time of

arrival σTo A−tot al can be expressed as

σTo A−tot al =
√
σ2

To A + (σT OT
dTo A

dT OT
)2, (5.1)

where the second contribution in the square-root represents the propagation on the ToA of

the uncertainty on the measure of the TOT σT OT
1. Equation 5.1 is justified by the fact that the

jitter on the ToA is significantly smaller than the one on the TOT. Thus, the two contribution in

the square-root can be considered as independent. The analysis led to the results reported

in the plots of Figure 5.7. It is possible to show that the configuration for low charges shows

a σTo A−tot al of several tens of picoseconds for small Qi n and ∼27 ps for Qi n close to 1 fC.

These values are also similar to the ones showed by the high charge configuration in which,

because of the large TOT dynamics (i.e., small values of dTo A
dT OT ), the second contribution in

Equation 5.1 is almost negligible. The higher values of σTo A−tot al for small charges in the low

Qi n configurations are justified by Equation 2.8 which highlights the impact of the SNR on the

noise contribution of the electronics.

1It is important to underscore that the time-walk correction requires a calibration process to extract the behavior
of the time-walk as function of the TOT.

99



Chapter 5. Readout IC for Hybrid Pixel Detectors

0.2 0.4 0.6 0.8 1.0
Input Charge [fC]

0

25

50

75

100

125

150

175

TO
A [

ps
]

TOA

TOT*dTOA/dTOT
TOA total

(a)

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Input Charge [fC]

0

5

10

15

20

25

30

TO
A [

ps
]

TOA

TOT*dTOA/dTOT
TOA total

(b)

2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Input Charge [fC]

0

5

10

15

20

25

TO
A [

ps
]

TOA

TOT*dTOA/dTOT
TOA total

(c)

Figure 5.7: Standard deviation of the TOA as function of the input charge for the low Qi n (a),
high Qi n (b) and TT-PET (c) front-end configurations.

The TT-PET configuration is the best one in terms of σTo A−tot al which spans in the ∼20 ps to

∼5 ps range. These values are in line with a smaller average rise-time of the configuration (see

Equation 2.8). However, the TT-PET variant is not able to sense small charges as the low Qi n

configuration and its TOT dynamics is lower than the one of the high Qi n architecture.

The TT-PET front-end also has the lowest power consumption among the integrated archi-

tectures mainly due to the simplicity of the design (the architecture does not feature the

peak-measuring system and the pre-amplifier is composed by a single stage). The power of
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all the configurations can be adjusted by a set of global DACs programmed by the readout

logic. Moreover, a power gating system is integrated in the chip to turn off the unused columns

of the matrix during the tests. In this way, it is possible to increase the power delivered to

the front-end systems above what it is allowed by specifications for testing purposes without

compromising the stability of the entire chip. More details in Section 5.2.4

5.2.2 Digital logic

The digital logic of the ASIC aims to make the chip communicate with an external UNIGE GPIO

board (briefly described in Chapter 3). It can be divided in two main sub-blocks indicated as

pixel logic and periphery logic. The former handles the data extracted by the analog part of

the ASIC and provides them in output during readout. The latter is used to define the settings

of the chip (e.g. bias, working mode). These systems work on two different clock domains, as

it will be explained in the rest of the section. However, pixel and periphery logic have been

synthesized together using a similar implementation flow to the one adopted for the periphery

of the FASER pre-production ASIC (Chapter 3).

Pixel logic

The main role of the pixel logic is to handle the readout. This logic was designed to work with

a 100 MHz clock. The latter is provided to the chip through LVDS lines as well as the readout

reset signal. Two receivers are integrated inside the ASIC to generate a single-ended version

of the clock and the reset. The readout data are provided through CML drivers connected to

output pads.

Figure 5.3 shows that the pad matrix is divided in twenty-five mini-blocks. Each of the pixels in

these structures belongs to a different set of matrix elements indicated as Pixel Groups (PGs).

Therefore, the matrix of the readout chip is composed of four PGs of twenty-five pixels each.

As it will be clearer in Section 5.2.3, in one of the working mode of the ASIC, the front-ends of

the PGs are connected to four different TDCs (see Section 5.2.3), i.e. each PG is associated to a

different TDC channel. Therefore, the readout chip is able to acquire the timing data related

to multiple hits on different PGs. This means that simultaneous events on pixels belonging to

different PGs can be readout by the logic and the timing information provided by the TDCs

related to those events can be correctly stored and sent to the GPIO board. However, if multiple

hits occurs in pixels of the same PG, the logic is able to acquire the timing data only of the

first matrix element that sensed a hit but it will also store the position of the other pixels that

detected an event.

The sub-block of the pixel logic that handles the communication during readout and provides

to the ASIC the above-mentioned multi-hit capability has been named Readout Control (RC).

The output of the discriminators are latched by this block in four 25-bit words, one for each

PG. A ’1’ in the PG word indicates that a hit on a pixel of the correspondent PG occurred. In the

first phase of the readout, the data of the TDCs are collected in the pixel logic and then sent

out on the output pad. A data pruning system allows skipping the readout of TDCs associated
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Figure 5.9: Time diagram example of the output data and PG words during readout.

to PGs which did not sense any hit. For this reason, at the beginning of every TDC word, a 2-bit

flag is sent to identify the corresponding PG. As it will explained in Section 5.2.3, this solution

is useful to significantly reduce the readout time due to the large amount of data coming from

the converters.

In the second phase of the readout, the identifiers of the pixels that detected an event are read.

The same data pruning system for the output of the TDCs is adopted to compress the data and

skip the identifiers of the inactivated PGs. The block in Figure 5.8 describes the behavior of the

encoding system used to extract the position of the detected events from the four PG words.

At the beginning of the readout, when an event is sensed, a trigger signal is activated and the

first hit detected on each PG is stored in a separate register. These data are encoded by the
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Figure 5.10: Chip and GPIO board communication for the periphery logic based on SPI
standard.

ENCODER block, a priority encoder, and the correspondent identifiers are sent to the GPIO

right after the outputs of the TDCs. At this point, if only one hit per PG is sensed, i.e. if there is

only one ’1’ the PG words, the readout process is completed; otherwise, the feedback of the

encoding blocks in Figure 5.8, are activated. The working principle is the following: a FSM

checks if there is at least a ’1’ in the PG words and, in this case, saves the latter in a register

REG. The priority encoder ENC generates a 5-bit pixel identifier from one of the ’1’ bits of the

PG word and sends it to the data pruning system. At this point, the AND between the content

of REG and the negative output of the decoder DEC will turn to ’0’ the bit correspondent to

the last pixel whose identifier has been sent to the MISO pad. In this way, in the next phase

of the readout, ENCODER can produce an identifier associated to another pixel (another ’1’

in the PG words). The process continues until all the hit positions have been acquired. An

external signal can also be sent to stop the readout. A simplified example of the behavior of

the output data and pixel group words during readout is reported in Figure 5.9.

Periphery logic

The periphery logic allows programming the global DACs for the bias of the analog circuits

of the ASIC and generates the signals to drive the power gating system. Moreover, it allows

configuring the working operation of the chip and choose which TDC architecture to use to

acquire the timing information (more details in Section 5.2.3). The communication with the

UNIGE GPIO board is based on SPI standard in which the ASIC is the slave as reported in

Figure 5.10. A 10 MHz clock is used for the synchronization and all the I/Os are single-ended

CMOS.

5.2.3 TDC

The readout ASIC features two different systems for time-to-digital conversion. As explained

before, the chip can use a set of four TDCs and each of them is connected to a different PG.

Their architecture is based on a free-running RO in a similar fashion to the one implemented

for the TT-PET project (Section 4.2) and they also feature the PLL-less calibration system

explained in Section 4.1.1. Therefore, the performance of these converters are expected to be

similar to the one obtained for the TT-PET ASIC TDC. Each of the converters generates 43-bits

output words plus 2-bit flags per event.
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The readout chip also integrates another single channel TDC which can be used as alternative

to the set of four converters mentioned before. The architecture of this system will not be

reported in the thesis. The system is expected to be characterized by a picosecond level

resolution with a ∼1 ps single-shot precision. However, due to the size of the system (area

optimization is still to be done), only one channel was integrated inside the readout chip. This

means that, when the user of the ASIC decides to exploit the characteristics of this second

TDC, the outputs of all the PGs is connected to the same channel. During the programming

phase of the chip it is possible to choose which TDC configuration must be enabled. If the

alternative converter is chosen, the system will be able to store the timing information only of

one pixel in the case of a multiple-hit scenario but the position of all the pixels that detected a

particle will still be readout. Also the data pruning system of the outputs of the encoding block

will work as explained before. The second converter produces 177-bit words per event.

5.2.4 Power gating system and biasing

As explained before, the readout chip was designed for testing purposes focusing on the

flexibility of its architecture and the possibility to evaluate the various configurations of front-

end electronics integrated in the matrix. The chip features a set of fourteen 8-bit DACs used to

bias the analog circuits in the ASIC such as pre-amplifiers, converters for the local threshold of

the pixels, discriminators, CML drivers and some of the circuits included in the picosecond

resolution TDC. The architecture of the DACs is based on a set of current mirrors with different

division ratios and they are directly controlled by registers programmable with the SPI slow

control bus. The output currents of these converters are collected in additional current mirror

stages that will scale the output to match the bias needed by the correspondent analog circuit.

The readout ASIC was designed to test the properties of the integrated front-end architectures

in different operation modes with the possibility of increasing the power consumption of

the systems as needed and to evaluate the limits of the amplifiers. In order to guarantee the

normal operation of the chip and to prevent potential damage due to excessive heat, a simple

power gating system was integrated in the ASIC. As said before, the bias of the analog circuits

is provided through a connection between the gates of the master and slave MOSFETs of the

output current mirrors of the DACs. In the readout chip, a set of switches was added on these

104



5.3 Future developments

connection lines to give the possibility to disable the bias and to turn-off the analog circuits in

the ASIC. The schematics of the switches is reported in Figure 5.11 which also highlights the

presence of pull-down/pull-up transistors: when the switches are disconnected, these devices

set the voltage at the gates of the slave MOSFETs of the current mirrors in the analog circuits

in order to disable them. The power gating system is driven by the periphery logic and it is

able to independently enable or disable the five mini-blocks rows displayed in Figure 5.3. In

this way, it is possible to safely change the working point of some parts of the circuit while

assuring that the parts currently not under test do not absorb a significant amount of power.

5.3 Future developments

A new revision of the readout chip will be designed and submitted for production. Various

design solutions will be explored in the future including:

• larger matrix for the measurement of dies with larger sensors (to be defined on the basis

of future specifications).

• different front-end configurations. Other architectures for pre-amplifiers and discrimi-

nators will be designed and alternative solutions for the evaluation of the ToA and TOT

will be investigated (e.g., double threshold discriminators).

• new TDC architectures and optimization of the picosecond level converter.

Moreover, the possibility of exploiting more downscaled technology nodes will be taken into

consideration.

105
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mization

The design of high-performance circuits often requires the implementation of new archi-

tectures to optimize the usual trade-offs among various parameters, e.g. speed and power

consumption. However, during this optimization process, tuning small elementary circuits

can be crucial to further improve the performance of the system. This chapter describes

how Genetic Algorithms (GAs) can be exploited for the automatic optimization of various

performance parameters of analog and digital circuits. Despite state-of-the-art CAD tools for

circuit optimization are already available on the market, this work shows the implementa-

tion of custom GAs in order to focus on specific performance parameters of the circuits that

may be difficult to optimize with commercial tools. In this chapter, various GAs used for the

tuning of the D-latches of the TT-PET project TDC (Chapter 4), and the minimization of their

setup-time, power consumption and area are described. The development of dedicated and

efficient GA-based codes represents a simple solution to efficiently address the optimization of

particular circuit parameters that cannot be easily described in available CAD tools (e.g., setup

time). This approach allows having greater insight on the inner working of the algorithms

that can be useful to achieve suitable circuit solutions for the project specifications. Moreover,

different types of GAs (e.g., linear aggregation or Pareto-based algorithms) were explored and

compared to highlight their strengths and how to exploit them on the basis of the applications.

In Section 6.1, the basics of GAs will be explained. Section 6.2 shows the way these algorithms

can be used for the design of analog circuits while Section 6.3 describes more in detail some of

the GAs used for the optimization of the aforementioned D-latches. A comparison and final

discussion is reported in Section 6.4.

6.1 Introduction to Genetic Algorithms

GAs belong to a class of optimization procedures to minimize a certain number of functions.

They mimic the same mechanisms that regulate evolution of species in nature. For this reason,

they are also indicated as Evolutionary Algorithms (EA) [122] can be applied to a large variety

of optimization problems.

A generic GA can be defined as a procedure in which the main goal is the minimization
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of a function F (x) with a certain set of constraints, where x = (x1, ..., xN )T ∈ I ⊆ RN is a N-

dimensional variable and F : I ⊆ RN −→ R [122]. The function F can often be defined as a

linear combination of a set of M parameters (or costs) to optimize Fi = Fi (x) with i = 1, ..., M

as

F (x) =
M∑

i=1
αi Fi (x). (6.1)

The values of αi can be chosen to set the weight and the importance of each parameter Fi

during the optimization process on the basis of the specifications of the problem. The cost

functions Fi can be defined as the performance of a certain system to optimize as, for instance,

power consumption, area and noise in the case of circuit design.

As it will also be explained in Section 6.2, a general GA starts with a first set of randomly

generated solutions (population) that satisfy some pre-determined constraints. After that, a

portion of this population is selected to form the so-called mating pool. The latter will be used

for the generation of new solutions that will update the original population. In principle, with

the mating pool the algorithm aims to select the best solutions in terms of fitness in order to

create new individuals that could potentially replace the worst ones in the previous generation.

This procedure is based on two operations indicated as crossover and mutation: the former

allows calculating a new (son) solution xson combining the ones composing the mating pool

(parents). In this way, it is possible to ’transmit’ the good characteristics of a certain set of

solutions to xson , which can potentially show a better fitness than the previous ones. For

what concerns the mutation operator, it is used to modify the value of xson applying a certain

random variability to it. For example, in some of the algorithms described in Section 6.3 the

mutation operation is based on adding to xson the vector ∆x = (∆x1, ...,∆xN )T in which each

component is a Gaussian random variable. Other approaches consist in applying the mutation

to each component only with a certain probability in order to reduce the research space of

each ’offspring’ solution [123]. The algorithm finishes when a certain termination condition

is satisfied. For instance, a GA can be stopped when a fixed number of generations has been

calculated or when the fitness value of the best individual is stable for a certain amount of

cycles.

From this description of a generic GA, it is possible to highlight that the generation of new

individuals requires the comparison of several solutions in order to establish the ones that

are suitable for the creation of the mating pool. Moreover, once the offspring is generated, a

new comparison with the previous generation is required to replace old and worse solutions.

While in many algorithms this operation is easily implemented by a numerical comparison of

the fitness of the various solutions F (x) (checking also the feasibility of the latter, i.e. if they

respect the set of predetermined constraints of the algorithm), in other GAs new comparison

criteria are introduced, such as the concept of domination [122, 123]. For instance, as done for

the algorithm discussed in Section 6.3.4, indicating with x1 and x2 two feasible solutions and

Fi = Fi (x) with i = 1, ..., M a set of M parameters to optimize (where x represents the generic

solution), x1 dominates x2, x1◁x2, if both of the following conditions are respected

• Fi (x1) ≤ Fi (x2) ∀i = 1, ..., M
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• ∃ j = 1, ..., M | F j (x1) < F j (x2).

This means that a solution dominates another one if it is not worse than the other for every

parameter to optimize and if it is strictly better for at least one of them. This definition can be

extended to the case in which at least one of the solutions is unfeasible: if x1 is feasible and x2

is not then x1◁x2, while, if both of them are unfeasible, the constraint violation function needs

to be calculated to define the domination. More details on the constrain violation function are

reported in [123].

The definition of domination is useful to underscore the main goal of the so-called Pareto-

based algorithms (as the one presented in Section 6.3.4) which is finding a group of feasible

solutions of the Pareto-optimal front. The latter is defined as the set of all the individuals that

are not dominated by any other solution [122]. In Figure 6.1 a simplified representation of a

Pareto-based GA and the associated Pareto front is depicted. The algorithm aims to calculate

a set of solutions that are as close as possible to the Pareto-optimal front. These solutions are

not dominated by any others and each of them is handling the trade-offs among the various

components to be minimized (or maximized) in a different way. The final solution of the

problem can be chosen on the basis of the parameters that the user wants to optimize.

An alternative approach for the implementation of a GA for the research of the Pareto-front

is based on defining a fitness function F = F (x) as in equation 6.1 and solving a problem for

different values of αi in order to focus singularly on each component Fi (x). However, this

approach is not efficient under a computational point of view. Indeed, many GAs, as the

one explained in Section 6.3.4, aim to find the individuals of the Pareto front in one single

algorithm process. This goal is achieved also introducing new metrics for the evaluation of

the individuals in each generation, like for example density functions that allow analysing

the distances among solutions in the objective space. In this way, the algorithm is able to

𝐹 1
(𝑥
1
,𝑥
2
)

𝐹2(𝑥1, 𝑥2)

Pareto-front

1st generation

last generation

Figure 6.1: Representation of the Pareto-optimal front of an evolutionary algorithm with M=2
optimization parameters F1 and F2.
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calculate, generation after generation, sets of scattered and heterogeneous offspring in RM .

The goal of this brief overview is to give an introduction to the most important concepts

related to GAs implemented in this work and described in the rest of the chapter for the tuning

of analog circuits. A more detailed dissertation about evolutionary algorithms can be found in

various textbooks as [122, 124, 125].

6.2 Design framework for D-Latch optimization

Figure 6.2 depicts the block diagram of the GAs implemented in this work for the design of

D-latches. The working principle is the same described in Section 6.1: a first random set of

solutions is created and their fitness is evaluated. A group of them is selected to form the

mating pool from which, applying the crossover and mutation operators, the offspring is gen-

erated. The latter is then evaluated (fitness calculation) and eventually, if a set of conditions

is satisfied, the new solutions will replace a portion of the old ones to form the following

generation. At the end of this cycle, if the predetermined termination condition is true then

the algorithms stops and provides the best solution of the problem (or a set of individuals if a

Creation of first random 
generation

Performance (fitness) evaluation 
using SPECTRE

Individuals selection for mating 
pool

Offspring generation (crossover 
and mutation)

Offspring fitness calculation and 
replacement

Terminating 
condition?

No

Yes

Best individual selection (final 
solution)

Figure 6.2: Block diagram of a generic GA for the optimization of D-latches.
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Pareto-based GA was implemented).

The evaluation of the fitness is based on a set of circuit simulations. This means that when a

new solutions is generated, the associated netlist is created and simulated for the characteri-

zation of its performance. Once the architecture of the circuit is chosen, as well as the driving

strengths of the inputs and the capacitive load at the outputs, a solution of the problem can be

defined as

x = (W1,L1,W2,L2, ...,WN ,LN )T ∈ I (6.2)

where Wi and Li are the width and length of the MOS transistors of the circuit and I is the

space of the solutions in which these values are defined. It is worth to highlight that I is not a

continuous subset of R2N because the size of a MOS in a given technology can not be set with

infinite precision (in this case, it is 5 nm).

Once a new set of MOSFETs sizes x is generated, a script will modify the netlist and call the

Spectre simulator for the evaluation of the performance. For the design of D-latches, the

parameters to be optimized include power consumption PC , area A and setup time ts . The

latter can be split in ts−r i se and ts− f al l that indicate the setup time of the latch respectively for

a positive or negative transition of the input. The setup time can be analyzed evaluating the

behavior of the delay of the latch [126]. Assuming that the latch is in hold mode (the output

does not change) when the gating signal G is 0 and transparent (the output follows the input)

when G is 1, if the input signal D performs a 0-to-1 or 1-to-0 transition in a time window

close to the falling edge of G then the propagation delay of the latch increases compared to its
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Figure 6.3: Setup time calculation for D-latches.
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nominal value (eventually leading to metastability). For this reason, it is possible to evaluate

ts as the minimum time distance between the edge of D, ti nput , and the falling edge of G ,

tg ate that makes the output delay larger than a certain threshold (see Figure 6.3). For the

implementation of the GAs described in Section 6.3, this threshold was chosen equal to 2 times

the delay of the latch when the circuit is not close to metastability 2td (i.e. when tg ate − ti nput

is large). Finally, a set of constraints can be defined on all the above-mentioned parameters

on the basis of the specifications of the design.

6.3 Chosen algorithms and implementation

In this Section four different implementations of evolutionary algorithms for the optimization

of D-latches will be described and the performance of the final solutions will be analyzed.

The design procedures are general and the characteristics of the GAs can be exploited for the

enhancement of a large variety of analog or digital circuits.

6.3.1 GA with linear aggregation

The first evolutionary algorithm implemented for the design of D-latches is based on the

minimization of a fitness F (x) defined as in equation 6.1. In this example, as it will be shown

later, F is mainly function of the setup times ts−r i se and ts− f al l defined in Section 6.2. The

implemented algorithm is based on the so-called Generalized Generation Gap (G3) model,

introduced in [127]. This model represents an optimized and a computationally faster variation

of the Minimal Generation Gap (MGG) [127]. The algorithm starts with an initialization phase

in which N individuals in I are randomly generated creating the set B . Each of the individuals

will be associated to a fitness value. At this point, the model follows the steps:

• from the set B the best individual (smallest fitness), indicated with BEST and other m-1

solutions are selected, obtaining the set P

• k offspring are generated from the set P , creating the set O

• c random individuals are then chosen form the set B , creating the set R

• the c individuals selected from set B in the previous step are replaced by the best c

solutions of the group given by (R ∪O).

In this implementation N=5, m=3, k=2 and c=2. The main difference between the G3 and the

MGG model is on the last step: indeed, in a GA based on the MGG model, of the c individuals

of the set B selected at the third step, one is replaced by the best of the set (R ∪O) while

the others with a group of solutions obtained with a roulette-wheel selection. The latter is a

process in which individuals are selected with a probability that depends on the value of their

fitness [122]. As stated before, this variation in the model makes the algorithm more efficient
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and faster from a computational point of view.

This first algorithm was mainly focused on the optimization of the performance of the latch in

terms of setup time. Indeed, the fitness function F was defined as

F = F (ts−r i se , ts− f al l ) = max(ts−r i se , ts− f al l )+α|ts−r i se − ts− f al l |. (6.3)

For this implementation of the algorithm α was chosen equal to 0.2 (arbitrary). Equation 6.3

defines an optimization process focused on the minimization of the maximum setup time

and also on the reduction of the difference between ts−r i se and ts− f al l . However, since this

parameter is multiplied to α< 1, the most important factor that the algorithm will take into

account for the minimization process will still be the maximum of the setup times.

As it is possible to see, power consumption PC and area A are not included in Equation 6.3.

However, the algorithm evaluates these parameters to check the feasibility of the solutions, i.e.
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Figure 6.4: behavior of the best solution over generations in terms fitness, area, setup time
and power consumption with the first algorithm based on G3 model.
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if it respects a set of constraints on power and total area: when a new individual is generated if

PC > PC max or A > Amax (or both) the associated fitness will be equal to

F = aΩ, (6.4)

where Ω is a large number with respect to usual values of F (in this implementation it is equal

to 109 s) and a is the number of non-respected constraint. In a minimization problem, this

technique allows easily avoiding the unfeasible solutions. The values of PC max and Amax

depends on the specifications of the system in which the circuits will be integrated.

The crossover operator, that will be the same also for the other algorithms described in this

chapter, is based on a linear combination of the parents x1 and x2 to generate xson in which

each component xson−i is given by

xson−i = x1i − r |x2i −x1i |, (6.5)

with r =0.2 and F (x1) < F (x2). In this way the offspring will be more similar to the parent

with better characteristics. The mutation operator is implemented adding to the offspring

a vector w in which each component is a random Gaussian variable with a predetermined

standard deviation σ equal to the range in which the individuals are defined divided by 4. For

all of the algorithms presented in this chapter, this range stretches from 150 nm to 5 µm. The

termination condition is set to a fixed number of generations that in this case is equal to 1000.

Figure 6.4 shows the performance parameters of the best solutions over generations. It is

possible to see that the fitness F follows a monotonic behavior and reaches its best value

around the 800-th generation. The setup time plot highlights the impact of the factor |ts−r i se −
ts− f al l | in the fitness function: at the beginning of the algorithm, ts−r i se was almost 40%

smaller than its final value but it started to increase to follow the value of ts− f al l . The value of

the latter has been reduced by 22.5% instead. There is also an improvement in terms of area

(simply defined as the sum of the components of the solutions x) and power consumption.

However, since the fitness is not function on these values (except in the case of constraint

violation) this behavior is mainly dependent on the chosen architecture of the system. The

area is also following a decreasing trend because smaller transistors are characterized by

reduced parasitic capacitors.

6.3.2 Second implementation of a linear aggregation-based GA

A second version of the evolutionary algorithm based on the G3 model has been implemented.

The main difference with the previous one is the way the fitness function is defined since, this

time, F is also function of the power consumption and area. In this case, F was defined as

F = F (max(ts−r i se , ts− f al l ),PC , A) = ct max(ts−r i se , ts− f al l )+ cP
PC

c ′P
+ cA

A

c ′A
. (6.6)
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The weight parameters were set as ct =0.7 and cP = cA =0.15 in order to mainly focus on the

minimization of the setup time. The parameters c ′P and c ′A are only used to normalize power

consumption and area at the same order of magnitude of the setup time. In Figure 6.5 the

behavior of the performance of the best solutions is reported. Since the fitness function is

not dependent only on the setup time but also on PC and A, it is possible to notice that the

values of ts−r i se and ts− f al l are worse with respect to the previous solution. In this case, the

algorithm provides a final solution characterized by ts−r i se = 114.6 ps and ts− f al l = 119.1 ps

while the previous implementation of the G3 model resulted in a final individual with ts−r i se =
84.3 ps and ts− f al l = 92.3 ps. However, it is possible to highlight an improvement in terms of

power consumption and area: PC and A are 11.56 µW and 4.38 µm respectively, a significant

improvement with respect to the values obtained with the previous algorithm (20.77 µW and

17.60 µm).
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Figure 6.5: behavior of the best solution over generations in terms fitness, area, setup time
and power consumption with the second algorithm based on G3 model. This time the fitness
function directly includes PC and A.
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6.3.3 Third implementation of a linear aggregation-based GA

The mutation operator of the previous implementations of the GAs was simply based on adding

to each component of the xson vector a random Gaussian variable with a predetermined

standard deviation. However, this operator can be improved by analysing the distribution of

the populations generation by generation. A third version of an evolutionary algorithm for

SOOP has been implemented using the same G3 model explained before but the mutation

operator is characterized by a different value of standard deviation σi for each component of

xson and calculated as

σi = Mσ(x1
i , ..., xN

i ) = M

√√√√ 1

N

N∑
j=1

(x j
i −µi )2, (6.7)
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Figure 6.6: behavior of the best solution over generations in terms fitness, area, setup time
and power consumption with the third algorithm based on G3 model with a different mutation
operator.
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where x1
i , ..., xN

i indicate the i -th component of all the individuals in a certain generation

and µi is their average. This means that the value of σi of the random variable to be added

to the i -th element of the offspring vectors is proportional to the standard deviation of the

respective components of the population of the set B . The parameter M has been set equal

to 3 if the best solution does not change for the previous 100 generations and 1 otherwise.

With this operator, a more efficient research of the best solutions in the objective space is

performed because a larger variability is added to those components characterized by more

heterogeneous values among the ones of the individuals of the set B . Moreover, the parameter

M is added to increase the variability of all components if the best solution is not updated

after more than 100 generations. In this way, if the algorithm found a local minimum, this

procedure allows searching in a wider space to look for potential better solutions.

The fitness function exploited for this version of the algorithm is similar to the one used before

F = F (max(ts−r i se , ts− f al l ),PC , A) = ct
max(ts−r i se , ts− f al l )

TR
+ cP

PC

PR
+ cA

A

AR
, (6.8)

where the parameters TR , PR and AR represent the maximum acceptable values of setup

time, power and area respectively. Figure 6.6 shows the behavior of the performance of

the best solutions over generation considering ct = 0.7 and cP = cA = 0.15 (as done before).

The best solution shows similar performance to the previous version of the algorithm since

ts−r i se = 115.6 ps, ts− f al l = 118.3 ps, PC = 17.2 µW and A = 5.7 µm. In Section 6.4 a more

detailed comparison of the results of described algorithms will be presented.
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Figure 6.7: Comparison between the first and last generation of the Pareto-based evolutionary
algorithm. For the sake of simplicity, only power consumption and setup time have been
considered in the plot.
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6.3.4 Pareto-based evolutionary algorithm

In this Subsection, an evolutionary Pareto-based algorithm for the optimization of D-latch

will be described. In this example, the objectives to be minimized are max(ts−r i se , ts− f al l , PC

and A. The procedure used for this GA is based on the Strength Pareto Evolutionary Algorithm

2 (SPEA2) that was introduced in [128]. This approach represents an upgrade of the Strength

Pareto Evolutionary Algorithm (SPEA), developed in 1999. As introduced in Section 6.1, GAs

for the research of the Pareto-optimal front require the concept of dominance to evaluate and

compare the generated solutions. In SPEA2, each individual x is associated to a function F (x)

that can be indicated as fitness and it is given by

F (x) = R(x)+D(x). (6.9)

R(x) is the raw fitness and gives an indication of the dominance of the solution in a certain

population P . It is calculated as

R(x) = ∑
y∈P |y◁x

S(y), (6.10)

where S(y) is the so-called strength of the solution y given by

S(y) = {x|x ∈ P ∧ y ◁x}. (6.11)

Equation 6.10 and 6.11 indicate that the raw fitness of x returns the sum of the number of

solutions dominated by the individuals that dominate x. This means that if x is a dominant

solution its raw fitness is equal to 0.

The second component of the total fitness, D(x), is the density function of the solution x,

calculated as

D(x) = 1

dn(x)+2
, (6.12)

where dn(x) is the distance in the objective space from the parameters of the solution x and

the n-th nearest neighbour. In this implementation the value of n is 2. The combination

of R(x) and D(x) defines a fitness function F (x) that is able to take into account both the

dominance of the solution x and its distance from other ones inside the objective space in

order to obtain a final population that gives a good description of the Pareto-optimal front.

Equations 6.10 and 6.12 also highlights that dominant solutions are characterized by a fitness

F (x) < 1.

The steps of the SPEA2 procedure implemented in this work are also based on the algorithm

proposed in [129]. These steps are summarized as follows:

• in the initialization phase, 2 sets of solutions are generated: P0, indicated as main

population and with a length of N = 8, and P 0, indicated as archive set and with a length

of N = 4. Fitness values of all the individuals are calculated;

• dominant solutions (F (x) < 1) are chosen to create a new archive set P 1. The length
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of this new set must be N . For this reason the environmental selection process is

implemented: if the number of dominant solutions is different from N the archive needs

to be either populated with other individuals from P0 ∪P 0 or truncated. In the first case,

the best solutions in terms of fitness are chosen. In the second case, some dominant

solution has to been deleted from the set. This process is implemented analysing the

minimum distances of each individual from the closest d1(x). If some of this distances

are equal, d2(x) are analyzed and so on;

• 2 offspring solutions are generated by crossover and mutations of 2 couples of parents

chosen with binary tournament selection: at each stage of this process, 2 random

solutions are chosen and from those the best one is selected [122]. Implementing this

algorithm 4 times will provide the parents to generate two son solutions xson1 and xson2;

• the worst 2 individuals in set P0, x1 and x2 are selected in order to generate the set;

G = {xson1, xson2, x1, x2}. The strength S(x) will be calculated for all the individuals of

this set.

• the best 2 solutions of set G will be used to replace x1 and x2 in set P0, creating the set

P1;

• the index of the sets are increased by 1 and the algorithm restarts from the second step.

The archive set at the last generation P F I N AL represents the final set of solutions of the prob-

lem. It is important to highlight that, as explained in [128], SPEA2 represents an efficient

improvement of the original SPEA especially because of the introduction of the density func-

tion D(x) of Equation 6.12. Indeed, it is possible that a certain set is composed by similar or

equal solutions in terms of dominance. The absence of a function that is able to analyze the

density of the individuals of a certain population in the objective space can potentially lead to

situations in which the selection processes are purely random, decreasing the efficiency of the

optimization process.

In Figure 6.7, a comparison among the solutions of the first archive set and the final is reported

(for the sake of a better visualization, only power consumption and setup time are considered).

The plot shows a significant improvement of the performance and a sort of migration of the

population toward a zone of the objective space in which it is possible to notice the character-

istic inverse proportionality between power consumption and setup time. As for the previous

implementation, the total number of generation was set equal to 1000.

6.4 Discussion and comparisons

Table 6.1 reports the performance of the latches obtained with the presented evolutionary

algorithms. It is possible to notice that the best values in terms of setup time are obtained

with the first version of the algorithms based on the G3 model. As anticipated before, this

behavior is explained considering that, in this case, the fitness to minimize is only function of
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Table 6.1: Comparison of the presented GAs

Algorithm G31 G32 G33 SPEA2

Best solution Sol. 1 Sol. 2 Sol. 3 Sol. 4

ts−r i se [ps] 84.3 114.6 115.6 103.4 135.9 142.4 135.6

ts− f al l [ps] 92.3 119.1 118.3 112.7 142.3 148.6 218.5

|ts−r i se − ts− f al l | [ps] 8.0 4.5 2.7 8.8 6.4 6.2 82.9

PC [µW] 20.8 11.6 17.2 18.4 16.9 16.6 14.9

A [µm] 17.6 4.4 5.7 4.1 3.1 3.2 1.9
1 PC and A are considered only in the constraints
2 Linear aggregation fitness including PC and A
3 Linear aggregation fitness including PC and A, different mutation operator

the timing characteristics of the latches while PC and A are only limited by the constraints of

the problem. Better performance in terms of power and area are obtained with the second

and third versions of the algorithm since these parameters are directly included in the fitness

function. However, solving this problem a linear aggregation of ts , PC and A for the fitness

function requires a careful definition of the weights of the single objectives and (ct , cP and cA

in this case) and also the normalization parameters. For this reason, as highlighted in Table 6.1,

Pareto-based evolutionary algorithms as SPEA2, despite the higher computational complexity

for the calculation of a dominance and density-based fitness, may be considered as an efficient

methodology for problems like the one proposed in this work. Indeed, the solutions obtained

in the last generation are characterized by a heterogeneous set of performance parameters,

handling the trade-offs among power, area and setup time in different ways. This gives the

possibility to obtain a group of final solutions that can be used for various implementations of

the circuit on the basis of requests and specifications.

It is worth highlighting that the algorithms proposed in this chapter are general and they can

be applied to a large variety of analog and digital circuit optimization processes, exploiting

the same methodology described in Section 6.2. However, in optimization problems in which

there are many parameters to take into consideration an exhaustive analysis of the objective

space can be complicated or impossible. In this case, in order to avoid the algorithm to

search only in neighbouring space around a potential local minima of the defined fitness, the

implementation of several algorithms based on different search criteria can be useful. An

alternative solution is based on adopting genetic algorithms featuring mechanisms to avoid

local minima of the fitness, e.g. simulated annealing [122]. This kind of solutions can be added

to GAs like the ones presented in this work.
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This thesis focused on time-resolved particle detectors for a large spectrum of applications,

mainly HEP and medical imaging. In particular, the particle physics community is setting

a new trend based on the development of high-luminosity particle colliders (as HL-LHC

and the planned FCC at CERN). High-luminosity accelerators require new tracking systems

able to cope with intense collision rates and the consequent increase of pile-up. An efficient

reconstruction of the events inside the colliders can be performed with high-resolution timing

detectors that give the possibility to improve tracking accuracy, reduce background noise and

increase pile-up suppression. Timing detectors can also be exploited for the enhancement

of the performance of PET scanners. The SNR of the reconstructed PET image is directly

affected by time resolution of detectors installed in the system. This allows lowering the dose

of radioisotopes injected in the body under exam, thus decreasing the radiation exposure of

patients and personnel.

This thesis attempted to describe the numerous challenges related to the design of high-

performance electronics used for different types of timing detectors. Various ASICs were

developed and fabricated in a 130 nm SiGe BiCMOS technology. The advantages of SiGe HBTs

were exploited to obtain fast and low-noise front-end systems designed for HEP and medical

imaging detectors such as the ones related to FASER and the TT-PET project.

The development of ASICs for the FASER experiment detecting system required a prelimi-

nary study on the front-end and the effects of different levels of integration inside the pixel.

Measurements showed that the integration of the entire front-end inside the active area rep-

resents a feasible solution for the stability of the architecture and the specifications of the

FASER experiment. In particular, unwanted self-induced oscillation could be prevented with a

careful layout design that aimed to increase the coupling of those output nodes that showed

a negative feedback with the pixel in which the system was integrated. Measurements with

a laser source showed that this front-end, when the switching system is activated, is able to

significantly increase the TOT dynamic range and reduce its relative jitter. These solution is

also characterized by a <90 ps jitter on the ToA. Because of its performance, this architecture

will be further investigated for future ASICs.

A description of the pre-production chip of the FASER experiment was provided. The main

challenges were related to the design of a large ASIC (the final chip will occupy an area of

23.2×15.3 mm2 area) which had to satisfy strict specifications in terms of dead-area (<3%).
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Because of this, the physical implementation of the super-column logic required a deep

analysis of the characteristics of the architecture. The digital design tool was able to complete

the routing of the system only by forcing the floorplan according to the periodicity of the

sub-blocks of the super-column logic. In the FASER ASICs, the charge associated to each

pixel is needed to be recorded and acquired for a good reconstruction of the cluster of hits.

Because of the above-mentioned dead-area specifications, the implementation of an analog

memory system for the measurement of the input charge was designed. A logic integrated

in the central part of the super-column was designed to avoid unwanted charge sharing

problems. Finally, the digital periphery of the system features a readout block characterized

by a frame-based architecture with a super-pixel level compression. This solution allows a

significant reduction of the average amount of data to readout compared with the case of

a packet-based architecture. The latter, would have also required the implementation of a

thicker super-column logic.

Two RO-based TDCs were presented. The first was designed in the context of the TT-PET

project. This converter is characterized by a ∼33 ps LSB, a ∼3 mW power consumption and

is featuring a 9 pseudo-differential stages RO in pseudo-NMOS architecture. A feedforward

system was designed to increase the frequency of the oscillator (simulations showed a ∼30%

improvements). An event-by-event calibration system is able to measure, through an external

reference signal, the free-running frequency of the RO each time a measurement needs to

be performed. This system is useful to avoid any kind of PLL-based synchronization system.

Moreover, a non-linearity model was developed to analyse the proposed TDC. The model

demonstrated that the introduction of the output buffers inside the feedforward path is able

to reduce the impact of their mismatch on the linearity of the converter. This solution did

not add any complexity to the architecture but only required a different distribution of the

internal connections. The above-mentioned characteristics and the compact area of the TDC

make the proposed solution suitable for the many applications in which the integration of a

large number of converters is often required.

The TDC for the FASER experiment ASIC was designed to satisfy a LSB<200 ps specification.

A 7 CMOS stages RO was chosen for the implementation of the converter. The design of the

TDC was focused on the reduction of power consumption when the system is in idle (i.e., no

event is detected) through a gating system. The measurements of the converter showed that

the specifications in terms of resolution, linearity and power consumption were respected.

For this reason and the compactness of the architecture, the presented TDC will be integrated

in the final chip for the FASER experiment detector.

An IC for hybrid pixel detectors was designed and produced. Most of the thesis was focused on

the development of dies for monolithic detectors, integrating pixels and electronic front-end

in the same chip. However, the ASIC for hybrid detectors aims to work as a test chip for the

evaluation of the limits of the electronic systems designed for other experiments without all

the constraints related to monolithic architectures. Therefore, the architecture was designed

focusing on the flexibility and the testability of its components. Four different front-end
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flavours were integrated and a power-gating system allows an independent activation of the

macro-columns of the matrix. In this way, it is possible to push the performance of certain

sub-systems without compromising the rest of the ASIC. Considering sensors characterized

by ∼80 fF capacitances and input charges Qi n > 0.6, all of the front-end configurations are

expected to have a σel ec <30 ps, where σel ec is the contribution of the electronic front-end on

the time-resolution of the system. The readout logic is based on a packet-based architecture

that is able to provide only the data associated to the pixels that sensed an event.

This thesis also illustrated how to use GAs for the optimization and the tuning of analog

circuits. Various algorithms were presented and compared for the implementation of low-

setup times D-latches. However, this approach can be used for the design of a large variety of

circuits. Linear aggregation GAs produce the best results in terms of setup times depending

on the weight of this parameter in the fitness function to optimize. Pareto-based algorithms

are able to provide a heterogeneous set of final solutions that are handling the trade-offs

among the parameters to optimize in different ways. This allows obtaining a group of various

implementations of the circuit that can be used for different purposes on the basis of the

specifications.
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A Ionization and Bethe-Bloch formula

The detection of particles is performed with an interaction of the latter with the sensing system.

When a particle crosses a certain material, it can interact with it through an energy exchange

that in the case of charged particles can lead to the ionization of the atoms of the detecting

medium.

It is possible to analyse the behaviour of a ionizing particle crossing a certain material through

the Bethe-Bloch formula [1]. The latter expresses the behaviour of the average energy loss

(also indicated as stopping power) of a particle that passes through a material. The energy loss

Figure A.1: Average stopping power (energy loss) in various materials (from top: liquid hydro-
gen, helium, carbon, aluminium, iron, tin and lead). Source: [130].
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Appendix A. Ionization and Bethe-Bloch formula

can be obtained resolving the following [1]

−
〈

dE

d x

〉
= n

∫ Tmax

Tmi n

T
dσmat

dT
dT (A.1)

where 〈dE/d x〉 indicates the average energy variation (loss) of the particle inside the material,

n is the number density of the target (ration between number of particles in the medium and

its volume), T is the transferred kinetic energy in the collision and σmat is the cross section

of the crossing material. Its derivative in T is function of the characteristics of the medium,

the mass of the incoming particles M and their speed β, dσmat /dT = dσmat /dT (M ,β,T ). As

described in [1], it is possible to calculate 〈dE/d x〉 resolving the integral for different energy

transfer ranges (comparable or not to the binding energy of the electrons in the material)

obtaining the Bethe-Bloch formula
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where z is the charge of the incoming particle, γ is the Lorentz factor, Z is the atomic number

of the material, A its atomic mass, δ(βγ) and C /Z represent two correction factors relevant

for high energies and low values of particle speed β respectively. As explained in [1] [26]

[130], a minimum of the the stopping power is obtained for particles with βγ≈ 3−4 usually

indicated as Minimum Ionizing Particles (MIPs). For higher values of βγ the energy loss

approximately follows a logarithmic behaviour and the ionizing process is the dominant one

in the particle-medium interaction, as also shown in Figure A.1. From this picture, it is also

possible to highlight that the value of βγ ≈ 3− 4 for the MIPs is valid for a large range of

materials. However, the values of stopping powers are depending on the characteristics of

the materials like density. A more detailed analysis of this formula can be found in textbooks

[1] [56] and papers [130]. In particular, Equation A.2 is mainly valid for heavy particles (i.e.

protons) while, in the case of electrons or positrons, the energy loss needs to be corrected due

to the influence of their spin, kinematics and other characteristics (like e−e+ annihilation) [1].

Most of the detectors developed to sense charged particles are exploiting the ionization process

to generate electrical signals readable by the readout electronics. The Bethe-Bloch formula

represents a fundamental starting point for the optimization of the sensor characteristics.
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B The Shockley-Ramo theorem

The generation of the electrical signal of a silicon detector for ionizing radiation sent to the

readout electronics can be modeled with the outcomes of the Shockley-Ramo theorem [131]

[132]. The latter is useful to analyse a situation like the one depicted in Figure B.1. Considering

a charge q moving according to the velocity vector v in a space surrounded by N metallic

electrodes (in the example of Figure B.1 N =5). The movement of the charge will induce a

current in the m-th electrode im being described by the following relation

im =−qv ·E wm (B.1)

where E wm is the so-called weighting field and it represents the electric field obtained setting

to 1 the potential of the m-th electrode and to 0 the potential of the others (a detailed treatment

of the theorem and the analysis of the results is reported in [133]). This means that, in a sensor,

when the ionization occurs, the movement of the charges induces a current proportional

to their speed. Equation B.1 also gives important hints for the optimization of sensors. As

underlined in [26], the timing performance of a detector can be improved designing a system

in which the response to an event is as independent as possible on the position in which the

1 2

3

4

5

q 𝑣

𝑖2

𝐸𝑤2

Figure B.1: Representation of the problem solved by the Shockley-Ramo theorem.
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Appendix B. The Shockley-Ramo theorem

ionization process started. The goal can be achieved designing a sensor in which the weighting

fields are approximately constant and parallel to the direction in which the charges move, like

a planar and thin detector with large electrodes. In this case, it is possible to approximate the

induced current of Equation B.1 with [26]

i =−q
|v |
D

(B.2)

where D is the width of the detector system (i.e., the distance between the electrodes). From

Equation B.1 and B.2, it is possible to highlight the role of charge velocity in the induced current:

higher values of v can improve improve the timing performance of the sensor. However, the

drift velocity of electrons and holes in silicon tends to saturate at electric fields close to ≈2

V/µm. Saturated sensors represents a good solution for the optimization of the time resolution

of a detecting system [26].
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C Chip Gallery

Figure C.1: FASER first prototype ASIC. Figure C.2: Feedforward TDC test-chip.

Figure C.3: Layout of the three FASER pre-
production ASIC variants.

Figure C.4: Readout ASIC layout.
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