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a b s t r a c t 

The rapid growth of urban areas and concerns over climate change make it vital to improve the energy sustain- 
ability of cities. Understanding the complex interactions within different sectors (sectoral) and localities (spatial) 
of cities plays a crucial role in improving efficiency and sustainability, which is extremely challenging due to the 
complex urban morphology. State-of-the-art energy concepts do not facilitate a detailed consideration of both 
sectoral and spatial coupling that energy infrastructure maintains at the urban scale. This has become a signifi- 
cant challenge when designing interconnected urban energy infrastructure. The Urban Cell concept is introduced 
to address this bottleneck. A novel computational model using a modular approach is introduced to create an 
interconnected urban infrastructure, including the energy, building, and transportation sectors. Optimal sizing 
of the distributed energy system (including renewables, energy storage, and dispatchable sources) and optimal 
urban morphology is determined within a modular unit. A game-theoretic approach is used to model the inter- 
actions between urban cells (modular units). The study revealed that the urban cell concept can reduce the net 
present value of the interconnected energy infrastructure by 37% while increasing the installed renewable en- 
ergy capacity by 25%. This demonstrates the benefit potential of urban cells and the importance of considering 
interactions between different sectors and different parts within a city. The Urban Cell concept can be used to 
present the complex interactions maintained within a city. 
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. Introduction 

Cities are growing rapidly, and it is expected that 68% of the global
opulation will live in cities by 2050 [1] . Empirical research suggests
ensification as an approach to stop expanding urban infrastructures
nd higher demand for mobility [2] . Urban densification can result in
 more complicated urban morphology [3] , leading to a convoluted ur-
an climate due to urban heat island (UHI) effects [4] . Densification
lso can lead to higher energy use in cities, and consequently, higher
emand for resources. Already 80% of energy is consumed within cities,
nd that consumption is responsible for 60% of anthropogenic carbon
ioxide (CO 2 ) emissions. Densified urban areas can accelerate this up-
ard trend by modifying the amount of solar radiation [ 5 , 6 ], shading
 7 , 8 ], and heat transfer from external surfaces [ 9 , 10 ]. It also can alter in-
oor thermal comfort conditions [11] and, accordingly, increase cooling
nd heating demand [ 12 , 13 ] and lighting electricity consumption [14] .
herefore, it is necessary to develop urban areas more sustainably, as
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Climate adaptation of urban energy systems includes improving sus-
ainability. Renewable energy integration and improving the efficiency
f building stock play a vital role in improving sustainability. Certain
rban forms increase renewable energy integration and reduce heat-
ng and cooling energy demands [ 15 , 16 ]. Therefore, the urban plan-
ing process can notably influence the energy transition in urban in-
rastructure. However, very few studies have focused on this particu-
ar aspect, despite its timely importance. Similar to the building sec-
or, climate change and air quality problems in urban areas will require
ustainability improvements in the transportation sector by extensively
romoting electric vehicles (EV) and EV charging infrastructure. Large-
cale adoption of EVs, especially in mixed-use urban areas, introduces
 large amount of time-varying charging demands to the network. Inte-
rating energy demand for EV charging into buildings can alter building
erformance and energy consumption profiles [17] . The impacts of EV
021 
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harging on building performance and load profiles have not been as-
essed comprehensively [18] at the urban scale. This could lead to in-
onsistencies in urban planning, resulting in impaired reliability and
enewable energy integration of the urban energy system [19] . 

Several concepts have recently emerged in the energy sector to sup-
ort the energy transition. The smart grid concept was introduced to
nable a more interactive grid, moving away from the existing classi-
al grid architecture with a hierarchical setup and unidirectional power
ow to facilitate large-scale integration of renewable energy technolo-
ies [20] . Maintaining interoperability within the electricity sector was
 primary objective focus when introducing the smart grid concept. Of-
en the operation and stability of the grid are the focus, with few studies
ocused on the design aspect. The concepts of the fourth and fifth gen-
rations of district heating networks were introduced into the heating
ector to develop a smart thermal grid with objectives similar to those
f the electricity sector [21] . Similarly, several advancements have been
ade within the energy system domain. The concept of hybrid energy

ystems has been introduced to integrate renewable energy technolo-
ies into distributed generation (often discussed in off-grid applications)
22] . The concept of energy hubs has been introduced as an extension
o hybrid energy systems, considering multiple energy services such as
lectricity, heating, and cooling [23] . However, studies of the interlinks
etween these distributed energy hubs and network models have been
imited, therefore we lack a deep understanding of its magnitude and
he spatial and temporal patterns that arise when moving into an urban
cale. 

Interactions between distributed energy systems located at different
ocalities within a city (spatial coupling) play a vital role at the urban
cale. Distributed energy systems can help each other withstand the fluc-
uations in both demand and generation, which will improve renewable
nergy utilization while minimizing operation costs [24] . Facilitating
uch interactions while maintaining security is a challenging task [25] .
esides interacting with neighboring energy systems at the urban scale,
nergy systems are expected to interact locally with the building and
ransportation sectors (sector coupling) [26] . Interactions maintained
ocally between different sectors help improve energy systems’ flexi-
ility, which plays a pivotal role in improving the renewable energy
enetration levels. More important, existing concepts within the energy
ystem domain do not facilitate consideration of such complex interac-
ions maintained within the urban context, making it difficult to design
nterconnected urban energy infrastructure. Therefore, it is necessary to
ddress the following research questions to shape the energy transition
nd improve sustainability in urban areas: 

1 How should the energy hub concept be extended to facilitate both
spatial and sector coupling? 

2 How should the existing bottom-up design models be extended to
consider spatial and sector coupling to design interconnected infras-
tructure? 

3 What is the best way to facilitate the autonomy of each sector at dif-
ferent geo-spatial scales while developing integrated infrastructure
(especially in security/privacy and data sharing)? 

Addressing these challenges is essential to improve sustainability in
ities where a conceptual intervention is essential. As a means of ad-
ressing these research problems, Section 2 introduces the concept of
he Urban Cells . A modular architecture is presented in Section 3 to de-
ign integrated urban cells. The optimal design of each distributed en-
rgy system (determining the optimal component sizes for photovoltaic
PV] panels, wind turbines, energy storage, combined heat and power
eneration [CHP] units, and heat pumps) and urban morphology (urban
orm and urban density, considering the electric transportation) are con-
idered at the module level. A game-theoretic framework is introduced
o reflect the spatial coupling between the modular units while preserv-
ng privacy. Section 4 illustrates a case study. Finally, Section 5 presents
he impact of considering sector and spatial coupling and benchmarks
2 
he present concept against the novel methodology introduced in the
tudy. 

. Urban cells 

Consideration of the urban context requires energy system models
o be substantially extended to consider other infrastructures such as
uildings, transportation, and water distribution. Several concepts en-
ble consideration of the energy nexus with transportation and water.
he first part of this section provides a holistic background on the en-
rgy nexus in an urban context and the limitations in the present state
f the art, mostly related to the energy hub concept. The second part
resents the novel approach. 

.1. Background 

Linking multiple sectors and several localities within a city demands
 detailed information flow. Existing computational tools do not facili-
ate such a detailed workflow that covers different sectors and localities.
herefore, customized workflows that combine several computational
ools are often used. The energy nexus with transportation, buildings,
ater distribution, and purification has been addressed using such cus-

omized workflows. For example, many studies have comprehensively
nvestigated the integration of e-mobility into existing energy systems
nd related demand response potential, including smart charging and
ehicle-to-grid systems. However, the impacts of e-mobility integration
n energy system design are often overlooked. Few studies consider EV
harging demand when sizing the capacity of various conversion and
torage technologies for energy supply systems. Cao et al. [27] consid-
red EV charging demand in a sizing problem of mixed conversion tech-
ologies (i.e., fuel cells, CHP, gas boilers, and PV) for a multi-energy
ystem. Murray et al. [28] optimized the size, configuration, and opera-
ion of a multi-energy system considering both building and EV energy
emands and compared the competitiveness of different EV technolo-
ies on decarbonizing the community in future scenarios. Murray et al.
29] optimally selected vehicle technologies, including internal combus-
ion engine vehicles and EVs, along with building system technologies
or urban energy system design. These studies provide insights into how
V charging demand affects the energy system design process, which
an be further extended by linking the building sector. EV charging de-
ands show distinct characteristics concerning land-use types, which is

ften considered in the deployment problems of EV charging [30] . How-
ver, linking the EV charging process has not been considered together
ith the urban planning and energy system designing process, where
oth sector and spatial coupling play a vital role. 

Several research studies have attempted to develop workflows that
ombine numerous computational tools and platforms [ 31 , 32 ] to ana-
yze the complex energy flows within urban areas, taking into account
he urban morphology. For example, Mohajeri et al. [33] studied the
ensitivity of urban form to integrated PV electricity generation, renew-
ble energy integration, and grid price from 2017 to 2050, considering
wo major urban development strategies (densification and expansion).
onetheless, most of these studies are limited to a single urban neigh-
orhood. The complex interactions between different neighborhoods at
n urban scale are ignored in the procedure. The unidirectional flow of
nformation is considered from both transportation and building energy
odels towards the energy system model, which does not reflect the

eality. The scalability of these workflows beyond one distributed sys-
em has not been tested. Furthermore, the flexibility of the workflows
o accommodate more sectors is doubtful, as most of the workflows are
pecific and cannot be generalized. The brief literature review reflects
hat the current practice of using workflows fails to present the com-
lex interactions that take place within cities. This situation demands
hat we move beyond workflows and establish a generalized model that
acilitates sector coupling that can be extended to an urban scale. 
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.2. Present state-of-the-art concepts for urban systems 

Several concepts have been introduced to facilitate energy transi-
ion in the urban context. For example, the smart grid was introduced
o move towards a more interactive grid. The energy hub model is intro-
uced to facilitate multiple energy conversions within energy systems,
mproving renewable energy penetration while catering to multiple en-
rgy services such as heating, electricity, cooling, and more. Industry
cology is one of the most widely used metaphors in urban systems. The
asic thinking behind industrial ecology is also shared by the studies
f urban metabolism, which is defined as the sum of the technical and
ocioeconomic processes in cities, resulting in growth, energy produc-
ion, and waste elimination. Both energy system and energy hub con-
epts were limited to the energy sector. In contrast, industrial ecology
nd urban metabolism have not been applied along with urban energy
ystems models. These models do not facilitate a bottom-up approach
hen accommodating interactions within different parts of the cities. As
 result, it is challenging to use models developed based on these con-
epts directly to consider both sector and spatial coupling. Therefore,
t is essential to extend present concepts related to the energy sector to
nable the design of integrated urban infrastructure that efficiently in-
eracts with other sectors and facilitates renewable energy technology
ntegration. The urban cellular architecture is introduced in this study
o address this research gap. 

.3. Urban cell as a unit to represent sector coupling 

A number of energy and mass conversion processes occur within
 neighborhood, facilitating many services. Usually, these services are
lassified into different sectors to make the analysis simple. In general,
eating, cooling, and electricity supply in buildings are considered to be
uilding services. Similarly, cities also have energy services, transporta-
ion services, and other types of services, and often these service sectors
nteract with each other. Urban Cell is used to consider these interac-
ions within a neighborhood. Within this context, a city is divided into
everal metropolitan districts, and each urban district has multiple cells
t the neighborhood level ( Fig. 1 ). Each cell can be regarded as a multi-
unction unit with several system layers, representing sectors such as
uildings, energy, transportation, and industry ( Fig. 1 (e)). The system
onfiguration (design) of each layer depends on the services provided
y the sector and its interaction with the other system layers. For exam-
le, a cell with a dense urban morphology (i.e., a complicated building
ystem layer) will require a higher energy demand for electricity, heat-
ng, etc. (larger capacity in the energy system layer). In addition, the
onfiguration of the system layers depends on the local conditions and
he system layers of the neighboring cells. Design optimization of a cell
etermines the optimal system configuration for each system layer, and
hat is the main focus of this study. For example, for the energy system
ayer, design involves optimal sizing of renewable energy technologies,
nergy storage, dispatchable sources such as combined heat and power
enerators, energy conversion devices (heat pumps and chillers), and
ther factors. Similarly, for the building system layer, design involves
etermining the optimal building form and building density. The objec-
ive of the cell is to improve the autonomy of the neighborhood while
nhancing the efficiency of the interactions maintained between the dif-
erent sectors within the neighborhood. 

.4. Urban cellular networks 

While the urban cell facilitates the interactions between different
ectors, inter-cell interactions enable spatial coupling. Therefore, inter-
ctions between urban cells play a vital role in utilizing the resources.
etworks that maintain connectivity between different parts of a city
lay a crucial role in this regard. Thermal, gas, electricity, and road
etworks are some examples in this regard. Connectivity between the
3 
ells enables the grid to withstand the imbalances of generation and de-
and for services. The multiplex network between the cells facilitates

nteractions between the cells within certain flow constraints, allowing
hem to accommodate the fluctuations. The cells operate autonomously
s agents, which formulates a multi-agent network problem. Therefore,
he urban cellular network (UCN) concept converts the urban system
esign problem into a distributed multi-agent design problem. 

Multi-agent network problems have been amply discussed from the
ontrol system perspective, especially with reinforcement learning in-
ervention [34] . Multi-agent models have been used to represent the
ossible operation modes of distributed microgrids and communication
ystems being aligned with control theory [24] . Nonetheless, to the best
f the authors’ knowledge, it has not been used for urban system de-
ign. Two operation modes can be defined as being aligned with the con-
rol system community: fully cooperative scenarios and non-cooperative
cenarios. A fully cooperative scenario explains the operation of a multi-
gent system with centralized intervention. The operation states of all
he systems are shared, or a centralized authority intervenes when de-
ermining the actions. The security of operating agents becomes a sig-
ificant concern. However, a detailed understanding of the entire dis-
ributed system enables one to reach optimal solutions with a better per-
ormance. In contrast, non-cooperative systems do not share information
n such a manner. Agents compete with each other and the competition
nables them to determine an optimal strategy to maximize their per-
ormance. The non-cooperative approach performs better to protect pri-
acy, although the performance of the system can be notably poor com-
ared to the cooperative scenario. The study proposes a leader-follower
trategy to take advantage of both cooperative and non-cooperative sce-
arios. The leader-follower approach enables UCNs to operate efficiently
hile preserving privacy. Each cell shares certain information with the

eader (e.g., time series grid injection, grid purchase), which helps to
etermine the connectivity among the cells. Each cell determines its
ystem design on its own based on the network constraints to interact
ith the neighboring cells. 

. Methodology 

Bringing several sectors together is a challenging task. As shown in
ig. 2 , a clear workflow is developed to achieve this objective, making
t easy to understand the energy, material, and cash flows in between
ectors. The workflow begins with an understanding of the energy re-
uirements for the building sector. Energy demand for heating, cooling,
nd electricity depends on the urban morphology. Further, the energy
emand depends on the type of building, e.g., residential, industrial.
he building energy demand of the cell is computed considering both
hese aspects. A detailed explanation of the methodology used to calcu-
ate the building energy demand is explained in Section 3.1 . Similarly,
rban morphology is the starting point when determining the EV energy
emand. Depending upon the urban morphology, the maximum number
f occupants is obtained. Based on the maximum number of occupants,
uilding function, and occupancy profile it is possible to determine the
nergy demand for EVs and requirements for charging stations for an
rban cell, as explained in Section 3.2 . Finally, the energy system is op-
imized considering the energy demand for buildings and transportation,
s described in Section 3.3 . The optimal set of designs for each cell are
ed into the secondary level optimization, which uses a game-theoretic
pproach to determine the optimal design for each urban cell and the
onnecting energy network, as explained in Section 3.4 . 

.1. Generating urban cell models and energy simulations 

The current state-of-the-art modeling urban morphology can be di-
ided into two major approaches: real case studies [35] and idealized
rban areas [36] . Several studies have linked morphological parameters
ith energy demand in terms of urban form (density [10] , the geometry
f the buildings [37] , building envelop [38] ), urban structure (streets
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Fig. 1. The overview of the urban cell concept is presented in Fig. 1 . The urban area taken for the study is presented in 1(a), which consists of several districts as 
presented in 1(b). A district consists of several urban cells which (1(c)) interacts with each other enabling spatial coupling (1(d)). Each urban cell consists of several 
layers, as presented in 1 (e), where each layer represents a particular sector (such as energy, building, etc.). Urban cells facilitate interactions between these layers, 
enabling sector coupling (1(e)). This formulation helps the urban cell concept facilitate spatial and sector coupling, as shown in 1(f), which helps design complex 
interconnected urban infrastructure. 

4 
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Fig. 2. The workflow illustrating the novel design approach presented in this study for interconnected energy infrastructure. The city is divided into several cells. 
Sector coupling between energy, building, and transportation sectors is considered for each cell. Subsequently, the spatial coupling between different cells is consid- 
ered. 
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nd sidewalks [39] , as well as the distance between buildings [40] ),
nd urban function (operation of buildings [41] and open spaces [40] ).
owever, the existing urban building energy models mostly focus on
ne specific urban neighborhood and fail to consider complex interac-
ions among several urban neighborhoods, which is essential to design
n urban cell. Thus, to capture the interactions between several sectors
n an urban cell, a series of urban neighborhoods need to be modeled
ased on realistic morphological parameters. 

This study adopted and further developed a method, namely Build-
ng Modular Cell or BMC, introduced by Javanroodi et al. [42] . BMC
s based on a cuboid module (4 × 4 × 4 m) that considers the main
nfluencing morphological parameters to generate complex urban mod-
ls. Here, a set of nine urban neighborhoods (each with 208 × 208 m
imensions) were designed as a matrix with three rows and columns.
hree main categories were considered to define the distance between
eighborhoods and buildings located at each neighborhood, including
ighways (width = 40 m), streets (width = 12 to 16 m), and canopies
width = 6 to 8 m). Each urban neighborhood consisted of four areas with
6 × 96 m dimensions (total area of 9216 m 

2 s [m 

2 ]). The designed urban
ell had 704 × 704 m dimensions (total area of 495,616 m 

2 ) with four
ain building types: stand-alone houses (RE-SA), multi-family apart-
ents (RE-MF), small offices buildings (OF-S), and large office buildings

OF-L). 
The central neighborhood was considered to be the district center,

ith large office buildings and a large green space (96 × 96 m), while the
est were divided into four main areas. Based on the building types, each
rea consisted of 12, 9, 4 subsites for RE-SA (144 subsites), RE-MF (108
ubsites), and OF-S building types (32 subsites), respectively, which re-
ulted in 296 distinct subsites in the designed urban cell. To design the
uilding layout in each subsite, four main morphological parameters
5 
ere considered as design constraints; these included: Plot Area Ratio
PAR), Volume Area Ratio (VAR), Site Coverage Index (SCI), and Build-
ng Height Index (BHI) ( Fig. 3 ). For example, neighborhood 6 (N6) had
 constraint of 58.3, 34%, 41%, and 282 for PAR, VAR, SCI, and BHI,
espectively ( Fig. 3 -b). 

By defining these parameters for each subsite, area, neighborhood,
nd urban cell, a total of 296 building layouts were designed. For RE-
A, RE-MF, OF-S, and OF-L a total number of 6, 8, 9, and 3 distinct
rchitectural layouts were used to generate 296 buildings in the urban
ell. Two major design constraints based on SCI and Building Height
ensity (BHD) were used to design each building. For SCI, a built density
onstraint of 50%, 60%, 70%, and 80% was used for RE-SA, RE-MF,
F-S, and OF-L buildings. For BHD, a series of height constraints were
ssigned to each building type: RE-SA (2 floors), RE-MF (4, 6, 8 floors),
F-S (12, 18, 20 floors), and OF-L (24 floors). The window-to-wall ratios

WWR) were also assigned based on the building types. The WWR of
esidential buildings was 18%, 35%, 12%, and 12% for the northern,
outhern, western, and eastern sides, respectively, while these values
ere 12%, 25%, 8%, and 8% for office buildings. 

The detailed urban cell model ( Fig. 4 ) was generated by a Grasshop-
er script and exported to EnergyPlus through Diva for Rhino 4.0. Each
odule was designed as a thermal zone; the number of thermal zones

s dependent on the PAR and VAR parameters of each building type.
he cooling/heating demand, equipment, and lighting energy demand
rofiles were calculated for all thermal zones at each floor of building
locks as the combination of latent and sensible loads. To account for the
mpact of UHI effects, the Dragonfly plugin from Ladybug tools [43] was
dopted (see Section 4 : Application case studies for more details on the
dopted weather data). Furthermore, the impacts of the surrounding
uildings for each building are also considered through the true view
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Fig. 3. Adopted morphological parameters to de- 
sign the urban cell and its components: (a) Plot 
Area Ratio (PAR): the total area of all floors di- 
vided by the total area of the site, (b) Site Cover- 
age Index (SCI): the total area of the ground floor 
divided by the total area of the (sub) site, (c) Vol- 
ume Area Ratio (VAR): the total volume of the 
buildings divided by the total area of the site, and 
(d) Building Height Index (BHI): the total number 
of building floors per each (sub) site. 

Table 1 

Details of EV penetration and distribution. 

Neighborhood Type Total Number of Occupants Total Number of EVs 

1 RE-SA, & RE-MF 370 51 
2 OF-S (2688) 2864 373 

RE-SA, & RE-MF (170) 25 
3 RE-SA, & RE-MF 396 55 
4 OF-S (2688) 2914 373 

RE-SA, & RE-MF (226) 31 
5 OF-L 1097 153 
6 OF-S (2688) 2913 373 

RE-SA, & RE-MF (225) 31 
7 RE-SA, & RE-MF 370 51 
8 OF-S (2688) 2914 373 

RE-SA, & RE-MF (226) 31 
9 RE-SA, & RE-MF 396 55 
Sum 14,234 1975 
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actor algorithm in EnergyPlus, by affecting direct/diffuse solar radia-
ion beam networks. The total heat transfer through external surfaces
wall, roof, floors, and windows) —as well as internal loads (e.g., peo-
le density, equipment, and lighting) and infiltration through the build-
ng envelope and openings —were defined based on the function of each
uilding. The modeling and simulation of urban morphologies with gov-
rning equations have been thoroughly described and verified in previ-
us studies [ 42 , 44 , 45 ]. 

.2. Modeling the electric vehicle fleet energy demand 

EV model is used to compute the charging demand of vehicle fleet
epending upon the urban morphology considered. The ownership of
ars in Sweden is 555 cars per 1000 people. The EV penetration is as-
umed to be 25% [46] . In this study, the penetration of EVs in differ-
nt neighborhoods was determined by occupant density, as tabulated in
able 1 . 
6 
Localizing EV charging demand to neighborhoods within urban ar-
as has been an important step towards effective planning of electric
ehicle supply equipment (EVSE) and relevant energy systems. Unlike
etrol-based vehicle drivers, EV drivers tend to keep a relatively high
attery level due to range anxiety and connect EVs to the grid whenever
ossible. According to EV usage statistics, 20% of charging events take
lace in public locations. In addition, private EVSE is installed at home
47] . In anticipation of the popularization of charging infrastructure, it
s assumed that EVs will be connected to the grid during parking peri-
ds. In this case, the EV charging demand highly depends on the battery
se of previous trips. 

In the existing literature, charging demand modeling is usually ful-
lled under the assumption that EVs only charge once at certain lo-
ations, i.e., home or workplace. The current methods generally lack
he capacity to represent different characteristics of EV charging de-
and concerning different building types, which is essential when de-

igning urban cells. Therefore, this paper adopts an agent-based trip
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Fig. 4. The procedure to design and generate the urban cell including the urban neighborhoods, areas, and subsites (SCI and BHI are used for each neighborhood, and 
each subsite; PAR and VAR are only used to define neighborhoods). (a) the dimensions and number of 9 neighborhoods, (b) defined values for the main influencing 
morphological parameters for each neighborhood, (c) urban areas in each neighborhood based on the building types, (d) 296 subsites in all the urban areas based on 
the building types, (e) site coverage for each subsite in each urban area based on the building types, (f) 296 building layouts with 26 distinct architectural designs 
based on each building type, (g) the 3D model of the urban cell considering PAR, VAR, SCI, and HBI parameters, (h) the number of floors based on each building 
type, and (i) WWR values based on the façade directions and building types. 

7 
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hain model (ABTCM) to represent the relation between building forms
nd EV charging demand. 

The ABTCM generates a full loop of daily trips for each EV agent and
arameterizes each trip with six parameters: departure place, departure
ime, driving distance, driving time, destination, and parking time. The
athematical description of the trip chain vector is presented by Eq. (1) –

3) . The values of the parameters vary with the hour of the day and land-
se types of the departure place and the destination. Three types of land
se are recognized in ABTCM: residential, working, and public locations.
he charging demand at residential and working areas is localized to
esidential and office buildings. 
(
𝑝 𝑑, 1 , 𝑝 𝑒 , 𝑇 𝑑, 1 , 𝑡 𝑑 , 𝑡 𝑝 , 𝑑 𝑑 

)
= 

(
𝑝 𝑑, 1 ; 𝑝 𝑒, 1 𝑝 𝑒, 2 .... 𝑝 𝑒,𝑚 ; 𝑇 𝑑, 1 ; 𝑡 𝑑, 1 , 𝑡 𝑑, 2 .... 𝑡 𝑑,𝑚 ; 𝑑 𝑑, 1 , 𝑑 𝑑, 2 .... 𝑑 𝑑,𝑚 

)
(1) 

 𝑑,𝑚 +1 = 𝑝 𝑒,𝑚 , 𝑚 = 1 , 2 , 3 ... (2)

 𝑑,𝑚 +1 = 𝑇 𝑑,𝑚 + 𝑡 𝑑,𝑚 + 𝑡 𝑝,𝑚 , 𝑚 = 1 , 2 , 3 ... (3)

here m represents the index of the trip; p d and T d represent the depar-
ure place and time, respectively; d d and t d represent the driving distance
nd time, respectively; p e represents the destination, and t p represents
he parking time at the destination p e . 

The probability density functions of the trip chain parameters are
xtracted from real-world vehicle travel data and could represent the
ealistic temporal and spatial distribution of EV charging demand. The
tate of charge (SOC) of the EV battery is calculated by Eq. (4) and (5) .
he energy consumption of a trip is assumed to be in proportion to the
riving distance. The charging power of the EVSE is assumed to have
hree levels: 3.3 kW (kW), 6.6 kW, and 44 kW. EVs tend to charge at the
.3 kW level unless the parking time is too short (i.e., less than half an
our) or they cannot charge enough electricity to satisfy the next trip. 

 𝑂 𝐶 𝑡 +1 = 𝑆 𝑂 𝐶 𝑡 − 

𝑎 𝐸 𝑑 𝑑,𝑚 

𝐶 

+ 

𝑏 𝑃 𝐶,𝑡 Δ𝑡 

𝐶 

, (4)

, 𝑏 = 

⎧ ⎪ ⎨ ⎪ ⎩ 

𝑎 = 1 , 𝑏 = 𝑜, 𝑤ℎ𝑒𝑛 𝐸𝑉 𝑖𝑠 𝑑𝑟𝑖𝑣𝑖𝑛𝑔 

𝑎 = 0 , 𝑏 = 1 , 𝑤ℎ𝑒𝑛 𝐸𝑉 𝑖𝑠 𝑐ℎ arg 𝑖𝑛𝑔 
𝑎 = 0 , 𝑏 = 0 , 𝑤ℎ𝑒𝑛 𝐸𝑉 𝑖𝑠 𝑛𝑒𝑖𝑡ℎ𝑒𝑟 𝑐ℎ arg 𝑖𝑛𝑔 𝑛𝑜𝑟 𝑑𝑟𝑖𝑣𝑖𝑛𝑔 

(5)

here t is the index of time step; SOC represents the state of charge
f EV battery; a and b are binary parameters that represent the state
f EV; E is the electricity consumption per kilometer; C represents the
apacity of EV battery; P c represents charging power, and ∆t represents
he duration of a time step. 

.3. Computational model for each cell 

Each cell consists of an energy system, which caters to the energy de-
and for the building sector and the EV’s energy demand. The energy
emand of the cell depends on the urban morphology, which influences
he energy demand for both the building and transportation sectors. The
istributed energy system considered in this study consists of renewable
nergy technologies such as building-integrated PV, wind turbines, a dis-
atchable energy source, and energy storage interacting with the grid.
eat pumps cater to the energy demand for heating. Grid curtailments
ere introduced on an hourly basis for both injecting and purchasing
lectricity to and from the grid based on the congestion of the entire
etwork determined when optimizing the network layout between the
rban cells. 

The energy system model takes time-series data for renewable en-
rgy generation potential, energy demand, and meteorological data for
ourly simulations. Also, techno-economic data such as component ef-
ciencies and installation and operation costs were taken as inputs to
he model. A time-series simulation was performed to identify the mis-
atch between renewable energy generation and the energy demand,
8 
eading to quantifying energy storage requirements, a dispatchable en-
rgy source, and grid interactions. Hourly solar irradiation (global hor-
zontal) and wind speed (at wind turbine hub level) were used as the
nputs to the model used to compute the renewable energy generation.
enewable power generation from the PV panels and wind turbines was
alculated using Eq. (6) . 

 

𝑅𝐸 
𝑡 

= 𝐺 

𝛽

𝑡 
𝜂𝑃𝑉 
𝑡 

𝐴 

𝑃𝑉 𝑥 𝑃𝑉 𝜁𝑃𝑉 + 𝑃 𝑊 

𝑡 

(
v t 
)
𝑥 w 𝜁𝑤 , ∀𝑡 ∈ 𝑇 (6)

In this equation, 𝐺 

𝛽

𝑡 
and 𝜂𝑃𝑉 

𝑡 
present the global solar irradiation on

he tilted PV panel and the efficiency of the PV panel computed by using

he Durisch model [48] . Similarly, 
∼

𝑃 𝑊 

𝑡 
(v t ) presents the power genera-

ion from a single wind turbine. The number of PV panels and wind tur-
ines within the system is presented by 𝑥 𝑝𝑣 and 𝑥 w . The surface area of
he solar panel is presented by 𝐴 

𝑃𝑉 . Complexities brought by the cities
ake it challenging to consider shading, especially when performing

nergy system sizing. We introduced a shading factor, 𝜍 𝑃𝑉 , to account
or the losses due to shading. Similarly, wind speed will be dropped due
o the urban boundary layer. The losses in power converters are pre-
ented by 𝜍 𝑤 in the system and the power losses. Dispatchable source
nd grid and energy storage cater to the mismatch between renewable
ower generation and multi-energy demand. The optimal capacity for
he dispatchable source and the storage was determined by the optimiza-
ion algorithm based on the objective function values obtained from the
ifecycle simulation of the energy system. 

Optimal operation of the dispatchable energy sources, energy stor-
ge, and grid interactions depend on many factors, including the mis-
atch between energy demand and renewable energy generation, grid

urtailments, and electricity cost in the grid. Dispatch strategy helps
o determine the optimal operation state for dispatchable source, en-
rgy storage, and grid interactions. There are different techniques to
gure out the optimal operation strategy. For example, dispatch strate-
ies based on reinforcement-learning techniques can present a complex
ispatch strategy [49] that can accommodate complex interactions such
s demand response strategies [34] . However, training such complex
earning techniques demands extensive computation, which becomes
emanding with a game-theoretic optimization process. Therefore, a rel-
tively simple dispatch strategy introduced by Perera et al. [56] was
sed in the present work. The dispatch strategy consists of two levels,
here operating conditions of the dispatchable sources (ICG (internal

ombustion generators)) are determined at the primary level by tak-
ng into account the mismatch between energy demand and renewable
nergy generation, state of charge in the battery bank, and price of elec-
ricity in the grid. The interactions between energy storage and the grid
re determined at the secondary level, where finite-state theory is used.
 more comprehensive definition of the state space of the dispatch strat-
gy is presented in [50] . 

.4. Design optimization for the urban cell 

Design optimization at the urban cell is performed to provide an op-
imal set of design alternatives to be considered when optimizing the
ntire UCN. Two objective functions are considered in this regard: the
et present value of the system and the grid integration level, which
lign with the previous work by Wang and Perera [ 24 , 25 ] to optimize
obust Energy Internets. The robust operation requirement in the net-
ork guaranteeing n-1 security is not considered in this work, since
ptimizing the UCN is computationally extensive compared to a simple
nergy internet. 

The urban cell’s net present value is determined considering lifecy-
le cash flows for the energy system and the EV station. Cash flow re-
uirements for the building construction and operation are not consid-
red. The net present value (NPV) of the design represents the financial
easibility. NPV consists of the initial capital cost (ICC) and operation
nd maintenance (OM) costs of the energy system and EV charging cen-
er. For example, installation costs involving acquiring and installing PV
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anels, wind turbines, etc. are considered under ICC. OM consists of two
omponents: (1) fixed operation and maintenance cost 𝑂𝑀 

𝐹 𝑖𝑥𝑒𝑑 
𝑐,𝑠 

and (2)
ariable operation and maintenance costs ( 𝑂𝑀 

var 𝑖𝑎𝑏𝑙𝑒 
𝑐 

). Charges related
o regular maintenance functions are considered under the 𝑂𝑀 

𝐹 𝑖𝑥𝑒𝑑 
𝑐,𝑠 

.
𝑀 

var 𝑖𝑎𝑏𝑙𝑒 
𝑐 

presents variable OM related to the replacement of system
omponents such as a battery bank. The NPV of the urban cell is com-
uted according to Eq. (7) . 

𝑃 𝑉 = 𝐼 𝐶𝐶 + 

∑
∀𝑐∈𝐶 

( 𝑂𝑀 

𝐹 𝑖𝑥𝑒𝑑 
𝑐,𝑠 

𝐶𝑅 𝐹 𝑐 ) 

+ 

∑
∀ℎ ∈𝐻 

∑
∀𝑐∈𝐶 

𝑃 𝑅 𝐼 𝑙 𝑂𝑀 

var 𝑖𝑎𝑏𝑙𝑒 
𝑐,ℎ,𝑠 

, ∀𝑡 ∈ 𝑇 , ∀𝑐 ∈ 𝐶, ∀ℎ ∈ 𝐻 (7) 

In Eq. (7) , CRF c denotes the capital recovery factor for the c th com-
onent. PRI denotes the real interest rate calculated using both interest
ates for investment and the local market annual inflation ratio. The
ear considered is represented by h. 

Grid integration level brings a different perspective, which repre-
ents the autonomy level. Lower grid integration levels will lead to a
igher autonomy level. Grid integration level is defined in this study
ccording to Eq. (8) [51] . 

𝐼 = 

∑
∀𝑡 ∈𝑇 

𝐸 

𝐼𝐺 
𝑡 

∕ 
∑
∀𝑡 ∈𝑇 

𝐸 

𝐷 
𝑡 

(8)

In this equation, 𝐸 

𝐼𝐺 
𝑡 

and 𝐸 

𝐷 
𝑡 

denote energy imported from the grid
nd energy demand of the hub. A steady 𝜀 -state evolutionary algorithm
s used in this study to obtain the Pareto solutions, and it is based on the
 -dominance method [52] . 

.5. Design optimization for the cellular network 

The optimal solutions obtained by optimizing distributed urban cells
rovide sets of alternative design solutions, which need to be considered
or the optimal urban cellular network. Besides obtaining the optimal
rban cellular design at each cell, it is necessary to optimize the con-
ectivity among the urban cells. The optimal design for the network
nd the urban cell are closely interlinked. The close connectivity be-
ween these two formulates a complex objective function, neither linear
or convex, making it difficult to optimize both these sectors simultane-
usly. The approach used in this study to address this issue is based on
he previous work of Wang and Perera [ 24 , 25 ], where a similar interac-
ive system solely considering the energy sector is worked out. Besides
oving into the building and transport sector, the study uses a non-

ooperative leader-follower strategy different from the fully cooperative
trategy proposed by Perera and Wang [25] . The non-cooperative archi-
ecture provides more flexibility and autonomy to the urban cells, which
s essential when designing such distributed systems coupling multiple
ectors. The optimization of the cellular network begins with optimiz-
ng each urban cell considering preset limits for network interactions.
ubsequently, both connectivity of the network and optimal design for
ach urban cell are selected at the secondary level. The results of the
econdary level are used to update the grid curtailments, which will be
sed for the optimization of the urban cell. The optimization process is
onducted iteratively until the results converge. 

The secondary level optimization is performed considering two ob-
ective functions: (1) the net present value of the entire UCN and (2)
he autonomy of the UCN. The net present value of the UCN is com-
uted considering the net present value of all the urban cells, installa-
ion, and the operation and maintenance cost for the distributed network
 Eq. (9) ). 

 𝑃 𝑉 𝐼𝐸 
𝐸𝑆𝑃𝐺∕ 𝐹𝐶𝑆 

= 

∑
∀ℎ ∈𝐻 

𝑁 𝑃 𝑉 ℎ + 

∑
∀𝑙,𝑚 ∈𝐻 

𝑁 𝑃 𝑉 𝑥 𝑙𝑚 (9)

In Eq. (9) , 𝑥 𝑙𝑚 denotes the installation, operation, and maintenance
ost for the line connecting energy hub l and m . 𝑁𝑃 𝑉 ℎ indicates the
et present value of a system installed in an urban cell. The decision
pace consists of urban cell design p h ( 𝑝 ∀ ∈ 𝑃 ℎ , ∀ℎ ∈ 𝐻) for each cell
nd connectivity strength for 𝑥 ( 𝑥 ∀ ∈ 𝑋). 
𝑙𝑚 

9 
Grid interactions maintained with the transmission network (IT) are
omputed similarly. Both selling and purchasing are minimized for the
CN. Eq. (10) is used to compute the IT. 

𝑇 = 

∑
∀𝑡 ∈𝑇 

𝑃 
𝐼𝐺,𝐸𝐼 
𝑡 

+ 𝑃 
𝐸 𝑋 , 𝐸 𝐼 
𝑡 

∑
∀ℎ ∈𝐻 

∑
∀𝑡 ∈𝑇 

𝑃 𝐸𝐿𝐷 
𝑡,ℎ 

(10)

The optimization process consists of several steps, as presented in
ig. 5 . 

Step 1: The optimal configuration of the urban cell is obtained con-
sidering energy system configuration, urban morphology, and the
electricity demand for EV. The energy demand of the building
stock and EV charging, wind, and solar energy potential is con-
sidered on an hourly basis for each cell during the optimization. A
set of Pareto solutions are obtained considering Net Present Value
and the grid interactions of the cell as presented in Eq. (7) and
8 . Loss of load probability within the grid was set to be as less
than 0,1% within the cell during the optimization (introduced
as a constraint). In addition, injection and purchasing electricity
from the grid is maintained within the capacity bounds of the
grid which vary on the network optimization performed in Step
3. The cells having higher NPV will depend less on the grid while
the cells having lower NPV will depend more on the grid con-
necting the cells. An evolutionary algorithm is used in this study
to arrive at the Pareto front. For readers who are interested in
further details about the formulation of the objective functions
and methodology used for the optimization can go through Ref.
[ 50 , 51 , 53 ]. 

Step 2 : Following Step 1, Pareto solutions are obtained which
presents a unique urban morphology (along with an EV profile
matching into the urban morphology), energy system configu-
ration. This stage is devoted to organizing the Pareto solutions
obtained in Step 1 in a manner that these Pareto solutions can
be used in Step 3 when optimizing the energy network. Pareto
solutions are organized in descending NPV order for each urban
cell. A decision vector is used in each urban cell to consider the
Pareto solutions organized. Each Pareto solution within the urban
cell will have a unique pattern of grid injection and purchase of
energy which is considered in Step 3. The optimal decision vec-
tor value for each urban cell is obtained in Step 3 along with the
network optimization problem. 

Step 3: The first stage of Step 3 is devoted to optimizing the network
configuration connecting the urban cells and the decision vector
that presents the configuration of the urban cell (as described in
Step 2). The Transportation model introduced by Romero et al.
[54] , is used to evaluate the network flow. The flow model is
subsequently extended following the formulation presented in
[ 24 , 25 ] to support the optimization of the network. Wang and
Perera et-al. [25] uses a bi-level optimization algorithm for Step
2. In the study of Wang and Perera et-al. [25] , primary level of
the optimization algorithm uses Particle Swarm Algorithm (PSA),
which use to optimize the system configuration while the second
level uses mixed integer linear programing technique to optimize
the network. The present study moves beyond the energy system
by considering urban morphology and the transportation sector
which makes it difficult to use the mixed integer linear program-
ming formulation. Therefore, a heuristic algorithm is used in this
study to optimize both urban configuration and network. In the
present study, the Pareto sets determined by Step 1 is used as the
input to Step 2. Each energy system consisting of a set of alterna-
tive solutions as explained in Step 2. The strength of the network,
as well as system configuration for each hub, is optimized in Step
3. After completing the optimization process, flexibility of each
line in the network is computed on hourly basis which is used to
derive the injection and purchase limit for each urban cell. 
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Fig. 5. Optimization framework to link urban energy system. 

Table 2 

Benchmark scenarios for comparison. 

Scalable Interconnectivity Sector Coupling 

Urban Cellular Network Considers Considers 
Isolated Coupled Infrastructure Not considered Considers 
Fixed Generation Scenario Not considered Not considered 
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Steps 4 and 5: The steps explained in 1, 2, and 3 are performed in
an iterative manner until we reach the epsilon Nash equilibrium.
After reaching the epsilon Nash equilibrium the optimal urban
cell configuration is obtained in Step 4 and the optimal network
connection between the urban cells is obtained in Step 5. 

The urban morphology and electric vehicle fleet have a notable im-
act on the energy demand profile. To evaluate the effectiveness of
CNs, we used two benchmark scenarios. The first was the Fixed Gen-
ration Scenario (FGS), where urban morphology is fixed and merely
he energy generation system is optimized, taking predefined grid cur-
ailments. FGS considers neither sector coupling nor spatial coupling.
he second scenario was Isolated Coupled Infrastructure (ICI), where
ach cell is optimized considering predefined network capacities (with-
ut considering the network interactions). Therefore, the iterative pro-
edure updating the grid and energy system design was not performed in
his scenario. These two scenarios were used to benchmark two interest-
ng characteristics of urban cellular networks: sector coupling and scal-
ble interconnectivity ( Table 2 ). Subsequently, both FGS and ICI were
ompared with UCNs to evaluate the impact of the novel concept. 
10 
. Application case study 

The Capital city of Stockholm (latitude: 59.3 N, longitude: 18.06 E),
s the most populated city in Sweden, was selected as the case study.
tockholm is located on fifteen islands on Sweden’s east coast, and it has
1 municipal districts and a total area of more than 118 square kilome-
ers (km 

2 ) [55] . The city is experiencing a dramatically high expansion
ate and a construction boom to tackle the rapid population. As a re-
ult, several interconnected complex geometric urban forms, ranging
rom dense city centers to detached buildings, have been built during
he last four decades [56] . The city has a moderate continental climate
ith cold winters and mild summers. The average air temperature in

anuary is between − 4 °C and 0 °C; it is 11 °C to 20 °C in June. To con-
ider the impact of urban microclimate conditions on the weather data,
he Dragonfly plugin [43] (as a component of the Ladybug Tools plugin
n Grasshopper) was adopted based on the Urban Weather Generator
UWG) tool [57] . It is well known that the roof shape of buildings can
ffect both microclimate conditions [58] , its indoor air quality [59] , and
nergy performance [60] . In this study, based on morphological parame-
ers of the newly-built urban areas in Stockholm, flat-form roofs were as-
igned to the buildings. The typical meteorological year (TMY) weather
le for Stockholm Arlanda Airport was adopted and morphed using the
ragonfly plugin from Ladybug tools [43] to account for urban heat is-

and effects in the simulations. In this regard, each building was defined
s an obstacle considering its type (e.g., residential, office). For vege-
ation, the designed green space in the central neighborhood was also
onnected to the Dragonfly plugin. The major outputs of the Dragonfly
lugin (e.g., dry-bulb and dewpoint temperature, wind speed, relative
umidity, direct/diffuse radiation) were extracted to conduct the mor-
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hing process. Then, the morphed weather data were used to run annual
imulations for cooling and heating demands, as well as for electricity
emand (equipment and lighting) for all defined thermal zones. 

In the Swedish transportation sector, about 4.8 million passenger
ars were registered in 2017 [61] . By 2019, private cars contributed a
otal of 6.7 billion miles of vehicle mileage [62] . In anticipation of an
ncreasing number of EVs and plug-in hybrid EVs (PHEVs) in Sweden,
0% of vehicle mileage contributed by private cars will be satisfied with
lectricity; the number of EVs and PHEVs will reach 1 million by 2030
63] . In this paper, the realistic travel patterns were extracted from the
merican National Household Travel Survey (NHTS) database to gen-
rate the ABTCM. The source data, along with validation, can be found
n [64] . The values were scaled down to agree with the annual vehicle
ileage of Swedish passenger cars, which is 1171 miles [62] . 

. Results and discussion 

The design of each cell may have a unique energy system design that
aters to the building stock requirements, vehicle charging is considered
or each cell. Cells interact with each other through the support of en-
rgy networks. Joint optimization of each cell can lead to an improve-
ent in the overall efficiency within the UCN. However, a qualitative

nalysis will help reveal the widespread influence of urban morphology
nd EV energy demand on the energy infrastructure. The first part of
his section presents a comprehensive assessment of energy demand for
ll the cellular archetypes used in this study, considering transportation
nd building energy. The second part is devoted to optimizing UCNs.
cenarios consisting of four, six, and nine cells were considered, to eval-
ate the impact of the novel concept to improve the renewable energy
ntegration level and minimize operation cost. 

.1. Impact of urban morphology on the energy demand 

This section presents the results of energy simulations based on the
efined morphological parameters. Fig. 6 illustrates the cumulative dis-
ributions of hourly heating and cooling demands per square meter for
ll nine urban neighborhoods. The peak heating demand per square
eter occurred in N5 with large-scale offices (3.07 kWh/ m 

− 2 ). Ap-
arently, the heating and cooling demand per square meter in N5 was
otably higher than in the rest of the neighborhoods due to building
ype. This value in other neighborhoods was 96% higher than N1, N3,
nd N9, while it was 64%, 52%, 56%, and 57% higher than N2, N4, N6,
nd N8, respectively. The standard deviation difference in N5 compared
o N1, N3, and N9 was more than 94%. This high standard deviation in
he neighborhoods with office buildings was due to the working hours
lan (8 a.m to 5 p.m.). 

To better convey the impacts of urban morphology, the daily and
onthly energy demand (the sum of heating and cooling) and appli-

nce demand per square meter for three neighborhoods with mixed-
uilding types is shown in Fig. 7 . The average energy demand in the
ffice-dominant neighborhood was about 0.16 kWh. m 

− 2 which is about
6% and 63% higher than those of N3 and N8, respectively. The high-
st energy demand in the office buildings was seen from 7 a.m. to 9 am
 Fig 7 . a). This is due to working schedule in office buildings, where
VAC is turned off during nights and higher energy is required dur-

ng mornings to reach indoor thermal comfort condition. In contrast,
or residential buildings, higher energy demand was seen at night with
igher occupancy density. In terms of appliances, demand (equipment
nd lighting), the main variations can be seen in the lighting demand
 Fig 7 . b). For residential buildings (N1), the highest appliances demand
an be seen during nighttime (7–10 pm). The N8 with small office build-
ngs showed lower lighting demand than large-scale office buildings
N5) due to higher vertical density and, accordingly, a higher amount
f shading. It is important to see the monthly demand profiles of urban
eighborhoods in relation to local climate region ( Fig 7 . c). As the de-
11 
igned urban cell is located in a cold climate zone (Stockholm), heating
emand is considerably larger than cooling demand. A similar demand
attern can be seen in all three neighborhoods, whereas the highest and
owest monthly energy demand happens in January (e.g. 234 kWh.m 

2 in
5) and July (e.g. 23.2 kWh.m 

2 in N5) under the impacts of temperature
ariations. On the contrary, the appliances energy demand does not vary
ignificantly in respect with seasonal variation. The difference between
ppliances energy demand in January and July is less than + 1%, + 7%
nd + 4% for N1, N5, N8 respectively; where larger lighting demand is
equired in months with higher could cover. 

To provide an insight into other elements of urban morphology, the
erformance of buildings with similar functions needs to be assessed.
ig. 8 illustrates annual energy demand in kWh. m 

− 2 for similar build-
ng types with similar built density and heights in N1, N2, N7, and N8.
n stand-alone residential buildings (N1 and N7), the average energy de-
and during winter in N7 was notably (up to 50%) higher than it was

n N1. A closer look shows that buildings with a courtyard form had
 higher heating demand, while showing a better performance during
arm months. It is interesting to mention that buildings with similar
uilt forms showed a lower annual average and peak energy demand in
1 due to urban form. One reason is a lower amount of shading during
old months in N1 with fewer high-rise obstacles. A similar trend can
e seen in the multi-family residential building (N1 and N8), with about
8% annual average and 49% higher peak demand in N8 due to higher
hadings. In the case of small-scale office buildings in N8 and N2, U-form
uildings showed less than 5% lower demand than C-form buildings. On
he other hand, for buildings with similar forms and characteristics, the
nergy demand difference between N8 and N2 is less than 7% on the an-
ual average. A trend can be noticed in buildings with a higher number
f floors (final height of the buildings), where the impacts of urban mor-
hology on energy demand decrease notably. The building floors located
igher than the regular urban canopy layer showed lower sensitivity to
he microclimate variations. These complex interactions between mul-
iple neighborhoods can introduce large impacts on the energy system
erformance indicators. 

Another aspect of assessment is quantifying the impacts of intercon-
ectivity on the energy performance of a generated UCN. Three different
cenarios were defined for this purpose, including UCN A (nine neigh-
orhoods), UCN B (six neighborhoods: N4, 5, 6, 7, 8, and 9), and UCN
 (four neighborhoods: N2, 4, 6, and 8). Fig. 9 compares annual en-
rgy demand in kWh. m 

− 2 for each scenario. An overview of the results
learly shows the impacts of interconnectivity, where a higher num-
er of considered neighborhoods resulted in lower energy demand per
quare meter. The UCN C scenario had the highest average energy de-
and (0.09 kWh. m 

− 2 ), compared to UCN A and B with 27% and 6%,
espectively. The impacts can be seen in peak energy demand, where
CN C (1.33 kWh. m 

− 2 ) showed 25% and 6% higher magnitude com-
ared to UCN A and UCN B. These impacts can introduce up to a 25%
ariation, which can be critical in designing energy systems. 

.2. Impact of urban morphology on electricity demand 

The normalized electricity demand of appliances in three neighbor-
oods with mixed-building types is presented in Fig. 10 . For each neigh-
orhood, the hourly values of appliance demand were averaged over
he one-year simulation results based on weekdays and weekends. In
 neighborhood dominated by residential building (N3), electricity de-
and showed a similar pattern on weekdays and weekends, and showed

lear daily peaks and valleys in their daily electricity usage. N5, the
ffice-dominated neighborhood, showed the highest normalized elec-
ricity demand on weekdays among all neighborhoods and the lowest
n weekends. For N8, which has both small office buildings and resi-
ential buildings, the electricity demand patterns combined in N3 and
8. 

Another important aspect of the assessment is to look into the im-
acts of urban morphology on the EV charging demand profiles. Elec-
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Fig. 6. Cumulative heating (top) and cooling (bottom) 
demand for all neighborhoods in the urban cell. 
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ric vehicle charging patterns are affected by the EV owners’ behaviors
nd thus showed different characteristics in different types of buildings.
ig. 11 shows the average charging demand per EV for N3, N5, and N8
n weekdays and weekends. Similar to the appliance demand, the de-
ived EV charging demand profiles consist of hourly values averaged
ver one-year results. In this work, owners were assumed to connect
heir EVs when they arrive, assuming no limitations in available charg-
ng stations. On weekdays, people generally go to work in the morning
nd go back home in the evening, resulting in peaks of charging demand
t those times. Since people generally do not work during weekends, the
harging demand in office buildings showed no more peaks during the
ay. 

The EV charging demand can affect the energy system significantly.
he synchronism between EV charging behaviors and human presence
an lead to aggregation of EV charging demand and appliance electric-
ty demand, which will increase the peak-valley ratio of total electricity
emand profiles. For residential-dominant neighborhoods, EV charging
emand will increase the original evening peak as well as the peak-
alley ratio. For office-dominant neighborhoods, EV charging demand
ill increase the ramping rate of electricity demand in the mornings,
hich will add new constraints to the energy system. Although the
V penetration in this work is low, it is worth noting that these ad-
erse effects will be amplified as EV deployment increases. With re-
ards to energy demand, the normalized EV charging demand is rel-
tively small. However, with suitable management strategies, smart
harging and vehicle-to-grid services can be used to shave peaks and
ll the valley in a heat pump system and decouple electricity and heat
eneration in a CHP system to improve the penetration of renewable
nergy [65] . 
12 
.3. The influence of interconnectivity and the sector coupling 

The UCN introduces a modular architecture that facilitates scalabil-
ty while interconnecting modules (cells). Three districts consisting of
our (D-A), six (D-B), and nine (D-C) cells, respectively, were considered
n this study to demonstrate the influence of interconnectivity by using
he benchmark scenario ICI. Scenario D-A was taken into the discussion,
s it comprises a simple architecture compared to D-B and D-C. Accord-
ngly, two different architectures —UCN and IGS —were compared ini-
ially to evaluate the impact of the scalability introduced by the UCNs
n the urban designing process. 

The three Pareto fronts obtained using different techniques are pre-
ented in Fig. 12 . A notable difference in NPV values and grid interac-
ions can be observed when moving from UCN to ICI and FGS (refer to
able 2 for scenario definitions). A limited set of Pareto solutions were
bserved for FGS. The number of Pareto solutions increased when mov-
ng to ICI, and subsequently to UCN. Accordingly, the NPV reduced 7%
nd 30%, respectively, when moving from FGS to ICI and UCN. The re-
ults reveal that the interactions maintained between different cells help
o improve the overall efficiency of the city when compared to sector
oupling. However, a limited set of urban archetypes were considered in
his study. A more comprehensive set of urban morphologies can easily
ncrease the NPV gap between FGS and ICI. Even with the limited set of
rban morphologies, the NPV gap reached over 37% (line BB in Fig. 12 )
hen comparing FGS and UCN, which reveals the potential of the UCN

o improve resource efficiency in cities while improving the interactions
etween different sectors and different parts of the city. 

The changes in both urban morphology and the energy system de-
ign lead to a notable reduction in the overall investment. Further, it
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Fig. 7. Average demand per m 

2 for three urban neighborhoods (N1, N5, N8): (a) average daily energy demand (a) average daily appliances energy demand (b) 
monthly energy and appliances demand. 
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g  
acilitates the interactions among different sectors and localities. Three
areto points (P, Q, and R in Fig. 12 ) were taken from the three Pareto
ronts to analyze this further. P, Q, and R present the lowest cost de-
igns for the FGS, ICI, and UCN scenarios. Urban morphologies obtained
or these three scenarios are shown in Fig. 13 (a). A clear change in ur-
an morphology was observed when moving from UCN to FGS. The
ells in UCN are entirely made out of Neighborhood-1 while the FGS is
ntirely made out of Neighborhood-9. ICI consists of two cells having
eighborhood-1 and the other two cells having Neighborhood 2. This

eveals that considering sector coupling and interconnectivity among
ifferent urban cells has a notable impact on the urban morphology. 

Similar to the urban morphology, connectivity between different sec-
ors and different parts of the city can notably influence the energy sys-
em configuration and renewable energy integration. To further ana-
yze this, ICI and UCN scenarios were further analyzed, taking Q and
 design solutions. Renewable and dispatchable (non-renewable) en-
rgy capacities for the energy system installed in each cell are plot-
ed in Fig. 13 (b) (for R) and (c) (for Q). Furthermore, the ratio be-
ween installed renewable energy capacities to installed dispatchable
nergy capacities is presented in Fig. 13 (d). A notable increase in the
nstalled renewable energy capacity was observed when moving from
 ( Fig. 13 (c)) to R ( Fig. 13 (b)). More importantly, the ratio between

enewable to dispatchable energy capacities installed often tends to be
bove one for the case of UCN ( Fig. 13 (d)), in contrast to ICI. In cer-
ain instances, such as in Cell 2 ( Fig. 13 (d)), the difference is quite
ignificant. Considering all four systems, the renewable energy inte-
ration levels were 25% higher in UCN when compared to the ICI.
his presents the potential of the UCN to improve sustainability in ur-
an areas. Therefore, it can be concluded that UCN can improve ur-
an sustainability levels while minimizing energy infrastructure costs.
 d  

13 
hese unique features highlight the importance of moving into the UCN
oncept. 

.4. Analyzing the influences due to interconnectivity at the cell level 

To analyze the impact of the interconnectivity at the cellular level,
areto fronts were taken for both UCN and ICI scenarios (at cell level),
s presented in Fig. 14 . A notable reduction in the NPV and grid inte-
ration levels were observed in UCN when increasing the grid integra-
ion levels. This demonstrated that a significant reduction in NPV can
e obtained for the UCN scenario, with a marginal allowance for grid
ntegration. UCN uses a game-theoretic approach that enables stronger
nteractions among different cells, which helps to show the responses
f different cells while proceeding with the overall optimization of the
ntire UCN. To better understand the phenomena, the evolution of the
areto fronts for different iterations of UCN was taken, and they are pre-
ented in Fig. 14 . The Pareto front obtained at the first iteration over-
apped with the Pareto front of the ICI. A clear separation of the Pareto
ront was observed in the second iteration, where there was a clear split
ithin the Pareto front. A sharp decrease in the NPV was observed up

o a certain limit (Region N), and afterward, it followed the Pareto front
btained in ICI (Region M). However, after the third iteration onwards,
he Pareto front looked quite similar to the final Pareto front (20th it-
ration). The deviation can be understood considering the grid curtail-
ents. ICI does not consider the interactions between the cells, which

ften leads to peak generation during similar time intervals. As a result,
he grid curtailments lead to introduce strict grid curtailments. UCN al-
ows the interactions between the cells to be considered, reducing the
rid curtailments by shifting the peak demands. As a result, a significant
rop in the NPV is observed when increasing the grid integration lev-
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Fig 8. Hourly profiles of energy demand between 
neighborhoods with similar building types: Top: 
N1 and N7 (RE-SA), Middle: N1 and N8 (RE-MF), 
Bottom: N2 and N8 (OF-S). 
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ls. This helps us to understand the cost reduction due to the iterative
ame-theoretical approach used in the UCN. 

.5. Advantage of the scalability 

The modular approach of the urban cell concept enables several sec-
ors to be integrated within a certain district, as well as to be connected
ith other local districts so they may interact. It is interesting to assess

he scalability of the proposed approach (i.e., whether the proposed ap-
 s  

14 
roach can be scaled up while maintaining the same level of leverage).
-C (nine cells) and D-B (six cells) scenarios were taken to further as-

ist the analysis, along with the D-A (four cells), where each consists of
our and nine cells, respectively. When analyzing the three scenarios it
s prudent that a clear reduction in NPV beyond 25% is observed when
sing the UCN concept, irrespective of the number of cells considered,
hich clearly demonstrates the scalability of the proposed approach.
he Pareto fronts obtained for the FGS scenario and ICI scenarios show
 clear increase in the cost compared to the UCN, which can be pre-
ented as a vertical shift in the Pareto fronts as presented in Fig. 15 (a)
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Fig. 9. Hourly profiles of energy demand per 
square meter for three urban cellular network 
scenarios: UCN A (considering nine neighbor- 
hoods), UCN B (considering six neighborhoods: 
N4, 5, 6, 7, 8, and 9), UCN C (considering four 
neighborhoods: N2, 4, 6, and 8). 

Fig. 10. Normalized electricity demand of appliance in different types of neighborhoods on (a) weekday and (b) weekend. N3: RE-SA and RE-MF, N5: OF-L, N8: 
OF-S and RE-MF. 

Fig. 11. Average EV charging demand for one EV in different types of neighborhoods on (a) weekday and (b) weekend. 
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arrow I). The Pareto fronts tend to move both vertically and horizon-
ally when moving D-B, as shown in Fig. 15 (b). When increasing the
umber of cells, the Pareto front shrank for both FGS and ICI. Although
areto solutions were observed for minimal grid integration scenarios,
he NPV did not reflect a significant reduction with the increase of grid
ntegration level. When increasing the number of distributed energy sys-
ems without coordination, peak energy demands can easily coincide. As
 result, notable investment is required on the network, which dimin-
15 
shes the advantage of connectivity. Therefore, the Pareto front shrank
or both the FGS and ICI scenarios. When moving into D-C, the Pareto
ronts for FGS and ICI became very short (consisting of just three and
wo solutions for ICI and FGS). Therefore, the Pareto front obtained after
ne game is presented as the ICI. These results indicate the importance
f considering both sectors coupling and interconnectivity within cities.
he proposed UCN concept facilitates both functions, which can notably

mprove resource efficiency within cities. 
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Fig. 12. Comparison of Pareto fronts obtained using the fixed generation scenario, isolated coupled infrastructure, and urban cellular network. P, Q, and R present 
the lowest NPV designs for the city concerning urban morphology and energy system design, respectively, for FGS, ICI, and UCN design approaches. The B-B link 
presents a 37% reduction in NPV. 

Fig. 13. The configuration of the solutions P, Q, and R. A notable change in urban morphology is observed when moving from P to Q and R, respectively, as shown 
in (a). The figure presents the urban morphology for the three solutions. 
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. Conclusions 

Cities grow at a rapid speed, bringing many challenges to urban plan-
ers. Often, urban areas have complex morphologies, which notably in-
uence all the activities within the cities, including transportation and
16 
elivery of energy services. Considering these interactions among differ-
nt sectors while accommodating complex urban morphology is usually
iscussed during the urban planning process. However, existing energy
r urban concepts do not facilitate detailed consideration of interac-
ions maintained within different sectors and parts of the cities, which
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Fig. 14. Pareto fronts obtained for Cell 2. Game 
1 and 2 represent the Pareto front obtained after 
two consecutive games, while the UCN presents 
the results after 20 games (Epsilon-Nash Equi- 
librium). 

Fig. 15. Comparison of the Pareto fronts obtained for urban cellular networks having (a) four, (b) six, and (c) nine cells. 
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resents a major bottleneck in urban planning. Addressing this issue is
ital to improving resource efficiency, autonomy, and sustainability of
ities. The urban cell concept was introduced in this study to address
hese limitations in the present state of the art. The urban cell concept
s a modular architecture where each cell represents an interconnected
nfrastructure that maintains energy interactions with another. Interac-
ions between these modular units are maintained through a multiplex
etwork. A game-theoretic approach can be used to maintain the inter-
ctions between the cells while preserving privacy. 

Urban morphology at a modular cell can play a significant role when
mproving resource efficiency. Nine urban morphologies having differ-
nt functional modes were taken and assessed for the urban morphol-
gy’s influence on the energy demand. Subsequently, the energy de-
ands for these different morphologies were simulated to understand

he impact of urban morphology on energy demand. A notable differ-
nce in the annual energy demand and hourly energy demand pattern
as observed when moving from one urban morphology to another.
imilarly, the energy demand required for vehicle charging also showed
 significant variation. Finally, the urban cell concept was used to op-
imize the urban morphology, energy system, and electricity network
etween the cells. The urban cell approach, which considers an efficient
 

17 
nteractive methodology, was compared with the present state-of-the-
rt methods, taking Stockholm, Sweden, as the case study. The results
evealed that the novel approach can reduce the net present value of
he interconnected infrastructure by up to 37% through sector coupling
nd interconnectivity within the city. Irrespective of the number of cells
onsidered, the difference in net present value between the urban cells
nd state-of-the-art approaches remained above 25%. This demonstrates
he potential of the urban cell concept to improve resource efficiency in
ities. Furthermore, the renewable penetration levels can be improved
y 25% when using the urban cellular network concept. The urban cell
oncept can efficiently handle the complexity of the urban systems by
acilitating sector coupling and interactions within the city while main-
aining privacy, enabling the concept to be a game-changer in improving
ustainability and resource efficiency in cities. 
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