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Deep in the human unconscious is a pervasive need for a logical universe that makes sense.

But the real universe is always one step beyond logic.

— from The Sayings of Muad’Dib by the Princess Irulan.

— Frank Herbert, Dune.





Abstract
This thesis presents a measurement of the neutral charm meson mixing parameters yK K

CP − yKπ
CP

and yππCP − yKπ
CP using D0 → K −K +, D0 → π−π+ and D0 → K −π+ decays. These parameters

correspond to the departure from unity of the ratio of the effective decay widths of D0 → K −K +

or D0 →π−π+ decays over the effective decay width of D0 → K −π+ decays.

The measurement is done with the dataset collected in the Run 2 (2015-2018) of the Large

Hadron Collider (LHC) by the LHCb experiment at CERN at a centre-of-mass energy of 13 TeV,

and corresponding to an integrated luminosity of 6fb−1. The D0 mesons originate from

D∗+(2010) → D0π+ decays. We measure

yK K
CP − yKπ

CP = (7.08±0.30±0.14)×10−3 ,

yππCP − yKπ
CP = (6.57±0.53±0.16)×10−3 ,

(1)

where the first uncertainty is statistical while the second is systematic. Neglecting final state

dependent contributions, we obtain the combination

yCP − yKπ
CP = (6.96±0.26±0.13)×10−3 . (2)

This measurement improves by a factor of four the precision of the current world average

value of yCP − yKπ
CP . In addition, the results allow for an improvement of the precision on the

mixing parameter y by a factor of two, where y is connected to the width difference between

the neutral charm meson mass eigenstates. The new world average value of y is estimated to

be

y = (6.45±0.24)×10−3 . (3)

This thesis also presents the work done for the EPFL fibre mat production as part of the LHCb

Scintillating Fibre (SciFi) Tracker upgrade.

Key words: particle physics, LHCb, LHC, charm mixing, CP violation, tracker, scintillating

fibres.
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Résumé
Cette thèse présente une mesure des paramètres de mélange de mésons neutres charmés

yK K
CP − yKπ

CP et yππCP − yKπ
CP en utilisant des désintégrations de D0 → K −K +, D0 →π−π+ et D0 →

K −π+. Ces paramètres correspondent à la différence par rapport à un du rapport entre les

largeurs de désintégration effectives des D0 → K −K + ou D0 →π−π+ et celles des D0 → K −π+.

La mesure de cette thèse est réalisée avec les données collectées lors la deuxième prise de

données (2015-2018) du Grand Collisionneur de Hardons (LHC) par l’expérience LHCb au

CERN à une énergie de centre de masse de 13 TeV, et correspondant à une luminosité intégrée

de 6fb−1. Les mésons D0 proviennent de désintégrations D∗+(2010) → D0π+. Nous mesurons

yK K
CP − yKπ

CP = (7.08±0.30±0.14)×10−3 ,

yππCP − yKπ
CP = (6.57±0.53±0.16)×10−3 ,

(4)

où la première incertitude est statistique et la seconde systématique. En négligeant les contri-

butions dépendantes des états finaux des désintégrations, nous obtenons la combinaison

suivante

yCP − yKπ
CP = (6.96±0.26±0.13)×10−3 . (5)

Cette mesure améliore d’un facteur quatre la précision de la valeur de yCP − yKπ
CP . De plus, ce

résultat permet une amélioration de la précision sur le paramètre de mélange y d’un facteur

deux, où y est lié à la différence de largeurs entre les états propres de masse des mésons

charmés neutres. La nouvelle valeur mondiale de y est estimée comme étant

y = (6.45±0.24)×10−3 . (6)

Cette thèse présente également le travail réalisé sur la production de matelas de fibres scin-

tillantes à l’EPFL pour le nouveau de trajectographe SciFi à LHCb.

Mots clés : physique des particules, LHCb, LHC, mélange de saveur, violation CP , trajec-

tographe, fibres scintillantes.
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Sommario
Questa tesi presenta una misura dei parametri di mixing di mesoni charm neutri yK K

CP −
yKπ

CP e yππCP − yKπ
CP utilizzando decadimenti di D0 → K −K +, D0 → π−π+ e D0 → K −π+. Questi

parametri corrispondono alla differenza rispetto ad uno del rapporto tra le larghezze di

decadimento effettive dei D0 → K −K + o D0 →π−π+ e quelle dei D0 → K −π+.

La misura di questa tesi è realizzata con il dataset raccolto durante il Run 2 (2015-2018) del

Large Hadron Collider (LHC) dall’esperimento LHCb al CERN con un’energia nel centro

di massa di 13 TeV, e corrispondente ad una luminosità integrata di 6fb−1. I mesoni D0

provengono da decadimenti D∗+(2010) → D0π+. Si misura

yK K
CP − yKπ

CP = (7.08±0.30±0.14)×10−3 ,

yππCP − yKπ
CP = (6.57±0.53±0.16)×10−3 ,

(7)

dove la prima incertezza è statistica e la seconda sistematica. Trascurando i contributi dipen-

denti dagli stati finali dei decadimenti, si ottene la combinazione

yCP − yKπ
CP = (6.96±0.26±0.13)×10−3 . (8)

Questa misura migliora di un fattore quattro la precisione del valore medio attuale di yCP −yKπ
CP .

Inoltre, questo risultato permette un miglioramento della precisione sul parametro di mixing

y di un fattore due, dove y è connesso alla differenza di larghezze tra i due autostati di massa

dei mesoni charm neutri. Il nuovo valore medio di y è stimato come

y = (6.45±0.24)×10−3 . (9)

Questa tesi presenta anche il lavoro realizzato sulla produzione di mat di fibre scintillanti

all’EPFL per il progetto del nuovo tracker SciFi a LHCb.

Parole chiave: fisica delle particelle, LHCb, LHC, flavour mixing, violazione di CP , tracker, fibre

scintillanti.
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1 Introduction

The fundamental ingredients of matter and their characteristics are today best described

by the Standard Model of particle physics. Based on experimental inputs and theoretical

arguments, this mathematical framework has offered precise predictions of the existence of

particles and their interaction properties. The Higgs boson, being the last missing piece of the

Standard Model, was discovered in 2012 by the ATLAS and CMS collaborations at CERN [1, 2].

Despite its remarkable success, the Standard Model cannot coherently explain some repeatedly

verified experimental observations, which originate mainly from astrophysical data. For

instance, the model does not provide any viable candidate for dark matter, which is measured

to account for approximately 85% of the matter in the Universe, nor does it give an explanation

to the accelerated expansion of the Universe and the measured predominance of matter over

antimatter [3].

The quest for deviations between experimental measurements and predictions from the

Standard Model is the main objective of particle physicists around the globe. Unfortunately,

recent results are not consistent with an unquestionable observation of New Physics. The

first approach, called the high energy frontier, consists in increasing the energy of the particle

colliders to produce directly New Physics particles. The other approach, called the high inten-

sity frontier, investigates deviations between Standard Model predictions and experimental

data at a high level of precision by relying on substantial data samples to reduce statistical

uncertainties. This approach is the one followed in this thesis and aims at increasing our

knowledge of an active domain of particle physics called Flavour Physics.

Flavour physics is the study of particle interactions whose properties depend on the species

of the particles. The Standard Model counts six flavours of leptons and six flavours of quarks.

Particularly stimulating phenomena within flavour physics are processes that are suppressed

in the Standard Model and leave room for sensitivity to New Physics enhancements. One

of these processes, called neutral meson mixing, describes the ability of a neutral meson to

oscillate back and forth to its antimeson counterpart. This fascinating property of quantum

mechanics was predicted for neutral kaons (K 0) by Murray Gell-Mann and Abraham Pais in

1



Introduction

1955 [4] and was needed to interpret the observed regeneration patterns of K 0 mesons in

1960 [5]. Neutral meson mixing was then observed in the neutral beauty meson (B 0) system in

1987 by the ARGUS collaboration [6] and in the neutral strange-beauty meson (B 0
s ) system

by the CDF collaboration in 2006 [7]. Finally, the first evidence of mixing was reported in the

neutral charm meson (D0) system by the BaBar and Belle collaborations in 2007 [8, 9] and

observed as a single experiment measurement by the Large Hadron Collider Beauty (LHCb)

collaboration in 2012 [10]. The study of mixing in neutral charm meson systems is the main

topic of this thesis. The study of the dynamics of the oscillations between D0 and anti-D0

(D
0

) show that charm mixing is highly suppressed compared to kaon or beauty mixing and is

therefore experimentally challenging.

In the case where a particle and its antiparticle counterpart behave differently, a phenomenon

called CP violation is manifested, where CP is the charge-parity discrete transformation. CP

violation comes naturally from the appearance of a single complex phase in the Cabibbo-

Kobayashi-Maskawa (CKM) matrix [11]. This phase was originally introduced when only

four of the six quarks were known and is crucial to account for the prediction of the two

additional quarks, the beauty and top quarks, which were successfully discovered at the

Fermilab laboratory in 1977 [12] and 1994 [13, 14], respectively. All current measurements

of the properties of CP violation are consistent with the predictions of the Standard Model.

However, the description of CP violation is not sufficient to describe the dominance of matter

over antimatter in the universe. This suggests that the Standard Model may be a low-energy

remnant of a higher energy theory, which could manifest itself in high precision measurements.

CP violation was first observed in 1964 in the strange sector by James Cronin and Val Fitch

through their study of neutral K mesons [15]. Then, in 2001, the BaBar and Belle collaborations

witnessed CP violation in the B sector [16, 17]. More recently, in March 2019, a first signature

of CP violation in the decays of charm mesons was observed by the LHCb collaboration [18].

The charm sector is the only sector probing CP violation through neutral up-type quark pro-

cesses. The recent observation of CP violation in charm decays through the determination of

the difference of CP asymmetries between D0 → K −K + and D0 →π−π+ decays was measured

to be ∆ACP = (−15.4±2.9)×10−4 [18]. This new result was obtained thanks to the abundant

charm samples collected by the LHCb experiment through its six years of fruitful data taking

and its excellent reconstruction of charm decays. This measurement is the first step of a

possible series of measurements of CP violation in the charm sector.

This thesis presents a high precision measurement of the quantities yK K
CP − yKπ

CP and yππCP − yKπ
CP ,

which correspond to the departure from one of the ratio of the effective decay widths Γ̂ of the

CP-even states D0 → K −K + and D0 →π−π+ over the effective decay width of the CP-mixed
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state D0 → K −π+

yK K
CP − yKπ

CP = Γ̂(D0 → K −K +)

Γ̂(D0 → K −π+)
−1,

yππCP − yKπ
CP = Γ̂(D0 →π−π+)

Γ̂(D0 → K −π+)
−1.

(1.1)

Neglecting final state dependent contributions from D0 → K −K + and D0 →π−π+ decays, the

parameter yCP − yKπ
CP is measured as the combination of the experimental values of yK K

CP − yKπ
CP

and yππCP − yKπ
CP . The value of yCP − yKπ

CP is closely related to charm mixing and CP-violating

effects, and can therefore allow significant constraints on various parameters of the charm

sector.

This thesis details the methods and tools needed to improve the current experimental knowl-

edge of yCP − yKπ
CP by a factor of four. It relies on proton-proton (pp) collision data collected

by the LHCb experiment during the Run 2 period of data taking (2015-2018) of the LHC, cor-

responding to an integrated luminosity of 6fb−1 at a centre-of-mass energy of 13TeV. The

parameter yCP − yKπ
CP is measured using prompt two-body D0 decays where the flavour at

production of the D0 meson is inferred from the charge of the pion in the strong interaction

processes D∗+(2010) → D0π+ and D∗−(2010) → D
0
π−.

This document has the following structure. Chapter 2 offers a description of the Standard

Model of particle physics and the theoretical properties and motivations for CP violation and

mixing in the charm sector. Chapter 3 outlines the characteristics of the Large Hadron Collider

(LHC) and the subdetectors of the LHCb detector. Chapter 4 presents the work done during the

entirety of my first year of phD on the fibre mat production as part of the new Scintillating Fibre

(SciFi) tracker built for the Run 3 of data taking. Chapter 5 is dedicated to the experimental

strategy of the measurement. Chapter 6 describes the selection procedure needed to select

high purity samples that bias minimally the measurement. Chapter 7 presents the validation

of the measurement using Monte Carlo simulations. Chapter 8 shows the validation of the

measurement using LHCb data and applies the analysis procedure for the measurements of

yK K
CP − yKπ

CP and yππCP − yKπ
CP . Chapter 9 presents the method used to treat the nuisance effects

from B meson decays. Chapter 10 gives a detailed overview of the evaluation of systematic

uncertainties and presents a series of robustness checks. Chapter 11 is dedicated to the final

results of the analysis and the impact of the measurement on the current knowledge of charm

mixing. Chapter 12 presents possible ideas for future measurements of charm mixing and

CP-violating observable as part of the future LHCb upgrades. Finally, Chapter 13 concludes

the thesis.
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2 Theory and motivations

This chapter presents an overview of the Standard Model of particle physics. The CKM

formalism, which naturally predicts flavour changing processes, neutral meson mixing, and

incorporates CP violation, will receive a thorough description since they are directly connected

to the measurement of this document.

2.1 The Standard Model of particle physics

2.1.1 General overview

The Standard Model of particle physics is a quantum field theory describing three of the four

fundamental forces:

• The electromagnetic force is responsible for the interaction of electrically charged

particles. It describes macroscopically visible phenomena such as electrical current or

light from a source.

• The strong force is at the origin of the interactions of quarks inside the nuclei of atoms.

• The weak force is responsible for the radioactive decays of atoms.

The fourth known fundamental force, the gravitational force, is not part of the Standard

Model since its interaction cross-section is orders of magnitudes too small to describe the

currently accessible measurements of subatomic interactions. The quantum description of

the gravitational force often involves a Grand Unified Theory (GUT), describing processes at

about 1016 GeV [19].

Each of the three Standard Model forces is propagated using a boson of spin 1. The photon is

the propagator of the electromagnetic interaction and is massless. The eight massless gluons

carry the strong force while the W ± and Z 0 bosons of masses1 mW ± = (80.38±0.01) GeV/c2

1Throughout this thesis, all experimental values are taken from the Review of Particle Physics [20] unless stated
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and mZ = 91.18 GeV/c2 propagate the weak interaction. The Standard Model has also the

particularity of describing the mechanism which gives rise to the masses of elementary par-

ticles, called the Higgs mechanism, where the excitation of the Higgs field, being the Higgs

boson of spin 0, was the last missing element to be discovered (in 2012 by the CMS and ATLAS

experiments [1, 2]).

The elementary matter particles are all fermions of spin 1/2. Each fermion possesses its own

antiparticle counterpart of the same mass but of opposite charge. Fermions are separated

into three generations whose prime differences are their masses. These generations were

discovered progressively by physicists around the globe mostly throughout the 20th century.

Fermions are further separated into two groups, leptons and quarks.

The leptons contain two different groups, the charged leptons and the neutrinos. The charged

leptons have a charge of −1 and consist of the electron (me = 511.00keV/c2), the muon

(mµ = 105.65 MeV/c2) and the tau lepton (mτ = (1776.86±0.12) MeV/c2). Each charged lepton

has a corresponding neutrino which is massless in the Standard Model. However, recent

observations of neutrino flavour oscillations indicate that at least two of three neutrinos must

have a non-zero mass [21]. Leptons have the particularity of not being sensitive to the strong

interaction.

The quarks, on the other hand, are sensitive to all three interactions of the Standard Model.

There are six known quarks where each quark possesses its own flavour. The positively

charged quarks, of charge +2/3, consist of the up, charm and top quarks. The negatively

charged quarks, of charge −1/3, are the down, strange and beauty (or bottom) quarks. In a

low energy environment such as everyday processes on earth, only the up and down quarks

with masses of only a few MeV/c2 are present since they form protons and neutrons, which

are the only baryons needed to build all the elements of the periodic table. On the other end

of the spectrum, the heaviest quark, being the top quark, has a measured mass mt = (172.76±
0.70) GeV/c2, which is five orders of magnitude larger than the up and down quark masses.

Quarks have the additional property of owning a specific charge called colour, which can be

red, greed or blue. These colours define how the eight gluons will interact with quarks to form

colourless hadrons (with the exception of the top quark, which is too massive and unstable

to bind within a hadron). Hadrons can theoretically have many quarks but the most stable

components have either two or three quarks. Hadrons of two quarks contain a quark-antiquark

pair and are called mesons. Hadrons of three quarks contain three quarks and are called

baryons. Particle experiments such as LHCb have recently discovered hadrons of four and

five quarks [22, 23], called respectively tetraquarks and pentaquarks, which are in agreement

with predictions from Murray Gell-Mann and George Zweig in their descriptions of the quark

model [24, 25]. In this thesis, the studied hadrons are all mesons. First, the D∗+(2010) and

D∗−(2010) mesons, composed of charm and down quarks, have a mass m(D∗±) = (2010.26±
0.05) MeV/c2, and have a negligible flight distance inside the LHCb detector since they decay

through the strong interaction. Then, the D0 and D
0

mesons, composed of charm and up

otherwise.

6



2.1. The Standard Model of particle physics

Figure 2.1 – The fermions and bosons of the Standard Model of particle physics [26].

quarks, have a mass m(D0) = (1864.83±0.05) MeV/c2 and a lifetime τ(D0) = (410.1±1.5) fs.

Finally, the charged kaons K ± (of up and strange quarks) and charged pions π± (of up and

down quarks) have a mass of m(K ±) = (493.68±0.02) MeV/c2 and m(π±) = 139.57 MeV/c2 and

long lifetimes of τ(K ±) = 12.3 ns and m(π±) = 26.0 ns. These lifetimes are large enough for

most of these two particles to travel through the twenty meters of the LHCb detector before

decaying. Figure. 2.1 shows a summary of the bosons and fermions of the Standard Model.

In its mathematical framework, the Standard Model is best described as a non-abelian, local

gauge-invariant theory defined by various symmetrical properties. The local gauge group GSM

is the direct product of the Lie groups [27]

GSM = SU (3)C ⊗SU (2)L ⊗U (1)Y . (2.1)

SU (3)C encapsulates phenomena related to the strong force where C stands for the colour

charge of the quantum field. The SU (3)C quantum properties are described by quantum chro-
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modynamics (QCD). The SU (2)L ⊗U (1)Y term (where L refers to the coupling to left handed

currents and Y to the hypercharge symmetry) encapsulates properties of the electroweak

symmetry, being the unification of the weak and electromagnetic interactions. At low ener-

gies, the electroweak and electromagnetic interactions appear as two vastly different forces.

However, Steven Weinberg, Abdus Salam, John Clive Ward and Sheldon Glashow revealed in

the 1960s [28–30] that these two interactions were part of a unified theory whose convergence

is reached at the order of 246 GeV. This unification property was noticed by relying on argu-

ments similar to those describing the quantum properties of superconductors [31]. At these

high energies, the electroweak interaction is composed of four massless bosons, the three W

bosons of weak isospin (W1,W2,W3), and the B boson of weak hypercharge. The reason why

the splitting to two distinct forces appears at low energies is linked to a spontaneous symmetry

breaking induced by the Higgs mechanism [32, 33], which gives rise to the massive W ± and

Z 0 bosons as well as the massless photon γ. In this framework, the electrical charge appears

as the consequence of a linear combination of hypercharge Y and weak isospin T3 through

Q = 1
2 Y +T3. The photon does not couple to the Higgs, explaining why it remains massless.

On the other hand, any other combination of hypercharge and weak isospin will interact with

the Higgs and thus lead to massive charge carriers such as the W ± and Z 0 gauge bosons.

A fascinating aspect of the electroweak theory is that it is a chiral theory. This means that the

interaction properties of the theory are asymmetric with respect to the chirality of the particles,

where chirality is a property that defines the direction of the spin of a particle with respect

to the direction of its momentum. For a massless left-handed particle, the direction of its

spin is opposite to the one of its momentum while it is the contrary for right-handed massless

particles. This particularity of the electroweak interaction led to the V−A theory developed by

Robert Marshak, George Sudarshan, Richard Feynman and Murray Gell-Mann [34, 35]. This

theory involves that the weak interaction acts only on left-handed particles and right-handed

antiparticles.

2.1.2 Discrete symmetries of the Standard Model

A discrete symmetry is a symmetry that accounts for non-continuous modifications of the

state of a particle system. Standard Model interactions can be characterised by three discrete

transformations:

• The charge conjugation transformation C changes particles into their antiparticle coun-

terpart: p → p

• The parity transformation P inverts the sign of all spatial coordinates.

• The time reversal transformation T inverts the time coordinate: t →−t .

The strong and electromagnetic interactions are said to conserve all three symmetries and

their combinations. This means that a given process has the exact same properties after

8



2.1. The Standard Model of particle physics

applying one or a combination of the three transformations.

The weak interaction, on the other hand, violates maximally the P symmetry since, as de-

scribed previously, it interacts only with left-handed fermions. The violation of P was actually

discovered years before the formulation of the electroweak theory. It dates back to 1956 when

the theorists Chen-Ning Yang and Tsung-Dao Lee were surprised that the τ+ and θ+ particles2

had the exact same properties but decayed weakly to two different final states with opposite

parities. They therefore suggested that parity conservation had never been tested in weak

decays and proposed an experimental procedure to test this conservation law [36]. The experi-

ment was carried out a few months later by the Chinese physicist Chien-Shiung Wu through

an analysis of the β decay of cold Colbalt-60. The results of the experiment showed that the

weak interaction violates the P symmetry since some processes did not occur with the same

probability as for their mirror image [37].

In 1964, two American physicists, James Cronin and Val Fitch, studied the decays of neutral

kaons and discovered that the CP was not conserved in these decays [15], a phenomenon called

CP violation. A new field of particle physics was inaugurated where one of its main objectives

was to look for additional signs of CP violation in the weak interaction. The major dates are

the discovery of CP violation in the B meson sector by the BaBar and Belle collaborations

in 2001 [16, 17] and recently the discovery of CP violation in D0 meson decays by the LHCb

collaboration [18].

In 1967, Andrei Sakharov introduced a set of three conditions needed to describe the observed

asymmetry between matter and antimatter in the observable Universe which arises from

phenomena just after the Big Bang [38]. Accompanied by a need for baryonic number viola-

tion and interactions out of thermal equilibrium, CP violation is its third essential ingredient.

However, it is now well established that the amount of CP violation predicted by the Stan-

dard Model is too limited to account for the observed matter-antimatter asymmetry of the

Universe [39]. New sources beyond the Standard Model are therefore expected and heavily

studied.

2.1.3 The CKM mechanism

In 1963, when only three of the six quarks were known, the Italian physicist Nicola Cabibbo

theorised the Cabibbo angle θc to describe how the flavour of quarks can change in the weak

interaction [40]

d ′ = cosθc d + sinθc s , (2.2)

where it can be seen that d ′ is expressed as a superposition of down and strange quarks. This

lead to the introduction of the Cabibbo matrix VC describing the weak decays of the first two

2These two particles are now known to be the same particle, the K+.

9



Chapter 2. Theory and motivations

generations of quarks [
d ′

s′

]
=VC

[
d

s

]
=

[
cosθc sinθc

−sinθc cosθc

][
d

s

]
, (2.3)

The quark transitions described by matrix VC occur via the exchange of a W ± boson.

In the late sixties, measurements related to strangeness-changing neutral current processes

such as K 0
L → µ+µ− decays and K 0 −K

0
mixing revealed discrepancies of several orders of

magnitudes between the experimental values and the natural theoretical expectations. Indeed,

the experiments indicated a strong suppression of these processes while the three-quark

Cabibbo model expected an enhancement. This problem was solved by Sheldon Glashow,

John Iliopoulos, and Luciano Maiani who introduced in 1970 an additional quark, the charm

quark, to describe the new amplitudes needed to explain the experimental data. This new

framework is referred to as the GIM mechanism [41]. Its application to K 0 −K
0

mixing is

illustrated in the Feynman diagram of Fig. 2.2, where in the case where mc = mu , amplitudes

for s → d transitions with u or c quarks on the same fermion line would be found to have the

same magnitude but opposite in sign (±cosθ sinθ) and therefore perfectly cancel out [42].

This suggests a description to why these kinds of processes are found to be suppressed in

experimental data. The GIM mechanism predicts the charm quark to be much heavier than

for the other quarks (mc ∼ 1.5 GeV/c2) in order to assess the level of neutral current suppres-

sion while making the Cabibbo model correct at low energies.3 The predictions of the GIM

mechanism were successfully confirmed in 1974 with the discovery of the J/ψ-meson particle

(formed of a cc pair) at the Brookhaven National Laboratory (BNL) and the Stanford Linear

Accelerator Center (SLAC) [43, 44].
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Figure 2.2 – Feynman diagram of a K 0 −K
0

mixing process with u and c on the same virtual
fermion lines. The left side of the box diagram indicates that in the case where mc = mu , the
magnitude of the d → s amplitude would lead a perfect cancellation equal to cosθ sinθ+
(−sinθ)cosθ = 0.

3mu = 2.16+0.49
−0.26 MeV/c2, md = 4.67+0.48

−0.17 MeV/c2, ms = 93+11
−5 MeV/c2 and mc = 1.27±0.02 GeV/c2 [20].
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In 1973, two Japanese physicists, Makoto Kobayashi and Toshihide Maskawa, noticed that

CP violation could not be mathematically described using only the first two generations of

quarks [11]. They introduced a third generation of quarks, with the b and t quarks, to build

the 3×3 unitary matrix VCKMd ′

s′

b′

=VCKM

d

s

b

=

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vt s Vtb


d

s

b

 . (2.4)

A N ×N complex matrix such as VCKM has 2N 2 degrees of freedom. However, since the matrix

is unitary (V −1
CKM = V †

CKM ⇔ VCKMV −1
CKM = 1), the number of degrees of freedom is reduced

to N 2. Furthermore, 2N − 1 of these parameters have no physicality. This derives from a

redefinition of the Lagrangian of the Standard Model which changes the phases of each quark

field. Consequently, the number of parameters independent of the chosen set of phases is

N 2 − (2N −1) = (N −1)2. Of these parameters, 1
2 N (N −1) are the quark mixing angles and the

remaining 1
2 (N −1)(N −2) are the CP-violating complex phases. For a N ×N = 3×3 matrix,

such as for VCKM, this leads to three mixing angles θ12, θ23 and θ13 and one complex phase δ.

This single complex phase is responsible for all CP-violating processes in the Standard Model

framework.

Following the convention ci j = cosθi j and si j = sinθi j , the CKM matrix can be written as

VC K M =

 c12c13 s12c13 s13exp(−iδ)

−s12c23 − c12s23s13exp(iδ) c12c23 − s12s23s13exp(iδ) s23c13

s12s23 − c12c23s13exp(iδ) −c12s23 − s12c23s13exp(iδ) c23c13

 . (2.5)

This parametrisation is referred to as the standard parametrisation. Unfortunately, it proves

little effectiveness to derive physical parameters that can be tested experimentally. The

Wolfenstein parametrisation [45], introduced by the American physicist Lincoln Wolfenstein in

1983, is the parametrisation that is used today to estimate the CKM parameters. It is a precise

approximation of the CKM matrix and highlights the hierarchy of the various CKM elements.

The Wolfenstein parametrisation consists in expressing VCKM with the four parameters λ, ρ, η

and A. These parameters are related to parameters of the standard parametrisation as

λ≡ s12 ,

Aλ2 ≡ s23 ,

Aλ3(ρ− iη) ≡ s13e−iδ .

(2.6)

With these definitions, ρ, η and A are of order unity, and the CKM matrix can then be expressed
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Figure 2.3 – Graphical representation of the CKM matrix following the Wolfenstein parametri-
sation.

as a power series of λ= |Vus | ≈ 0.23. It yields

VC K M =

 1− λ2

2 − λ4

8 λ Aλ3(ρ− iη)

−λ+ λ5

2 A2(1−2(ρ+ iη)) 1− λ2

2 − λ4

8 (1+4A2) Aλ2

Aλ3(1− (ρ+ iη))+ λ5

2 A(ρ+ iη) −Aλ2 + λ4

2 A(1−2(ρ+ iη)) 1− λ4

2 A2

+O (λ6) .

(2.7)

It can be seen that VCKM is close to the identity matrix up to small corrections. A graphical

representation of the magnitude of the matrix can be appreciated in Fig. 2.3. This highlights

that transitions to the same generation of quarks are favoured (called Cabibbo-favoured (CF))

by the Standard Model, while transitions to different generations of quarks are suppressed

(called Cabibbo-suppressed (CS)). The most suppressed transitions are the ones connecting

the most separated generations of quarks, such as b → u or t → d transitions.

Following the unitarity of the CKM matrix, one can write∑
k=u,c,t

V ∗
ki Vk j = δi j with i , j ∈ {d , s,b} ,∑

k=d ,s,b
V ∗

i kV j k = δi j with i , j ∈ {u,c, t } ,
(2.8)

where δi j is the Kronecker symbol. This leads to nine relations where six of them are equal to

zero. One of these six relations is prone to special care in the particle physics community

V ∗
ud Vub +V ∗

cd Vcb +V ∗
td Vtb = 0. (2.9)

The above equation can be visualised as a triangle in the complex plane (Fig. 2.4) and is called

the unitary triangle. The vertices of the unitary triangle are (0,0), (1,0) and (ρ,η) where ρ and

η follow

ρ+ iη=−Vud V ∗
ub

Vcd V ∗
cb

. (2.10)
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Figure 2.4 – The unitary triangle as of Summer 2019 [46].

The latter expression is of particular interest since it does not depend on a phase convention

and is therefore universal.

The unitary triangle has the angles α, β and γ defined as

α= arg

(
− Vtd V ∗

tb

Vud V ∗
ub

)
,

β= arg

(
−Vcd V ∗

cb

Vtd V ∗
tb

)
,

γ= arg

(
−Vud V ∗

ub

Vcd V ∗
cb

)
.

(2.11)

A key objective of flavour physics consists in constraining the CKM elements through mea-

surements of various |Vi j | elements by studying a series of weak decays. The measure of the

area of the unitary triangle is encapsulated within the Jarlskog invariant J [47] and is a method

independent of phase convention to evaluate the amount of CP violation present within the

Standard Model.
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Figure 2.5 – The charm unitary triangle. The vertical scale is not to scale and has been heavily
increased for illustrations purposes.

2.1.4 CKM elements of the charm sector

Processes involving charm meson interactions are related to transitions of c quarks to lighter

quarks of the first two generations. In the charm sector, using the conventionΛi =V ∗
ci Vui , the

relevant relation of Eq. (2.8) is

V ∗
cd Vud +V ∗

csVus +V ∗
cbVub = 0 ⇔Λd +Λs +Λb = 0. (2.12)

This corresponds to an alternative unitary triangle that describes charm decays. Following the

Wolfenstein parametrisation of Sect. 2.1.3, we see thatΛd andΛs terms are of order λ while

Λb terms are of order λ5:

Λd =−λ+ λ3

2
+O (λ5) ,

Λs =λ− λ3

2
+O (λ5) ,

Λb =λ5 A2(ρ− iη)+O (λ11) .

(2.13)

The four orders of magnitudes of difference betweenΛd ,s andΛb result in a compressed charm

unitary triangle, with one side approximately 360 times smaller than the others. The triangle

is illustrated in Fig. 2.5, where the small side has been enhanced for visibility purposes.

In this thesis, the studied decays are the4 D0 → K −K +, D0 → π−π+ and D0 → K −π+. The

D0 → K −K + and D0 →π−π+ decays are CS since they rely on amplitudes proportional toΛd

andΛs . The D0 → K −π+ decays, on the other hand, are CF since they implicate amplitudes

that do not cross quark generations.5 The dominant Feynman diagrams of all three decays

are depicted in Fig. 2.6. An additional two-body decay of the D0 containing a different charge

combination of kaons and pions is the D0 → K +π− decay, which is not studied in this thesis.

It is referred to as doubly-Cabibbo-suppressed (DCS) since its amplitude is proportional to

V ∗
usVcd , being at the second order of λ and therefore heavily suppressed in the Standard Model.

The dominant D0 → K −π+ channel is often specified as the Right-Sign (RS) channel while the

suppressed D0 → K +π− channel is designated as the Wrong-Sign (WS) channel.

4The inclusion of charge-conjugate processes is implied throughout this thesis, unless stated otherwise.
5They are proportional to V ∗

csVud ∼ 1− λ2

2 .

14



2.1. The Standard Model of particle physics

! "

#$ #$

"̅

$

&' ()

(*

+,-

+.-∗

0*

! "

#$ #$

"̅

$

&' ()

(*

+,-

+.-∗

0*

! "

#$ #$

&̅

$

'( )*

+,

-./

-01∗

3,

Figure 2.6 – Feynman diagrams of all three decays of interest for the analysis presented in this
document.

CP violation phenomena in the charm sector are heavily reduced by the CKM mechanism. This

can be schematised by the fact that charm decays involve quarks of the first two generations

where no CP violation is possible since phenomena are reduced to the Cabibbo matrix of

Eq. (2.3). CP violation mostly occurs through penguin contributions involving virtual b quarks.

They are encapsulated in theΛb term (of orderλ5) illustrated in the vertical direction of Fig. 2.5.

These contributions are referred to as short distance contributions since their typical length is

orders of magnitudes lower than the typical QCD scale 1/ΛQCD.

Accurate predictions of CP violation in the charm sector are challenging to assess due to

the pollution of long distance contributions, which, contrary to short-distance contributions,

involve non-perturbative QCD effects [48]. These effects are propagated through intermediary

states such as kaons or pions. A schematics of a D0 to D
0

oscillation is depicted in Fig. 2.7 with

both short and long distance effects. Because of the dominance of long over short distance

contributions [49], Standard Model predictions of mixing and CP violation generally span sev-

eral orders of magnitude. As a consequence, experimental input is the key to refine theoretical

models. Fortunately, experiments such as LHCb can perform precise charm measurements

of key observable quantities at a level of precision lying generally at the order of 10−3 −10−4.

These precise measurements benefit from the fact that during its Run 1 and Run 2 periods of

data taking, LHCb collected a few billion D0 decays, which, associated with reliable particle

reconstruction and identification, allows to reach these levels of sensitivity. Further details of

charm mixing and CP violation are discussed in the following paragraphs.
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Figure 2.7 – Sketches of D0 −D
0

mixing (whose properties are described in Sect. 2.2.1), corre-
sponding to short distance contributions (left) and long distance contributions (right).

2.2 Neutral meson mixing and CP violation

Neutral meson mixing describes the quantum property of a neutral meson allowing it to

oscillate between its matter and antimatter counterparts. We will see that this characteristics

is closely related to CP violation in weak decays. Neutral meson mixing has been observed in

K 0, B 0, B 0
s and D0 mesons.

2.2.1 Flavour mixing of neutral meson systems

Let a neutral charm meson of quantum state |ψ〉 be produced at t = 0 as a superposition of

two flavour eigenstates F 0 and F
0

|ψ(0)〉 = a(0)|F 0〉+b(0)|F 0〉 . (2.14)

The state |ψ〉 will evolve into a superposition of all of its possible states including its final states

fn

|ψ(t )〉 = a(t )|F 0〉+b(t )|F 0〉+∑
n

cn(t )| fn〉 . (2.15)

Here, only the evolution of a(t) and b(t) is of interest to study neutral meson mixing. We

therefore place ourselves in a window of time [t , t +∆t ] where t is orders of magnitudes larger

than the time scales related to strong interaction processes. The time-dependent evolution

of the system is then described by a 2× 2 non-hermitian effective Hamiltonian H . The

Hamiltonian can be separated as a complex sum of a hermitian mass matrix M and an anti-

hermitian decay matrixΓ, which describe respectively (F 0,F
0

) → (F 0,F
0

) dispersive transitions

through virtual intermediate states and absorptive transitions through real intermediate

states [20, 50]

H = M− i
Γ

2
=

[
M11 − i Γ11

2 M12 − i Γ12
2

M21 − i Γ21
2 M22 − i Γ22

2

]
. (2.16)
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2.2. Neutral meson mixing and CP violation

Table 2.1 – Constraints to the hermitian matrices M and Γ under the CPT , CP and T transfor-
mations.

Conservation law Constraints to M and Γ
CPT M11 = M22, Γ11 = Γ22

CP M11 = M22, Γ11 = Γ22, I (Γ12/M12) = 0
T I (Γ12/M12) = 0

In the case where the Hamiltonian H is invariant under the CPT , CP or T transformations,

the relations depicted in Table 2.1 hold.6 The amplitude terms M12 and Γ12 will be especially

useful in the formalism of the theoretical parametrisation, detailed in Sect. 2.2.3, as they are

responsible for the mixing and CP-violating properties of D0 mesons.

A computation of the eigenvectors of H gives access to the eigenstates |F1〉 and the |F2〉. They

are expressed as [
|F1〉
|F2〉

]
= Q

[
|F 0〉
|F 0〉

]
with Q =

[
p q

p −q

]
, (2.17)

where p and q are complex numbers satisfying the two relations [51]7

|p|2 +|q|2 = 1 (2.18)

(
q

p

)2

= M21 − i
2Γ21

M12 − i
2Γ12

= M∗
12 − i

2Γ
∗
12

M12 − i
2Γ12

(2.19)

The |F1〉 and |F2〉 eigenstates are called mass eigenstates with masses M1 and M2 and decay

widths Γ1 and Γ2. In the limit of CP conservation, |F1〉 is CP-even while |F2〉 is CP-odd. We

express the eigenvalues λ1 and λ2 of the eigenvectors |F1〉 and |F2〉 as a function of their

masses and decay widths

λ1 ≡ M1 − i
Γ1

2
= M11 − i

2
Γ11 + q

p

(
M12 − i

2
Γ12

)
,

λ2 ≡ M2 − i
Γ2

2
= M11 − i

2
Γ11 − q

p

(
M12 − i

2
Γ12

)
.

(2.20)

The mass and width splitting are defined as

∆M = M1 −M2 =R(λ1 −λ2) ,

∆Γ= Γ1 −Γ2 =−2I (λ1 −λ2) .
(2.21)

6In this thesis, R(x) refers to the real part while I (x) refers to the imaginary part of a complex number x.
7Since M and Γ are Hermitian matrices, M12 = M∗

21 and Γ12 = Γ∗21.
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Chapter 2. Theory and motivations

The dimensionless parameters x and y are important quantities of neutral meson mixing

x = ∆M

Γ
,

y = ∆Γ

2Γ
,

(2.22)

where

Γ= Γ1 +Γ2

2
. (2.23)

The evolution of a given quantum state |ζ(t)〉 can be described using the Schrödinger equa-

tion [52]

i
d

dt
|ζ(t )〉 =H |ζ(t )〉 . (2.24)

This yields

|ζ(t )〉 = e−iH t |ζ(0)〉 . (2.25)

Since |F1〉 and |F2〉 are eigenvectors of H , it implies8

|F1(t )〉 = e−iλ1t |F1(0)〉 ,

|F2(t )〉 = e−iλ2t |F2(0)〉 .
(2.26)

Changing to the flavour basis and making use of Eq. (2.17), we get[
|F 0(t )〉
|F 0

(t )〉

]
= Q−1

[
e−iλ1t 0

0 e−iλ2t

]
Q

[
|F 0〉
|F 0〉

]
=

[
g+(t ) q

p g−(t )
p
q g−(t ) g+(t )

][
|F 0〉
|F 0〉

]
, (2.27)

where

g+(t ) = e−iλ1t +e−iλ2t

2
,

g−(t ) = e−iλ1t −e−iλ2t

2
.

(2.28)

The second part of Eq. (2.27) allows us to compute the probabilities of an initially produced

F 0 to evolve to given states at time t > 0

Prob(F 0 → F 0, t ) = |〈F 0(t )|F 0〉|2 = |g+(t )|2 ,

Prob(F 0 → F
0

, t ) = |〈F 0(t )|F 0〉|2 =
∣∣∣∣ q

p

∣∣∣∣2

|g−(t )|2 .
(2.29)

8For the rest of the development, states expressed as | f 〉 refer to states initially produced at t = 0 as pure | f 〉
states.
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2.2. Neutral meson mixing and CP violation

Similarly for an initial F
0

state

Prob(F
0 → F

0
, t ) = |〈F 0

(t )|F 0〉|2 = |g+(t )|2 ,

Prob(F
0 → F 0, t ) = |〈F 0

(t )|F 0〉|2 =
∣∣∣∣ p

q

∣∣∣∣2

|g−(t )|2 ,
(2.30)

where the |g+(t )|2 and |g−(t )|2 elements can be expressed using Eqs. (2.22) and (2.23) as

|g+(t )|2 = e−Γt

2

(
cosh(yΓt )+cos(xΓt )

)
,

|g−(t )|2 = e−Γt

2

(
cosh(yΓt )−cos(xΓt )

)
.

(2.31)

From Eqs. (2.29) and (2.30), we see that the probability of a F 0 → F 0 process is equal to the

probability of a F
0 → F

0
process. However, if |q/p| 6= 1, the F 0 → F

0
processes do not have the

same probabilities as the F
0 → F 0 processes. This is called CP violation in the mixing and it

will be further detailed in Sect. 2.2.2.

The dynamics of the neutral meson oscillations are driven by the parameters x and y according

to Eq. (2.31). The dynamics are vastly different for K 0, B 0, B 0
s and D0 meson systems, as seen

in Fig. 2.8, where the horizontal scale is normalised to the decay time of the system. The B 0
s

system proves by far the most extreme oscillations, with a frequency of about 300×1015 Hz.

On the other side of the spectrum, the D0 system displays slow oscillations due to a small

value of x. This is related to the fact that F1 and F2 states have almost the same mass. In the

D0 system, a logarithmic scale on the vertical axis is needed to see the start of an oscillation

period. The values of x and y for all four systems are listed in Table 2.2. In addition, the

current two-dimensional status of x and y for neutral charm mesons as estimated by HFLAV

is presented in Fig. 2.9.

Table 2.2 – Experimental status of the measurements of the mixing parameters x and y for

the four different neutral meson systems. The values of the K 0 −K
0

system are taken from
Ref. [20] and the values of the c and b meson systems are obtained from Ref. [53]. The signs of
x and y are convention dependent.

System x y

K 0 −K
0 −0.946±0.004 0.99650±0.00001

D0 −D
0

(4.09+0.48
−0.49)×10−3 (6.15+0.56

−0.55)×10−3

B 0 −B
0

0.769±0.004 (0.1±1.0)×10−2

B 0
s −Bs

0
26.89±0.07 (12.9±0.6)×10−2
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Chapter 2. Theory and motivations

Figure 2.8 – Neutral meson oscillations for K 0 (top left), D0 (top right), B 0 (bottom left) and
B 0

s (bottom right) systems. The evolution is depicted as a function of dimensionless variable
Γt . The D0 oscillation is shown in logarithmic scale for visual purposes. For each system, an
exponential decay curve exp(−Γt ) which is not subjected to any oscillating phenomenon is
drawn in dotted black. The figure is taken from Ref. [51].

2.2.2 CP-violating observables

The following discussion focuses primarily on charm decays. The decay amplitudes of D0 and

D
0

mesons to final states f and f are defined as

A f = 〈 f |H |D0〉 , A f = 〈 f |H |D0〉 , (2.32)

A f = 〈 f |H |D0〉 , A f = 〈 f |H |D0〉 . (2.33)

The discrete CP transformation presented in Sect. 2.1.2 is performed to f and f states as

follows9

CP | f 〉 = e iν f | f 〉 ,

CP | f 〉 = e−iν f | f 〉 ,
(2.34)

9(CP )2 = 1.
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Figure 2.9 – Experimental status of x and y for neutral charm mesons as for 1st July 2021 [53].
The corresponding numerical values of x and y are shown in Table 2.2. The departure of x
from zero was reported in June 2021 by LHCb through the time-dependent analysis of the
Dalitz plot of D0 → K 0

Sπ
+π− decays [54].

where ν f is an arbitrary phase. For final states such as K −K + and π−π+, f = f , one can write

CP | f 〉 = ηCP
f | f 〉 , (2.35)

where ηCP
f = 1 for CP-even final states and ηCP

f = −1 for CP-odd final states.10 The decay

amplitudes A f and A f can be expended as a series of decay amplitudes

A f =
∑
k
|Ak

f |e iδk
f e iφk

f ,

A f =
∑
k
|Ak

f |e iδk
f e−iφk

f ,
(2.36)

where |Ak
f | are the magnitudes of the decay amplitudes for each order k. The φk

f elements

are called weak phases, which arise from the CKM mechanism that describes electroweak

physics. Weak phases change sign when the CP transformation is applied. The δk
f elements are

called a strong phases, which originate from strong interaction processes happening through

contributions of intermediate on-shell states in the decay process. Strong phases do not

change sign when the CP transformation is applied.

CP violation can occur through three distinct manifestations, which are presented in the

following paragraphs.

10For the studied D0 → K−K+ and D0 →π−π+ decays, we have ηCP
f = 1.
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Chapter 2. Theory and motivations

CP violation in the decay

In Eq. (2.36), we restrain ourselves to only two amplitude terms (k ∈ [1,2]), the difference

between both squared amplitudes |A f |2 and |A f |2 yields

|A f |2 −|A f |2 =−4|A1
f ||A2

f |sin(δ1
f −δ2

f )sin(φ1
f −φ2

f ) . (2.37)

A manifestation of CP violation occurs when |A f | 6= |A f |, which can happen through non-zero

values of both differences of weak and strong phases. This corresponds to CP violation in

the decay, and is the only manifestation of CP violation that can occur in both charged and

neutral hadrons.

Experimentally, CP violation in the decay can be measured by estimating the asymmetry of the

time-integrated decay widths Γ of D0 decays to a final state f and D
0

decays to an anti-final

state f . This is assessed through the observable11

ACP ( f ) = Γ(D0 → f )−Γ(D
0 → f )

Γ(D0 → f )+Γ(D
0 → f )

=
|A f |2 −|A f |2

|A f |2 +|A f |2
. (2.38)

Hence, when ACP ( f ) 6= 0, we have |A f |2 −|A f |2 6= 0.

CP violation in the decay has been observed for the first time by the LHCb collaboration in

2019 through the measurement of ∆ACP = ACP (K K )− ACP (ππ) using the full LHCb Run 1 and

Run 2 dataset (9fb−1) and by studying the two Cabibbo-suppressed (CS) decays D0 → K +K −

and D0 →π+π− [18,55,56]. The measurement gives∆ACP = (−15.4±2.9)×10−4, corresponding

to a departure of ∆ACP from zero at the level of 5.3σ.

CP violation in the mixing

CP violation in the mixing was suggested in Sect. 2.2.1. It occurs when the probability of a

D0 → D
0

process is not the same the one of a D
0 → D0. Formally, it happens when∣∣∣∣ q

p

∣∣∣∣−1 6= 0. (2.39)

CP violation in the interference between mixing and decay

The last manifestation of CP violation is generated by the interference between mixing and

decay amplitudes of a D0 meson. This manifestation of CP violation is possible only for D0

mesons that share the same final state ( f = f ). This phenomenon occurs when the interference

between the direct decay D0 → f and its decay via the oscillation D0 → D
0 → f induces CP

11Γ(D0 → f ) ∝|A f |2 and Γ(D
0 → f ) ∝|A

f
|2.
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2.2. Neutral meson mixing and CP violation

violation. Mathematically, it corresponds to

φλ f = arg
(
λ f

)= arg

(
q

p

A f

A f

)
6= 0, where λ f =

q

p

A f

A f
. (2.40)

2.2.3 The phenomenological and theoretical parametrisations

The mathematical framework described in Sect. 2.2 for CS decays is based on the following

parameters

x = M2 −M1

Γ
, y = Γ2 −Γ1

2Γ
, λ f =

q

p

A f

A f
. (2.41)

This parametrisation is referred to as the phenomenological parametrisation. Its best charac-

teristics is that it allows for an intuitive physical interpretation. Indeed, the parameters x and

y can be easily visualised as part of the oscillating pattern of neutral meson systems (Fig. 2.8)

while λ f encapsulates all possible manifestations of CP violation. This parametrisation is con-

vention dependent since it depends on the definition of the |D1〉 and |D2〉 states of Eq. (2.17).

Indeed, an alternate definition could be set by performing q →−q . This implies that the signs

of x and y are convention dependent.

An alternative parametrisation can be employed to describe mixing and CP violation in charm

decays. It is referred to as the theoretical parametrisation and was introduced in Refs. [57, 58].

It benefits from the fact that it is convention independent. This parametrisation is extensively

described in Ref. [59]. Its mathematical framework is based on the following parameters

x12 = 2|M12|
Γ

, y12 = 2|Γ12|
Γ

, (2.42)

λM
f = M12

|M12|
A f

A f

=
∣∣∣∣∣ A f

A f

∣∣∣∣∣e iφM
f , λΓf =

Γ12

|Γ12|
A f

A f

=
∣∣∣∣∣ A f

A f

∣∣∣∣∣e iφΓf . (2.43)

The parameters x12 and y12 are CP-even observables and depend on the amplitudes M12

and Γ12, respectively. The amplitude M12 is the dispersive mixing amplitude. It is due to

long-distance exchange of off-shell (virtual) intermediate states, but also to short-distance

effects. On the other hand, the amplitude Γ12 is the absorptive mixing amplitude, and is

due to long distance exchange of on-shell (real) intermediate states. The CP-violating weak

phase φM
f = arg(λM

f ) (φΓf = arg(λΓf )) describes the interference between decays with and

without dispersive (absorptive) mixing [60]. The graphical representations of the two physical

situations are depicted in Fig. 2.10.

The CP-odd weak phase φ12 = arg(M12/Γ12) = φM
f −φΓf is often employed as part of this

mathematical framework and is an observable quantity.
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Figure 2.10 – Left: Interference between decays with and without dispersive mixing (whose
CP-violating phase difference is described by φM

f ). Right: Interference between decays with

and without absorptive mixing (whose CP-violating phase difference is described by φΓf ).

The following equations relate the phenomenological and theoretical parametrisations

x2 − y2 = x2
12 − y2

12 ,

x y = x12 y12 cosφ12 ,∣∣∣∣ q

p

∣∣∣∣±2 (
x2 + y2)= x2

12 + y2
12 ±2x12 y12 sinφ12 .

(2.44)

In the limit where CP violation is found to be small in the charm sector (|q/p| ≈ 1 and φ12 ≈ 0),

these relations can be approximated as

x12 ≈ |x| ,
y12 ≈ |y | ,∣∣∣∣ q

p

∣∣∣∣−1 ≈ x12 y12

x2
12 + y2

12

sinφ12 .

(2.45)

An advantage of the theoretical parametrisation over the phenomenological parametrisation is

that their corresponding parameters fitted over global averages are found to be less correlated.

This can be visualised in Fig. 2.11. The left plot displays the global average ofφ2 ≈φλ f as a func-

tion of |q/p|−1 (corresponding to two parameters of the phenomenological parametrisation),

while the right plot displays the global average ofφM
2 as a function ofφΓ2 (corresponding to two

parameters of the theoretical parametrisation). We see that because of significant correlations

between φ2 and |q/p|−1, the 2D confidence regions are tilted by about 45◦ while it is not the

case for the plot of φM
2 versus φΓ2 . Hence, this makes the theoretical parametrisation more

suitable when citing one-dimensional confidence regions for the CP-violating parameters.

2.2.4 The y f
CP and∆Y f observables for Cabibbo-suppressed decays

In the following paragraphs, we define the two observables y f
CP and ∆Y f . These two observ-

ables allow to study charm mixing and time-dependent CP violation using CS decays. They

are defined using both phenomenological and theoretical parametrisations.
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2.2. Neutral meson mixing and CP violation

Figure 2.11 – Global averages ofφ2 as a function of |q/p|−1 (left, phenomenological parametri-
sation) andφM

2 as a function ofφΓ2 (right, theoretical parametrisation). Darker (lighter) regions
correspond to 68% (95%) probability. The figure is taken from Ref. [61] and obtained with
UTfit [62].

Using the phenomenological parametrisation

For a two-body D0 → f decay subjected to mixing such as the CS final states f = K −K + or

f =π−π+, the decay rates of D0 and D
0

decays will include mixing parameters such that [57]

Γ
(
D0(t ) → f

)= 1

2
e−Γt |A f |2

[
(1+|λ f |2)cosh(yΓt )+ (1−|λ f |2)cos(xΓt )

+2R(λ f )sinh(yΓt )−2I (λ f )sin(xΓt )
]

,

Γ
(
D

0
(t ) → f

)
= 1

2
e−Γt |A f |2

[
(1+|λ−1

f |2)cosh(yΓt )+ (1−|λ−1
f |2)cos(xΓt )

+2R(λ−1
f )sinh(yΓt )−2I (λ−1

f )sin(xΓt )
]

.

(2.46)

The above decay rates can be further approximated as follows knowing x and y are of the order

O (10−2 −10−3) and that we probe windows of time Γt = t/τ∼ 1

Γ(D0(t ) → f ) ≈ e−Γt |A f |2
[
1+R(λ f )yΓt −I (λ f )xΓt

]
,

Γ(D
0

(t ) → f ) ≈ e−Γt |A f |2
[

1+R(λ−1
f )yΓt −I (λ−1

f )xΓt
]

.
(2.47)

Using Eq. (2.40) for λ f , we can write

Γ(D0(t ) → f ) ≈ e−Γt |A f |2
[

1−
∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣ (y cosφλ f −x sinφλ f )Γt

]
,

Γ(D
0

(t ) → f ) ≈ e−Γt |A f |2
[

1−
∣∣∣∣ p

q

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣ (y cosφλ f +x sinφλ f )Γt

]
.

(2.48)
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Since e−x ≈ 1−x, one can express the decay rates as exponential functions

Γ
(
D0(t ) → f

)∝ e−Γ̂(D0→ f )t ,

Γ
(
D

0
(t ) → f

)
∝ e−Γ̂(D

0→ f )t ,
(2.49)

where Γ̂(D0 → f ) and Γ̂(D
0 → f ) are called effective decay widths12 and are defined as

Γ̂(D0 → f ) = Γ ·
[

1+
∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣(y cosφλ f −x sinφλ f

)]
,

Γ̂(D
0 → f ) = Γ ·

[
1+

∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣(y cosφλ f +x sinφλ f

)]
.

(2.50)

Let’s introduce the two following variables [61]

c±f =
∣∣∣∣ q

p

∣∣∣∣±1
∣∣∣∣∣ A f

A f

∣∣∣∣∣
±1 (

−y cosφλ f ±x sinφλ f

)
≈−y ±xφλ f ± y

[
ad

f −
(∣∣∣∣ q

p

∣∣∣∣−1

)]
, (2.51)

where

ad
f = |A f |2 −|A f |2

|A f |2 +|A f |2
≈ 1−

∣∣∣∣∣ A f

A f

∣∣∣∣∣ . (2.52)

In Eq. (2.51), orders higher than one in the expressions of the parametersφλ f , |q/p|−1, and ad
f

have been neglected. Using the expressions of c+f and c−f , the effective decay widths presented

in Eq. (2.50) can be more simply written as

Γ̂(D0 → f ) = Γ ·
[

1− c+f
]

,

Γ̂(D
0 → f ) = Γ ·

[
1− c−f

]
.

(2.53)

The two above expressions can be used to define the CP-violating observable y f
CP as [61]

y f
CP = Γ̂(D0 → f )+ Γ̂(D

0 → f )

2Γ
−1 =−

c+f + c−f
2

=
(∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣+
∣∣∣∣ p

q

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣
)

y

2
cosφλ f −

(∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣−
∣∣∣∣ p

q

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣
)

x

2
sinφλ f

≈ y .

(2.54)

Hence, y f
CP is expected to be compatible with y (Table 2.2) at the first order of CP violation13

employing the phenomenological parametrisation.

12Effective decay times are expressed as τ̂= 1/Γ̂.
13The recent measurements of yCP [63–65] indicate that y

f
CP is close to y and not to −y . This suggests that φλ f

is close to zero and not to π. Hence, it justifies the approximation sinφλ f
≈φλ f

and sinφλ f
≈ 1 adopted in the

above expressions.
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Similarly to y f
CP (Eq. (2.54)), the observable ∆Y f is defined as

∆Y f =
Γ̂(D

0 → f )− Γ̂(D0 → f )

2Γ
=

c+f − c−f
2

=
(∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣−
∣∣∣∣ p

q

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣
)

y

2
cosφλ f −

(∣∣∣∣ q

p

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣+
∣∣∣∣ p

q

∣∣∣∣
∣∣∣∣∣ A f

A f

∣∣∣∣∣
)

x

2
sinφλ f

≈ xφλ f − y

(∣∣∣∣ q

p

∣∣∣∣−1

)
+ y ad

f .

(2.55)

In the above expression, the first two components probe CP violation in the interference be-

tween mixing and decay and CP violation in the mixing, respectively, while the last component

probes CP violation in the decay and is estimated to be subdominant [18, 53]. A departure

of ∆Y f from zero would be a signal of CP violation. The denomination A f
Γ has been used as

alternative to ∆Y f by various particle physics experiments [64, 66–69]. The parameters A f
Γ and

∆Y f are related according to

A f
Γ =

Γ̂(D0 → f )− Γ̂(D
0 → f )

Γ̂(D0 → f )+ Γ̂(D
0 → f )

=− ∆Y f

1+ y f
CP

. (2.56)

Using the theoretical parametrisation

The time-dependent decay rates Γ(D0(t ) → f ) and Γ(D
0
(t ) → f ) introduced in Eq. (2.46) can

be written at the first order of Γt with the theoretical parametrisation as [61]

Γ
(
D0(t ) → f

)≈ e−Γt |A f |2
[

1−Γt R
(
i x12/λM

f + y12/λΓf

)]
,

Γ
(
D

0
(t ) → f

)
≈ e−Γt |A f |2

[
1−Γt R

(
i x12λ

M
f + y12λ

Γ
f

)]
,

(2.57)

where x12, y12, λM
f and λΓf are defined in Eqs. (2.42) and (2.43). The c±f elements defined in

Eq. (2.51) are expressed as

c±f =
∣∣∣∣∣ A f

A f

∣∣∣∣∣ (∓x12 sinφM
f − y12 cosφΓf ) ≈∓x12 sinφM

f − y12 cosφΓf (1∓ad
f ) , (2.58)

where the approximation follows that of Eq. (2.52). This allows the effective decay widths

Γ̂(D0 → f ) and Γ̂(D
0 → f ) to be expressed with the formalism of Eq. (2.53). Using the expres-

sions of y f
CP and ∆Y CS

f defined in Eqs. (2.54) and (2.55), we obtain

y f
CP =−

c+f + c−f
2

≈ y12 cosφΓf ,

∆Y CS
f =

c+f − c−f
2

≈−x12 sinφM
f + y12 cosφΓf ad

f .

(2.59)

27



Chapter 2. Theory and motivations

2.2.5 Universality considerations

In the following paragraphs, we discuss universality considerations related to the measure-

ments of y f
CP and ∆Y f since these quantities can be measured experimentally using the final

states f = K −K + or f =π−π+.

Following Eq. (2.36), the amplitudes A f and A f can be rewritten as

A f = A0
f e iφ0

f

(
1+ r f e i (δ f +φ f )

)
,

A f = A0
f e−iφ0

f

(
1+ r f e i (δ f −φ f )

)
,

(2.60)

where A0
f is the magnitude of the dominant Standard Model amplitudes, φ0

f is a CP-odd

CP-violating weak phase, while r f is the relative magnitude of the subleading amplitudes14

with a weak phase φ f different from φ0
f and a strong phase δ f . The final state dependence

of the weak phases φM
f and φΓf (Eq. (2.43)) can be expressed with a misalignment phase δφ f

common for both phases [61]

φM
f =φM

2 +δφ f , φΓf =φΓ2 +δφ f , (2.61)

with

δφ f = 2r f cosδ f sinφ f ≈−cotδ f ad
f , (2.62)

where δ f and φ f are defined in Eq. (2.60) and the relation ad
f ≈−2r f sinλ f sinφ f was used.

Equation (2.62) allows to separate the y f
CP and ∆Y f observables (Eq. (2.59)) according to

final-state independent and dependent parts

y f
CP ≈ y12 cosφΓ2 + y12 sinφΓ2 cotδ f ad

f ,

∆Y f ≈−x12 sinφM
2 + y12 cosφΓ2 ad

f

(
1+ cosφM

2

cosφΓ2

x12

y12
cotδ f

)
.

(2.63)

For both y f
CP and∆Y f , the second term, being the final-state dependent part, is proportional to

y12|ad
f |. This quantity is estimated to be smaller than 0.13×10−4 at 90% confidence level [18,53].

Then, the phase φΓ2 is currently estimated to be compatible with zero at the level of about

0.1 rad [61] while the phase δ f is estimated to be of O (1) due to large rescattering at the charm-

mass scale. These arguments imply that for both y f
CP and ∆Y f the final-state dependent part

is negligible at the current maximum level of experimental precision of about 1×10−4. This is

referred to as approximate universality. Hence, one can write

y f
CP ≈ yCP = y12 cosφΓ2 ,

∆Y f ≈∆Y =−x12 sinφM
2 .

(2.64)

The above results imply that any deviation of yCP from y12 ≈ |y | would be a signal of CP

14r f is CKM suppressed in the Standard Model and may include Beyond the Standard Model contributions.
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2.2. Neutral meson mixing and CP violation

violation in the charm sector through a non-zero value of φΓ2 , corresponding to CP violation

through the interference between decays with and without absorptive mixing. The most recent

results of yCP (the subject of this thesis) and its experimental determination are detailed in

Sect. 2.2.7, 2.2.8 and 2.2.9. Furthermore, the analysis procedure employed to measure yCP

is described in Chapter 5. A deviation of ∆Y from zero would be a signal of CP violation

in the charm sector through the interference between decays with and without dispersive

mixing. Studying both yCP and ∆Y is essential since they allow to constrain the dispersive and

absorptive mixing phasesφΓ2 andφM
2 , which is central to have a comprehensive understanding

of dynamical weak phenomena in charm physics. The current experimental status of ∆Y is

described in the following paragraphs.

2.2.6 Experimental status of∆Y

Experimentally, the most recent measurements of ∆Y [67–70] are performed by studying the

time-dependent asymmetries of the decay rates of D0 and D
0

decays

ACP ( f , t ) = Γ(D0 → f , t )−Γ(D
0 → f , t )

Γ(D0 → f , t )+Γ(D
0 → f , t )

, (2.65)

which can be approximated up to the second order of the charm mixing parameters as

ACP ( f , t ) ≈ ad
f +

4|A f |2|A f |2
(|A f |2 +|A f |2)2

·∆Y
t

τD0
. (2.66)

The above expression can be further approximated knowing that the proportional factor in

front of ∆Y is different from one by about (ad
f )2/2 ≤ 10−6 [18, 71]. Hence,

ACP ( f , t ) ≈ ad
f +∆Y

t

τD0
. (2.67)

This implies that ∆Y can be accessed experimentally by fitting the time-dependent D0 −D
0

asymmetry of D0 → K −K + and D0 →π−π+ decays with a linear function. Using this method,

∆Y has been measured recently at high precision using data collected by the LHCb detector.

The current experimental status of ∆Y is depicted in Fig. 2.12. The most recent measurement

using promptly-produced D0 → K −K + and D0 →π−π+ decays from the Run 2 of data taking

(from 2015 to 2018) allowed to reach an impressive statistical sensitivity of 1.3×10−4, while

keeping the systematic uncertainty as low as 0.3×10−4 [70]. The world average value of ∆Y is

estimated as [70, 72]

∆Y = (0.9±1.1±0.3)×10−4 , (2.68)

where the first uncertainty is statistical and the second is systematic. This implies that at the

10−4 level, ∆Y is found to be compatible with zero, and is therefore compatible with the CP

conservation hypothesis. The theoretical Standard Model expectation of ∆Y is at the level

of ∼ 10−5 or lower [61, 73–75], but the expectation could be enhanced up to O (1×10−4) by
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−40 −20 0 20 40 60 80

∆Y [10−4]

BaBar 2012
–8.8 ± 25.5 ± 5.8

CDF 2014
+12.0 ± 12.0

LHCb 2015 µ− tag (3 fb−1)
+12.5 ± 7.3

Belle 2016
+3.0 ± 20.0 ± 7.0

LHCb 2017 D∗+ tag (3 fb−1)
+1.3 ± 2.8 ± 1.0

LHCb 2020 µ− tag (5.4 fb−1)
+2.9 ± 3.2 ± 0.5

LHCb 2021 D∗+ tag (6 fb−1)
–2.7 ± 1.3 ± 0.3

World average
–0.9 ± 1.1 ± 0.3

Figure 2.12 – Experiment status of ∆Y obtained from Ref. [70]. The first uncertainties are
statistical while the second are systematic.

non-perturbative effects [61, 74, 76]. Hence, more experimental data needs to be collected

to hope to see a sign of CP violation through ∆Y . Projected sensitivities of related future

measurements of LHCb are further discussed in Sect. 12.1.

2.2.7 Previous measurements of yCP

The current experimental knowledge of yCP is displayed in Fig. 2.13. The current world

average value is yCP = (7.19±1.13)×10−3 and is compatible with the world average value of y

(Table 2.2).

Early measurements of yCP : E791, FOCUS and CLEO

The Experiment 791 (E791,1991-92) at Fermilab (Batavia, United States) was a particle physics

experiment based on the interaction of an incident π− beam on a platinum-diamond fixed

target. In 1999, it measured yCP through the measurement of the lifetimes of D0 → K +K −

and D0 → K −π+ decays [77]. The FOCUS experiment (1996-97), also know as Experiment

831 (E831), was a charm photoproduction experiment at Fermilab. In 2000, the collaboration

measured yCP [78] with a similar experimental procedure as the measurement performed
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Figure 2.13 – Experimental knowledge of yCP as of July 2020 [53]. The first uncertainties are
statistical while the second ones are systematic.

by E791. CLEO (1979-2008) was a particle physics experiment based at the Cornell Electron

Storage Ring (CESR). It collected data from e+e− collisions to produce B-meson candidates.

In 2001, CLEO measured yCP by estimating the lifetime difference between D0 → K +K − (or

D0 →π+π−) and D0 → K −π+ [79].

yCP at BESIII

The Beijing Spectrometer III (BESIII) collects e+e− collisions data from the Beijing Electron-

Positron Collider II (BEPCII) collider. The collision energy is maintained between 2 and

4.63 GeV. In the measurement of yCP performed by BESIII [80], signal candidates are obtained

from the pair production e+e− → γ→ D0D
0
. One D decay is tagged to a CP eigenstate while

the other D decay is tagged to a semileptonic mode. The parameter yCP is then obtained

by comparing the branching fraction of semileptonic D decays to the branching fraction of

D decays to CP eigenstates. Using this technique, the BESIII collaboration obtained yCP =
(−2.0±1.3±0.7)×10−2.
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yCP at Belle

The Belle experiment was a B-meson factory based at the High Energy Accelerator Research

Organisation (KEK) in Tsukuba (Japan). It took data between 1999 and 2010 from asymmetric

e+e− collisions set at the centre-of-momentum energy equal to the mass of the Υ(4S) reso-

nance. Belle has measured yCP three times in the last twelve years. In 2009, yCP was measured

using a flavour-untagged sample of D0 → K 0
S K +K − decays using a 673 fb−1 data sample [81].

Then, in 2016, yCP was estimated using D0 → K +K − and D0 →π+π− decays with the full Belle

dataset of 976 fb−1 [64]. This measurement constitutes the most precise estimation of yCP at

Belle with an uncertainty lying at the level of about 2×10−3. Finally, in 2020, yCP was measured

through the CP-odd decay D0 → K 0
Sω (with 976 fb−1 of integrated luminosity) [82].

yCP at BaBar

The BaBar experiment was B-meson factory based at the SLAC National Accelerator Laboratory

on the Stanford campus in California (United States). Similarly to the Belle experiment, BaBar

analysed data from the disintegration of theΥ(4S) resonance produced from e+e− collisions.

In 2012, using 468 fb−1 of integrated luminosity, the BaBar collaboration measured yCP using

D0 → K +K −, D0 → π+π− and D0 → K −π+ decays by measuring the lifetimes of each decay

channel [63]. The sensitivity reached by this measurement lies at about 2×10−3.

yCP at LHCb

The LHCb collaboration has measured yCP twice using only Run 1 data. The first measurement

was performed using very early 2010 data of only 29 pb−1 of integrated luminosity [83]. The

analysis reported τ(D0 → K −π+) = 410.2±0.9 fs and τ(D0 → K +K −) = 408.0±2.4 fs. Taking

into account all systematic uncertainties, it lead to yCP = (5.5±6.3±4.1)×10−3. In 2019, LHCb

measured yCP in semileptonic two-body D0 decays using the full Run 1 dataset (2011–12) [65].

With the increased statistics using 2011 and 2012 data, it proves very difficult to measure

yCP through a direct measurement of the D0 → K −π+, D0 → K +K − and D0 → π+π− proper

lifetimes since the selection requirements employed to remove the background strongly

depend on the D0 flight distance and therefore bias the D0 decay time. Fortunately, yCP is

only sensitive to the difference of decay times between D0 → K −π+ and CS decays. Hence, a

fit to the ratio of lifetime distributions of CS over D0 → K −π+ decays is performed to access

the value of yCP and the uncertainty on the D0 decay time (taken as an external input from

Ref. [20]) is assessed as a systematic uncertainty (σ ∼ 3× 10−5). The measurement gives

yCP = (5.70±1.3±0.9)×10−3.
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2.2.8 Contribution from yKπ
CP

The parameter y f
CP for CS decays is defined in Eq. (2.54). Furthermore, y f

CP is shown to be

equal for K −K + and π−π+ final states with good approximation in Sect. 2.2.5. In the previous

measurements of yCP , shown in Sect. 2.2.7, the effective decay widths of the D0 → K −π+ and

D
0 → K +π− decays are used as an approximation of the D0 decay width Γ:

Γ̂(D0 → K −π+)+ Γ̂(D
0 → K +π−)

2
≈ Γ . (2.69)

This approximation has the advantage that it relies on the single CF D0 → K −π+ channel,

which has experimentally higher signal yields than the D0 → K −K + or D0 →π−π+ channels.

In the following paragraphs, we present the consequences of this approximation, which is

extensively covered in Refs. [59, 84]. Similarly to the description of the c±f elements for CS

decays presented in Sect. 2.2.4 and 2.2.4, the c±Kπ elements for CF decays are defined as

c±Kπ ≈
(
1∓ 1

2

(
ad

f +ad
f

))(−x12 cosφM
2 sin∆Kπ+ y12 cosφΓ2

)
±x12 sinφM

2 cos∆Kπ± y12 sinφΓ2 sin∆Kπ ,
(2.70)

where the quantities ad
f and ad

f
are the CF and DCS CP asymmetries, respectively. They are

defined as

ad
f =

|A f |2 −|A f |2

|A f |2 +|A f |2
=

|AD0→K −π+ |2 −|A
D

0→K +π− |2

|AD0→K −π+ |2 +|A
D

0→K +π− |2
,

ad
f
=

|A f |2 −|A f |2

|A f |2 +|A f |2
=

|AD0→K +π− |2 −|A
D

0→K −π+ |2

|AD0→K +π− |2 +|A
D

0→K −π+ |2
,

(2.71)

and are predicted by the Standard Model to be way below experimental reach [85, 86]. In

addition, the quantity ∆Kπ present in Eq. (2.70) is a strong phase, which is expected to be

equal to zero in the limit of U-spin symmetry. The time-dependent decay rates of D0 → K −π+

decays can be expressed at the first order of Γt as

Γ(D0(t ) → K −π+) ≈ e−Γt |A f |2
(
1+

√
RD c+KπΓt

)
,

Γ(D
0

(t ) → K +π−) ≈ e−Γt |A f |2
(
1+

√
RD c−KπΓt

)
,

(2.72)

and their effective decay widths as

Γ̂(D0 → K −π+) ≈ Γ ·
[

1−
√

RD c+Kπ
]

,

Γ̂(D
0 → K +π−) ≈ Γ ·

[
1−

√
RD c−Kπ

]
.

(2.73)
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The quantity
p

RD is the square root of the ratio of DCS over CF branching ratios [20]

√
RD =

√
Br(D0 → K +π−)

Br(D0 → K −π+)
= (5.87±0.02)×10−2 . (2.74)

With the formalism of Eq. (2.54), and making use of Eq. (2.70) and (2.73), the expression of

yKπ
CP is found to be equal to

yKπ
CP = Γ̂(D0 → K −π+)+ Γ̂(D

0 → K +π−)

2Γ
−1

≈−
√

RD
c+Kπ+ c−Kπ

2

≈
√

RD
(
x12 cosφM

2 sin∆Kπ− y12 cosφΓ2 cos∆Kπ
)

.

(2.75)

In addition, we can express the experimental observable corresponding to the ratio of the

effective decay widths of CS over CF decays as a function of yCP and yKπ
CP :

Γ̂(D0 → f )+ Γ̂(D
0 → f )

Γ̂(D0 → K −π+)+ Γ̂(D
0 → K +π−)

−1 ≈
(

1−
c+f + c−f

2

)
· 1

1−p
RD

(
c+

Kπ+c−
Kπ

2

) −1

≈ (
1+ yCP

) · (1− yKπ
CP

)−1

≈ yCP − yKπ
CP .

(2.76)

The above expression implies that all previous measurements [63–65, 77–79, 83] relying on

two-body decays and approximating Γ as the effective decay width of the D0 → K −π+ decay

did not measure yCP but the difference yCP − yKπ
CP . Making use of Eqs. (2.64) and (2.75) for the

theoretical expressions of yCP and yKπ
CP , the quantity yCP − yKπ

CP can be expressed as

yCP − yKπ
CP ≈ y12 cosφΓ2 −

√
RD

(
x12 cosφM

2 sin∆Kπ− y12 cosφΓ2 cos∆Kπ
)

. (2.77)

As detailed previously, ∆Kπ is expected to be small, implying that the part of Eq. (2.75) propor-

tional to y12 is dominant. Therefore, yKπ
CP is expected to be smaller than zero. Its magnitude

can be assessed using φΓ2 =φM
2 =∆Kπ = 0 and the current world average value of y12 [53]

yKπ
CP ≈−

√
RD y12 ≈−3.5×10−4 . (2.78)

This implies that the current quoted world average value of yCP (Fig. 2.13) should be shifted

towards smaller values by an amount corresponding to about 30% of its current uncertainty.

Making use of the data from prompt two-body D0 decays collected by the LHCb experiment

during its Run 2 of data taking, the measurement presented in this thesis probes the ratio

presented in Eq. (2.76), where the D0 → K −π+ channel is present in the denominator. The

associated measurement targets a statistical uncertainty of ∼ 3×10−4, similar in magnitude to

the shift related to yKπ
CP . It would therefore not be judicious to encapsulate the impact of this

shift as part of a systematic uncertainty. Hence, the measurement performed in this thesis is
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accordingly referred to as yCP − yKπ
CP . In addition, we invite HFLAV and the PDG to consider

renaming previous measurements with this new designation.

2.2.9 Current knowledge of φM
2 and φΓ2

The first observation of x 6= 0 was reported in June 2021 by the LHCb collaboration [54] through

a time-dependent analysis of the Dalitz plot of 31×106 D0 → K 0
Sπ

+π− signal decays from Run

2 data. The analysis method is referred to as bin-flip since it relies on the measurement of

ratios of signal yields in opposite bins of the Dalitz plot [87]. The bin-flip technique allows to

obtain a very precise estimation of the parameters xCP = x12 cosφM
2 and ∆x =−y12 sinφΓ2 . The

frequentist statistical framework GammaCombo [88–91] is used to estimate the world average

values of φΓ2 and φM
2 . This tool takes as inputs all measurements of charm mixing and CP-

violating parameters performed worldwide and is further detailed in Sect. 11.2 and Appendix A.

Figure 2.14 shows the values of both φΓ2 and φM
2 before and after the measurements of the

bin-flip analysis using Run 2 data. A significant improvement of the knowledge of φΓ2 can be

noticed, where the uncertainty is divided by more than three. The value of φM
2 does not show

a strong improvement since it was recently very well constrained by the Run 2 measurement

of ∆Y at LHCb [59, 70]. The current world average values of both φΓ2 and φM
2 are currently

estimated as

φM
2 = (2.9±2.0)×10−2 rad,

φΓ2 = (4.8+2.9
−2.8)×10−2 rad.

(2.79)

This allows for the determination of an upper limit to the absolute difference between y12 and

yCP (Eq. (2.64))

|y12 − yCP | < 3.4×10−5 at 95% Confidence Level . (2.80)

Therefore, the evidence of a departure between yCP and y12 is currently beyond experimental

reach. This implies that measuring yCP is a very effective way of measuring y12 (and conse-

quently y following the arguments of Sect. 2.2.3). The correction from yKπ
CP detailed above can

be incorporated as part of a global fit using GammaCombo. This correction, which is assessed

in Eq. (2.78), has an uncertainty estimated to be at the level of about 2×10−5, which is less

than 10% of the statistical precision of the measurement presented in this thesis. Hence, the

measurement of yCP − yKπ
CP will allow for a significant improvement of our knowledge on y ,

whose current sensitivity is seen to be at the level of 5×10−4 (Table 2.2).

35



Chapter 2. Theory and motivations

0.4− 0.2− 0 0.2 0.4
 [rad]

2
Γφ

0

0.2

0.4

0.6

0.8

1

1.2C
L

−1

0.096−
+0.0950.082

0.028−
+0.0290.048

World average (May 2021) (Prob)

World average (May 2021) + Bin-flip Run 2 (Prob)

68.3%

95.5%

0.4− 0.2− 0 0.2 0.4
 [rad]

2
Mφ

0

0.2

0.4

0.6

0.8

1

1.2C
L

−1

0.021−
+0.0240.026

0.020−
+0.0200.029

World average (May 2021) (Prob)

World average (May 2021) + Bin-flip Run 2 (Prob)

68.3%

95.5%

0.6− 0.4− 0.2− 0 0.2 0.4 0.6
 [rad]

2
Mφ

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

 [
ra

d]
2Γ φ

World average (May 2021)

World average (May 2021) + Bin-flip Run 2

contours hold 68%, 95% CL

Figure 2.14 – World average values of φΓ2 (top left) and φM
2 (top right) before and after the

added measurement of the bin-flip analysis from Run 2 (the recent measurement of ∆Y [70] is
included in the global fits). The bottom figure presents the two-dimensional knowledge of φΓ2
versus φM

2 . Following the results of the bin-flip analysis, both values of φM
2 and φΓ2 are found

to be compatible with zero. In addition, the knowledge on the angle φM
2 was also significantly

improved by the recent measurement of ∆Y , which was submitted to arXiv a few days before
the results of the bin-flip analysis. The improvement can be seen in Ref. [59], page 142.
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The experimental dataset analysed to perform the measurement of yCP − yKπ
CP comes from pp

collisions of the Large Hadron Collider (LHC) and has been collected by the LHCb detector.

This chapter gives a series of details of the LHC and the various subsystems of the LHCb

detector.

3.1 The Large Hadron Collider at CERN

The LHC is a particle collider and accelerator located at the border between France and

Switzerland. It consists of two rings of about 27km of circumference. The LHC is part of the

European Organization for Nuclear Research (CERN) hosting 23 member states and 3 observer

states. The machine is specifically designed to perform proton-proton, ion-ion and proton-ion

collisions at an instantaneous luminosity of 1034 cm−2s−1. The LHC is a long thought project

whose discussions started in the 1970s-1980s. It finally started its operations in 2010 with pp

collisions at a centre-of-mass energy of 7TeV until the end of 2011. Then, in 2012, it increased

its energy to 8TeV. These three years are referred to as Run 1 where consecutive proton bunch

crossings were separated by 50ns. During the four years of Run 2 (2015-2018), the centre-of-

mass energy was increased to 13TeV and the bunch crossings separation was reduced to 25ns.

In the following paragraphs, we will focus on pp collisions only.

The CERN accelerator complex is a series of machines (shown in Fig. 3.1) designed to produce

and accelerate protons, where the LHC is its final component. Most of these machines are

part of the history of CERN and were home to important discoveries. The acceleration of the

protons consists of the main following stages:

• Hydrogen atoms contained in a small gas bottle are ionised to extract protons.

• Protons are accelerated inside LINAC 2 up to an energy of 50MeV.

• Protons enter the Booster where they acquire an energy of 1.4GeV.
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Figure 3.1 – The CERN accelerator complex [96].

• Protons circulate inside the Proton Synchrotron (PS) where they are accelerated to

26GeV.

• The final non-LHC component is the Super Proton Synchrotron (SPS), where protons

reach an energy of 450GeV.

• Protons are finally injected clockwise and counter-clockwise inside the LHC where they

are accelerated to their final energy. Each proton bunch has about 1011 protons and the

nominal number of bunches per beam reaches about 2800.

The LHC has four pp interaction points. Each of these interactions points hosts a dedicated

physics experiment:

• ATLAS and CMS are 4π experiments (covering the nearly complete solid angle around

the interaction point) and are particularly interested in the study of highly energetic

phenomena with the aim of producing and detecting New Physics candidates [92, 93].

• ALICE is a 4πdetector which exploits heavy ion collisions to study quark gluon plasma [94].

• LHCb is dedicated to the high precision study of hadrons containing b and c quarks to

look for indirect signs of New Physics by constraining Standard Model calculations [95].
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Figure 3.2 – bb production angles at an LHC centre-of-mass energy of 8 TeV. The red 2D region
corresponds to the one covered by the LHCb detector. Figure taken from Ref. [98]

3.2 The LHCb detector

The LHCb detector [95, 97] is a single-arm forward spectrometer covering the pseudorapidity

range 2 < η< 5, designed for the study of particles containing b or c quarks. The pseudorapidity

is defined as

η=−ln

(
tan

θ

2

)
= atanh

(
pz

|~p|
)

, (3.1)

where θ is the angle between the beam axis and the momentum ~p of the particle.1 This means

that tracks with η> 5 are generally too close to the beam pipe to be reconstructed. On the other

hand, tracks with η< 2 are outside the external boundaries of the detector. Having a narrow

window of pseudorapidity is motivated by the fact that bb and cc pairs are predominantly

produced in these forward and backward regions as it can be seen in Fig. 3.2. However, no

alternative LHCb detector is placed in the backward region because of monetary cost and

space requirements.

The LHCb coordinate system consists of a right-handed set of x, y and z axes where z is set

along the beam axis, and y is perpendicular to the ground. The origin corresponds to the

nominal pp interaction point.

1The pseudorapidity range 2 < η< 5 corresponds to a reduced window θ ∈ [0.8◦,15.4◦]
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The LHCb experiment operates at a reduced instantaneous luminosity with respect to the one

offered by the LHC. Indeed, a beam focusing lens is employed to reduce the instantaneous

luminosity from L = 1×1034cm−2s−1 to L = 4×1032cm−2s−1 at the pp interaction point.

This diminishes the potential number of pp interactions per event (called pile-up) from about

thirty to one. Such a procedure is put in place with the motivation that LHCb is designed to

make highly precise measurements of key dynamic and topological quantities of hadrons

containing b and c quarks produced at the interaction point. This demands a state-of-the-art

vertex resolution. An increased pile-up would make such measurements difficult since it

would become harder to separate signal from background.

The LHCb detector is presented in Fig. 3.3. Overall, the LHCb detector weighs about 5600t, is

21m long, 10m high and 13m wide. From left to right, it includes the following subsystems:

• The Vertex Locator (VELO) is placed at the pp interaction point, it consists of 42 sili-

con detector elements with the aim of reconstructing the decay vertices of particles

containing b and c quarks.

• The Ring Imaging Cherenkov (RICH-1) detector is used to provide information related

to the identity of particles leaving the VELO.

• The Tracker Turicensis (TT) is the first tracking station. It is positionned before the

dipole magnet.

• The Dipole Magnet creates a 4Tm magnet field whose main component is directed

alongside the y-axis.

• The three Tracking Stations T1, T2 and T3 and the Inner Tracker (IT) are placed just after

the dipole magnet. With the TT, they are designed to reconstruct precisely the tracks of

charged particles and to determine their momentum.

• The second RICH detector (RICH-2) covers a different range of momenta with respect

to RICH-1.

• The Electromagnetic Calorimeter (ECAL) measures the energies of electrons and photons

and is used as part of the hardware trigger system.

• The Hadronic Calorimeter (HCAL) measures the energies of hadrons and is also utilised

for trigger purposes.

• The five Muons Stations M1-M5 are used to detect and identify muons.

The subdetectors can be divided into two subgroups, the tracking system and the particle

identification system. Both systems are detailed in the following paragraphs.
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Figure 3.4 – Performance plots of the tracking system [97, 99]. Top left: Momentum resolution
presented as δp/p as a function of p. Top right: Decay time resolution for Bs → J/ψφ decays
as a function of momentum. Bottom: I Px (left) and I Py (right) resolution as a function of
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3.2.1 The tracking system

The LHCb tracking system is composed of the VELO, the dipole magnet and all the trackers

(TT, T1, T2, T3 and IT). Charged particle leave hits when they pass through the VELO and

trackers located before and after the dipole magnet. The magnet bends the trajectory of these

particles, allowing for a measure and their charge and their momentum.

Good performance of the tracking system is crucial for the precise reconstruction of two-

body D0 decays to kaons and pions, which are the subject of this thesis. The tracking system

allows for a momentum resolution δp/p ≈ 0.5% at low momenta, an impact parameter (IP)

resolution of about 20−30µm, and a decay time resolution of about 45 fs at high momenta.

The corresponding performance plots are presented in Fig. 3.4.

The Vertex Locator

The VELO detector [100] is placed directly at the pp interaction point. The main task of the

VELO detector is to locate with high precision the position of the primary vertex (PV, at the

pp interaction point) and the positions of the decays of hadrons produced at the PV, called

42



3.2. The LHCb detector

Figure 3.5 – Graphical representation of the VELO circular modules [95].

the secondary vertices (SV). For instance, for the studied decay in this thesis, a D∗+ meson is

produced directly at the PV. It immediately decays via the strong interaction to a D0 meson

and a pion. The lifetime of the D0 is about 400 fs, allowing it to fly an average of about 10 mm

before decaying.

The VELO detector is a silicon micro-strip detector composed of 21 circular modules (each

composed of two silicon half-circular modules) which are arranged in a distance of about 1 m

along the beam axis. They allow for the measure of the radial r and azimuthal φ coordinates

of the particle hits while z is given by the position of the modules, providing a 3D localisation

of the hits. Each silicon module is 8.4 cm in diameter with an inner hole radius of 0.8 cm. The

strip pitch ranges from about 40 to 100µm, with a sensor thickness of 300µm. The VELO has a

hit resolution which reaches up to 4µm and a signal-to-noise ratio of about 20. A scheme of

the VELO detector is shown in Fig. 3.5.

When the beam is injected, the subdetector is kept at a safe distance of 29 mm with respect

to the beam line to avoid radiation damage (called open position). It is then placed back in

closed position of 8 mm when collision data is recorded. In this closed position, a slight overlap

between the two half-circular modules (bottom left of Fig. 3.5) is set to ensure full angular

coverage.
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Figure 3.6 – Left: Perspective view of the LHCb magnet (dimensions are given in mm). Right:
Magnitude of the B-field alongside the z-axis. Figures taken from Ref. [95].

The dipole magnet

The LHCb dipole magnet [101] is a non-superconducting2 magnet whose purpose is to bend

the trajectory of charged particles in the xz plane, providing a measure of their charge and

momentum. The magnet is composed of two saddle shaped coils of 27t each, placed on a

1450t iron frame. It produces a magnetic field of 4Tm in the region z ∈ [0,10] m.

To avoid unwanted detection asymmetries related to the fact that the performance of the LHCb

detector is not perfectly symmetric along the x-axis, the polarity of the magnet is regularly

inverted during data collection. The ~B field projection can be positive along the the y direction

(called MagUp) or negative along the y direction (called MagDown). This means that each

year of data taking possesses two distinct data samples for these two choices of polarity. A

scheme of the dipole magnet and its corresponding B-field are shown in Fig. 3.6.

The silicon tracker system

The Silicon Tracker (ST) system is composed of the Tracker Turicensis3 (TT) and the Inner

Tracker (IT). These two subdetectors are made of silicon microstrip sensors and positioned

in the high occupancy regions around the beam pipe. These detector elements reduce the

probability of reconstructing tracks which do not originate from a real particle (called ghost

tracks) by providing a profitable signal-to-noise ratio. Furthermore, they allow for a substantial

radiation tolerance, meaning that they can endure a high occupancy without being signifi-

cantly damaged. Finally, they provide notable spatial resolution which is crucial for precise

measurements.

2Also called warm.
3Called the Trigger Tracker during the LHCb design phase.
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Figure 3.7 – Layout of the Tracker Turicensis stations [103].

The TT subdetector [102] is located upstream of the dipole magnet. The TT is optimised to

detect tracks of low momentum deflected outside of the LHCb acceptance by the magnet and

tracks of long-lived candidates decaying outside of the VELO detector. The subdetector covers

an active area of about 7.9 m2 and is divided into two separate stations (called TTa and TTb) of

a size of about 150×130 cm2. As displayed on Fig. 3.7, these two layers are tilted by +5◦ and

−5◦ with respect to one another to allow for a 3D measurement of the position of tracks.

The IT subdetector [104] is specifically designed to detect charged particles in the regions of

high track density around the beam pipe just downstream of the dipole magnet. The area of

the subdetector only covers about 1.3% of the surface of the Outer Tracker (OT), but processes

about 20% of the tracks due to the nature of the high-occupancy of its region (see Fig. 3.2).

The IT consists of three stations of about 125×40 cm2, where silicon sensors are 7.8 cm wide

and 11 cm long. Each station is made of four detection layers, two of which are tilted by ±5◦ to

allow for a 3D reconstruction of the tracks (similarly to the TT). Each station incorporates four

detection boxes above, below and to both sides of the beam pipe. Figure 3.8 shows the design

of a detection layer and a 3D view of the IT.
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Figure 3.8 – Design on the Inner Tracker. Left: sketch of one layer of an IT station where
dimensions are given in cm. Right: 3D layout of the detector. Figures taken from Ref. [95].

The Outer Tracker

The OT subdetector [105, 106] is enveloping the IT subdetector with an active area of about

30 m2 per layer. It is a gaseous straw tube detector.4 The tubes have a thickness of 75µm,

a diameter of 5 mm and are 2.4 m long. Each tube is filled with a mixture of Argon (70%),

CO2 (28.5%) and O2 (1.5%). A number of 64 straws tubes are glued together to form modules

which are arranged in the forms of two layers. Groups of four layers are called stations and

the OT is composed of three stations (T1, T2 and T3). Layers are arranged in a x −u − v − x

geometry where the u and v layers are tilted by ±5◦ with respect to the y-axis. Each station is

also made of four C-frames, separated on both sides of the beam pipe which can be retracted

manually for maintenance. The design of the OT is presented in Fig. 3.9. The signal is read out

by front-end electronics consisting of several interconnected boards.

Track reconstruction

Reconstructed tracks by the LHCb tracking system are classified in various categories (called

track types), depending on which subdetectors they interact with:

• VELO tracks are tracks which are only reconstructed by the VELO detector. They typically

have a value of a η which is too small to enter the LHCb acceptance. Nonetheless, they

can be used as part of the PV reconstruction.

• Upstream tracks interact with the VELO and TT detectors but their low momentum

makes the induced bending of the dipole magnet too extreme to reach other subdetec-

tors.

• Downstream tracks are not produced inside the VELO detector but are reconstructed

by the upstream and downstream tracker. They are therefore produced by the decay of

long-lived parent candidates, such as K 0
S mesons orΛ0 baryons.

• T tracks are only detected by the downstream T stations.

4The pricing of silicon microstrip technology could not allow for an entire coverage of the OT.
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Figure 3.9 – Design of the OT [106]. (a) Cross section of a detector module corresponding
to two arrays of straw tubes glued together with Araldite glue. (b) The three stations T1-T3
arranged together as they are inside the LHCb cavern. Station T2 has been opened to present
the C-frames. The beam pipe passes in the middle of the tracker where the small cross-shaped
hole corresponds to the position of the IT.

• Long tracks are reconstructed by the entire tracking system. In this document, kaons

and pions produced by the decays of D0 mesons are selected as long tracks.

An illustration of the various track types is depicted in Fig. 3.10.

3.2.2 The particle identification system

Having an accurate tracking system is not sufficient to perform reliable measurements at

LHCb. Indeed, the tracking system gives us important information on the vertex locations,

the momenta and charges of the particles passing through the detector. However, it gives

insufficient information on the identity of the particles. This aspect is crucial since we need

to know with confidence if we are facing D0 → K −K +, D0 → K −π+ or D0 → π−π+ decays.

The particle identification (PID) system has three major elements, the RICH detectors, the

electromagnetic and hadronic calorimeters, and finally the muon identification system.

The Ring Imaging Cherenkov detectors

The LHCb RICH detectors [108, 109] are based on the Cherenkov effect [110]. When a charged

particle of velocity v goes through a medium faster than the speed of light in this medium, it
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Figure 3.10 – Visual representation of the various track types [107].

emits a cone of light characterised by its angle θ measured with respect to its incident radiation

cosθ = c

nv
, (3.2)

where n is the refraction index of the medium and c the speed of light in vacuum. Hence,

we see that θ only depends on the velocity of the particle since c and n are constant. Since

the momentum of the particle is already measured by the tracking system, the RICH system

determines its velocity by measuring cosθ, giving access to its mass, and thus its identity.

The RICH system consists on two detectors placed upstream (RICH-1) and downstream (RICH-

2) of the dipole magnet to probe different momentum ranges. The RICH-1 detector is located

between the VELO and the TT and provides PID information in the low momentum range

p ∈ [1,60] GeV/c with an angular acceptance from 25 to 300 mrad. The chosen gas medium

(also called radiator) is aerogel in the form of 5 cm thick tiles around the beam pipe and 1 m of

fluorobutane (C4F10) behind the aerogel. The RICH-2 detector is located just after the OT and

provides PID information in the high momentum range p ∈ [50,100] GeV/c and in the angular

acceptance ranging from 15 to 120 mrad. It contains C F4 as a gas radiator.

In both detectors, Cherenkov photons are guided through a series a mirrors to be detected

by Hybrid Photon Detectors (HPD) [111]. Illustrations of RICH-1 and RICH-2 are shown in

Fig. 3.11, while the Cherenkov angle versus particle momentum is shown in Fig. 3.12.
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Figure 3.11 – Illustrations of the RICH-1 (left) and RICH-2 (right) detectors [95].

The calorimeter system

Information about the energies and positions of final states particles is provided by the

calorimeter system [112, 113]. The system also gives information related to neutral particles

such as neutrons, neutral pions or photons, which are not detected by the tracking and RICH

systems. The calorimeter system is also used as part of the LHCb hardware trigger to give fast

information on which events have to be recorded.

The calorimeter is composed of four main parts presented following the z direction (sketched

in Fig. 3.13):

• The Scintillating Pad Detector (SPD), which is used to discriminate charged from neutral

particles and to give an estimation of the number of tracks.

• A 15 mm lead converter.

• The Preshower detector (PS), which allows for an adequate separation between elec-

tronic and hadronic showers.

• The Electromagnetic Calorimeter (ECAL), which measures the energy and determines the

position of the hits of light particles which interact via the electromagnetic interaction

such as electrons and photons.

• The Hadronic Calorimeter (HCAL), which records the position and measures the energy

of hits of hadronic particles.

Both ECAL and HCAL alternate layers of scintillators and layers of dense material (lead for the
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Figure 3.12 – Cherenkov angle versus particle momentum for various gas radiators [95].

ECAL and iron for the HCAL). This method is set to induce showers within the calorimeter

system. The deexcitation of the atoms of the detector induces light, which is recorded by

individual phototubes via wavelength-shifting fibres. The amount of light recorded then allows

for a measure of the energy of the incident particle. The size of the sensor elements is smaller

closer to the beam pipe due to the high particle occupancy. To contain showers with good

efficiency, the thickness of the ECAL corresponds to 25 electromagnetic interaction lengths

while the one of the HCAL corresponds to 5.6 nuclear interaction lengths. The relative energy

resolutions of the ECAL and HCAL are(σE

E

)
ECAL

= 10%p
E

⊕1%,(σE

E

)
HCAL

= (69±5)%p
E

⊕ (9±2)%,
(3.3)

where E is in GeV. A picture of the ECAL during its assembly is shown in Fig. 3.14.

The muon system

The muon system [116,117] is made of five rectangular-shaped stations (M1-M5). It is designed

to detect and identify muons and used as part of the high momentum muon trigger. The

first muon station is positioned upstream of the calorimeter system and is used primarily for

triggering purposes, while the other four stations are the elements the most distant from the

interaction point of the LHCb detector. This geometry benefits from the fact that the lifetime

of the muon is large (cτµ ≈ 700 m) and that it has a low cross-section with matter. The muons
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Figure 3.13 – Sketch of the LHCb calorimeter system [114].

are therefore the only particles easily capable of reaching the end of the detector without

decaying or being absorbed.

The muon stations are gaseous detectors which contain 80 cm thick iron absorbers to select

incoming muons. An area corresponding to 99% of the surface of the muon detector is covered

with multi-wire proportional chambers, with a gas mixture of Argon (40%), CO2 (55%) and

C F4 (5%). The small inner part of M1 is made of Gas Electron Multiplier detectors using Argon

(45%), CO2 (15%) and C F4 (40%) to cope with the nature of the high multiplicity region. The

stations have an angular acceptance ranging from 20 to 306 mrad in the bending plane and

from 16 to 258 mrad in the non-bending plane (shown in Fig. 3.15). The muon system is able

get an average muon detection efficiency above 95% and to collect the signal in less than 20 ns

with a noise rate below 1 kHz per physics channel.

Particle identification variables

The information gathered by the RICH, calorimeter and muon systems is used to build vari-

ables that can then be used by analysts to estimate the particle identity. There exists three

main algorithms:

• The DLL algorithm refers to delta log-likelihood. All tracks are assumed as a null hy-

pothesis to be pions and a log-likelihood difference between the observed and the null

hypothesis is computed. Mathematically it corresponds to

DLLX = lnLX − lnLπ = ln

(
LX

Lπ

)
. (3.4)
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Figure 3.14 – Picture of the Electromagnetic Calorimeter during the assembly of the LHCb
detector. One can see a higher cell density for cells close to the beam pipe [115].

Each likelihood function is the product of three probability density functions (PDF). The

first PDF is built from the information collected by the RICH system, the second from

the calorimeter system and the third by the muon chambers.

• The algorithm ProbNN is the output of neural networks trained to distinguish the identi-

ties of different particles. A score between zero and one is assigned to a particle of type

X with one corresponding to the highest certainty.

• The algorithm isMuon is a Boolean decision which specifies if a given track matches

hits recorded by the muon system.

3.2.3 The trigger system

The LHC provides LHCb 40 million pp collisions per second (40 MHz). However, this is too

much data for the experiment to handle since it demands storing to tape about 1Tb per second.

Of this 40 MHz bunch crossing rate, a majority is of poor interest for physics analysis. Some

events can for instance have low quality tracks and others can be have insufficiently energetic

hits. The LHCb trigger system [118] aims at selecting only the most interesting physics events.

It contains two main steps, a hardware trigger (referred to as L0) and a software trigger (which

is split into High Level Triggers HLT1 and HLT2). A scheme of the trigger system is presented in

Fig. 3.16.

The L0 trigger allows to reduce the event rate from 40 MHz to 1 MHz. It takes fast information

provided by the front-end electronics of selected subdetectors in the form of logical decisions.
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Figure 3.15 – Side-view of the LHCb muon system with its five stations [95].

These decisions are combined in different trigger lines. Events which do not satisfy any of the

trigger lines are rejected. The trigger lines are created based on information of the following

L0 systems [120]:

• The L0 Pile-Up veto system: the system consists of two silicon planes placed upstream of

the nominal pp interaction point. It rejects events with a large numbers of PVs or high

track multiplicities.

• The L0 muon trigger: the trigger system selects the two muon tracks with the high-

est transverse momentum (pT ) through a series of aligned hits pointing to the PV. A

momentum precision of σp /p ≈ 20% is achieved.

• The L0 calorimeter trigger: the system looks for candidates with a high transverse energy

(ET ) deposit in the calorimeter system. These candidates are photons, electrons or

hadrons. The candidate with the highest ET is kept as part of the trigger line decision.

The first stage of the software trigger, HLT1, uses a C++-based algorithm to perform partial

event reconstruction and selection of events accepted by L0. Here, the full detector informa-

tion is utilised. The events which do not satisfy at least one of the HLT1 trigger lines are rejected.
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Figure 3.16 – The LHCb trigger system as for Run 2 of data taking [119].

This reduces the event rate from 1 MHz about 50 kHz. The events are stored in the computing

farm for a few hours before being transferred to the second stage of the hardware trigger, HLT2.

HLT2 performs a full event reconstruction of all tracks and vertices as well as an additional

selection. With this procedure, the event rate is reduced to 12.5 kHz. The HLT2 selection is

separated in different physics lines according to the decay channels of interest. Using the

information from the physics lines, a full physics analysis can already be performed, and this

is the strategy that is used for the measurement of yCP − yKπ
CP . Indeed, in the analysis presented

in this thesis, HLT2 Turbo lines are used to select our two-body D0 decay channels. Turbo was

introduced for the Run 2 of data taking and allows to perform offline physics analysis using

the information coming directly from HLT2.

In the LHCb trigger system, a denomination is employed to know if a given signal candidate

has fired a specific trigger line. This information is important since it is useful to know if the

studied signal candidate is the one at the source of a positive trigger decision or if it is another

candidate which may have, for instance, been produced from the decay of an unrelated

particle. The denomination goes as follows:

• Trigger On Signal (TOS): The signal candidate has fired a positive trigger decision.
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• Trigger Independent of Signal (TIS): An unrelated candidate, which is not part of the

signal, has fired a positive decision.

• Trigger On Both (TOB): The candidate is neither TOS or TIS, implying that both the signal

and an unrelated energy deposit in the detector are necessary to fire a positive decision.

3.2.4 The LHCb software applications

A large part of the LHCb detector is hidden in computing farms and performs a series of

calculations. The LHCb software is based on the GAUDI framework [121,122], an infrastructure

of applications which allows for events selection and reconstruction, and detector simulation.

A sketch of the LHCb applications as part of the LHCb data flow is shown in Fig. 3.17. The

main GAUDI applications take the names of famous scientists and engineers and are:

• MOORE: It is used by the computing farms to perform the HLT1 and HLT2 trigger selection

and reconstruction.

• BRUNEL: It executes a full track reconstruction and particle identification to store large

data files in the form of Data Summary Tapes (DSTs).

• DaVinci: This is the final chain used as part of the LHCb data flow. DaVinci performs

a full event reconstruction and provides many tools to create useful quantities for the

offline analysis. The output of DaVinci can be stored in ROOT files [123].

• GAUSS: This application is used only for simulation. It provides the generation of the

events through a simulation of pp interactions and the interaction of components of

the detector.

• BOOLE: It digitises the detector response as part of the simulation procedure. This

procedure allows for a simulation of the electronic response and L0.

Figure 3.17 – The LHCb applications needed to perform offline and online reconstruction as
well as simulation [124].
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4 Fibre mat production for the Scintil-
lating Fibre Tracker

This chapter briefly describes the LHCb upgrade and gives details to the work achieved to

produce the scintillating fibre mats needed for the new Scintillating Fibre (SciFi) tracker.

4.1 The LHCb upgrade

The LHCb detector finished its second run of data taking in 2018. It is currently being upgraded

during the second Long Shutdown of the LHC for the Run 3 of data taking starting in 2022.

The main goal of the LHCb upgrade is to increase the instantaneous luminosity from L =
4× 1032 cm−2s−1 to L = 2× 1033 cm−2s−1 and the data taking rate from 1 MHz to 30 MHz.

This is achieved thanks to the implementation of upgraded subdetectors able to sustain

the increase of occupancy [125]. They are accompanied by new front-end electronics that

can read out all physics events at a 30 MHz rate with a 25 ns bunch spacing and send their

data to computing farms specifically designed to perform in real time the full selection and

reconstruction procedures. The LHCb upgrade will therefore benefit from the suppression

of the hardware triggering system and rely fully on software trigger technologies. This new

trigger system [126] is precise, easily updated, and has a compatible reconstruction procedures

throughout the whole trigger chain. These three aspects are crucial for precise measurements.

The LHCb upgrade will have the following upgraded subdetectors [127] (displayed on Fig. 4.1):

• The VELO is replaced with 26 tracking layers based on 50×50µm2 pixel technology.

The new VELO [128] will improve the IP resolution by about 40%, increase the tracking

efficiency and allow for a more precise decay time resolution.

• The TT is replaced by the Upstream Tracker (UT). The UT will consist of 4 tracking layers

based on silicon strip technology [129]. It will refine the reconstruction of long-lived

particles produced downstream of the VELO and will improve the LHCb momentum

resolution and its trigger timing.

• The SciFi tracker replaces the IT and OT. Its characteristics will be detailed below.
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Figure 4.1 – The upgraded LHCb detector with the SciFi tracker positioned downstream of the
dipole magnet [129].

• The two RICH subdetectors are upgraded to handle the increased particle occupancy [130].

The readout of both detectors performed during Run 1 and Run 2 by HPDs will be

changed to multianode photomultipliers.

4.2 The SciFi detector

The IT and OT positioned downstream of the LHCb dipole magnet cannot support the in-

creased occupancy resulting from the increased instantaneous luminosity of the Run 3 of data

taking and the increase of the readout rate. These two subdetectors are being replaced by a new

tracker, the SciFi tracker (Fig. 4.2). The SciFi [129, 131] detector is made of 250µm-diameter

scintillating plastic fibres read out by silicon photomultipliers (SiPMs), which are specifically

designed to cope with an event rate of 40 MHz. The new detector is currently being installed

inside the LHCb cavern.

The SciFi detector will propose a hit detection efficiency of approximately 99% with a recon-

structed noise cluster rate not exceeding 10%. Furthermore, the single hit spatial resolution is

set to be less than 100µm in the bending plane. The radiation length follows X /X0 ≥ 1% per

detection layer to minimise significant effects of multiple scattering. Finally, the detector is

designed to operate up to an integrated luminosity of 50 fb−1 (expected to be achieved by the
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4.3. The EPFL fibre mat production

Figure 4.2 – View of the SciFi detector [129].

end of the Run 4 of data taking, in 2030).

The subdetector consists of three stations each composed of four detection layers. Each

detection layer is arranged in a x −u − v −x geometry where the u and v layers are tilted by

±5◦ with respect to the y-axis. The layers are each made of 12 modules which are themselves

built out of 8 fibre mats. These fibre mats are 2.5m long and consist of six layers of densely

packed fibres.

During my first year of PhD, I have been strongly involved in the production of the scintillating

fibre mats within the LPHE1 group at EPFL. The mat production involves various tasks that I

had the chance to discover and master throughout my first year of PhD. The EPFL group is

also in charge of the Research and Development, qualification and quality assurance of the

SiPM detectors.

4.3 The EPFL fibre mat production

The fibre mat production is performed in several institutes.2 The scintillating fibres are first

delivered by the firm Kuraray in Japan to CERN where they are qualified and processed. The

four production centres located in Lausanne (EPFL), Aachen (RWTH), Dortmund (TU DO)

and Moscow (KI) then produce the mats and perform quality assurance tests. The finalised

mats are then sent to one of the module centres in Amsterdam and Heidelberg where they are

assembled together with the SiPMs and the cooling system.

The stages of the Fibre Mat Production [133–135] performed at EPFL are presented in Fig. 4.3.

1Laboratoire de Physique des Hautes Énergies (High Energy Physics Laboratory).
2The description below follows the one of Ref. [132], for which I am the author.
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The fibres are first delivered to Lausanne in the form of fibre spools. A partially automated

Winding Machine is then exploited to arrange and glue 6 layers of fibres onto a threaded wheel

(called the Winding Wheel). The wheel has 11 pin holes. By filling the holes with glue, the

resulting mat has 11 pins, which are crucial for a precise positioning inside the SciFi modules.

After the winding process, a first lamination is performed and consists in gluing a kapton

foil onto the side of the mat without pins. The mat is then cured during about 20h in a room

with controlled temperature and humidity. The fibre mat is freed from its wheel during the

unforming process. Any transverse bending can be removed thanks to a tempering stage

where the mat is heated during 2h at 40◦C. A second lamination is then performed onto the

side of the mat with pins. Polycarbonate endpieces are glued at both ends of the mat to

provide a reliable coupling to the SiPMs and to fix the mat inside the module. Optical cuts

are then made with a diamond milling tool to both ends of the mat. Using a high-resolution

scanner, an optical scan is performed onto both ends of the mat. It permits a control of

the geometry, the quality of the optical cuts, and the optical transparency of the fibres. A

mirror foil is then glued to the non-readout end of the mat to increase the number of photons

detected by the SiPMs by up to 80%. Light Yield (LY) scans are performed before and after the

mirror gluing. These measurements quantify the mat response to ionising particles by using

β− particles from a 90Sr source. Finally, during a Quality Assurance (QA) stage, each mat is

carefully evaluated before being shipped to a module production centre.

The EPFL group produced approximately 35% of the fibre mats needed for the SciFi project3.

Figure. 4.4 shows the contributions from the four institutes involved in the project.

4.4 Personal contribution

I have contributed to some of the stages of the fibre mat production. I brought my expertise

as a physicist which is complementary to the skills of the technicians involved in the mat

production.

4.4.1 Second lamination

I took part of the second lamination of almost all of the fibre mats of the EPFL mat production.

The work consists in gluing a kapton foil onto a fibre mat. High precision is demanded to avoid

unrecoverable folds and to carefully align the holes of the kapton foil with the alignment pins.

4.4.2 Endpiece gluing

I also contributed to the polycarbonate endpiece gluing. There are two different endpieces:

one is glued to the SiPM end of the mat while the other is glued to the mirror end as shown in

Fig. 4.5. The task consists in positioning the fibre mat onto a precision jig that is tempered

3More specifically, the EPFL group produced 489 out of the 1355 fibre mats of the SciFi project.
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Figure 4.3 – Some of the stages of the fibre mat production at EPFL. Top left: The Winding
Machine. The camera and the laser scope keep track of the position of the fibres with respect to
the wheel threads. Top right: The unforming of the fibre mat. A demolding agent applied onto
the winding wheel allows the mat to be easily unformed. Bottom left: The second lamination.
One operator deposits the Kapton foil onto the mat using a spatula while another one holds
the foil. Bottom right: The gluing of a mirror. A precise amount of glue must be applied to
have the smallest distance possible between the mirror and the fibres.

Figure 4.4 – Evolution of the finalised SciFi fibre mats of the four LHCb winding centres. The
sum of finalised mats is displayed in black. Contributions from the individual institutes in
Aachen, Lausanne, Dortmund and Moscow are shown in blue, red, greend and ligh blue,
respectively.
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Figure 4.5 – The two endpieces glued on every fibre mat. Left: The SiPM endpiece. Right: The
mirror endpiece.

Figure 4.6 – Examples of irregularities that can be detected using the optical scanner. Left: A
crack. Centre: A large-diameter fibre. Right: Two dark fibres.

to compensate for thermal and humidity expansion. We then place the endpieces onto

aluminium clamps, EPOXY glue is applied to the endpieces, and the clamps are precisely

screwed to the jig.

4.4.3 Optical scans

I performed the majority of the optical scans of the EPFL SciFi project. The task consists in

fixing a light source to one end of the mat in order to illuminate the opposite end where a

high resolution scanner is placed. The scanner takes multiple pictures of the fibres and the

endpiece. A software designed for the SciFi project is then used to detect and measure the

position of the fibres. This procedure allows to measure the position of the fibres with respect

to the alignment pins of the endpieces, and to identify the presence of various irregularities

such as dark fibres, large-diameter fibres, and cracks in the structure of the layers (Fig. 4.6).

4.4.4 Measurements of the pin hole positions

A study was performed to evaluate the precision of the EPFL Winding Wheels’ pin holes

positions. The adopted method consists in taking pictures of each of the 11 pin holes of the 4

Winding Wheels and measuring the distance between the edge of the pin holes and the thread.

The comparison between these distances gives us a measurement of the alignment of the pin

holes relative to the fibres. We identified systematic trends between the pin hole positions of

Winding Wheels 3 and 4, suggesting that they are outside tolerance while no such important

discrepancies were observed with Winding Wheels 1 and 2.
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5 Analysis strategy

This chapter presents the analysis strategy employed to perform the experimental measure-

ment of this thesis. Section 5.1 presents the experimental observables built to measure the

parameters yK K
CP − yKπ

CP and yππCP − yKπ
CP . Section 5.2 details the cross-check observable needed

to validate the analysis procedure with LHCb data. Section 5.3 details the time-dependent

efficiencies that contaminate the measurement, while Sect. 5.4 and 5.5 present the methods

studied to treat their biasing effects.

5.1 Experimental observables

This analysis exploits D0 and D
0

mesons produced through the strong interaction processes

D∗+ → D0π+
tag and D∗− → D

0
π−

tag, where the charge of the pion is used to identify (tag) the

flavour of the D0 meson at the time of production. The tagging pion is often referred to

as soft pion (sometimes written as π±
s ) because of its low momentum of about 5 GeV/c on

average. The two strong interaction processes are referred to as prompt since the D∗± mesons

are produced directly at the pp interaction point. The three decay channels D0 → K −π+,

D0 → K −K + and D0 →π−π+ are used in this study. The designation h−h+ refers to K −K + and

π−π+ final states. An illustration of the decay chain is display in Fig. 5.1.

The experimental determination of yhh
CP − yKπ

CP (Eq. (2.76)) is further developed as a function of

the lifetime of the D0 meson:

yhh
CP − yKπ

CP = Γ̂(D0 → h−h+)

Γ̂(D0 → K −π+)
−1 = (

Γ̂(D0 → h−h+)− Γ̂(D0 → K −π+)
)
τD0 . (5.1)

The experimental value

τD0 ≡ 1

Γ̂(D0 → K −π+)
= (410.1±1.5) fs , (5.2)

is the current world average value of the lifetime of the D0 meson [136]. The parameter
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Figure 5.1 – Flavour tagging strategy. The pp collision induces a D∗± candidate. The D∗+(D∗−)

meson decays to a D0π+
tag(D

0
π−

tag) pair, where the charge of the π±
tag candidate is used to tag

the flavour of the D0 meson at production.

yCP − yKπ
CP is obtained with a weighted average of the measured values of yK K

CP − yKπ
CP and

yππCP − yKπ
CP . The averaging procedure can be safely performed since final state dependent

contributions were shown to be negligible in Sect. 2.2.5. To measure yhh
CP − yKπ

CP , we make use

of the following ratio of decay rates

Rhh(t ) = Γ(D0(t ) → h−h+)

Γ(D0(t ) → K −π+)
, (5.3)

where Γ(D0(t) → f ) corresponds to the decay rate of a D0 meson to a final state f at time t .

The ratio Rhh(t) may be approximated as a ratio of exponentials of effective decay widths

making use of the formalism presented in Sect. 2.2.4

Rhh(t ) ≈ R0
e−Γ̂(D→h−h+)t

e−Γ̂(D→K −π+)t
= R0e−(Γ̂(D0→h−h+)−Γ̂(D0→K −π+))t = R0e−(yhh

CP−yKπ
CP )t/τD0 , (5.4)

where Eq. (5.1) was used to relate Rhh(t) to yhh
CP − yKπ

CP . The parameter R0 is a normalisation

factor related to the ratio of the yields of the D0 → h−h+ over D0 → K −π+ samples. This

parameter does not impact the obtained value of yhh
CP − yKπ

CP .

The raw ratio between the number of reconstructed D0 → h−h+ and D0 → K −π+ is defined as

Rhh
raw(t ) = dN (D0 → h−h+, t )

dN (D0 → K −π+, t )
, (5.5)

where dN (D0 → f , t) corresponds to the detected number of D0 → f in the bin of proper
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decay time [t , t +d t ]. The ratio Rhh
raw(t) is not equal to Rhh(t) because of the impact of the

time-dependent efficiencies of the final state track reconstruction ε(h−h+, t ) and ε(K −π+, t )

Rhh
raw(t ) = Rhh(t )

ε(h+h−, t )

ε(K −π+, t )
. (5.6)

Hence, by combining Eqs. (5.4) and (5.6), we see that yCP −yKπ
CP can be obtained by performing

an exponential fit to the decay time ratio Rhh
raw(t ) once the efficiencies have been treated. The

effects of such efficiencies must be precisely understood. The procedure whose aim is to treat

the dynamical effects of these efficiencies is detailed in Sect. 5.3.

The data samples are contaminated by the presence of D0 mesons which are not produced

directly at the PV (prompt D0), but from the decay of B 0 or B± mesons (secondary D0). The

method employed to treat the presence of secondary decays is detailed in Chapter 9.

During the development of the analysis procedure, the obtained values of yK K
CP − yKπ

CP and

yππCP − yKπ
CP were shifted by constant offset to avoid human biases

yK K
CP − yKπ

CP → yK K
CP − yKπ

CP +b ,

yππCP − yKπ
CP → yππCP − yKπ

CP +b ,
(5.7)

where the parameter b is called a blinding offset, and is a random number kept unknown

to the analysts and generated in the window [−20,20]×10−3. The parameter b is common

to the yK K
CP − yKπ

CP and yππCP − yKπ
CP measurements. The values of yK K

CP − yKπ
CP and yππCP − yKπ

CP were

unblinded (meaning that the parameter b was removed) following the approval from the

review committee of the LHCb collaboration.

5.2 Cross-check observable

The analysis procedure is validated through a study of the decay time ratio of D0 →π−π+ over

D0 → K −K +:

RCC
raw(t ) = Γ(D0(t ) →π−π+)

Γ(D0(t ) → K −K +)

ε(π−π+, t )

ε(K −K +, t )
≈ R0e−yCC

CP t/τD0
ε(π−π+, t )

ε(K −K +, t )
. (5.8)

This cross-check observable benefits from the fact that both final state particles are different in

the numerator and the denominator, contrary to the RK K
raw(t ) and Rππ

raw(t ) observables (Eq. (5.6)),

which possess only one particle type in common. Hence, the correction procedure which

accounts for the impact of time-dependent efficiencies is going to be tested with this cross-

check observable. The value of the exponent, denoted yCC
CP , is expected to be compatible

with zero in the limit of approximate universality, following the reasoning of Sect. 2.2.5. The

compatibility of yCC
CP among each year and magnet polarity of Run 2 is going to be tested

since it is a validation of the analysis procedure. The measurement is not affected by the

contribution from yKπ
CP , contrary to what is seen for yK K

CP and yππCP . Hence, the naming yCC
CP does
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not need the inclusion of the correction element −yKπ
CP .

Two additional cross-checks of the analysis procedure are performed. Firstly, high biasing

effects are introduced as stress tests to check if the procedure corrects these effects using

RapidSim1 simulations (Sect. 5.4 and 5.5). Secondly, the analysis procedure is further validated

using Particle Gun simulations since it provides a realistic representation of the LHCb detector

(Chapter 7). These simulations benefit from very high yields, reaching a statistical sensitivity

higher than the one of the measurement using data collected by the LHCb detector. For all

cross-check measurements, we decide to refer to the results as simply yhh
CP and not yhh

CP −
yKπ

CP . This comes from the fact that simulation does not include the small effects from D0 →
K −π+/D0 → K +π− oscillations. However, the non-inclusion of the D0 → Kπ effects does not

change the conclusions reached by the cross-check measurements. Hence, all mentions of

yK K
CP − yKπ

CP and yππCP − yKπ
CP refer to measurements using LHCb data from pp collisions.

5.3 Time-dependent efficiencies

The time-dependent efficiencies presented in Eq. (5.6) can be split into two distinct families:

1. The topological selection efficiencies, εsel, are linked to requirements from various

stages of the LHCb data taking acquisition on topological variables, which may have

different profiles for distinct final states. The effects related to selection efficiencies

place the two decays in two distinct topological phasespaces.

2. The detection efficiencies, εdet, arise from different cross-sections of pions and kaons

with the LHCb detector. In addition, they also arise from the particle identification (PID)

requirements applied by the LHCb trigger system, which have different correlations to

the kinematic properties of kaons and pions. In the case where D0 kinematics and the

D0 decay time are correlated, the detection efficiencies become time-dependent.

Therefore, the total time-dependent efficiencies can be written as

ε(h−h+, t ) = εsel(h−h+, t ) ·εdet(h−h+, t ) . (5.9)

Two strategies are considered to treat the time-dependent effects of the efficiencies:

• Strategy 1: Determine each of the efficiencies (or their impact) using Monte Carlo

simulations and correct for them.

• Strategy 2: Equalise both selection and detection efficiencies so that they cancel out in

the ratio of Eq. (5.6).

1RapidSim is a fast Monte Carlo phasespace generator which does not include the simulation of particle
interactions with the detector material [137].
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Strategy 1 can be performed using full Monte Carlo simulations by determining the acceptance

profiles for each decay. The acceptance profiles are obtained by comparing lifetime distri-

butions at the generated level and after passing through the whole data requirements. This

strategy has been performed to measure yCP − yKπ
CP from semileptonic B decays using LHCb

Run 1 (2011-2012) data [65]. However, the tens of millions of prompt D0 decays collected

by the LHCb experiment during Run 2 would require massive computing time to reach the

desired precision of a few 10−4 for yCP −yKπ
CP . Furthermore, it is not guaranteed that acceptance

profiles obtained by Monte Carlo simulations would reach this precision. Finally, measuring

yCP − yKπ
CP in Run 2 without the use of full Monte Carlo simulations would also be a important

step towards future measurements for Run 3, Run 4 and Run 5 where thousands of millions

of D0 decays will be collected. It would therefore certainly be impossible to generate Monte

Carlo simulations with statistics of this scale.

Another approach to tackle the first strategy would be to use fast Monte Carlo simulations to

model distributions at the generated level and use data itself to model the impact of selection

and detection efficiencies. This approach has been extensively studied and is encapsulated in

the EigEff method. The EigEff method is detailed in Appendix B and is not adopted for the

final measurement of this thesis.

On the other hand, Strategy 2 is the one being adopted for the final measurement and is

detailed in Sect. 5.4 and 5.5. Strategy 2 consists of two steps, which target independently the

selection and detection efficiencies. In the first step, we equalise the selection efficiencies

by placing the two decays in a common topological phasespace. This is performed with the

kinematic matching procedure, which was specifically developed for this analysis. Then, in

the second step, we equalise detection efficiencies by reweighting the kinematics of one of

the decays to the other one. This is achieved thanks to a kinematic reweighting procedure.

A scheme of the overall correction procedure is presented in Fig. 5.2. Both kinematic and

reweighting procedures are detailed in the following paragraphs, and performance studies are

proposed to assess their performances.

5.4 Equalising the selection efficiencies: the kinematic matching

procedure

The main challenge of equalising the selection part of the efficiencies lies in the kinematic

differences between the D0 → K −K +, D0 →π−π+ and D0 → K −π+ decays, which arise from

the different kaon and pion masses. To illustrate our purpose, we generate with RapidSim
one D∗+ → (D0 → K −K +)π+

tag sample and one D∗+ → (D0 → K −π+)π+
tag sample. Both samples

are generated with the same D0 lifetime, corresponding to the world average value of τD0

(Eq. (5.2)). To each sample, we apply to both daughter candidates a requirement on their

Impact Parameter (IP), defined as the minimal distance between the vector momentum of a

track and its PV. The requirements on the IP of both daughter candidates are set as IP > 50µm.

These types of requirements are very often applied as part of the LHCb trigger system to
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Figure 5.2 – Scheme of the correction procedure for the measurement of yK K
CP − yKπ

CP . Using
the kinematic matching procedure, both D0 → K −K + and D0 → K −π+ decays are first placed
in a common topological phasespace (represented here only in one dimension for graphical
purposes). Then, using a reweighting procedure, the kinematics of the D0 → K −K + decay are
reweighted to the ones of the D0 → K −π+, with the aim of equalising the detection effects of
both decays.

remove large levels of combinatorial background from the PV.

In Fig. 5.3, which shows the decay time ratio of D0 → K −K + over D0 →π−π+, we can see on the

left plot the situation where no IP requirement has been applied while on the right plot both IP

requirements have been applied. The left plot shows a constant ratio since both decays were

generated with the same lifetime. The application of IP requirements degrades the decay time

ratio, showing that in this scenario time-dependent selection efficiencies do not cancel. This

can be explained by the fact that the opening angle of the kaons in D0 → K −K + is smaller than

the opening angle of the kaon and the pion in D0 → K −π+, and therefore the IP requirement

does not have the same correlation to the D0 decay time in both decays.

These effects do not necessarily concern only requirements to variables which are heavily

correlated to the D0 decay time such as IP but also topological variables such as pT , p or

pseudorapidity η.

To apply requirements that do not bias the decay time ratio, a specific procedure, called the

kinematic matching procedure, has been developed in this analysis.
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Figure 5.3 – Ratio R = Γ(D0→K −K +)
Γ(D0→K −π+) in two different scenarios using RapidSim simulations. Left:

No requirement has been applied. Right: Requirements IP > 50µm have been applied to both
daughter candidates for both decays.

5.4.1 Kinematic matching procedure

In any particle physics experiment, such as LHCb, requirements are used with the aim of

removing background events and selecting high quality tracks. For instance, requirements

applied to variables such as the IP of the daughter candidates are employed to remove com-

binatorial background from the PV. Unfortunately, it has been described in the previous

paragraphs that such requirements bias the decay time ratio. To obtain the best of the two

strategies, i.e. having a good signal over background ratio, while not biasing the decay time ra-

tio, we have developed the kinematic matching procedure. This technique is purely analytical

and does not rely on information provided by Monte Carlo simulation or data.

Let’s consider the two decay chains D∗+ → (D0 → K −K +)π+
tag and D∗+ → (D0 → K −π+)π+

tag.

The only distinction between the two decays is the nature of the daughter particles, where one

has two kaons while the other has a kaon and a pion. The only relevant parameter discerning a

charged kaon from a charged pion is the mass, leading to different topological distributions of

the daughter particles of the D0 candidate in the laboratory (lab) frame. However, the parent

D0 meson has a momentum, decay time, and decay angle that is independent of the pair of

pseudo scalar mesons in the final state. It is therefore expected that the D0 kinematics are

identical for the two final states. To obtain equal kinematic acceptances for both decays, we

want to require that each D0 candidate selected in one final state would also be selected for the

other final state with the same D0 properties (momentum, decay time, decay angle). This can

be achieved by substituting the daughter particles masses while preserving the D0 properties.

To adopt this approach, let’s start with the D0 → K −K + decay and boost to the centre of mass

frame of the D0 meson. Both kaons are then back to back with opposite momenta of equal
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Figure 5.4 – Sketch of the matching of the kinematics from D0 → K +K − to D0 → K −π+.

magnitude. The magnitude of their momenta is expressed as

|p|∗ =
√

(m2
D0 − (mK + −mK −)2)(m2

D0 − (mK + +mK −)2)

mD0
. (5.10)

By substituting2 mK + to mπ+ , the magnitude of |p|∗ in the centre of mass frame changes

from3 791.0 MeV/c to 861.1 MeV/c. We then boost back to the laboratory frame and obtain the

kinematics of a D0 → K −π+ decay. This procedure is sketched in Fig. 5.4.

In this approach, the kinematics of the initial D0 → K −K + decay remain unchanged and new

variables are created, called matched variables. With such matched variables, it is simple to

recompute basic kinematic quantities such as p, pT , η or IP. Hence, when studying the decay

time ratio

R = dN (D0 → K −K +, t )

dN (D0 → K −π+, t )
, (5.11)

requirements on the matched variables of the D0 → K −K + decay and on the standard variables

of the D0 → K −π+ decay can be applied to ensure equal acceptances for both decays. We can

see the D0 → K −π+ decay as being matched to itself. Hence, in future paragraphs, standard

kinematic variables of the D0 → K −π+ decay will be also referred to as matched, for simplicity.

5.4.2 Tests of the kinematic matching procedure

Following the previous discussion, we revisit the example presented in Fig. 5.3, where re-

quirements were applied on the IP variables of D0 → K −π+ and D0 → K −K +. We decide to

match the kinematic of the D0 → K −K + decay to the ones of the D0 → K −π+ decay. We then

apply the requirements IP > 50µm to the matched daughter candidates of D0 → K −K + and

D0 → K −π+. The corresponding decay time ratio R is shown on the right plot of Fig. 5.5 and

seen to be constant.

2mK
± = (493.677±0.016) MeV/c2 and mπ± = (139.57039±0.00018) MeV/c2 [136].

3Taking the central value of the D0 mass m(D0) = 1864.83 MeV/c2 [136].
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Figure 5.5 – Validation of the matching procedure for D0 decays selected with IP cuts. Left:
D0 → K −K + (red) and D0 → K −π+ (blue) normalised decay time distributions. Right: decay

time ratio R = Γ(D0→K −K +)
Γ(D0→K −π+) . IP requirements have been applied to matched daughter variables

of D0 → K −K + and D0 → K −π+. The flatness of the decay time ratio can be compared to the
right plot of Fig. 5.3.

At LHCb, daughter particles are typically subjected to various requirements on p, pT , or

IP related variables. Hence, in the current analysis, one should identify and list all of the

corresponding requirements. Our objective is therefore to find a series of kinematically

matched requirements that would be effectively tighter than the original requirements in

order to remove any potential bias to the decay time ratio. We will then find ourselves in the

situation where the only effective requirements that are applied to the daughter candidates

are to matched kinematic quantities.

To illustrate a more realistic scenario, let a D0 → K −K + sample and a D0 → K −π+ sample be

subjected to the requirements listed in Table 5.1, where particles p1 refer to the negatively

charged daughter candidates while particles p2 to the positively charged daughter candidates.

Table 5.1 – Requirements of the RapidSim samples.

Quantity Requirement
pT (D0) > 2 GeV/c
η(πs , p1,2) ∈ [2.0,4.2]
pT (p1,2) > 0.8 GeV/c
max{pT (p1), pT (p2)} > 1.2 GeV/c
p(p1,2) > 5.0 GeV/c
χ̃2

IP(p1,2) > 6.0

The χ̃2
IP variable is an approximation of the χ2

IP quantity, which is defined as the difference in

the vertex-fit χ2 of the PV reconstructed with and without the particle being considered. The
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Figure 5.6 – Two-dimensional plots of matched transverse momentum values as a function of
their original value for the D0 → K −K + decay. Left: K − → K −. Right: K + →π+.

quantity χ̃2
IP is expressed as

χ̃2
IP(pi ) =

(
IP(pi )

σIP(pi )

)2

, (5.12)

where σIP(pi ) = 11.6+23.4/pT (pi ) µm [100].4

The kinematics of the D0 → K −K + decay are then matched to the ones of the D0 → K −π+

decay. Figure 5.6 displays the 2D distribution of the matched transverse momentum values as

a function of their original values for the D0 → K −K + decay.

The original requirements applied to both daughter candidates at 0.8 GeV are visible on the

horizontal axes. For p1, we see that by applying the requirement pT (p1)matched > 0.87 GeV,

any influence from the original cut pT (p1) > 0.8 GeV is removed. For p2, we use a similar

argument and apply an additional cut pT (p2)matched > 0.81 GeV. Similarly, Fig. 5.7 displays

the 2D distribution of matched total momentum values as a function of their original values.

For p1, the matched requirement needs to be set at p(p1)matched > 5.4 GeV/c. For p2, at

first glance, we could think of applying a matched requirement at p(p2)matched > 4.7 GeV/c.

However, the original requirement applied to the D0 → K −π+ decay is set at a higher value of

p(p2) > 5.0 GeV/c. Hence, we also need to apply the matched requirement to the D0 → K −K +

at 5 GeV/c (p(p2)matched > 5.0 GeV/c), since otherwise this would induce a discrepancy in the

requirements applied to both D0 → K −K + and D0 → K −π+ decays. The 2D distributions of

η(p1,2), max{pT (p1), pT (p2)}, and χ̃2
IP(p1,2) are presented in Appendix C. The same logic as

with pT and p is applied for these other variables of the daughter particles. The requirements

presented in Table 5.2 are performed. The values of these matched requirements are then

taken and applied as new requirements to the D0 → K −π+ sample as well. With this procedure,

both decays are placed in the same D0 kinematic phasespace.

Figures 5.8 and 5.9 present the distributions of p, pT , η of the D0 and π+
tag candidates from

both decays before and after the additional requirements. Additional distributions are shown

4pT is expressed in GeV/c.
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Figure 5.7 – Two-dimensional plots of matched total momentum values as a function of their
original value for the D0 → K −K + decay. Left: K − → K −. Right: K + →π+.

Table 5.2 – Kinematic matching requirements (cuts).

Quantity Original cuts Additional cuts (matched) Unit
η(p1) ∈ [2.0,4.2] ∈ [2.05,4.1] −
η(p2) ∈ [2.0,4.2] ∈ [2.05,3.9] −
pT (p1) > 0.8 > 0.87 GeV/c
pT (p2) > 0.8 > 0.81 GeV/c
max{pT (p1), pT (p2)} > 1.2 > 1.3 GeV/c
p(p1) > 5.0 > 5.4 GeV/c
p(p2) > 5.0 > 5.0 GeV/c
χ̃2

IP(p1) > 6 > 8 −
χ̃2

IP(p2) > 6 > 11 −

in Appendix C. The performance of the procedure can be evaluated by looking at the departure

from a constant of the N (D0 → K K )/N (D0 → Kπ) ratios (shown at the top of each plot).

The improvement is particularly interesting for the distributions of cosθ∗(p1) (Fig. 5.10),

where θ∗ corresponds to the angle between the momentum vector of the D0 in the lab frame

and that of particle p1 in the D0 centre of mass frame. This variable depends on multiple

topological properties of the decay and is indirectly targeted by the requirements of the

matching procedure (this can be implicitly seen by looking at the sketch shown on Fig. 5.4).

Figure 5.11 displays the decay time distribution of both channels and Fig. 5.12 corresponds to

the decay time observable RK K (t). Before the kinematic matching procedure (left plot), an

exponential fit following Eq. (5.4) would lead to a fit of very poor quality since the decay time

ratio has been heavily distorted by the original kinematic requirements. After the additional

requirements from the kinematic matching procedure (right figure), the exponential fit yields

yK K
CP = (−0.25±0.86) ·10−3 , (5.13)

which is compatible with zero, in agreement with the fact that both numerator and denomi-

nator decays were generated with the lifetime of the D0 meson. The fit quality is satisfactory
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Figure 5.8 – p, pT and η distributions of the D0 meson before (left) and after (right) the kine-
matic matching procedure for D0 → K −K + (blue) and D0 → K −π+ (red). Ratios of normalised
yields are displayed above each plot (the vertical axis after the matching procedure is zoomed
in with respect to the initial situation).

with χ2 (NDF) = 13.8(20), where NDF refers to the number of degrees of freedom.

As a conclusion, we see with this simulated example that despite the extreme yCP -biasing

effects that were applied as part of the selection procedure of the RapidSim samples, we were

able to retrieve the introduced value of yCP using the kinematic matching procedure.

The statistical precision reached by this measurement of about 9×10−4 does not correspond to
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Figure 5.9 – p, pT and η distributions of the π+
tag candidate before (left) and after (right) the

kinematic matching procedure for D0 → K −K + (blue) and D0 → K −π+ (red) decays.

the one targeted by the analysis described in this thesis (at the level of ∼ 2−3×10−4). To reach

this precision, the same procedure is repeated with 19 additional statistically independent

pseudoexperiments of similar yields. The summary of the results from the fits to yK K
CP are

shown in Fig. 5.13. The combination obtained from a χ2 fit with a constant gives

yK K
CP = (0.17±0.19)×10−3 , (5.14)

which is compatible with zero with a statistical uncertainty of about 2×10−4.
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Figure 5.10 – Distributions of cosθ∗(p1) before (left) and after (right) the kinematic matching
procedure for D0 → K −K + (blue) and D0 → K −π+ (red) decays.
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Figure 5.11 – Decay time distributions of the D0 meson before (left) and after (right) the
kinematic matching procedure.
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Figure 5.12 – Decay time ratio before the kinematic matching procedure (left) and after the
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with yK K

CP = 0 after the kinematic matching.
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Figure 5.13 – Results of yK K
CP following the 20 pseudoexperiments (toys). Toy 1 refers to the

right fit shown in Fig. 5.12. The red band corresponds to the weighted average over all results
in an interval of ±1σ. The χ2/NDF values of each individual fit are shown on the right column.
Overall, the obtained value of yK K

CP is seen to be compatible with zero at a statistical uncertainty
of 1.9×10−4.

In real data, yK K
CP is expected to be different from zero (Fig. 2.13). It is therefore important to

test if the kinematic matching procedure introduces a bias to the measured value. To test this

possibility, the input decay time of the D0 → K −K + decay is modified to inject a non-zero

value of yK K
CP to the study. This procedure is done by randomly discarding events according to

an efficiency profile of the form:

εinj(t ) = e−yK K ,inj
CP (t−tmin)/τD0 , (5.15)

where yK K ,inj
CP is the injected value and tmin/τD0 = 0.8 is the D0 decay time value at the origin.

We choose 11 values of yK K ,inj
CP equally spaced in the window [−25,25]×10−3. For each injected

value, the whole analysis procedure is performed and the values obtained with yK K ,inj
CP = 0 are

subtracted to the measurements to account for correlations between the samples. Measured

values of yK K
CP as a function of their injected ones are shown in Fig. 5.14. The uncertainty of

each point i is taken as

σi =
√
σ(yK K ,i

CP )2 −σ(yK K ,0
CP )2 . (5.16)

A linear fit of the form y = ax +b is performed to check for a potential bias. The fit agrees with

the y = x hypothesis, underlining that no bias is visible.
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Figure 5.14 – Measured values of yK K
CP in the simulation study as a function of the injected

values, following the kinematic matching procedure. The uncertainties on each point fol-
low Eq. (5.16) in order to take into account the correlations between the data points. The
corresponding pulls are shown below the plot.

5.5 Equalising the detection efficiencies: the kinematic reweight-

ing procedure

An additional challenge comes from the different kaon and pion interaction properties with

the material of the LHCb detector.5 The resulting detection inefficiencies have a significant

kinematic dependence and bias the decay time observable.

5.5.1 Correlations of the D0 decay time with kinematic quantities

The D0 decay time is measured as

t = l

cβγ
= ml

p
, (5.17)

where l corresponds to its flight distance, β its velocity and γ its Lorentz factor. In an ideal

scenario of a sample subjected to no requirement, the D0 decay time and its momentum

are not correlated. However, requirements applied to variables such as IP(p1,2) or χ̃2
IP(p1,2)

induce correlations since they presuppose that low D0 decay times can be measured if the D0

5Information on the total and elastic cross sections of charged kaons and pions with matter can be seen in
Ref. [136], page 596.
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Figure 5.15 – Distributions of p(D0) in two regions of D0 decay time from RapidSim simu-
lations of D0 → K −π+ decays. Left: No requirement was applied to the sample. Right: Both
daughter candidates were subjected to the requirements IP > 50µm.

momentum has a large enough value.

A simple illustration obtained from fast RapidSim simulations is displayed in Fig. 5.15 where

the p(D0) distributions are presented without and with the requirements IP(p1,2) > 50µm.

We see that the IP requirements induced a correlation of the D0 decay time and the D0

momentum.

In the presence of distinct kinematic efficiencies for kaons and pions, the momentum of the

D0 is different for D0 → K −K + and D0 → K −π+ decays. As a result, the correlations between

kinematics and decay time are different for both decays, leading to a distortion of the decay

time ratio RK K (t ). By equalising the kinematics of D0 → K −K + and D0 → K −π+ and therefore

equalising the impact of the kinematic efficiencies, the correlations between D0 decay time

and kinematics are going to be equal for both channels, hence removing the distortion of

RK K (t ). To equalise the detection efficiencies, a kinematic reweighting procedure is developed.

A practical example is presented in the following paragraphs.

5.5.2 Kinematic reweighting procedure

We now revisit the example presented in Sect. 5.4.2, whose requirements are presented in

Table 5.1 and the corresponding kinematic matching requirements in Table 5.2. We now

introduce different efficiency profiles to kaons and pions in the samples to mimic detection

inefficiency effects. The efficiency profiles are taken as follows (and graphically represented in

Fig. 5.16):

ε(K ) = 0.5+0.5tanh(0.05 ·p(K )) ,

ε(π) = 0.4+0.6tanh(0.05 ·p(π)) .
(5.18)

Such efficiencies imply that the kinematic matching procedure is not sufficient to equalise the

topological and dynamical distributions of all candidates of the D0 → K −K + and D0 → K −π+
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Figure 5.16 – Graphical representation of the detection efficiencies introduced to the RapidSim
samples.

samples. A kinematic reweighting procedure is therefore put in place after the matching

procedure to reweight the selected D0 → K −K + distributions to the ones of D0 → K −π+ with

the aim of equalising the effects of the detection inefficiencies to both decay channels. This

procedure is performed using the GBReweighter algorithm from the hep_ml library [138].

The reweighting algorithm is based on an ensemble of regression trees. The algorithm benefits

from the fact that it can use a high dimension of variables while still being stable and precise.

The strategy consists in reweighting the p, pT and η distributions of the D∗+ candidates as

well as p, pT and η distributions of the matched daughter candidates of D0 → K −K + and

D0 → K −π+ decays. The reweighting of D∗+ candidates benefits from the fact that the Q-value

of the D∗+ → D0π+
tag decay of about 6 MeV/c2 is significantly lower than the masses of pions

and D0 mesons, which means that they are emitted with a small boost in the D∗+ rest frame.

As a consequence, the kinematics of the D∗+ candidate in the laboratory frame is highly

correlated to the ones of D0 and π±
tag candidates.

Selected distributions for the D0 and π±
tag candidates after the kinematic matching procedure

and after both kinematic matching and reweighing procedures are shown in Figs. 5.17, 5.18

and 5.19. The performance of the reweighting for matched daughter candidates are presented

in Appendix C. Overall, the performance of the reweighting procedure is seen to be very

satisfactory. Its effectiveness can be further appreciated looking closely at the the improvement

of the agreement between the IP and χ̃2
IP distributions of both daughter candidates of the

D0 → K −K + and D0 → K −π+ decays (Fig. C.5). It is necessary for these distributions to have a

good agreement since they are highly correlated to the D0 decay time.

The impact of the detection inefficiencies on the D0 decay time and their correction are

presented in Fig. 5.20. A fit to yK K
CP is displayed in Fig. 5.21. Before the reweighting procedure,

the value yK K
CP = (−1.83±0.95)×10−3 is obtained with χ2 (NDF) = 38.0(20), which is about 2σ
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Figure 5.17 – p, pT andηdistributions of the D0 meson after the kinematic matching procedure
(left) and after both kinematic matching and reweighting procedures (right) for D0 → K −K +

(blue) and D0 → K −π+ (red) decays. Ratios of normalised yields are displayed at the top of
each plot

away from zero. A small drop of RK K (t ) can be seen at low decay time, resulting from the effects

of detection efficiencies. This drop of RK K (t ) can be explained with the following arguments.

At the top left of Fig. 5.17, one can see that following the kinematic matching procedure,

the values of p(D0) from D0 → K −π+ decays are on average higher that the values of p(D0)

from D0 → K −K + decays. In addition, Fig. 5.15 indicates that following the application of

IP-dependent requirements, the values of p(D0) are on average higher for low D0 decay times

than for high D0 decay times. Hence, these two observations induce an excess of D0 → K −π+
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Figure 5.18 – p, pT and η distributions of the π±
tag candidate after the kinematic matching

procedure (left) and after both kinematic matching and reweighting procedures (right) for
D0 → K −K + (blue) and D0 → K −π+ (red) decays.

candidates at low values of D0 decay time,6 leading to the drop at low values D0 decay time

seen in RK K (t ). The application of the kinematic reweighting procedure allows to cancel these

effects, where one obtains

yK K
CP = (−0.50±0.95) ·10−3 , (5.19)

with χ2 (NDF) = 18.1(20), which is compatible with zero with an adequate fit quality.

6Or alternatively, a lack of D0 → K−K+ candidates at low values of D0 decay time.
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Figure 5.19 – Distributions of cosθ∗(p1) after the kinematic matching procedure (left) and
after both kinematic matching and reweighting procedures (right) for D0 → K −K + (blue) and
D0 → K −π+ (red) decays.

As for the study of the kinematic matching procedure, the obtained statistical uncertainty

does not reach the desired precision of the analysis. Hence, we repeat the procedure with 19

additional statistically independent pseudoexperiments. The corresponding results are shown

in Fig. 5.22, where values following the kinematic matching procedure (in blue) and both

kinematic matching and reweighting procedures (in red) are displayed. With this additional

statistics, we see that following only the matching procedure the weighted average of yK K
CP is

seen not to be compatible with the expected value of zero:

yK K
CP (Matching) = (−1.13±0.21)×10−3 . (5.20)

This indicates that the imposed detection efficiencies have a significant impact on the decay

time ratio, leading to a departure from zero of yK K
CP at the level of −1×10−3. With the reweight-

ing procedure, the value of yK K
CP is compatible with zero with a sensitivity of about 2×10−4:

yK K
CP (Matching+Reweighting) = (0.14±0.21)×10−3 . (5.21)

It is also worthwhile to notice the improvement of the individual fit qualities following the

reweighting procedure, shown on the right column of Fig. 5.22.

As for the matching procedure, we check if the reweighting procedure introduces a potential

bias to the obtained value of yK K
CP when the true value of yK K

CP is different from zero. Indeed,

the reweighting procedure is built upon taking information from kinematic quantities of one

decay channel to correct the other one. Since there is some amount of correlation between

the D0 decay time and kinematic quantities, the reweighting procedure could introduce a

dilution to the obtained value obtained value of yK K
CP . The same procedure as the one detailed

in Sect. 5.4.2 (Fig. 5.14) is performed where the whole analysis procedure is applied for each

simulated value of yK K
CP . The corresponding results are presented in Fig. 5.23. A fit of the form

y = ax +b is performed to evaluate a potential dilution induced by the reweighting procedure.

Contrary to the results following the matching procedure where no dilution of yK K
CP was seen
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Figure 5.20 – D0 decay time distributions after the kinematic matching procedure (left) and
after both kinematic matching and reweighting procedures (right) for D0 → K −K + (blue) and
D0 → K −π+ (red) decays.
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Figure 5.21 – Fit to the decay time ratio after the kinematic matching procedure (left) and after
both kinematic matching and reweighting procedures (right).

through an agreement with the y = x hypothesis, the reweighting procedure is seen not to

agree with this hypothesis. The parameter a is measured as a = 0.984±0.003, which is not

compatible with 1.0 (as it should be the case with the absence of dilution). This implies that a

dilution of (1.6±0.3)% to the measured value of yK K
CP is seen. To account for this effect, the

measured value of yK K
CP would simply need to be increased by 1.6%.

In real data, both kinematic matching and reweighting procedures are going to be employed.

The selection and detection inefficiencies may prove to have a different behaviour than in the

RapidSim examples. Hence, the analysis of a potential significant dilution arising from the

correction procedure is going to be repeated (Sect. 8.3).

To conclude this section, we encourage to read Appendix D, where the strategy of performing

only a kinematic reweighting procedure is considered (hence without considering a kinematic

matching procedure). This only-reweighting strategy proves, as expected, unpractical for this

analysis and some arguments and explanations are given further details.
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Figure 5.22 – Results of yK K
CP following the 20 pseudoexperiments (Toy 1 refers to the fits shown

in Fig. 5.21). Results in blue were subjected only the kinematic matching procedure while
results in red were subjected to both kinematic matching and reweighting procedures. The
blue and red bands correspond to the weighted averages of all individual results in the interval
±1σ. The χ2/NDF values of each individual fit are shown on the right column.
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one would indicate that the correction procedure does not introduce any bias to the measured
value of yK K

CP .
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6 D0 candidate selection

This chapter details the selection of D0 → K −K +, D0 → K −π+, and D0 → π−π+ candidates

using LHCb data.1 The measurement of this thesis uses the entire dataset collected by LHCb

during Run 2 of data taking (four years from 2015 to 2018), corresponding to 6 fb−1 of integrated

luminosity. Each year is split in two distinct similar size samples with one having the magnetic

field of the LHCb magnet pointing upwards (MagUp) and the other the magnetic field pointing

downwards (MagDown). As a result, Run 2 consists of eight samples and the measurements

are carried out independently in each of them. A good compatibility of the results between

each year and magnet polarity is expected and therefore used to test the robustness of the

analysis strategy. As detailed in the following paragraphs, the measurement of yCP − yKπ
CP is

accessible thanks to a specifically developed trigger lines for Run 2. These lines were designed

not to include requirements which would heavily bias the decay time ratio.

6.1 Trigger requirements

As shown previously, the main challenge of the measurement of this thesis comes from the fact

that the final states of numerator and denominator decays of the decay time ratio are different.

The matching procedure (described in Sect. 5.4.1) was designed to place both decays in the

same topological phasespace. The matching procedure requires an offline recomputation of

topological quantities of one of the decay modes to properly account for precise necessary

additional requirements. We therefore require a trigger strategy which relies on variables that

can be computed offline to apply the kinematic matching procedure.

The LHCb hardware trigger system relies on fast information gathered (mostly) by the calorime-

ter system (Sect. 3.2.2). The L0 requirements do not lead to sharp requirements at given

momenta or energies, impeding the precision targeted by the measurement. Hence, we de-

cide to require non-signal tracks to fire the hardware trigger to avoid possible biases to the

measurement. This corresponds to requiring the event to be triggered independently from the

signal candidate (TIS, described in Sect. 3.2.3).

1In this Chapter (and this Chapter only), D0 → h−h+ decays also include D0 → K−π+ decays, for simplicity.
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Table 6.1 – HLT1CalibTrackingxx requirements.

Daughters
Quantity Requirement
track χ2/ndof < 2
p (2015,2016) > 4 GeV/c
p (2017,2018) > 5 GeV/c
pT > 600 MeV/c
max{pT (h+), pT (h−)} > 900 MeV/c

D0

Quantity Requirement
m(h−h+) ∈ [1764,1964] MeV/c2

vertex-fit χ2/ndof < 10
cosθDIRA > 0.9
pT > 1.5 GeV/c
t/τD0 > 0.49

The LHCb software trigger strategy utilises the development of specific trigger lines [139] for

the Run 2 of data taking. The HLT1 and HLT2 lines have similar characteristics and work

in pairs, meaning that HLT2 requires their corresponding HLT1 lines to be fired. These

trigger lines are referred to as lifetime unbiased (LTUNB) since they were specifically de-

signed to bias minimally the lifetime distributions of D0 candidates. The HLT1 lines are

called HLT1CalibTrackingHH (where HH stands for KK, PiPi or KPi) while the HLT2 lines are

called Hlt2CharmHadDstp2D0Pip_D02xx_LTUNBTurbo (where xx stands for KmKp, PimPip
or KmPip).

The requirements of the HLT1 lines are presented in Table 6.1, while the requirements of

the HLT2 lines are presented in Table 6.2. These lines do not include requirements on the

daughter particles that would bias the decay time ratio (such as requirements on IP or χ2
IP),

nor do they include requirements on complex variables which are challenging to calculate

offline at high precision. To remove combinatorial background from the PV, these lines apply

requirements on the decay time of the D0. The acceptance of this requirement takes the form

of a step function in the distribution of the lifetime, which is easy to model. Combinatorial

background is further removed with kinematic requirements on the daughter particles and

on the D0 candidate, and by requiring that tracks and the D0 and D∗+ vertex-fits are of good

quality. Kaons and pions are discriminated through DLLK−π requirements,2 by asking the

kaon hypothesis to be high (> 10) and the pion hypothesis to be low (< 0). A requirement

on cosθDIRA forces the cosine of the angle between the momentum of the D0 and the vector

connecting the PV and the DV of the D0 to be greater than 0.9 for HLT1 and 0.99 for HLT2.

The measured mass spectra and decay time distributions of the D0 →π−π+, D0 → K −K + and

D0 →π−K + decay channels following the HLT2 requirements are presented on Fig. 6.1. The

slowly varying components under the peaking signal distributions of m(π−π+) and m(K −K +)

indicate that the corresponding decay channels have high levels of combinatorial background.

The vast majority of the background will be later removed with the offline selection. In

addition, the D0 → K −π+ decay channel has been subjected to a prescale (meaning that a

fraction of the events were randomly discarded). This is related to the high bandwidth needed

to save all triggered events. This does not impede significantly the statistical precision of the

measurement of yCP − yKπ
CP since the D0 → K −K + and D0 → π−π+ samples have the lowest

2The DLLK−π variables are described in Sect 3.2.2.
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Table 6.2 – HLT2 requirements of the Hlt2CharmHadDstp2D0Pip_D02xx_LTUNBTurbo lines.

D∗+

Quantity Requirement
vertex-fit χ2/ndof < 25
∆m = m(h−h+π+

tag)−m(h−h+) ∈ [130,160]

π+
tag

Quantity Requirement
track χ2/ndof < 3
Ptrack(Ghost)(2015,2016) < 0.4
Ptrack(Ghost)(2017,2018) < 0.25
p > 1
pT (2015,2016) > 0.1
pT (2017,2018) > 0.2

Daughters
Quantity Requirement
Ptrack(Ghost) < 0.4
pT > 800 MeV/c
max{pT (h+), pT (h−)} > 1.2 GeV/c
DOCA(h−h+) < 100
DLLK−π(K ) > 10
DLLK−π(π) < 0

D0

Quantity Requirement
m(D0) (2017, 2018) ∈ [1804,1924] MeV/c2

vertex-fit χ2/ndof < 10
cosθDIRA > 0.99
pT > 2.0 GeV/c
t/τD0 > 0.61

statistics and are therefore the decay channels responsible for the statistical precision of the

measurement. The prescales of the D0 → K −π+ sample are equal to 0.5 in 2018 and 2017 and

0.2 in 2016, while no prescale has been applied in 2015 (prescale of 1.0). The three right plots of

Fig. 6.1 correspond to the D0 decay time distributions of all decay channels following the HLT2
requirements. The main acceptance effect comes from the sharp D0 decay time requirement

at t = 0.61τD0 . Since no strong requirement correlated to the D0 decay time is imposed to the

daughter candidates, a nearly exponential function is obtained for all decay channels.

6.2 Offline selection

In the offline selection, the PID criterion on the daughter pion has been further tightened

with respect to the HLT2 requirement (from DLLK−π(π) < 0 to DLLK−π(π) <−5) to suppress

contamination from misidentified events. For candidates subjected to different kinematic

requirements in various years of data taking, additional requirements are applied to harmonise

their values. Furthermore, the scarcely populated tails of the momentum distributions are

removed using tighter requirements. Tracks with a pseudorapidity outside the range 2−4.2

are excluded from the data sample to limit the material thickness that they pass through

before exiting the RICH2 detector below 0.3 interaction lengths (Fig. 6.2). Clone tracks are

removed using the TRACK_CloneDist variable based on the Killback-Liebler distance [140].

One offline requirement is dedicated to removing events that were not produced by pp

collisions, especially those resulting from the interaction of hadrons with the RF-foils designed
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Figure 6.1 – Mass (left) and decay time (right) distributions of D0 →π−π+ (top), D0 → K −K +

(middle) and D0 → K −π+ (bottom) decays following the high level trigger strategy. The plots
are obtained using a subsample of 2018 MagUp.

to shield the Vertex Locator (VELO) detector. This phenomenon is accounted for by studying

the z coordinate of the decay vertex (DV) of the D0 with respect to the signed distance between

its PV and its DV in the x − y plane defined as

Rx y = sgn[x(DV)−x(PV)]
√

(x(DV)−x(PV))2 + (y(DV)− y(PV))2 . (6.1)

The two-dimensional distribution of Rx y versus z(DV) is shown in Fig. 6.3, where candidates

lying inside the red rectangle are preserved, corresponding to the requirements |Rx y | < 4 mm
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6.2. Offline selection

and |z(DV)| < 200 mm. To minimise contamination from D0 decays coming from B decays

(called secondary D0 decays), the impact parameter of D0 is constrained not to exceed a

distance of 50µm. This requirement also removes a large fraction of the combinatorial back-

ground. The remaining contamination from secondary decays is studied in Chapter 9. A signal

mass window of D0 candidates is defined within about 14 MeV/c2, which corresponds to about

2σ around the known D0 mass. A summary of all offline and high level trigger requirements

is presented in Table 6.3. The lower boundary of D0 decay time t/τD0 > 1.0 is discussed in

Sect. 6.5. The upper window t/τD0 < 8.0 is included to minimise the contamination from

secondary decays, whose fraction is seen to increase as a function of D0 decay time.

Figure 6.2 – Material thickness of the LHCb detector until the end of the RICH2 detector as a
function of η [141]. The peak at η= 4.38 is due to the 25mrad beam pipe inside RICH1.
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Figure 6.3 – Distance Rx y with respect to the z coordinate of the DV. At high values of |Rx y |,
the VELO detector can clearly be identified where the wavy profiles correspond to the RF foils.
Candidates outside the red rectangle are removed.
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Table 6.3 – List of selection requirements. Requirements related to the kinematic matching procedure are not listed.

Candidate Variable HLT1 HLT2 Offline Unit

D∗+
D∗+ vertex-fit χ2/NDF
D∗+ DTF-fit χ2/NDF
∆m = m(h−h+π+

tag)−m(h−h+)

−
−
−

< 25
−

∈ [130,160]

−
> 0
−

−
−

MeV/c2

π+
tag

track χ2/NDF
Ptrack(Ghost)
track CloneDist
p
pT

η

−
−
−
−
−
−

< 3
< 0.415,16,< 0.2517,18

−
> 1

> 0.115,16,> 0.217,18

−

−
< 0.15
==−1
< 16

∈ [0.2,1.4]
∈ [2.0,4.2]

−
−
−

GeV/c
GeV/c
−

D0

m(h−h+)
p
pT

cosθDIRA

D0 vertex-fit χ2/NDF
t/τD0

IP
|Rx y |
|z(DV)|

∈ [1764,1964]
−

> 1.5
> 0.9
< 10
> 0.49

−
−
−

∈ [1804,1924]
−

> 2.0
> 0.99
< 10
> 0.61

−
−
−

∈ [1850.6,1879.8]
∈ [20,180]

< 18
−
−

∈ [1.0,8.0]
< 50
< 4

< 200

MeV/c2

GeV/c
GeV/c
−
−
−
µm
mm
mm

h±

track χ2/NDF
Ptrack(Ghost)
track CloneDist
p
pT

max{pT (h+), pT (h−)}
η

DOCA(h−h+)
DLLK−π(K ±)
DLLK−π(π±)

< 2
−
−

> 415,16,> 517,18

> 0.6
> 0.9
−
−
−
−

−
< 0.4
−
−

> 0.8
> 1.2
−

< 100
> 10
< 0

−
< 0.2
==−1
> 5
−
−

[2.0,4.2]
−
−

<−5

−
−
−

GeV/c
GeV/c
GeV/c
−
µm
−
−
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6.3. Kinematic matching requirements

6.3 Kinematic matching requirements

The kinematic matching requirements are performed using three different configurations,

corresponding to the three measurements of this analysis (yCC
CP , yK K

CP − yKπ
CP and yππCP − yKπ

CP ). For

each measurement, the kinematic matching can have two different orientations. For instance,

the measurement of yCC
CP can be performed by matching the kinematics of D0 → K −K + to

the ones of D0 →π−π+, or instead by matching the kinematics of D0 →π−π+ to the ones of

D0 → K −K +. Both strategies are studied and we choose the one that leads to the smallest

loss of statistics. Appendix E gives further details about these studies (where it is found that

the loss of statistics using the best orientation varies between 7% and 19% depending on the

matching configuration). The best orientations for each measurement are:

• yCC
CP : Match D0 → K −K + to D0 →π−π+ .

• yK K
CP − yKπ

CP : Match D0 → K −K + to D0 → K −π+ .

• yππCP − yKπ
CP : Match D0 → K −π+ to D0 →π−π+ .

The chosen orientations correspond to matching one or two kaons to one or two pions, or from

the decay with the lowest to that with the highest value of q2. Table 6.4 displays the kinematic

matching requirements for each kinematic matching configuration. Figure 6.4 shows the

two-dimensional matched versus original distributions of p(p1), pT (p1), max{pT (p1), pT (p2)},

η(p1), |px (p1)/pz (p1)|, |py (p1)/pz (p1)| and d̃(h±) for a K K → ππ kinematic matching. Vari-

ables |px /pz |, |py /pz | and d̃ =
√
|px /pz |2 +|py /pz |2 correspond to the requirements related

to the LHCb acceptance where the additional requirements force both decays to be in the

same geometrical phasespace. The upper requirement at 60 GeV/c on matched p quantities

is linked to the dependence of PID variables with the kinematics of the daughter particles

and is detailed in the next section (Sect. 6.4). The mass distribution m(K −K +) can be seen in

Fig. 6.5 using three different requirements:3 IP(K ±) > 58µm, χ̃2
IP > 4 and χ2

IP > 4. These three

requirements give very similar combinatorial background levels for all channels. However,

the IP requirements give smaller signal yields while the χ̃2
IP and χ2

IP requirements yield very

similar signal numbers. This simple approximation is therefore used as part of the kinematic

matching procedure to remove background from the PV.

6.4 Dependence of daughter kinematics with PID requirements

The PID requirements DLLK−π(K ±) > 10 and DLLK−π(π±) < −5 shown in Table 6.3 have a

non-negligible impact to the kinematic matching procedure. Indeed, DLLK−π and daughter

kinematics are correlated and their impact cannot be corrected using the kinematic matching

procedure as for other kinematic requirements (such as pT , p, η, etc...). This comes from

the fact that matched DLLK−π variables are not easily recomputed offline with satisfactory

3The χ̃2
IP quantity is introduced in Eq. (5.12).
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Chapter 6. D0 candidate selection

Table 6.4 – Daughter variable quantities that are used as part of the kinematic matching proce-
dure. Additional requirements to matched quantities are shown below each configuration.

Quantity Original cuts K K →ππ K K → Kπ Kπ→ππ Unit
p(p1) > 5.0 ∈ [5.0,60.0] ∈ [5.4,60.0] ∈ [5.0,60.0] GeV/c
p(p2) > 5.0 ∈ [5.0,60.0] ∈ [5.0,60.0] ∈ [5.4,60.0] GeV/c
pT (p1) > 0.8 > 0.865 > 0.865 > 0.81 GeV/c
pT (p2) > 0.8 > 0.865 > 0.81 > 0.865 GeV/c
max{pT (p1), pT (p2)} > 1.20 > 1.28 > 1.3 > 1.3 GeV/c
η(p1) ∈ [2.0,4.2] ∈ [2.05,4.0] ∈ [2.05,4.1] ∈ [2.05,4.0] −
η(p2) ∈ [2.0,4.2] ∈ [2.05,4.0] ∈ [2.05,4.0] ∈ [2.05,4.1] −
|px (p1)/pz (p1)| < 0.3 < 0.27 < 0.27 < 0.27 −
|px (p2)/pz (p2)| < 0.3 < 0.27 < 0.27 < 0.27 −
|py (p1)/pz (p1)| < 0.25 < 0.25 < 0.25 < 0.25 −
|py (p2)/pz (p2)| < 0.25 < 0.25 < 0.25 < 0.25 −
d̃(h±) > 0.01 > 0.01 > 0.01 > 0.01 −
χ̃2

IP(h±) − > 6 > 6 > 6 −

precision. Figure 6.6 illustrates the correlations between DLLK−π and the daughter kinematics

by displaying the momentum p of the π+ candidate from D0 →π−π+ and K + candidate from

D0 → K −K + under three different DLLK−π requirements. We see the highest discrepancies ap-

pearing at high momenta (mostly above 60 GeV/c). This is in agreement with results from PID

performance studies (Fig. 6.7), which indicate an increase of inefficiencies at high momenta

with the tightening of the DLLK−π requirements.

The impact of such inefficiencies can be seen by comparing the momentum distribution of

the D0 meson for D0 → K −K + (blue) and D0 → π−π+ (red) decays before any kinematic or

reweighting procedure (Fig. 6.8). At high momenta, there is a significant discrepancy between

both distributions. This cannot be taken care of by the low momenta requirements of the

kinematic matching procedure (Table 6.4). These effects could in principle be addressed by

the kinematic reweighting procedure. However, the level of correction would be high and

would therefore increase the complexity of the procedure.

For these reasons, the matched momentum of the daughter particles is required to be less than

60 GeV/c. The residual dependence between DLLK−π and p below 60 GeV/c visible in Fig. 6.6

is small enough to be corrected by the kinematic reweighting procedure. These requirements

remove about 6% of the statistics for all decay channels, having therefore a minimal impact on

the statistical sensitivity of the measurement.
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Figure 6.4 – Matched versus original variables for a K K →ππ kinematic matching for the vari-
ables p(p1), pT (p1), max{pT (p1), pT (p2)}, η(p1), |px (p1)/pz (p1)|, |py (p1)/pz (p1)| and d̃(h±).
The plots for the second daughter candidate p2 give very similar plots (since it also corresponds
to a K →π matching).
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Figure 6.6 – Normalised distribution of p(π±) from D0 → π−π+ (left) and normalised distri-
bution of p(K +) from D0 → K −K + (right). The distributions are shown under three different
DLLK−π requirements.

6.5 Decay time window

The following paragraphs discuss biases related to the decay time resolutions of the three

decay channels considered in this analysis. To study these resolutions, we make use of Particle

Gun samples from 2016. These simulated samples benefit from the fact that they are not

subjected to any trigger requirement. More particularly, they do not include any requirement

to the lifetime of the D0. Figure 6.9 displays the distributions of ∆t/τD0 = (treco − ttrue)/τD0 for

the D0 → K −K +, D0 → K −π+ and D0 →π−π+ decay channels, where treco is the reconstructed

D0 decay time while ttrue is the generated D0 decay time. The D0 → π−π+ sample has the
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Figure 6.9 – ∆t/τD0 = (treco − ttrue)/τD0 for the D0 → K −K + (blue), D0 → K −π+ (green) and
D0 →π−π+ (red) decay channels.

smallest resolution while the D0 → K −K + sample has the largest one. When passing through

the selection requirements needed for this analysis, these different resolutions introduce

biases. An illustration can be seen in Fig. 6.10 for the D0 → K −K + and D0 →π−π+ channels,

where, on the left plot, no requirement has been applied, while, on the right plot, the analysis

requirements have been applied except for the ones on the decay time of the D0. These plots

are created in the bin of true decay time ttrue/τD0 ∈ [0.60,0.70]. Without any requirement, the

average of both distributions is centred around ∆t/τD0 = 0. When the analysis requirements

are applied, both distributions are shifted towards positive values of ∆t/τD0 . This is mainly

due to the requirements χ̃2
IP(p1,2) > 6 since these quantities are highly correlated to treco and

therefore exclude fluctuations to the low values of treco. Since the resolutions of D0 → K −K +

and D0 →π−π+ are not equal, the average ∆t/τD0 is going to be different for both samples.

Figure 6.11 shows the average ∆t/τD0 = (treco − ttrue)/τD0 in various bins of true D0 decay

time for the D0 → K −K +, D0 → K −π+, and D0 →π−π+ decay channels, with and without the

analysis requirements. Without any requirement, the average values of ∆t/τD0 are compatible

with zero for all three decay channels. On the contrary, with the analysis requirements, the

average values of ∆t/τD0 differ at low values of ttrue/τD0 . To illustrate the resulting biases

to the decay time ratio, we plot in Fig. 6.12 the ratio RCC (t) (Equation (5.8)) using the 2016

MagUp sample. We see at low reconstructed decay times a significant drop, which departs

from the structure of the ratio at higher decay times. The ratio is compatible with a constant

for values of reconstructed decay times above t/τD0 = 1.0. Hence, we decide to select the
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Figure 6.11 – Average ∆t/τD0 = (treco − ttrue)/τD0 in various bins of true decay time for the
D0 → K −K + (blue), D0 → K −π+ (green), and D0 →π−π+ (red) decay channels. The left plot is
obtained with no requirement while the right plot is obtained using the analysis requirements.

window of reconstructed decay time t/τD0 ∈ [1.0,8.0] for the analysis, removing about 15% of

the statistics. The chosen lower-boundary requirement t/τD0 > 1.0 is also helpful at removing

background from the PV and therefore improves the purity of the sample.

Time resolution biases are expected to be lower for the yK K
CP −yKπ

CP and yππCP −yKπ
CP measurements

since these measurements probe decay time ratios with one daughter candidate in common,

decreasing the discrepancies between the time resolutions of the decay channels. This is

motivated by the fact that ∆t/τD0 (D0 → K −π+) is positioned between ∆t/τD0 (D0 → K −K +)

and ∆t/τD0 (D0 →π−π+) in Fig. 6.11 at low D0 decay times. By checking a good compatibility

of yCC
CP with zero among each year and magnet polarity along with good individual fits, we

find that no significant biases are present in yCC
CP . Potential remaining biases are studied in

Sect. 10.9.
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Figure 6.12 – Cross-check observable RCC (t ) = Γππ/ΓK K in the range of reconstructed decay
time t/τD0 ∈ [0.65,8.0]. The plot is obtained using the 2016 MagUp sample.

The decay time binning is chosen with 22 bins and is identical for the measurements of yCC
CP ,

yK K
CP − yKπ

CP and yππCP − yKπ
CP . It is set to contain approximately the same number of events in each

bin, except for the last four bins that contain approximately half of the events of the other bins.

The time boundaries are

t/τD0 ∈ [1.00,1.06,1.12,1.18,1.25,1.32,1.40,1.48,1.58,1.68,1.79,

1.92,2.06,2.22,2.41,2.64,2.93,3.31,3.86,4.26,4.83,5.76,8.00] .
(6.2)

6.6 Splitting of the D0 → K −π+ sample

The ratios RK K (t ) and Rππ(t ) (Eq. (5.4)) have in common the D0 → K −π+ decay. The latter has

larger yields than the D0 → K −K + and D0 → π−π+ decays, which means that the statistical

uncertainties of the measurements are dominated by the numerator decays. However, using

the same events of the D0 → K −π+ sample for both ratios would correlate the measurements.

It is therefore decided to split the D0 → K −π+ sample in two statistically independent datasets.

Since the D0 → K −K + sample has about three times more data than the D0 →π−π+ sample,

we decide to use 3/4 of the D0 → K −π+ sample for the measurement of yK K
CP − yKπ

CP and the

remaining 1/4 of the D0 → K −π+ sample for the measurement of yππCP − yKπ
CP .

100



6.7. Multiple candidates

6.7 Multiple candidates

For all three decay modes, it can occur that a D0 candidate is associated with different soft

pions to form multiple D∗+ candidates satisfying all the selection requirements. To handle

these multiple candidates while avoiding possible biases, the chosen approach consists in

keeping a random D∗+ candidate while discarding the others of the same event. The fractions

of multiple candidates are constant for all years and magnet polarities of each decay channel.

The fractions of multiple candidates are measured to be the level of 6% for the D0 → K −K +

and D0 →π−π+ channels and 3.5% for the D0 → K −π+ channel.

6.8 Sideband subtraction and signal yields

The residual random soft pion background is eliminated by performing a sideband subtraction

using the distribution of ∆m = m(D0π+
tag)−m(D0). This procedure is performed indepen-

dently in each bin of D0 decay time. The signal region corresponding to a ∼ 3σ interval around

the mean value of the distribution is defined in the range [144.45,146.45] MeV/c2. The back-

ground region is set in the range [150,154] MeV/c2, where the signal component is absent. A

schematics of these two regions is shown in Fig. 6.13. The background components are as-

sumed to behave identically in the two regions since they are both due to random associations

of true D0 candidates with uncorrelated random slow pions. A systematic uncertainty related

to this hypothesis is discussed in Sect. 10.1.

To subtract the background, candidates in the signal mass region are assigned a coefficient (or

weight) of one while candidates in the background region are assigned a coefficient equal to

wbkg =−
N SIG

bkg

N BKG
bkg

, (6.3)

where N SIG
bkg is the number of background candidates in the signal region while N BKG

bkg is the

number of background candidates in the background region. To measure N SIG
bkg and N BKG

bkg , a

binned maximum likelihood fit to ∆m is performed. The signal is modelled as a probability

density function (PDF) consisting of a Johnson SU function [142] J (∆m) and two Gaussian

functions G (∆m):

PSIG(∆m|θSIG) = f J J (∆m|µJ ,σJ ,τ,ν)+ f1 G (∆m|µ1,σ1)

+ (1− f J − f1)G (∆m|µ2,σ2) ,
(6.4)

with

J (∆m|{µ,σ,τ,ν}) = 1

IJ

1√
1+

(
∆m−µ
σ

)2
e
− 1

2

(
ν+τsinh−1

(
∆m−µ
σ

)2
)

, (6.5)
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and

G (∆m|{µ,σ}) = 1

IG
e
− 1

2

(
∆m−µ
σ

)2

, (6.6)

where IJ and IG correspond to normalisation factors in the fit range [139.9,155] MeV/c2,

while f J , f1 and f2 = 1− f J − f1 refer to the fractions of each fit model.

The background is modelled with the following empirical threshold function

PBKG(∆m|θBKG, {X0,α}) = 1

IB
∆m ·

√
∆m2

X 2
0

−1 ·exp

(
−α

(
∆m2

X 2
0

−1

))
, (6.7)

where IB is the normalisation factor in the fit range. The total extended PDF is expressed as

PTOT(∆m|θSIG,θBKG) = NSIG

NSIG +NBKG
PSIG(∆m|θSIG)

+ NBKG

NSIG +NBKG
PBKG(∆m|θBKG) ,

(6.8)

where θSIG = ( f J , f1,µJ ,µ1,µ2,σJ ,σ1,σ2,τ,ν), θBKG = (X0,α), NSIG and NBKG are free parame-

ters of the fit. The fits are performed independently for each decay channel, each D0 flavour,

and each year and magnet polarity. For each kinematic matching configuration, the signal

purity is measured to be at the level of 97.6% for D0 → K −π+, 95.5% for D0 → K −K + and 94.5%

for D0 →π−π+.

Fits to all decay channels are displayed in three different decay time bins in Fig. 6.14. The

sideband subtraction coefficients obtained from measurements of the integrals of the back-

ground model in background and signal regions are presented in Fig. 6.15 for each decay

channel and D0 flavour. The central values of the coefficients in each bin of decay time are

then used for the next steps of the measurements. A systematic uncertainty related to the

fact of choosing sideband subtraction coefficients randomly distributed according to their

Gaussian uncertainty is discussed in Sect. 10.1. The signal yields obtained after the sideband

subtraction procedure are shown in Table 6.5 for each measurement (where the selection

criteria differ according to the kinematic matching requirements described in Sect. 6.3).
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Figure 6.13 – Signal and background regions used for the sideband subtraction procedure. The
vertical axis is in logarithmic scale.

Table 6.5 – Signal yields after the sideband subtraction (in millions).

D0 → K −K + D0 → K −π+ D0 →π−π+

yK K
CP − yKπ

CP yCC
CP yK K

CP − yKπ
CP yππCP − yKπ

CP yππCP − yKπ
CP yCC

CP

2015 MagUp 0.39 0.36 2.70 0.87 0.12 0.12
2015 MagDown 0.59 0.56 4.12 1.33 0.19 0.19
2016 MagUp 2.78 2.61 3.89 1.25 0.90 0.88
2016 MagDown 2.88 2.70 4.00 1.29 0.92 0.90
2017 MagUp 2.78 2.60 8.30 2.66 0.89 0.87
2017 MagDown 2.89 2.71 10.04 3.22 0.92 0.90
2018 MagUp 2.90 2.71 10.08 3.22 0.93 0.91
2018 MagDown 2.97 2.78 10.25 3.28 0.94 0.92

Total 18.20 17.02 53.39 17.12 5.82 5.69
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Figure 6.14 – Fits to the∆m distributions of D0 → K −K +, D0 → K −π+ and D0 →π−π+ samples
in three bins of D0 decay time, using the 2017 MagUp sample. Each fit is also presented in
logarithmic scale. Pull distributions are displayed below each plot.
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Figure 6.15 – Sideband subtraction coefficiencts (or weights) for D0 → K −K + (top), D0 → K −π+

(middle) and D0 →π−π+ (bottom) channels using the 2017 MagUp sample. Results are shown

for D0 (left) and D
0

(right) candidates.
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7 Application of the analysis procedure
to Monte Carlo simulations

A cross-check of the analysis procedure is performed by measuring the values of yCC
CP , yK K

CP

and yππCP using Monte Carlo simulations with a statistical sensitivity comparable to that of data.

Since very large yields are needed for this purpose, the use of full Monte Carlo simulations

would demand extremely large computing resources. Particle Gun (pGun) simulations are

therefore used, where the trigger and offline selections detailed in Chapter 6 are applied.1

In pGun simulations, we can speed up the production of the samples by 50 to 100 with

respect to full Monte Carlo simulations by generating only the particles of the studied decay

chain instead of the full underlying event. This allows to have access to the information of the

interaction of the signal tracks with the material of LHCb detector. However, some information

such as PID information will prove unreliable since variables affected by local occupancy are

poorly reproduced. This cross-check measurement constitutes a very good validation of the

correction procedure (detailed in Chapter 5) since the procedure equalises the topological

properties (selection and detection effects) of the numerator and denominator decays, even if

the initial topological configurations are not perfectly equivalent to the ones in data.

The pGun simulations are obtained from the 2017 and 2018 configurations. Since D0 → K −K +,

D0 → K −π+ and D0 →π−π+ decays are generated with the decay time of the D0, the values

of yCC
CP , yK K

CP and yππCP are expected to be compatible with zero. After the full selection, the

yields of the D0 → K −K +, D0 → K −π+ and D0 → π−π+ channels are 33.4× 106, 49.5× 106

and 11.2×106 events, respectively. As with LHCb Run 2 data, the D0 → K −π+ sample is split

into two subsets. Hence, 1/4 of the D0 → K −π+ sample is used for the yππCP measurement

and 3/4 of the D0 → K −π+ sample for the yK K
CP measurement. The performances of both

kinematic matching and reweighting procedures are found to be very satisfactory. They are

shown in Appendix F. The results of the individual fits to yCC
CP , yK K

CP and yππCP for each year

and magnet polarity are presented in Figs. 7.1, 7.2 and 7.3, respectively. They are displayed

following the raw configuration (i.e. without any correction procedure, in green), following

the kinematic matching procedure (in blue) and following both kinematic matching and

1The L0 trigger requirements are not reproduced in pGun simulations. Fortunately, the real data samples are
selected as TIS in L0, meaning that no L0 requirement is applied to the data samples.
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reweighting procedures (in red). The summary of all results and their combination are shown

for yCC
CP , yK K

CP , and yππCP in Figs. 7.4, 7.5, and 7.6, respectively.

Following the kinematic matching and reweighting procedures, the values of yCC
CP , yK K

CP , and

yππCP are obtained from constant fits to their respective results for each year and magnet polarity

and are equal to

yCC
CP = (0.15±0.36)×10−3 ,

yK K
CP = (0.10±0.24)×10−3 ,

yππCP = (0.17±0.43)×10−3 .

(7.1)

These three measurements are found to be compatible with zero, validating the analysis

procedure with pGun simulations. In addition, the effectiveness of the correction procedure

can be further appreciated by noting that the raw measurement of yCC
CP is seen to depart

from zero at a significance of 2.5σ (with yCC
CP = (0.79±0.32)×10−3), and both matching and

reweighting procedures allow for a shift of yCC
CP towards zero. Furthermore, thanks to the very

high yields provided by the pGun simulations, these measurements reach an even higher

statistical precision than the measurement using the full Run 2 data collected by the LHCb

detector (presented in Chapter 8). Indeed, yCC
CP , yK K

CP − yKπ
CP , and yππCP − yKπ

CP are measured in

data with a precision of 5.2×10−4, 2.9×10−4 and 5.2×10−3, respectively.

Since in pGun simulations yK K
CP and yππCP are found to be compatible with each other (as

expected), we can safely combine their values. This gives

ypGun
CP = (0.12±0.21)×10−3 . (7.2)
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Figure 7.1 – Individual measurements of yCC
CP from pGun simulations using the 2017 (top)

and 2018 (bottom) configurations for the MagUp (left) and MagDown (right) polarities. The
results obtained with the raw condition (green), and after the kinematic matching (blue),
and both kinematic matching and reweighting (red) procedures are displayed. The visible
vertical shift obtained between the raw and kinematic matching conditions is related to
the kinematic matching requirements, which remove more D0 → K −K + candidates than
D0 →π−π+ candidates.
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Figure 7.2 – Individual measurements of yK K
CP . The legend follows the one of Fig. 7.1.
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Figure 7.3 – Individual measurements of yππCP . The legend follows the one of Fig. 7.1.
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Figure 7.4 – Summary of the results for fits to yCC
CP from pGun simulations. The colour code

follows the one of Fig. 7.1. The left columns are years and magnet polarities written in
abbreviated format (for instance, 15U corresponds to 2015 MagUp). The right columns are the
χ2/NDF of each individual fit. The results for each kinematic correction condition on the left
side of each plot are weighted averages, χ2, NDF and probabilities determined from a constant
χ2 fit to each value for all years and magnet polarities. The uncertainties are only statistical.
Following both kinematic matching and reweighting procedures, the obtained value of yCC

CP is
found to be compatible with zero with a sensitivity of 3.6×10−4. It can also be noted that the
raw condition is at about 2.5σ away from zero.
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Figure 7.5 – Summary of the results of yK K
CP from pGun simulations. Following both kinematic

matching and reweighting procedures, the obtained value of yK K
CP is found to be compatible

with zero with a sensitivity of 2.4×10−4.
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Figure 7.6 – Summary of the results of yππCP from pGun simulations. Following both kinematic
matching and reweighting procedures, the obtained value of yK K

CP is found to be compatible
with zero with a sensitivity of 4.3×10−4.
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8 Application of the analysis procedure
to LHCb data

This chapter describes the application of the analysis procedure detailed in Chapter 5 to the

measurements of yCC
CP , yK K

CP −yKπ
CP and yππCP −yKπ

CP using LHCb data. First, the analysis procedure

is utilised in Sect. 8.1 to perform measurement of yCC
CP , validating the analysis procedure with

LHCb data. Then, in Sect. 8.2, the measurements yK K
CP − yKπ

CP and yππCP − yKπ
CP are carried out.

Finally, in Sect. 8.3, a possible dilution to the measured values of yCC
CP , yK K

CP −yKπ
CP , and yππCP −yKπ

CP

is estimated by injecting a series of non-zero values of yCP .

8.1 Measurement of yCC
CP

The kinematic matching procedure (whose requirements are shown in Table 6.4) and the

kinematic reweighting procedure are used to perform the measurement of yCC
CP . Figures 8.1

and 8.2 show from left to right the evolution of key kinematic quantities in their raw condition

(no correction applied), following the kinematic matching procedure and both kinematic

matching and reweighting procedures (obtained with the 2017 MagUp sample). The kinematic

distributions of D0 → K −K + and D0 →π−π+ decays show a satisfactory agreement after both

kinematic correction procedures. Additional distributions are available in Appendix G.

Figure 8.3 shows the decay time ratio RCC (t) of the 2017 MagUp sample at three different

stages of the analysis: before any correction (raw, in green), after the kinematic matching (in

blue), and after both kinematic matching and reweighting (in red). The kinematic matching

procedure corrects for most of the discrepancies between both decay channels, shifting the

value of yCC
CP by (−1.32±0.57)×10−3. Additionally, the kinematic reweighting procedure shifts

yCC
CP by only (−0.26±0.06)×10−4, indicating that the kinematic matching procedure has the

most dominant effect.

The procedure is repeated independently for all years and magnet polarities of Run 2. The

results of yCC
CP are presented in Fig. 8.4 while the individual fits are shown in Fig. 8.5. The

results are compatible for each year and magnet polarity, no matter the kinematic correction

condition. The individual fits have good χ2/NDF values.
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Figure 8.1 – Kinematic distributions of D0 → K −K + (blue) and D0 →π−π+ (red) decays studied
for the measurement of yCC

CP and obtained using the 2017 MagUp sample. Three stages of the
kinematic correction chain are shown: raw (left), with the kinematic matching procedure only
(centre), and with the kinematic matching and reweighting procedures (right). The top of each
plot displays the ratios in the normalised yields of D0 →π−π+ over D0 → K −K + where vertical
scales are zoomed out in the raw scenario.
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Figure 8.2 – Additional kinematic distributions of the matched daughter candidates p1 and
p2 of D0 → K −K + (blue) and D0 →π−π+ (red), studied for the measurement of yCC

CP obtained
using the 2017 MagUp sample. Three stages of the kinematic correction chain are shown: raw
(left), with the kinematic matching procedure only (centre), and with the kinematic matching
and reweighting procedures (right).
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Figure 8.3 – Decay time ratio RCC (t) obtained using the 2017 MagUp sample. The results of
yCC

CP obtained with the raw condition (green), after the kinematic matching (blue), and after
both kinematic matching and reweighting (red) are displayed.
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Figure 8.4 – Summary of the Run 2 results for fits to yCC
CP . The colour code follows the one

of Fig. 8.3. The left columns are years and magnet polarities written in abbreviated format
(for instance, 15U corresponds to 2015 MagUp). The right columns are the χ2/NDF of each
individual fit. The results for each kinematic correction condition on the left side of each plot
are weighted averages, χ2, NDF and probabilities determined from a constant χ2 fit to each
value for each year and magnet polarity. The uncertainties are only statistical.
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Figure 8.5 – Fits to RCC (t ) for all years and magnet polarities of Run 2 data. From top to bottom
are years 2015, 2016, 2017 and 2018 and from left to right are polarities MagUp and MagDown.
Fits are shown in their raw condition (green), after the kinematic matching (blue) and after
both kinematic and reweighting procedures (red).
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The fact that the raw data already shows good compatibility among the years and magnet

polarities underlines the excellent consistency of the lifetime unbiased trigger lines employed

for the measurements. The kinematic matching procedure shifts the value of yCC
CP towards

smaller values by

∆yCC
CP = yCC

CP (matching)− yCC
CP (raw) = (−0.96±0.21)×10−3 , (8.1)

while the reweighting procedure pushes it further by ∆yCC
CP = (−0.15±0.02)×10−3.

The final measurement

yCC
CP = (−0.43±0.52)×10−3 (8.2)

is compatible with zero, as expected from theoretical arguments (Sect. 5.2) and thus validating

the analysis procedure with LHCb data. The statistical uncertainty of the measurement is at

the level of 5×10−4 and is dominated by the D0 → π−π+ sample size. It is also worthwhile

to mention that the requirements of the kinematic matching procedures have not impacted

significantly the precision of the measurement, by increasing the statistical uncertainty from

4.7×10−4 to 5.2×10−4.

8.2 Correction procedure for the yK K
CP − yKπ

CP and yππCP − yKπ
CP measure-

ments

The correction procedure detailed previously for the measurement of yCC
CP is used for the mea-

surements of yK K
CP −yKπ

CP and yππCP −yKπ
CP . Figures 8.6 and 8.7 (for yK K

CP −yKπ
CP ) and Figs. 8.8 and 8.9

(for yππCP − yKπ
CP ) display from left to right the evolution of key kinematic quantities in their raw

condition, following the kinematic matching procedure, and following both kinematic match-

ing and reweighting procedures. The kinematic distributions of numerator and denominator

decays show a satisfactory agreement after both kinematic correction procedures. Additional

distributions are available in Appendix G.

The results of yK K
CP − yKπ

CP and yππCP − yKπ
CP for the full Run 2 dataset are displayed in Figs. 8.10

and 8.11, respectively. The individual fits for each year and magnet polarity are shown for

yK K
CP − yKπ

CP in Fig. 8.12 and for yππCP − yKπ
CP in Fig. 8.13. The values of yK K

CP − yKπ
CP and yππCP − yKπ

CP are

seen to be compatible throughout all years and magnet polarities of Run 2. The fits are found

to be satisfactory and with adequate χ2/NDF values, except for the 2016 MagDown sample of

yK K
CP −yKπ

CP with a corresponding p-value of 0.6% (corresponding to about a 2.8σdeparture from

the fit hypothesis). However, this small p-value can be considered as a statistical fluctuation.

The shifts to yK K
CP − yKπ

CP and yππCP − yKπ
CP induced by the matching procedure (with respect to the

raw situation) are found to be symmetric for both measurements (hence with opposite signs).
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Figure 8.6 – Kinematic distributions of D0 → K −K + (blue) and D0 → K −π+ (red) decays studied
for the measurement of yK K

CP −yKπ
CP and obtained using the 2017 MagUp sample. Three stages of

the kinematic correction chain are shown: raw (left), with the kinematic matching procedure
only (centre), and with the kinematic matching and reweighting procedures (right). The top of
each plot displays the ratios in the normalised yields of D0 → K −K + over D0 → K −π+ where
vertical scales are zoomed out in the raw scenario.
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Figure 8.7 – Additional kinematic distributions of the matched daughter candidates p1 and
p2 of D0 → K −K + (blue) and D0 → K −π+ (red), studied for the measurement of yK K

CP − yKπ
CP

obtained using the 2017 MagUp sample. Three stages of the kinematic correction chain
are shown: raw (left), with the kinematic matching procedure only (centre), and with the
kinematic matching and reweighting procedures (right).
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Figure 8.8 – Kinematic distributions of D0 → K −π+ (blue) and D0 →π−π+ (red) decays studied
for the measurement of yππCP −yKπ

CP and obtained using the 2017 MagUp sample. Three stages of
the kinematic correction chain are shown: raw (left), with the kinematic matching procedure
only (centre), and with the kinematic matching and reweighting procedures (right). The top of
each plot displays the ratios in the normalised yields of D0 →π−π+ over D0 → K −π+ where
vertical scales are zoomed out in the raw scenario.
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Figure 8.9 – Additional kinematic distributions of the matched daughter candidates p1 and
p2 of D0 → K −π+ (blue) and D0 → π−π+ (red), studied for the measurement of yππCP − yKπ

CP
obtained using the 2017 MagUp sample. Three stages of the kinematic correction chain
are shown: raw (left), with the kinematic matching procedure only (centre), and with the
kinematic matching and reweighting procedures (right).
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CP − yKπ

CP and yππCP − yKπ
CP measurements

Indeed, the following shifts are measured:

∆yK K
CP = (yK K

CP − yKπ
CP )matching − (yK K

CP − yKπ
CP )raw = (+0.50±0.12)×10−3 ,

∆yππCP = (yππCP − yKπ
CP )matching − (yππCP − yKπ

CP )raw = (−0.67±0.21)×10−3 ,
(8.3)

The above shifts are compared to the shift measured for yCC
CP and equal to ∆yCC

CP = (−0.96±
0.21)×10−3 (Eq. (8.1)), which is expected to be twice that of ∆yππCP . This expectation comes

from the fact that Rππ(t ) and RCC (t ) have both D0 →π−π+ decays in their numerator while the

D0 → K −π+ decay is present in the denominator of Rππ(t ) (one particle type in common with

the numerator) and the D0 → K −K + decay is present in the denominator of RCC (t ) (no particle

type in common with the numerator). A doubling of the effects is therefore expected for the

yCC
CP measurement with respect to the yππCP − yKπ

CP measurement. In addition, the observable

RK K (t) differs from Rππ(t) by the nature of the particle types at the numerator (two kaons

instead of two pions). We therefore expect the shift ∆yK K
CP to go in the opposite direction as for

∆yππCP . This corresponds to the measured shifts seen in Eq. (8.3).

The obtained values for yK K
CP − yKπ

CP and yππCP − yKπ
CP after the kinematic and reweighting proce-

dures are

yK K
CP − yKπ

CP = (6.94±0.29)×10−3 ,

yππCP − yKπ
CP = (6.44±0.52)×10−3 ,

(8.4)

where only the statistical uncertainties are shown. These two values are compatible with

each other with a statistical significance of less than 1σ. However, these two values do not

constitute the final values of the measurement of this thesis. Indeed, Chapter 9 discusses the

treatment of the effects related to the contamination of secondary decays, where a modified

fit model is introduced.

123



Chapter 8. Application of the analysis procedure to LHCb data

10− 0 10 20
]-3 [10πK

CP
 - yKK

CP
y

Raw

-310× 0.27)± = (6.64 πK

CP
 - yKK

CP
y

 (NDF) = 6.57 (7)2χ

Prob = 0.47

Matching

-310× 0.29)± = (7.14 πK

CP
 - yKK

CP
y

 (NDF) = 5.47 (7)2χ

Prob = 0.60

Matching + Reweighting

-310× 0.29)± = (6.94 πK

CP
 - yKK

CP
y

 (NDF) = 5.92 (7)2χ

Prob = 0.55

-1LHCb 6fb

15D 
36.1/20 1.33±5.96 
28.9/20 1.47±6.25 
29.6/20 1.47±5.94 

15U 
21.5/20 1.65±8.94 
19.5/20 1.82±9.65 
20.2/20 1.82±9.36 

16D 
45.2/20 0.74±5.98 
40.1/20 0.81±6.43 
39.1/20 0.81±6.12 

16U 
14.8/20 0.75±5.54 
22.2/20 0.83±6.30 
21.5/20 0.83±6.13 

17D 
24.0/20 0.64±7.12 
24.3/20 0.71±7.80 
22.4/20 0.71±7.62 

17U 
15.5/20 0.67±7.22 
16.0/20 0.74±7.66 
14.7/20 0.74±7.58 

18D 
24.0/20 0.63±6.83 
22.8/20 0.70±7.10 
23.3/20 0.70±6.89 

18U 
15.4/20 0.64±6.50 
15.5/20 0.71±7.01 
15.3/20 0.71±6.81 

2/NDFχ

Figure 8.10 – Summary of the Run 2 measurements of yK K
CP − yKπ

CP . The information on the
legend is shown in Fig. 8.4.
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Figure 8.11 – Summary of the Run 2 measurements of yππCP − yKπ
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8.2. Correction procedure for the yK K
CP − yKπ

CP and yππCP − yKπ
CP measurements
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Figure 8.12 – Fits to RK K (t ) for all years and magnet polarities of Run 2 data in their raw (green)
configuration and following the kinematic matching (blue) and both kinematic matching and
reweighting procedures (red). From top to bottom are years 2015, 2016, 2017 and 2018 and
from left to right are polarities MagUp and MagDown.
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Figure 8.13 – Fits to Rππ(t ) for all years and magnet polarities of Run 2 data in their raw (green)
configuration and following the kinematic matching (blue) and both kinematic matching and
reweighting procedures (red). From top to bottom are years 2015, 2016, 2017 and 2018 and
from left to right are polarities MagUp and MagDown.
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8.3. Dilution from kinematic corrections

8.3 Dilution from kinematic corrections

Potential biases from the correction procedures are tested by introducing fake yCC
CP signals

in the range yCC ,inj
CP ∈ [−25,25]×10−3 and measuring the agreement between the measured

yCC
CP and the injected values.1 The 2017 MagUp sample is chosen for the study. The following

values were obtained with a null injection (corresponding to the fits shown in Fig. 8.3), where

M corresponds to Matching and RW to Reweighting:

yCC ,0
CP (Raw) = (0.60±1.20)×10−3 , (8.5)

yCC ,0
CP (M) = (−0.71±1.33)×10−3 , (8.6)

yCC ,0
CP (M+RW) = (−0.97±1.33)×10−3 , (8.7)

These values are subtracted to each measurement to account for the correlations between the

samples. The measured values of yCC
CP as a function of their injected ones are filled in Fig. 8.14.

A linear fit of the form y = ax +b is performed for each kinematic correction stage. All fits

agree with the y = x hypothesis, underlining that no significant bias is visible. This conclusion

is different from the one reached in the RapidSim study where a dilution of (1.6±0.3)% was

obtained. This difference can be explained by the fact that the impact of detection efficiencies

is smaller in real data than in the RapidSim example. Indeed, in the RapidSim example, a

shift to yCP of about 1×10−3 was seen following the reweighting procedure. In real data, this

shift is of only 0.15×10−3, hence reducing the magnitude of a potential dilution.

The same strategy is used with the measurements of yK K
CP − yKπ

CP and yππCP − yKπ
CP . The results are

shown in Fig. 8.15, where no significant dilution is seen in both situations.

Following the results of yCC
CP , yK K

CP −yKπ
CP and yππCP −yKπ

CP , we conclude that the analysis procedure

does not introduce any significant dilution to the measurements.

1This constitutes the same procedure as the one implemented in Chapter 5 (Figs. 5.14 and 5.23).
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Figure 8.14 – Measured values of yCC
CP as a function of their injected ones. The three kinematic

correction conditions are studied: raw (green, top left), matching (blue, top right), matching
and reweighting (red, bottom). The uncertainties of each data point are adjusted accordingly
to account for the high correlations between all results (according to Eq. (5.16)). The corre-
sponding pulls are shown at the bottom of each plot. The results are obtained with the 2017
MagUp sample.
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Figure 8.15 – Measured values of yK K
CP − yKπ

CP (left) and yππCP − yKπ
CP (right) as a function of their

injected ones following the kinematic matching and reweighting procedures. The results
are obtained with the 2017 MagUp sample. As for yCC

CP , the values with a null injection were
subtracted to each measurement to account for the correlations between the samples.
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9 Secondary decays and measurement
of yCP − yKπ

CP

This chapter presents the method developed to treat the presence of secondary decays inside

the data samples. The method takes the form of a revisited fit model employed to determine

yK K
CP − yKπ

CP and yππCP − yKπ
CP .

9.1 Secondary decays

The data samples include a contamination of D0 mesons which are not produced directly at

the PV (prompt D0), but from the decay of B 0 or B+ mesons (secondary D0). The schemes of

prompt and secondary D0 meson productions are shown in Fig. 9.1.

In this analysis, decay times t are computed as

t = l m

p
, (9.1)

where l is measured as the distance between the decay vertex of the D0 and the PV. In the

case of secondary D0, t will be estimated as significantly larger than the proper D0 decay time

because it will include the flight distance of the B meson, especially knowing that a mixture

of B 0 and B+ mesons produced by pp collisions has an effective lifetime τB ≈ 1.57 ps =
3.83τD0 [136] whereas the D0 meson has a lifetime τD0 ≈ 0.41 ps.

In Fig. 9.1, it can be seen that prompt D0 candidates are expected to have an IP compatible

with zero whereas secondary candidates can have non-zero IP values. The requirement

IP(D0) < 50µm is therefore adopted in this analysis (as shown in Table 6.3) to remove a

significant fraction of the secondary contamination. However, this requirement does not

remove all secondary candidates. The time-dependent fraction of secondary candidates

defined as

fsec(t ) = Nsec(t )

Nsec(t )+Nprompt(t )
(9.2)

can be estimated, as described in the following paragraphs.
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Figure 9.1 – Schemes of the production of prompt (left) and secondary (right) D0 mesons.
In the prompt configuration, D∗+ mesons are produced directly at the pp interaction point
and decay immediately to a D0 meson. In the secondary configuration, D0 candidates are
produced through the decay of B mesons produced at the pp interaction point. The distance
l refers to the distance measured for the computation of the lifetime of the D0 (Equation (9.1)).
In addition, for secondary decays, a representation of the IP(D0) quantity is represented to
indicate that non-zero values can be easily reached.

Using Eqs. (5.3) and (5.4) for the expression of Rhh(t ), one may write the total decay time ratio

with prompt and secondary components as

Rhh
tot (t ) = (1− fsec(t ))Rhh

prompt(t )+ fsec(t )Rhh
sec(t ) . (9.3)

The decay time ratio of prompt candidates Rhh
prompt(t ) can be expressed with Eq. (5.4) according

to

Rhh
prompt(t ) = R0e−(yhh

CP−yKπ
CP )t/τD0 . (9.4)

The above expression was used in Sect. 8.2 to determine the values of yK K
CP − yKπ

CP and yππCP − yKπ
CP

since the impact of the secondary contamination was not considered. However, for secondary

candidates, the corresponding decay time ratio Rhh
sec(t) is impacted by the presence of B

meson candidates, which implies that the reconstructed decay time t cannot be used directly

to probe the difference of lifetime between D0 → h−h+ and D0 → K −π+ decays through

yhh
CP − yKπ

CP . Instead, yhh
CP − yKπ

CP is going to be sensitive to the dependence of the value of the

average true D0 decay time < tD > in each bin of reconstructed decay time t

Rhh
sec(t ) = R0e−(yhh

CP−yKπ
CP )<tD (t/τD0 )>/τD0 . (9.5)

Further details related to the quantity < tD (t ) > are given in Sect. 9.4.

Combining Eqs. (9.3), (9.4) and (9.5) leads to the following fitting model to determine the

values of yhh
CP − yKπ

CP from both prompt and secondary candidates

Rhh
tot (t ) = R0

(
(1− fsec(t ))e−(yhh

CP−yKπ
CP )t/τD0 + fsec(t )e−(yhh

CP−yKπ
CP )<tD (t/τD0 )>/τD0

)
. (9.6)

The use of Eq. (9.6) implies that the distributions of fsec(t ) and < tD (t ) > must be known with

good accuracy.
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Figure 9.2 – Top: reweighting of prompt candidates for η(D0) (left), p(D0) (centre) and pT (D0)
(right). Bottom: reweighting of secondary candidates. For data candidates, the sideband
subtraction procedure has been performed to subtract the combinatorial background.

9.2 Simulated samples

Monte Carlo simulation samples of prompt and secondary D∗+ → (D0 → h−h+)π+ decays are

used to estimate the quantities fsec(t ) and < tD (t ) >. These simulation samples are generated

using the 2017 and 2018 configurations. Secondary candidates consist of a representative

cocktail of decays of B 0 and B+ mesons. Since there is no real difference in the configuration

of 2017 and 2018 samples, the simulations samples of prompt and secondary candidates are

merged.

The analysis requirements presented in Chapter 6 are applied to the simulation samples,

except for the requirement on IP(D0), which is studied in the following paragraphs. To account

for possible discrepancies between the kinematic properties of Monte Carlo and data samples,

the Monte Carlo samples are reweighted to the data samples obtained in 2017 and 2018. More

specifically, the prompt Monte Carlo samples are reweighted to the data samples subjected to

the requirement IP(D0) < 40µm, while the secondary Monte Carlo samples are reweighted to

data samples with the requirement IP(D0) > 100µm. The reweighting is performed with the

GBReweighter package from the hep_ml library [138]. The p, pT and η distributions of the

D∗+ candidate are used as inputs. The performance of the reweighting of the D0 candidate is

shown in Fig. 9.2.

9.3 Fraction of secondary decays

The simulation samples introduced in the previous paragraphs are used to estimate the time-

dependent fraction of secondary decays present in the data samples. The D0 → K −π+ sample
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is used for the estimation and we expect the fraction to be very similar for the D0 → K −K +

and D0 →π−π+ decay channels, since the selection requirements are very similar for all decay

channels and both kinematic matching and reweighting procedures are employed to equalise

their kinematic distributions. In each bin of D0 decay time, we determine the distributions of

IP(D0) for prompt and secondary Monte Carlo samples. These distributions are then used as

input templates to fit the distributions of IP(D0) in real data where all requirements listed in

Chapter 6 have been applied, except for the one corresponding to IP(D0). Hence, the only free

parameter is the relative abundance between prompt and secondary components. This gives

direct access to the fraction of secondary decays. To account for some possible differences in

the obtained values of fsec(t ) between 2015-2016 and 2017-2018, a systematic uncertainty is

estimated and assigned (Sect. 10.2).

The fits in standard and logarithmic scales are shown in Figs. 9.3 and 9.4. While some of the

fits do not a prove a perfect agreement between Monte Carlo and real data, this difference is

later taken into account through the assignment of a systematic uncertainty.

The time-dependent fraction of secondary decays in each bin of D0 decay time is shown

in Fig. 9.5 in the full range IP(D0) < 200µm and in the nominal range IP(D0) < 50µm. In

both situations, the fraction of secondary candidates increases as a function of D0 decay

time. The nominal requirement IP(D0) < 50µm reduces heavily the fraction of secondary

candidates, changing from about 35% to 7% in the last bin of decay time. The obtained fraction

of secondary decays is seen to be comparable to one obtained for the measurement of∆Y [70],

giving further confidence in our procedure.

9.4 True D0 decay time as a function of the reconstructed decay time

Simulated samples of secondary D0 → K −π+ decays introduced in Sect. 9.2 are used to de-

termine the dependence between the average true D0 decay time < tD > in each bin of

reconstructed decay time t . The true D0 decay time is estimated from Eq. (9.1), where the

corresponding flight distance is measured as the distance between the true origin and decay

vertices of the D0 meson (the right sketch of Fig. 9.1 represents this quantity as the dotted

green line). This is to be compared to reconstructed decay times t , which makes use of the

flight distance l equal to the distance between the PV and the decay vertex of the D0 meson.

The left plot of Figure 9.6 displays the 2D distribution of tD as a function of t , where the

requirement IP(D0) < 50µm has been applied. The required parameter for the fit model of

Eq. (9.6) is the average true D0 decay time < tD > in each bin of reconstructed decay time t .

The distribution of < tD (t ) > is presented on the right plot of Fig. 9.6. This distribution is used

as an input to the fit model.

To study the variation of < tD (t) > with the chosen IP(D0) requirement, we repeat this pro-

cedure with IP(D0) < 60µm, IP(D0) > 50µm and IP(D0) > 140µm. The corresponding dis-

tributions of < tD (t) > are shown in Fig. 9.7. For the inverted requirements IP(D0) > 50µm
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Figure 9.3 – Fits to IP(D0) for the first 12 bins of D0 decay time. At the bottom of each plot
in standard scale is the its corresponding one in logarithmic scale. Black points correspond
to 2017 and 2018 data of D0 → K −π+ while magenta and red are respectively prompt and
secondary components extracted from Monte Carlo simulations. The total fit is shown in blue
and gives us direct access to the relative abundance of secondary decays in our data sample.

133



Chapter 9. Secondary decays and measurement of yCP − yKπ
CP

0 50 100 150 200
m]µ) [0IP(D

0
20
40
60
80

100
120
140
160
180
200
220

310×

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.06,2.22[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0
20
40
60
80

100
120
140
160
180
200
220

310×

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.22,2.41[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0
20
40
60
80

100
120
140
160
180
200
220

310×

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.41,2.64[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0
20
40
60
80

100
120
140
160
180
200

310×

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.64,2.93[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10
1

10

210

310

410

510

610

710

810

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.06,2.22[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10
1

10

210

310

410

510

610

710

810
E

ve
nt

s
+π-K→0D

Real data
Fit model
Prompt
Secondary

 [2.22,2.41[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10
1

10

210

310

410

510

610

710

810

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.41,2.64[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10
1

10

210

310

410

510

610

710

810

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.64,2.93[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0
20
40
60
80

100
120
140
160
180
200

310×

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.93,3.31[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0
20
40
60
80

100
120
140
160
180

310×

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [3.31,3.86[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0

10000

20000

30000

40000

50000

60000

70000

80000

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [3.86,4.26[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0

10000

20000

30000

40000

50000

60000

70000

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [4.26,4.83[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10
1

10

210

310

410

510

610

710

810

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [2.93,3.31[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10
1

10

210

310

410

510

610

710

810

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [3.31,3.86[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [3.86,4.26[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [4.26,4.83[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0

10000

20000

30000

40000

50000

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [4.83,5.76[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

0

5000

10000

15000

20000

25000

30000

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [5.76,8.00[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [4.83,5.76[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

0 50 100 150 200
m]µ) [0IP(D

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s

+π-K→0D
Real data
Fit model
Prompt
Secondary

 [5.76,8.00[∈) 0(Dτt/

 
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

D
at

a/
Fi

t

Figure 9.4 – Fits to IP(D0) for the last 10 bins of D0 decay time.
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Figure 9.6 – Left: 2D distribution of the true D0 decay time tD as a function of the reconstructed
decay time t . Right: Average true D0 decay time < tD > as a function of the reconstructed
decay time t . The requirement IP(D0) < 50µm has been applied.

and IP(D0) > 140µm, we ask the B meson to fly enough to reach a high value of IP(D0), im-

plying that the reconstructed decay time t is going to be much higher than < tD >. High

values of < tD > are therefore rejected. Similarly, for the scenarios where IP(D0) < 50µm and

IP(D0) < 60µm, the preferred configuration is reached when the B meson does not fly too

much, implying that true D0 decay times with small values are rejected.

9.5 Measurement of yCP − yKπ
CP

The summary of the results of yK K
CP − yKπ

CP and yππCP − yKπ
CP are respectively presented in Figs. 9.8

and 9.9, where the values with the information Fit with secondaries (shown in cyan) correspond

to the results of the fits to RK K
tot (t ) and Rππ

tot (t ) following the model of Eq. (9.6). The displayed

uncertainties are statistical only. This revised fitting procedure shifts the Run 2 values of

yK K
CP − yKπ

CP by +1.4× 10−4 and yππCP − yKπ
CP by +1.3× 10−4 with respect to a straightforward

exponential fit following Eq. (5.4) (shown in red).

The final values of yK K
CP − yKπ

CP and yππCP − yKπ
CP are measured to be

yK K
CP − yKπ

CP = (7.08±0.30)×10−3 ,

yππCP − yKπ
CP = (6.57±0.53)×10−3 ,

(9.7)

where only the statistical uncertainties are considered. The systematic uncertainties are

discussed in Chapter 10. In particular, a systematic uncertainty related to the secondary

subtraction procedure is considered (Sect. 10.2).

This alternative fit model including the secondary component is also employed for the mea-

surement of yCC
CP . The corresponding summary of the Run 2 results are presented in Fig. 9.10.
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This revised fitting procedure (shown in cyan) leads to the following Run 2 value of yCC
CP

yCC
CP = (−0.44±0.53)×10−3 . (9.8)

This result corresponds to a shift of the Run 2 values of yCC
CP by −0.07×10−4 with respect to

a straightforward exponential fit following Eq. (5.4) (shown in red). Hence, the impact of

secondary decays to the measurement is seen to be significantly smaller for the yCC
CP measure-

ment than for the yK K
CP − yKπ

CP and yππCP − yKπ
CP measurements. This is related to the fact that

yCC
CP is measured to be compatible with zero. Indeed, since the differences between Rhh

prompt(t )

(Eq. (9.4)) and Rhh
sec(t ) (Eq. (9.5)) increase as a function of yhh

CP through < tD (t ) >, an almost zero

value of yCC
CP makes Rhh

prompt(t ) and Rhh
sec(t ) almost indistinguishable. In other words, the total

ratio of Eq. (9.3) is seen to be compatible with the prompt ratio of Eq. (9.4) at the ∼ 1×10−5

level.

The individual fits to yK K
CP − yKπ

CP , yππCP − yKπ
CP and yCC

CP using this alternative fitting procedure are

shown in Appendix H.
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Figure 9.8 – Summary of the Run 2 results for yK K
CP − yKπ

CP with the addition of the fit procedure
including the secondary component (in cyan). The uncertainties are statistical.
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Figure 9.9 – Summary of the Run 2 results for yππCP − yKπ
CP with the addition of the fit procedure

including the secondary component (in cyan).
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Figure 9.10 – Summary of the Run 2 results for yCC
CP with the addition of the fit procedure

including the secondary component (in cyan).
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10 Systematic uncertainties and robust-
ness checks

This chapter presents the systematic uncertainties related to the measurements of yK K
CP − yKπ

CP

and yππCP − yKπ
CP . The computation of systematic uncertainties is often based on the study of

the variation of the values of yhh
CP − yKπ

CP between the nominal strategy (adopted for the final

measurement) and an alternative strategy, expressed as

∆yhh
CP = (yhh

CP − yKπ
CP )nominal − (yhh

CP − yKπ
CP )alternative . (10.1)

In addition, this chapter gives details to various robustness checks needed to give further

confidence in the analysis procedure.

10.1 Sideband subtraction of the∆m background

The sideband subtraction procedure detailed in Sect. 6.8 is based on the assumption that

the pion background is of the same nature across the whole ∆m = m(D0π+)−m(D0) region.

This hypothesis can be tested by repeating the measurements of yhh
CP − yKπ

CP with alternative

regions to consider as background regions. The nominal background region chosen for

the measurement is in the range of wnom = [150,154] MeV/c2. We choose three alternative

regions, which are set at lower and higher masses than the ∆m peak: w0 = [140.5,142] MeV/c2,

w2 = [149,152] MeV/c2 and w3 = [152,155] MeV/c2. Table 10.1 displays the results of the

variations of yK K
CP − yKπ

CP . The measurement of yK K
CP − yKπ

CP is chosen for the study since it has

the largest signal yields and the largest signal purities, and can therefore give a more precise

indication of the magnitude of the systematic effects. We register the maximum fluctuation

of 4.0×10−5 as part of a systematic uncertainty. For yππCP − yKπ
CP , since the background levels

are higher for the D0 → π−π+ samples with respect to the ones of the D0 → K −K + samples,

the measured systematic uncertainty are multiplied by the ratio of signal-over-background

ratios in the signal region from D0 → K −K + over the corresponding value from D0 → π−π+.

The signal-over-background ratios are observed to be approximately 20 for D0 → K −K + and

16 for D0 →π−π+. This gives a systematic uncertainty of yππCP − yKπ
CP related to these effects at

the level of 5.1×10−5.
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Table 10.1 – Values of ∆yK K
CP (Eq. (10.1)) obtained using alternative background regions of the

∆m distribution.

Background region [ MeV/c2] ∆yK K
CP [10−5]

wnom = [150,154] 0
w1 = [140.5,142] +1.4
w2 = [149,152] +0.2
w3 = [152,155] +4.0

Mean     0.18±  0.281 

Std Dev     0.127±   5.68 
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Figure 10.1 – Results of ∆yK K
CP (left) and ∆yππCP (right) for each of the 1000 repetitions related to

fluctuations of the sideband subtraction coefficients.

Furthermore, it can be seen in Fig. 6.15 that the fitted sideband subtraction coefficients

have uncertainties. These uncertainties are dominated by the statistical uncertainties on the

background yields inside the signal and background regions. To propagate the uncertainties,

we repeat the measurement of yCP − yKπ
CP one thousand times by varying the values of the

coefficients according to Gaussian fluctuations. The values of∆yhh
CP for yK K

CP −yKπ
CP and yππCP−yKπ

CP

are shown in Fig. 10.1. Both distributions are centred around zero, indicating no positive or

negative bias. The standard deviation of each distribution is taken as a systematic uncertainty

(5.7×10−5 for yK K
CP −yKπ

CP and 11.3×10−5 for yππCP −yKπ
CP ). The uncertainty is higher for yππCP −yKπ

CP

since the D0 →π−π+ sample has lower statistics, implying that the corresponding sideband

subtraction weights have higher uncertainties.

As a conclusion, the systematic uncertainties related to the sideband subtraction procedure are

registered as σ(yK K
CP − yKπ

CP ) =
p

4.02 +5.72×10−5 ≈ 7×10−5 and σ(yππCP − yKπ
CP ) =

p
5.12 +11.32×

10−5 ≈ 12×10−5.

10.2 Treatment of secondary decays

The following paragraphs detail the assignment of a systematic uncertainty related to the

treatment of secondary decays described in Chapter 9. As it can be seen in Eq. (9.3), this

analysis treats the impact of secondary decays to the measurements of yhh
CP − yKπ

CP directly as

part of a dedicated fit model. The fit relies on two quantities estimated with the use of Monte
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Table 10.2 – Values of ∆yK K
CP and ∆yππCP obtained using the three chosen strategies that probe

variation of fsec(t ).

∆yK K
CP [10−5] ∆yππCP [10−5]

Strategy 1 −1.4 −1.3
Strategy 2 −1.5 −1.5
Strategy 3 +0.1 +0.1

Carlo simulation samples, being the time-dependent fraction of secondary decays fsec(t ) and

the average true D0 decay time in each bin of reconstructed decay time < tD (t ) >. The possible

imprecision related to the determination of these two parameters is considered as part of the

total systematic uncertainty.

We first study a systematic uncertainty related to the determination of fsec(t ) (shown in red in

Fig. 9.5). We see in Figs. 9.3 and 9.4 that the fits to IP(D0) show deviations between simulation

and data at the level of about 10%, especially at low values of IP(D0). The normalisation of

secondary Monte Carlo candidates is mainly driven by their agreement with data at values of

IP(D0) where they are dominating over prompt candidates. In these regions of high IP(D0), the

agreement between Monte Carlo and data is satisfactory. This indicates that the discrepancies

between Monte Carlo and data are driven by the prompt Monte Carlo candidates, which is most

likely due to an imperfect modelling of the kinematic distributions. Hence, the uncertainty on

fsec(t) can be approximated as σ( fsec(t)) ≈ fsec(t)σ̃(Nsec(t)+Nprompt(t)), where σ̃ refers to a

relative uncertainty that goes up to 10% as previously discussed. These variations go in the

direction of an increase of fsec(t ). To study the corresponding effects, we study three possible

strategies that could change the values of yhh
CP − yKπ

CP :

1. We increase each value of fsec(t ) by +10% of its nominal values.

2. We start with no variation at t/τD0 = tmin/τD0 and progressively increase the deviation

of fsec(t ) from its nominal values reaching +10% at t/τD0 = tmax/τD0 .

3. We start with a variation of +10% at t/τD0 = tmin/τD0 and progressively decrease the

deviations of fsec(t ) from its nominal value reaching 0% at t/τD0 = tmax/τD0 .

For all of these strategies, we study the variations from the nominal situation through ∆yhh
CP

(Eq. (10.1)). Table 10.2 shows the values of ∆yhh
CP for each strategy. We select the maximum

variation for the systematic uncertainty, equal to 1.5×10−5 for both yK K
CP − yKπ

CP and yππCP − yKπ
CP .

We also consider the impact of enlarging the window used to perform the fit to IP(D0) from

IP(D0) < 200µm to IP(D0) < 600µm. This has the benefit of increasing the lever arm effect at

high values of IP(D0) to give a better agreement with the IP(D0) distributions of secondary

decays. However, this procedure has the disadvantage of making the integral computation

needed to determine fsec(t ) diverge because of null values in the simulation templates. Null

values are therefore assigned an artificial value of 0.001 to avoid these problematic effects.
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Figure 10.2 – Time-integrated distributions of IP(D0) obtained from real data from 2015-2016
(blue) and 2017-2018 (red).

This alternative procedure leads to a maximum variation of fsec(t) of −10% with respect to

the fit in the range IP(D0) < 200µm. It induces the variations to the measurement equal to

∆yhh
CP = +1.2×10−5 for both yK K

CP − yKπ
CP and yππCP − yKπ

CP , which is considered as a systematic

uncertainty.

Furthermore, we consider as part of a systematic uncertainty the fact that the determination

of fsec(t) was performed only with data and Monte Carlo simulations from 2017 and 2018.

A discrepancy between the values of fsec(t ) from 2015-2016 and 2017-2018 could arise from

differences in the corresponding IP(D0) distributions in real data, as shown in Fig. 10.2. To

consider a potential deviation of fsec(t ) in 2015 and 2016, the prompt and secondary Monte

Carlo samples from 2017 and 2018 are reweighted to real data from 2015 and 2016 (with the

same procedure as described in Sect. 9.2). Then, the IP(D0) distributions from 2015 and

2016 are fitted in each bin of D0 decay time with these reweighted Monte Carlo templates

(using the procedure presented in Sect. 9.3). The obtained values of fsec(t) are shown in

Fig. 10.3 where they are compared to the ones obtained in the nominal scenario using data

samples from 2017 and 2018. The discrepancies between both distributions of fsec(t) can

be explained by the fact that the fits to the IP(D0) distributions of 2015 and 2016 data are of

poor quality. Significant discrepancies are seen at low values of D0 decay time, going from

fsec(t )[2017−2018] ≈ 2.5% to fsec(t )[2015−2016] ≈ 3.9%, corresponding to an increase of about

60% of the 2017-2018 values. On the contrary, the values of fsec(t ) at high decay times are found

to be similar, where we measure in the last bin of D0 decay time fsec(t)[2017−2018] = 7.4%

and fsec(t )[2017−2018] = 7.7%, corresponding to a difference of only 4% relative to the 2017-

2018 value. The full Run 2 measurements of yK K
CP − yKπ

CP and yππCP − yKπ
CP are repeated, with

the 2015 and 2016 fit results obtained using the fsec(t)[2015−2016] profiles. This allows to

test potential variations of fsec(t) across the data taking years. The variations of the values
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Figure 10.3 – Time-dependent fractions of secondary decays obtained with data samples from
2015 and 2016 (corresponding to fsec[2015−2016](t ), in black) and data samples from 2017
and 2018 (corresponding to the nominal fraction fsec[2017−2018](t ), in red).

Table 10.3 – Values of ∆yCP obtained from the determination of < tD (t ) > using Monte Carlo
samples containing only B 0 and only B+ mesons.

∆yK K
CP [10−5] ∆yππCP [10−5]

Only B 0 +0.4 +0.4
Only B+ −2.2 −2.1

of yK K
CP − yKπ

CP and yππCP − yKπ
CP are measured to be ∆yK K

CP =+1.5×10−6 and ∆yππCP =+1.0×10−6.

Taking only the data subset 2015-2016, we see variations of ∆yK K
CP (2015−2016) =+3.9×10−6

and ∆yππCP (2015−2016) = +3.1×10−6. Such small variations are related to the fact that the

impact of the fit model with the secondary component is mainly sensitive to the large fraction

of secondary decays at high D0 decay times. In this region, since fsec(t)[2015−2016] and

fsec(t )[2017−2018] are estimated to be very close, we do not see large variations of the obtained

values of yK K
CP − yKπ

CP and yππCP − yKπ
CP .

Additionally, we consider a systematic uncertainty related to the determination of < tD (t ) >
(Sect. 9.4). A source of imprecision is related to the mixture of B meson decays introduced

in the Monte Carlo samples. Since B 0 and B+ mesons have a slightly different lifetime1

and induce different kinematic properties to the D0 meson, this could lead to variations of

yK K
CP − yKπ

CP and yππCP − yKπ
CP . We therefore repeat the measurements of yhh

CP − yKπ
CP determining

< tD (t) > from Monte Carlo samples containing only B 0 and only B+ mesons (Table 10.3).

The maximum absolute variation, ∆yK K
CP = 2.2×10−5 and ∆yππCP = 2.1×10−5 are assigned as

systematic uncertainties.

1The world average values are τ(B0) = (1519±4) fs and τ(B+) = (1638±4) fs [136].
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Finally, we study the impact of the Monte Carlo reweighting (whose performance is shown

in Fig. 9.2) to evaluate the impact of the change of kinematics to < tD (t ) >. With and without

reweighting, the variations ∆yK K
CP = 0.5 × 10−5 and ∆yK K

CP = 0.4 × 10−5 are measured, and

assigned as systematic uncertainties.

The total systematic uncertainties recorded as part of the subtraction of secondary decays are

taken as σ(yK K
CP − yKπ

CP ) =
p

1.52 +1.22 +0.22 +2.22 +0.52 ×10−5 ≈ 3×10−5 and σ(yππCP − yKπ
CP ) =p

1.52 +1.22 +0.12 +2.12 +0.42×10−5 ≈ 3×10−5, hence equal for both yK K
CP −yKπ

CP and yππCP −yKπ
CP

measurements.

10.3 Kinematic reweighting procedure

The kinematic reweighting procedure may be affected by systematic effects depending on the

choice of variables used as inputs. In the nominal scenario, the inputs of the GBReweighter
are the p, pT and η distributions of the D∗+ and the p, pT and η distributions of the matched

daughter candidates. The four alternative strategies for the choices of inputs are:

1. p, pT and η distributions of the D0 and π+
tag candidates and p, pT and η distributions of

the daughter candidates.

2. p and pT distributions of the D∗+ candidate and the p and pT distributions of the

daughter candidates.

3. p, pT , η and φ distributions of the D∗+ candidate and the p, pT , η and φ distributions

of the daughter candidates.2

4. p, pT and η distributions of only the daughter candidates.

Table 10.4 displays the variation of yCP − yKπ
CP related to these different choices of inputs for

the kinematic reweighting procedure through ∆yhh
CP . For yK K

CP − yKπ
CP , the obtained variations

are quite small and do not exceed 2×10−5. For yππCP − yKπ
CP , the largest variation is seen with

the first strategy at the level of 4×10−5. We select these variations as systematic uncertainties

related to the kinematic reweighting procedure.

In the nominal scenario, the kinematics of the D0 → K −K + decay are reweighted to the ones

of D0 → K −π+ for the measurement of yK K
CP − yKπ

CP , and the kinematics of D0 → K −π+ are

reweighted to the ones of D0 →π−π+ for the measurement of yππCP − yKπ
CP . This is an arbitrary

choice and it is therefore useful to test the variation of yCP − yKπ
CP related to the inversion of

the reweighting strategy. Hence, for yK K
CP − yKπ

CP the variation ∆yK K
CP =+1.6×10−5 is measured,

while for yππCP − yKπ
CP the variation ∆yππCP =+7.2×10−5 is measured.

The obtained systematic uncertainties are recorded as σ(yK K
CP − yKπ

CP ) =
p

1.92 +1.62 ×10−5 ≈
2×10−5 and σ(yππCP − yKπ

CP ) =
p

4.42 +7.12 ×10−5 ≈ 8×10−5.

2The angle φ is defined as φ≡ arctan(py /px ).
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Table 10.4 – Values of ∆yK K
CP and ∆yππCP obtained using the four chosen strategies that probe

alternative choices of the kinematic reweighting procedure.

∆yK K
CP [10−5] ∆yππCP [10−5]

Strategy 1 +0.6 −4.4
Strategy 2 +1.3 −0.5
Strategy 3 −1.9 −1.5
Strategy 4 +1.6 −2.1

10.4 Input D0 lifetime

The decay time binning of all decay time ratios are normalised to the world average value

of the lifetime of the D0 (τ(D0) = (4.101±0.015)×10−13 s [136]), where yhh
CP − yKπ

CP is obtained

through a fit to Rhh(t ) ∝∼ e−(yhh
CP−yKπ

CP )t/τD0 (Eq. (5.4)). The relative uncertainty on τ(D0) is equal

to 3.66×10−3 and is propagated as a systematic uncertainty to both yK K
CP − yKπ

CP and yππCP − yKπ
CP

measurements. The resulting systematic uncertainty is equal to 3×10−5.

10.5 D0 flavour dependence

The expression of Rhh
raw(t) shown in Eq. (5.5) is flavour independent. When considering the

flavour of the D0 meson, the following ratio is measured in each bin of D0 decay time:

Rhh
raw(t ) =

dN (D∗+ → (D0 → h−h+)π+
tag, t )+dN (D∗− → (D

0 → h+h−)π−
tag, t )

dN (D∗+ → (D0 → K −π+)π+
tag, t )+dN (D∗− → (D

0 → K +π−)π−
tag, t )

. (10.2)

To check if potential biases arise from the combination of both of the flavours of the D0 meson,

the measurements of yK K
CP − yKπ

CP and yππCP − yKπ
CP are performed separately for the D0 and D

0

samples. Hence, the following ratios are filled

Rhh
raw(D0, t ) =

dN (D∗+ → (D0 → h−h+)π+
tag, t )

dN (D∗+ → (D0 → K −π+)π+
tag, t )

,

Rhh
raw(D

0
, t ) =

dN (D∗− → (D
0 → h+h−)π−

tag, t )

dN (D∗− → (D
0 → K +π−)π−

tag, t )
.

(10.3)

With such a procedure, we make sure that time-dependent D∗± production and π±
tag detection

effects cancel in their respective ratio. Fits to these ratios give the values of yhh
CP (D0)− yKπ

CP (D0)

and yhh
CP (D

0
)− yKπ

CP (D
0

).

Figure 10.4 shows the measured values of yK K
CP (D0)− yKπ

CP (D0) and yK K
CP (D

0
)− yKπ

CP (D
0
), and

Fig. 10.5 displays the measured values of yππCP (D0)− yKπ
CP (D0) and yππCP (D

0
)− yKπ

CP (D
0

). Compati-
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Chapter 10. Systematic uncertainties and robustness checks

ble results are obtained for D0 and D
0

samples.3 This shows that there is no significant flavour

dependence to the determined values of yhh
CP − yKπ

CP .

Figure 10.6 shows the results of the weighted average of the D0 and D
0

results for yK K
CP − yKπ

CP

and yππCP − yKπ
CP . For these two summary plots, the right column indicates the p-value related

to the compatibility between the D0 and D
0

results. These results can be compared to the

results of the nominal measurement of this analysis shown in Figs. 8.10 and 8.11. We see small

differences at the level of 2.7×10−5 for yππCP − yKπ
CP while no difference above 0.5×10−5 are seen

for yK K
CP − yKπ

CP . Since both strategies could be employed for the measurement of yCP − yKπ
CP ,

these differences are assigned as systematic uncertainties.
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Figure 10.4 – Measured values of yK K
CP (D0)− yKπ

CP (D0) (left) and yK K
CP (D

0
)− yKπ

CP (D
0
) (right) for

all years and magnet polarities of Run 2 (left column). The right column displays the χ2/NDF
values of each individual fit to the decay time ratio.
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Figure 10.5 – Measured values of yππCP (D0)− yKπ
CP (D0) (left) and yππCP (D

0
)− yKπ

CP (D
0

) (right) for all
years and magnet polarities of Run 2 (left column).

3The results discussed in these paragraphs do not include the secondary subtraction.
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Figure 10.6 – Weighted averages of D0 and D
0

results for yK K
CP − yKπ

CP (left) and yππCP − yKπ
CP (right).

The right column of each plot corresponds to the p-value related to the compatibility of D0

and D
0

results.

10.6 Peaking background

The combinatorial background is subtracted with the sideband subtraction procedure of

the ∆m = m(D0π+)−m(D0) distribution. However, some partially reconstructed or misre-

constructed D∗+ → D0π+ candidates can mimic the signal candidates and peak in the ∆m

distribution. These candidates are referred to as peaking background and are therefore not

removed by the sideband subtraction procedure. The corresponding decays do not peak in

the m(D0) distribution and are often tails of distributions that reach their maximum before

and after the known D0 mass.

To get a first look at the impact of the sideband subtraction procedure and the impact of

peaking background candidates, we display in Fig. 10.7 the m(K −K +), m(K −π+) and m(π−π+)

distributions in linear and logarithmic scales before and after the sideband subtraction proce-

dure. To obtain these plots, no requirement has been applied to D0 mass with respect to the

nominal measurement. This allows to see the good performance of the sideband subtraction

procedure, which removes efficiently the combinatorial background under the D0 mass peak.

First, in the D0 → π−π+ channel, a background component can arise from the D0 → K −π+

decay where the K − candidate is misidentified as aπ− candidate. This background component

is suppressed with the PID requirements performed by the trigger and offline selections

(Table 6.3). The other dominant background components come from the D0 →π−e+νe and

D0 →π−µ+νµ decays where the e+ and µ+ leptons are misidentified as a π+ candidate, while

the neutrinos are not reconstructed.

Second, in the D0 → K −π+ channel, peaking background contributions come from the D0 →
K −K + and D0 → π−π+ decays where the K + candidate of D0 → K −K + is misidentified as a

π+ candidate, and the π− candidate of D0 →π−π+ is misidentified as a K − candidate. Other

background contributions originate from the D0 → K −e+νe and D0 → K −µ+νµ decays, where

the e+ and µ+ leptons are misidentified as a π+ candidate. In addition, a last background
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Figure 10.7 – Distributions of m(K −K +) (top), m(K −π+) (centre) and m(π−π+) (bottom) in
linear (left) and logarithmic (right) scales before (blue) and after (red) the sideband subtraction
procedure. These distributions are obtained with the full Run 2 dataset. The left structure
seen on the sideband subtracted m(K −K +) distribution is related to the D+

s → K −K +π+

background.
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contribution comes from the D0 →π−π+π0 decay where the π− candidate is misidentified as

a K − candidate, while the π0 candidates are not reconstructed.

Finally, in the D0 → K −K + channel, a background component comes from the D0 → K −π+

decay channel, where the π+ candidate is misidentified as a K + candidate. Then, similarly

to the backgrounds of the D0 → K −π+ channel, some background components arise from

the D0 → K −e+νe and D0 → K −µ+νµ decays where the e+ and µ+ leptons are misidentified

as a K + candidate, while the neutrinos are undetected. Another background component

originates from the D0 → K −π+π0 decay where the π+ candidate is misidentified as a K +

candidate, while the π0 candidate is not reconstructed. A last peaking background comes from

the three-body decay D+
s → K −K +π+ where the π+ candidate is reconstructed as a tagging

pion π+
tag, making the D+

s meson reconstructed as a D∗+ candidate.

To model all of these partially and misreconstructed D∗+ → D0π+ decays, RapidSim simula-

tions are used. The corresponding simulation samples are generated through EVTGEN [143]

and the final state radiation is modelled with PHOTOS [144]. Each decay channel is filtered

through the kinematic requirements used as part of the analysis procedure and trigger selec-

tion.

Furthermore, the matching requirements shown in Table 6.4 are also applied to the peaking

background samples,4 as well as the sideband subtraction coefficients determined in Sect. 6.8.

Finally, the impact of PID requirements are reproduced in the RapidSim samples using the

PIDCalib [145] package.

The RapidSim distributions of m(h−h+) following the sideband subtraction procedure are

used as templates for the study of the partially or misreconstructed D∗+ → D0π+ candidates.

The signal RapidSim distributions cannot be directly used as templates for the data signal

distributions since resolution effects are not perfectly reproduced by RapidSim. However,

RapidSim can be used to model the resolution tails related to the final state radiation induced

by PHOTOS. For all decay channels, the RapidSim m(h−h+) distributions are fitted with the

convolution of the sum of two Gaussian functions G (m,µ,σi ) multiplied by a parameter α

describing the final-state QED radiation5

P (m|α,µ,σ1,σ2, f1) ∝∫ +∞

0
(m′)α( f1 ·G (m +m′,µ,σ1)+ (1− f1) ·G (m +m′,µ,σ2))dm′ .

(10.4)

Figure 10.8 shows the fits to the RapidSim signal distributions using this fit model. The

obtained value of α for each decay channel is saved and used as input to model the signal in

4For the D0 → K−π+ sample, as it is subjected in this analysis to two different strategies of matching require-
ments, we chose to apply to this sample the requirements related to the yK K

CP − yKπ
CP measurement, as it is the one

with the best sensitivity.
5This is the same function as the one used by the ∆AC P analysis [146] in their parametrisation of the m(h−h+)

distributions of the semileptonic mode.
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Figure 10.8 – Fits to signal RapidSim distributions of m(π−π+) (left), m(K −π+) (centre) and
m(K −K +) (right) in linear (top) and logarithmic scales (bottom).

data. The other parameters shown in Eq. (10.4) are left free in the fit.

Figure 10.9 presents the fits to the full Run 2 dataset in a reduced vertical range to allow for

a good visualisation of the various peaking background components. The distributions are

shown in both linear and logarithmic scales. The fractions of peaking background components

for each D0 decay channel are now detailed in the following paragraphs.

First, in the fit to the D0 → π−π+ sample, the D0 → π−e+νe and D0 → π−µ+νµ components

are seen as almost indistinguishable from one another and constitute the only significant

sources of peaking background. The D0 → K −π+ component is not significant. The fraction

of peaking background in the signal region m(h−h+) ∈ [1850.6,1879.8] MeV/c2 is obtained by

integration and is equal to f bkg
ππ = 3.5×10−4.

Second, in the fit to the D0 → K −π+ sample, the D0 →π−π+π0 component is measured to be

the dominate source of peaking background. However, the relative yields of the D0 → K −e+νe

and D0 → K −µ+νµ components are measured as almost 100% correlated to the relative yields

of the D0 →π−π+π0 component. This is due to the narrow usable mass window and the fact

that the shapes of all three decay channels are similar. However, the D0 →π−π+π0 template is

crucial to describe the background at high values of m(K −K +), since D0 → K −l+νl templates

are null for m(K −K +) > 1900 MeV/c2. In this region, the D0 → π−π+ template is seen not to

be adequate at describing the data because of its increasing profile. The fraction of peaking

background in the signal region is measured as f bkg
Kπ = 8.9×10−4.

Finally, in the fit to the D0 → K −K + sample, the D0 → K −e+νe , D0 → K −µ+νµ, D0 → K −π+π0

and D+
s → K −K +π+ components are significant in the full range of m(K −K +). With respect

to the fits to the m(π−π+) and m(K −π+) distributions, the left fit boundary was reduced

from 1810 to 1822 MeV/c2 to avoid having to treat the negative part of the profile of the
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Figure 10.9 – Fit to the m(π−π+) (top), m(K −π+) (middle) and m(K −K +) (bottom) distribu-
tion in linear (left) and logarithmic (right) scales. Data is fitted with the model described in
Eq. (10.4) where α is fixed to the value obtained to fit to the RapidSim signal sample (Fig-
ure 10.8 left). The background models are obtained from their corresponding RapidSim
distributions.
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D+
s → K −K +π+ distribution, since it led to unstable fits. In the signal region, the dominant

background components are the D0 → K −e+νe and D0 → K −µ+νµ decay channels, which

have almost indistinguishable profiles. We see correlations between the relative fractions of

various background models, but unlike the case of the D0 → K −π+ fit, the correlations are

measured as smaller. They amount to be at the level of −30% between the relative fractions

of D0 → K −e+νe and D0 → K −µ+νµ, 16% between the ones of D0 → K −e+νe and D0 →
K −π+π0, and 29% between the ones of D0 → K −µ+νµ and D0 → K −π+π0. The total fraction

of background candidates is measured to be f bkg
K K = 1.2×10−3, being the highest of the three

signal channels.

To assign a systematic uncertainty related to peaking background candidates in the measure-

ment of yK K
CP − yKπ

CP and yππCP − yKπ
CP , we make use of the formalism described in Appendix I,

allowing to relate the total, signal and background decay time ratios

RK K
sig (t ) ≈ 1

1− f bkg
Kπ

(
RK K

tot (t )− f bkg
Kπ RK K

bkg(t )
)

,

Rππ
sig (t ) ≈ 1

1− f bkg
Kπ

(
Rππ

tot (t )− f bkg
Kπ Rππ

bkg(t )
)

.
(10.5)

The fractions f bkg
K K and f bkg

ππ are implicitly present in the numerators of RK K
bkg(t) and Rππ

bkg(t),

respectively. A fit to Rhh
sig (t) gives the value of yhh

C P,sig while a fit to Rhh
bkg(t) gives the value of

yhh
C P,bkg. The difference ∆yhh

CP = yhh
C P,tot − yhh

C P,sig is taken as a systematic uncertainties for both

measurements.

No wide region of m(h−h+) is visible in Fig. 10.9, where background candidates dominate

significantly over signal candidates, especially in the D0 →π−π+ sample where signal compo-

nents are seen as always larger that background components. We therefore decide to study

Rhh
bkg(t) in the signal region making use of the RapidSim samples. To verify that the decay

time distributions obtained from RapidSim simulations are representative of decay time dis-

tributions in real data, we make use of the D0 → K −K + sample for m(K −K +) > 1905 MeV/c2

where we see that total background component is dominating over the signal component

(bottom distributions of Fig. 10.9). This allows to have a pure sample of D0 → K −K + peaking

background. We then compare the decay time distribution of this sample to the ones obtained

from the RapidSim simulations of D0 → K −e+νe and D0 → K −µ+νµ decays (Fig. 10.10). We

see a very good agreement between data and simulation, giving us good confidence in the

decay time distributions obtained with RapidSim. This indicates that the selection procedure

applied to the RapidSim samples was implemented with satisfactory accuracy.

As shown in previous paragraphs, significant correlations are seen between the relative frac-

tions of various background components, implying some imprecision in the obtained relative

fractions of background components. We therefore decide to study the ratios RK K
bkg(t) and

Rππ
bkg(t ) under multiple choices of background components where it is assumed that 100% of

the total background fraction is covered by a single choice of background component. This
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Figure 10.10 – Normalised decay time distributions obtained from data in the mass region
m(K −K +) > 1905 MeV/c2 and from RapidSim simulations of D0 → K −e+νe (e+ → K +) and
D0 → K −µ+νµ (µ+ → K +) decays.

allows to test the most extreme scenarios. Then, for each chosen ratio, ∆yhh
CP is measured and

the most significant value is assigned as a systematic uncertainty. The obtained values for

yK K
C P,bkg and ∆yK K

CP are shown in Table 10.5 and the obtained values for yππC P,bkg and ∆yππCP are

presented in Table 10.6. For yK K
CP − yKπ

CP , the systematic uncertainty is measured as 11×10−5,

while for yππCP − yKπ
CP , the systematic uncertainty is measured as 2.5×10−5.
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Table 10.5 – Measurements of ∆yK K
CP for different choices of RK K

bkg(t ). The maximum absolute

value ∆yK K
CP = 11.1×10−5 is taken as systematic uncertainty.

Chosen RK K
bkg(t ) yK K

C P,bkg ∆yK K
CP

RK K
bkg(t ) = N (D0→K −e+νe ,t )

N (D0→K −e+νe ,t ) −0.056±0.013 −8.3×10−5

RK K
bkg(t ) = N (D0→K −e+νe ,t )

N (D0→K −µ+νµ,t ) −0.054±0.013 −7.9×10−5

RK K
bkg(t ) = N (D0→K −e+νe ,t )

N (D0→π−π+π0,t ) 0.018±0.014 0.7×10−5

RK K
bkg(t ) = N (D0→K −µ+νµ,t )

N (D0→K −e+νe ,t ) −0.034±0.009 −5.1×10−5

RK K
bkg(t ) = N (D0→K −µ+νµ,t )

N (D0→K −µ+νµ,t ) −0.034±0.009 −5.1×10−5

RK K
bkg(t ) = N (D0→K −µ+νµ,t )

N (D0→K −π+π0,t ) 0.041±0.010 3.6×10−5

RK K
bkg(t ) = N (D0→K −π+π0,t )

N (D0→K −e+νe ,t ) −0.079±0.005 −11.1×10−5

RK K
bkg(t ) = N (D0→K −π+π0,t )

N (D0→K −µ+νµ,t ) −0.077±0.005 −10.8×10−5

RK K
bkg(t ) = N (D0→K −π+π0,t )

N (D0→K −π+π0,t ) −0.005±0.007 −1.8×10−5

Table 10.6 – Measurements of ∆yππCP for different choices of Rππ
bkg(t). The maximum absolute

value ∆yK K
CP = 2.5×10−5 is taken as systematic uncertainty.

Chosen Rππ
bkg(t ) yππC P,bkg ∆yππCP

Rππ
bkg(t ) = N (D0→π−e+νe ,t )

N (D0→K −e+νe ,t ) 0.003±0.008 −0.2×10−5

Rππ
bkg(t ) = N (D0→π−e+νe ,t )

N (D0→K −µ+νµ,t ) 0.005±0.008 0.0×10−5

Rππ
bkg(t ) = N (D0→π−e+νe ,t )

N (D0→π−π+π0,t ) 0.077±0.009 2.3×10−5

Rππ
bkg(t ) = N (D0→π−µ+νµ,t )

N (D0→K −e+νe ,t ) 0.008±0.006 0.0×10−5

Rππ
bkg(t ) = N (D0→π−µ+νµ,t )

N (D0→K −µ+νµ,t ) 0.011±0.007 0.1×10−5

Rππ
bkg(t ) = N (D0→π−µ+νµ,t )

N (D0→π−π+π0,t ) 0.082±0.007 2.5×10−5
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10.7 Summary of the systematic uncertainties

Table 10.7 displays the summary of the systematic uncertainties on the measured values of

yK K
CP − yKπ

CP and yππCP − yKπ
CP .

Table 10.7 – Summary of the systematic uncertainties for both yK K
CP − yKπ

CP and yππCP − yKπ
CP

measurements (in units of 10−3).

σ(yK K
CP − yKπ

CP ) σ(yππCP − yKπ
CP )

[10−3] [10−3]

Combinatorial background 0.07 0.12

Treatment of secondary decays 0.03 0.03

Kinematic reweighting procedure 0.02 0.08

Input D0 lifetime 0.03 0.03

D0 flavour dependence < 0.01 0.03

Peaking background 0.11 0.02

Total 0.14 0.16

10.8 Fit biases

As described in Sect. 6.5, the data is split in 22 bins of D0 decay time to determine the value of

yhh
CP − yKπ

CP in the range t/τD0 ∈ [1.0,8.0]. Each bin contains approximately the same number of

events except for the last four bins which have half the number of events.

To check if the fitting procedure introduces biases to the obtained value of yhh
CP − yKπ

CP , we

perform one thousand pseudoexperiments, where in each pseudoexperiment numerator and

denominator6 data are generated according to an exponential decay model.7 The decay time

of the numerator decay is generated with the central lifetime value t/τ(D0) = 0.99010 while

the denominator is generated with t/τ(D0) = 1.0. This induces a value of yCP of 0.01. This

value of yCP is chosen since it is by about 3σ above the expected value of the measurement

and therefore conservatively increases the systematic effects related to the fit model. Each

pseudoexperiment has about 20×106 events in the range t/τD0 ∈ [1.0,8.0]. Numerator and

denominator data are filled using the same binning scheme as for the nominal measurement.

On the left plot of Fig. 10.11, the values of yCP obtained for each pseudoexperiment are fitted

with a Gaussian function whose mean is measured as µ= (9.992±0.012)×10−3. This value is

compatible with the generated value of yCP , indicating that no fit bias is present at the level of

10−5. Then, on the right plot, the pulls corresponding to the values of (yCP −0.01)/(σ(yCP )) are

fitted with a Gaussian function to check if the uncertainties of each value of yCP are coherent.

6They refer to the numerator and denominator decay of the ratio R(t ) which is fitted to determine yCP .
7The pseudoexperiments refer to yCP and not yCP − yKπ

CP since they are obtained with simulation. See end of
Sect. 5.2 for a related discussion.
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Figure 10.11 – Left: values of yCP obtained from each of the 1000 pseudoexperiments. The red
line corresponds to a Gaussian fit where its mean and width are reported at the top right. The
expected value of yCP is 0.01. Right: Corresponding pull distribution corresponding to the
values of (yCP −0.01)/σ(yCP ).

The fit returns values of the mean µ and the width σ compatible with zero and one below

two standard deviations, as expected. Some additional studies related to the fit model were

performed by Anna Mascellani in a Master semester project at EPFL, and can be found in

Ref. [147].

10.9 Decay time window

As shown in Sect. 6.5, the decay time window used for the measurement is chosen to start

at t/τ(D0) = 1.0, since below this value time resolution effects introduce biases. However,

there could remain some residual effects for t/τ(D0) > 1.0. These effects are expected to

be small since all fit results of yK K
CP − yKπ

CP and yππCP − yKπ
CP were shown to provide satisfactory

χ2/NDF values. This indicates no strong departure from the exponential hypothesis. In the

nominal scenario, yhh
CP − yKπ

CP is fitted in the region corresponding to the 22 bins of D0 decay

time listed in Eq. (6.2). To study potential systematic effect, we fit yhh
CP − yKπ

CP starting from the

second, third, and up to the tenth bin. We measure the shift to the value of yhh
CP − yKπ

CP through

∆yhh
CP = (yhh

CP − yKπ
CP )nominal − (yhh

CP − yKπ
CP )alternative, where (yhh

CP − yKπ
CP )alternative is the obtained

value of yhh
CP − yKπ

CP with a given alternative binning start. Figure 10.12 reports the values of

∆yhh
CP for each of the alternative binning starts. For both yK K

CP − yKπ
CP and yππCP − yKπ

CP , we do not

see statistically significant deviations of the value of yhh
CP − yKπ

CP with respect to the nominal

scenario. This indicates that our procedure does not introduce systematic effects related to

the start of the D0 decay time binning.
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CP and yππCP − yKπ
CP in different regions of selected variables
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Figure 10.12 – Values of ∆yK K
CP (left) and ∆yππCP (right) for each start bin start (in units of 10−5).

Each ∆yhh
CP has the uncertainty σ(∆yhh

CP ) =
√
σ((yhh

CP − yKπ
CP )alternative)2 −σ((yhh

CP − yKπ
CP )nominal)2,

which takes into account the correlations between (yhh
CP − yKπ

CP )alternative and (yhh
CP − yKπ

CP )nominal.

10.10 Measurement of yK K
CP − yKπ

CP and yππCP − yKπ
CP in different regions

of selected variables

In this section, we study the values of yK K
CP − yKπ

CP and yππCP − yKπ
CP in different regions of selected

variables to check potential dependencies which are not efficiently corrected. Hence, we mea-

sure yK K
CP −yKπ

CP (Fig. 10.13) and yππCP −yKπ
CP (Fig. 10.14) in three distinct regions of p(D0), pT (D0),

η(D0), φ(D0), p(π±
tag), pT (π±

tag), η(π±
tag), φ(π±

tag), Rx y (defined in Eq. (6.1)), and z(DV)(D0). The

measurements are performed following the kinematic matching and reweighting procedures.8

They are carried out for each year and magnet polarity to study possible effects related to the

data taking period. For each studied variable, the values of yhh
CP − yKπ

CP of all measurements

are fitted with a constant. An important parameter is the χ2 probability, which assesses the

compatibility between the measurements in these different regions. A probability smaller

than 0.3%(∼ 3σ) would indicate a poor compatibility between the measurements, underlining

a dependency between the results and the studied regions. All measurements show good

compatibility across the various regions of the chosen variables, indicating no visible bias.

We also study the impact of the orientation of the LHCb dipole magnet and of a potential left-

right asymmetry of the detector by carrying the measurements of yK K
CP − yKπ

CP (Fig. 10.15) and

yππCP−yKπ
CP (Fig. 10.16) for px (D0) < 0 and px (D0) > 0, and MagUp and MagDown separately. The

measurements are also performed using only the MagUp and MagDown polarities (Fig. 10.17

and Fig. 10.18) and px (D0) < 0 and px (D0) > 0 (Fig. 10.19 and Fig. 10.20). The results of the

measurements of yK K
CP − yKπ

CP and yππCP − yKπ
CP in these various configurations are summarised

in Table 10.8. For the measurement of yK K
CP − yKπ

CP and yππCP − yKπ
CP , all obtained values are

compatible with each other below the 2σ level, showing the independence of the measured

value with the choice of magnet polarity or sign of px (D0).

8The fit model introduced to consider the presence of secondary decays (Eq. 9.3) is not considered. It would
lead to an almost constant shift of about +1.4×10−4 to all displayed values of this section.
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Figure 10.13 – Values of yK K
CP − yKπ

CP in the three regions of ten different variables. The right
column indicates the year and magnet polarities in their shortened format. A fit in red is
performed to assess the compatibility of all measurements with the corresponding χ2(NDF)
values and probabilities at the top left of each plot.
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Figure 10.14 – Values of yππCP − yKπ
CP in the three regions of ten different variables. The right

column indicates the year and magnet polarities in their shortened format. A fit in red is
performed to assess the compatibility of all measurements with the corresponding χ2(NDF)
values and probabilities at the top left of each plot.
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Table 10.8 – Summary of the measurements of yK K
CP −yKπ

CP and yππCP −yKπ
CP in different magnet po-

larities and px (D0) conditions. These results are obtained following both kinematic matching
and reweighting procedures.
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CP − yKπ

CP [10−3] yππCP − yKπ
CP [10−3]

MagUp + (px (D0) < 0) 6.82±0.60 6.01±1.07
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MagDown + (px (D0) < 0) 7.16±0.58 7.39±1.03
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Figure 10.15 – Measurement of yK K
CP − yKπ

CP for the MagUp (top) and MagDown (bottom) polari-
ties with px (D0) < 0 (left) and px (D0) > 0 (right).
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Figure 10.16 – Measurement of yππCP − yKπ
CP for the MagUp (top) and MagDown (bottom) polari-

ties with px (D0) < 0 (left) and px (D0) > 0 (right).
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Figure 10.17 – Measurement of yK K
CP − yKπ

CP for the MagUp (left) and MagDown (right) polarities.
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Figure 10.18 – Measurement of yππCP − yKπ
CP for the MagUp (left) and MagDown (right) polarities.

10− 0 10 20
]-3 [10πK

CP
 - yKK

CP
y

Raw

-310× 0.38)± = (6.90 πK

CP
 - yKK

CP
y

 (NDF) = 5.20 (7)2χ

Prob = 0.64

Matching

-310× 0.42)± = (7.18 πK

CP
 - yKK

CP
y

 (NDF) = 4.81 (7)2χ

Prob = 0.68

Matching + Reweighting

-310× 0.42)± = (7.00 πK

CP
 - yKK

CP
y

 (NDF) = 4.77 (7)2χ

Prob = 0.69
15D 

24.7/20 1.87±7.52 
22.6/20 2.06±7.13 
23.1/20 2.07±6.80 

15U 
27.4/20 2.31±11.68 
21.4/20 2.54±11.86 
22.2/20 2.55±11.58 

16D 
25.2/20 1.05±7.15 
24.2/20 1.16±7.44 
24.0/20 1.16±7.18 

16U 
9.2/20 1.06±6.09 

13.6/20 1.17±6.39 
13.3/20 1.17±6.20 

17D 
24.4/20 0.91±6.95 
22.1/20 1.00±7.91 
21.6/20 1.01±7.82 

17U 
17.4/20 0.94±6.83 
14.3/20 1.04±6.86 
14.2/20 1.04±6.74 

18D 
26.0/20 0.90±6.82 
27.3/20 0.99±6.76 
28.1/20 0.99±6.59 

18U 
22.7/20 0.91±6.53 
25.0/20 1.00±6.82 
24.9/20 1.01±6.62 

2/NDFχ

10− 0 10 20
]-3 [10πK

CP
 - yKK

CP
y

Raw

-310× 0.37)± = (6.38 πK

CP
 - yKK

CP
y

 (NDF) = 7.95 (7)2χ

Prob = 0.34

Matching

-310× 0.41)± = (7.11 πK

CP
 - yKK

CP
y

 (NDF) = 5.50 (7)2χ

Prob = 0.60

Matching + Reweighting

-310× 0.41)± = (6.90 πK

CP
 - yKK

CP
y

 (NDF) = 6.24 (7)2χ

Prob = 0.51
15D 

27.6/20 1.90±4.36 
19.5/20 2.09±5.32 
20.3/20 2.10±5.04 

15U 
16.7/20 2.36±6.13 
20.1/20 2.60±7.39 
19.2/20 2.60±7.11 

16D 
38.0/20 1.04±4.84 
39.6/20 1.15±5.46 
38.8/20 1.15±5.09 

16U 
19.8/20 1.06±5.02 
23.6/20 1.17±6.25 
23.0/20 1.17±6.10 

17D 
15.0/20 0.90±7.28 
15.9/20 1.00±7.70 
14.8/20 1.00±7.43 

17U 
17.8/20 0.94±7.61 
25.3/20 1.04±8.46 
24.1/20 1.04±8.41 

18D 
14.4/20 0.89±6.85 
17.4/20 0.98±7.43 
16.5/20 0.98±7.19 

18U 
17.3/20 0.90±6.48 
17.7/20 0.99±7.19 
17.1/20 0.99±7.00 

2/NDFχ

Figure 10.19 – Measurement of yK K
CP − yKπ

CP for px (D0) < 0 (left) and px (D0) > 0 (right).
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Figure 10.20 – Measurement of yππCP − yKπ
CP for px (D0) < 0 (left) and px (D0) > 0 (right).
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11 Results and impact on neutral charm
meson mixing

This chapter presents the final results of the measurements of yK K
CP − yKπ

CP and yππCP − yKπ
CP ,

including both statistical and systematic uncertainties (Sect. 11.1). Then, in Sect. 11.2, the

combination yCP − yKπ
CP is derived and used to compute the new world average value. This

new measurement allows for the estimation of charm mixing and CP-violating parameters,

where a particular focus is given to the charm mixing parameters y and y12. Finally, in

Sect. 11.3, the measurement of this thesis is compared to the recent results of the simultaneous

determination of CKM angle γ and charm mixing parameters.

11.1 Final results

The final results of yK K
CP − yKπ

CP and yππCP − yKπ
CP are

yK K
CP − yKπ

CP = (7.08±0.30±0.14)×10−3 ,

yππCP − yKπ
CP = (6.57±0.53±0.16)×10−3 ,

(11.1)

where the first uncertainty is statistical and the second systematic. These two values are

compatible with each other within less than 1σ. Following both kinematic matching and

reweighting procedures, the decay time ratios RK K (t ) and Rππ(t ) for the full Run 2 data sample

are shown in Fig. 11.1, with the fit results of Eq. (11.1) overlaid.

To combine the results of yK K
CP − yKπ

CP and yππCP − yKπ
CP , we consider the statistical uncertainties of

both measurements to be completely independent [148]. This can be safely assumed since the

D0 → K −π+ sample was split in order to have 1/4 of its statistics for the yππCP−yKπ
CP measurement

and 3/4 of its statistics for the yK K
CP −yKπ

CP measurement (as detailed in Section 6.6). Concerning

the systematic uncertainties, we assume 100% correlation between all the corresponding

systematic uncertainties of both measurement, except for the systematic uncertainty related

to peaking background candidates (Sect. 10.6), which are considered as uncorrelated.

Using the Best Linear Unbiased Estimate (BLUE) software package [149, 150], we obtain the
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Figure 11.1 – Decay time ratios RK K (t ) (left) and Rππ (right) with the full Run 2 dataset. The fit
results of Eq. (11.1) are overlaid in blue.

following combined result

yCP − yKπ
CP = (6.96±0.26±0.13)×10−3 . (11.2)

The impact of this new measurement on the world average value is shown on Fig. 11.2 in a

large and reduced horizontal range of yCP − yKπ
CP . The current world average value of yCP − yKπ

CP

is estimated by HFLAV as [53]

yCP − yKπ
CP [HFLAV 2020] = (7.19±1.13)×10−3 . (11.3)

With the measurement of this thesis, the new world average value is estimated as

yCP − yKπ
CP [NEW] = (6.97±0.28)×10−3 , (11.4)

where statistical and systematic uncertainties have been added in quadrature. The new

measurement improves by a factor of four the uncertainty of the world average value.

11.2 Fit to the charm mixing and CP-violating observables

The new measurement of yCP − yKπ
CP is included as an additional input to a global fit of experi-

mental measurements of charm mixing and CP-violating parameters performed worldwide.

The global fit relies on a similar approach as the one taken by the HFLAV collaboration [53].

However, contrary to HFLAV, the global fit considers the contribution from yKπ
CP , which is

necessary for a precise global fit considering the implications discussed in Sect. 2.2.8. The fit

relies on the frequentist statistical analysis framework GammaCombo [88–90]. The framework

was developed to combine charm measurements with measurements of the CKM angle γ

from the LHCb collaboration. The following results are presented without considering experi-

mental inputs related to the determination of the CKM angle γ, but considers only inputs from
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Figure 11.2 – Unofficial updated world average value of yCP − yKπ
CP . The first uncertainties

are statistical and the second systematic. The measurement of this thesis is denoted as
LHCb 2021. The central plot shows the measurements in a reduced horizontal range and
with a compressed vertical scale. The χ2/NDF value of the world average fit is measured as
10.9/10, corresponding to a probability of 36.3%. The measurements of Belle 2009 [81], BESIII
2015 [80] are measurements of yCP while the measurement of Belle 2020 [82] is a measurement
of yCP + yKπ

CP . Hence, their central values have been slightly shifted according to Eq. (2.78).
However, these shifts have a negligible impact to the estimated world average value.

experimental measurements of the charm sector. The list of inputs is detailed in Appendix A.

In addition, this Appendix presents some important information related to the mathematical

expression of various charm mixing and CP-violating observables.

The following results are presented for three different conditions:

1. Phenomenological parametrisation.

2. Theoretical parametrisation.

3. Superweak approximation.

Both phenomenological and theoretical parametrisations are presented in Sect. 2.2.3. The
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superweak approximation [151] uses the same parametrisation as the theoretical parametrisa-

tion and assumes that CP-violating effects in the charm sector arise only from CP-violating

interactions of new particles whose mass scales are much higher that that of Standard Model

charm mesons. Hence, the mixing matrix element M12 (Eq. (2.16)) would be the only source

of CP-violating effects, implying that the corresponding CP-violating phase φM
2 would differ

from zero [57, 58, 152]. On the other hand, the CP-violating phase φΓ2 is set to zero, leading to

yCP ≡ y12 (Eq. (2.64)).

Global fits with the phenomenological parametrisation

We perform global fits to the charm mixing and CP-violating parameters using the phenomeno-

logical parametrisation. The improvement of y and of the two-dimensional profile likelihood

contours of y versus x are shown in the plots of the top row of Fig. 11.3. We can see that the

uncertainty on y is improved by a bit more than a factor of two with the measurement of this

thesis. Indeed, the value of y changes from y = (6.13+0.54
−0.52)×10−3 to

y = (6.46±0.24)×10−3 . (11.5)

Other results for x, y , q/p, the CP-violating phase φ2 (named φ by HFLAV), and the strong

phase∆Kπ (introduced in Sect. 2.2.8) are presented in Fig. 11.4. We see a minimal improvement

of the parameters x, q/p and φ2. On the other hand, the uncertainty on the strong phase

∆Kπ improves by a factor of about 2.5, giving ∆Kπ = −0.201+0.067
−0.063 rad, and is seen to depart

from zero with a significance of about 3σ. However, the two-dimensional profile likelihood

contour plot of y versus ∆Kπ (bottom right plot of Fig. 11.4) indicates that y and ∆Kπ are

strongly correlated, where it can be seen that in the two-dimensional space ∆Kπ is found to be

compatible with zero at the 2σ level.

Global fits with the theoretical parametrisation

The same procedure is performed with the theoretical parametrisation. The theoretical

parametrisation relies on the parameters x12, y12, φΓ2 and φM
2 . The improvement on y12 is

shown in the plots of the middle row of Fig. 11.3. Since y and y12 are equal up to second order

CP violation effects, the conclusions reached for y12 are very similar to the ones reached for y .

Indeed, with the added measurement of this thesis, the value of y12 is seen to change from

y12 = (6.13+0.54
−0.52)×10−3 to

y12 = (6.46±0.24)×10−3 . (11.6)

Additional results for the other parameters of the theoretical parametrisation are presented in

Fig. 11.5.
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Global fits with the superweak approximation

Using the superweak approximation, the results of y12 are presented in the plots of the bottom

row of Fig. 11.3. The value of y12 is found to be

y12 [superweak] = (6.45±0.24)×10−3 (11.7)

and is therefore compatible with the value of y12 obtained without the superweak approxi-

mation (Eq. (11.6)) at the level of 1×10−5. Additional results for the other parameters of the

theoretical parametrisation are presented in Fig. 11.6.

11.3 Comparison with the simultaneous determination of CKM an-

gle γ and charm mixing parameters

As explained previously, the statistical framework GammaCombo was developed to combine

charm measurements with measurements of CKM angle γ from the LHCb collaboration.1

Since strong phase elements are shared between both charm and beauty measurements, a

simultaneous combination using observables of both sectors allows to improve sensitivities to

both γ, x and y . This procedure has been performed recently by the LHCb collaboration and

allowed to improve2 the knowledge of y by a factor of two [90, 91]. Interestingly, the value of

yCP − yKπ
CP using inputs from all published LHCb charm and beauty measurements gives

yCP − yKπ
CP = (6.70±0.32)×10−3 . (11.8)

This value is in excellent agreement with the one measured in this thesis and shown in

Eq. (11.2). The compatibility of the two measurements3 gives further confidence of the absence

of large biases in both procedures considering the fact that these two values were obtained

from independent methods and datasets.

Since yCP − yKπ
CP is directly connected to the mixing parameter y , this leads to a compatibility

below 1σ of y = (6.30+0.33
−0.30)×10−3 obtained in Ref. [91] with the value of y = (6.46±0.24)×10−3

derived in this thesis (Eq. (11.5)). A comparison of the two-dimensional profile likelihood

contours of y versus x are shown in Fig 11.7, where it can be seen that both methods give very

similar improvements on the value of parameter y .

The agreement between the methods should allow for an introduction of the measurement

of yCP − yKπ
CP from this thesis in the framework of the combination of charm and beauty

measurements of Ref. [91]. This would improve the precision on y by a factor of about
p

2.

1The CKM angle γ is presented in Sect. 2.1.3.
2In the corresponding analysis, the charm mixing parameters x and y are referred to as xD and yD .
3The agreement between the two values of yCP − yKπ

CP is at the level of 0.6σ.
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Figure 11.3 – Impact of the measurement presented in this thesis on the value of x, y , x12

and y12. The results are presented for the phenomenological (top) and theoretical (middle)
parametrisations and the superweak approximation (bottom). Results are presented before
(blue) and after (green for left column and orange for right column) the measurement of this
thesis, referred to as LHCb Run 2 yCP . The right plots are two-dimensional profile likelihood
contours corresponding to the 68% (1σ) and 95% (2σ) confidence levels.
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Figure 11.4 – Impact of the Run 2 measurement of yCP − yKπ
CP on the charm mixing and CP-

violating parameters, using the phenomenological parametrisation.
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Figure 11.5 – Impact of the Run 2 measurement of yCP − yKπ
CP on the charm mixing and CP-

violating parameters, using the theoretical parametrisation.
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11.3. Comparison with the simultaneous determination of CKM angle γ and charm
mixing parameters
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Figure 11.6 – Impact of the Run 2 measurement of yCP − yKπ
CP on the charm mixing and CP-

violating parameters, using the superweak approximation.
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Figure 11.7 – Left: Same plot as top right of Fig 11.3, corresponding to the two-dimensional
profile likelihood contours of y versus x as for the world average of June 2021 (blue) and with
the added measurement of this thesis (orange). Right: two-dimensional profile likelihood
contours using only LHCb charm measurements (blue) and adding LHCb measurements from
the beauty sector (orange). By eye, it can be seen that the improvements from the two methods
(left and right plots) in orange give very similar results.
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12 Ideas for future measurements

This final chapter is dedicated to discussing future measurements of charm mixing and CP-

violating parameters using two-body D0 decays. First, we present in Sect. 12.1 projected

sensitivities at LHCb for the future runs of the LHC. Then, we describe briefly in Sect. 12.2 the

trigger strategy employed by the LHCb collaboration in Run 2. Finally, we propose in Sect. 12.3

a trigger strategy for Run 3, which makes use of the kinematic matching procedure developed

in this thesis.

12.1 Projected sensitivities of future charm mixing and CP-violation

measurements

The LHCb experiment will pursue its purpose of measuring flavour physics parameters at

very high precision starting in 2022, during the Run 3 (2022-2024) of data taking. The Run 1

and Run 2 data taking periods have allowed for the accumulation of a sample of 9 fb−1 of

integrated luminosity. Run 3 and Run 4 aim at increasing the accumulation to 50 fb−1, effec-

tively increasing by more than fivefold the collected data sample of Run 1 and Run 2. Then, in

2032, the LHC will start its high luminosity program (HL-LHC), where LHCb will operate at a

luminosity of 2×1034 cm−2 s−1 for Run 5 (2032-2034) and Run 6 (starting in 2036), ten times

that of the LHCb detector used for Run 3 [153], allowing to collect a data sample of about

300 fb−1. Figure 12.1 presents the schedule of the LHC as of September 2020 while Fig. 12.2

shows the maximum and integrated luminosities as a function of the year of data taking.

Tables 12.1, 12.2 and 12.3 display the projected statistical sensitivities and signal yields of

the future measurements of key charm mixing and CP violating observables. By the end

of Run 3, the measurement of ∆YK +K − already reaches a statistical sensitivity at a level of

∼ 5×10−5, corresponding to the level of precision expected for a non-zero value of ∆Y [76].

In addition, a non-zero value of ∆ACP was reached using the full Run 2 dataset through

∆ACP = (−15.4±2.9)×10−4 [18]. Under SU (3) breaking, ACP (K K ) =−ACP (ππ) [155], implying

that ACP (K K ) is expected to be at the level ACP (K K ) ≈ 7−8×10−4. Hence, an evidence of CP

violation through ACP (K K ) could be obtained by the end of Run 3. As for the measurement of
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Figure 12.1 – Schedule of the LHC as of September 2020 up until 2036 [154].

Table 12.1 – Projected statistical sensitivities and signal yields for the measurements of ∆Y for
Run 1−5 of data taking. The results are shown for prompt D∗+ → D0π+ decays. The Run 1-2
line is taken from real measurements while the projections starting at Run 3 are taken from
Ref. [153].

Sample Yield K +K − σ(∆YK +K −) [10−4] Yield π+π− σ(∆Yπ+π−) [10−4]
Run 1-2 (9 fb−1) 58M 1.5 18M 2.8
Run 1-3 (23 fb−1) 310M 0.56 92M 1.04
Run 1-4 (50 fb−1) 793M 0.35 236M 0.65
Run 1-5 (300 fb−1) 5.3G 0.14 1.6G 0.25

yCP − yKπ
CP described in this thesis, the final result reaches a statistical uncertainty at the level

of 2.5×10−4. Since the Run 3 of data taking is expected to multiply by about a factor of five

the yields of D0 → K −K + and D0 → π−π+ samples, we foresee an increase to the statistical

uncertainty of yCP −yKπ
CP by a factor of 2−2.5, leading to a statistical sensitivity of about 1×10−4.

During the Run 3 of data taking, it is central for the systematic uncertainties not to exceed the

statistical ones. Fortunately, a fraction of the systematic uncertainties tends to decrease with

an increase of the signal yields but it is not guaranteed to be the case for all of them. A careful

study of the trigger strategy is therefore compulsory not to introduce strongly biasing effects.

12.2 The Run 2 trigger strategy

For Run 2, prompt D∗+ → D0π+ candidates are selected with two main strategies.

In the first strategy, prompt D∗+ → D0π+ candidates are selected with high purity, by ensuring

minimal levels of combinatorial background and high quality tracks. This is done using the

Hlt2CharmHadDstp2D0Pip_D02xxTurbo HLT2 strategy associated with both Hlt1TrackMVA
and Hlt1TwoTrackMVA HLT1 strategies. This strategy was seen not be suited for the challeng-

ing precision measurement of yCP − yKπ
CP , since the corresponding trigger selection relies on
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Figure 12.2 – Increase of the LHCb luminosity up to 2037. This figure was obtained prior to the
Covid-19 pandemic and implied that Run 3 data taking would start in 2021 [153].

Table 12.2 – Projected statistical sensitivities and signal yields for the measurements of ∆ACP

and ACP for Run 1−5 of data taking. The results are shown for prompt D∗+ → D0π+ decays.
Table taken from Ref. [153]

Sample
Yield Yield σ(∆ACP ) σ(ACP (K K ))

D0 → K +K − D0 →π+π− [10−4] [10−4]
Run 1-2 (9 fb−1) 44M 14M 3.2 7.0
Run 1-3 (23 fb−1) 280M 94M 1.3 3.0
Run 1-4 (50 fb−1) 1G 305M 0.7 1.5
Run 1-5 (300 fb−1) 4.9G 1.6G 0.3 0.7

complex variables such as the χ2
IP of both daughter candidates of the D0 meson. The χ2

IP

variable is complicated to describe and recalculate offline, which are crucial aspects for an

analysis of yCP − yKπ
CP . On the other hand, for the ∆Y measurement, this first strategy was

successfully employed, leading to a high statistical sensitivity [59,70]. A careful strategy to treat

correlations between kinematic and decay time variables had to be employed. However, it was

seen that the induced correlations did not have similar behaviour for all years and magnet

polarities of Run 2, owing to variations of the threshold values used in the trigger lines, even

within a dataset of a given year and magnet polarity. When reaching levels of 10−5 during the

Run 3 program, such variations of data taking conditions and the use of complex variables may

lead to a decrease of the sensitivity through the assignment of large systematic uncertainties.

Furthermore, it is important for analysts to have the best understanding possible of their data

sample and using complex trigger strategies does not go in this direction.
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Table 12.3 – Projected statistical sensitivities and signal yields for the measurements of the
charm mixing parameters x, y , |q/p| and φ for Run 1−5 of data taking. These results corre-
spond to projected sensitivities studying the dynamics of D0 → K 0

Sπ
+π+ decays. Table taken

from Ref. [153].

Sample Tag Yield
σ(x) σ(y) σ(|q/p|)

σ(φ)
[10−4] [10−4] %

Run 1-2 (9 fb−1)
SL 10M 7 5 7 4.6◦

Prompt 36M 5 5 4 1.8◦

Run 1-3 (23 fb−1)
SL 33M 3.6 3.0 3.6 2.5◦

Prompt 200M 2.0 2.0 1.7 0.77◦

Run 1-4 (50 fb−1)
SL 78M 2.4 1.9 2.4 1.7◦

Prompt 520M 1.2 1.3 1.1 0.48◦

Run 1-5 (300 fb−1)
SL 490M 0.9 0.8 0.9 0.69◦

Prompt 3.5G 0.5 0.5 0.4 0.18◦

In the second strategy, prompt D∗+ → D0π+ candidates candidates are selected through the

use of the LTUNB trigger lines (detailed in Chapter 6). This strategy is particularly suited for

the measurement of yCP − yKπ
CP since it does not make usage of requirements targeting χ2

IP

or IP values, which could heavily bias the measurement. Furthermore, the variables used

for the trigger selection have a low complexity and can be easily understood and modelled.

This trigger strategy leads to high levels of combinatorial background which can effectively be

removed offline. In the case of the D0 → K −π+ sample, prescales of 0.2 in 2016 and 0.5 in 2017

and 2018 were employed in the HLT2 line since the large levels of combinatorial backgrounds

required an excessive bandwidth needed to record the entirety of the selected events of Run 2.

This does not have a significant impact to the measurement of yCP − yKπ
CP since its statistical

sensitivity is driven by the D0 → K −K + and D0 → π−π+ samples. However, the D0 → K −π+

sample is used as part of the cross-check observable of the∆Y measurement, where the largest

signal yields possible are needed to have good confidence in the analysis procedure. This

is one of the main reasons why this second strategy was not employed for the ∆Y analysis.

During the Run 3 of data taking, this trigger strategy may face the risk of a prescale due the

large bandwidths required by the corresponding trigger lines.

12.3 Proposal of a new Run 3 trigger strategy

As part of the future runs of LHCb data taking, it would be desirable to have one single

trigger strategy which addresses the benefits of the two presented strategies while limiting the

possible drawbacks. Having only one trigger strategy would facilitate the work of the analysts

since potential problematic effects would be identified and shared within the community.

In addition, it could then be feasible to consider measuring different parameters such as

yCP − yKπ
CP and ∆Y as part of a single analysis, making the study of the correlations of both

measurements easily accessible.
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Requirements on the IP or χ̃2
IP variables of the daughter candidates are seen to be very effective

at removing background from the PV. However, these requirements bias the ratio1 of two

distinct decay channels probed in the measurement of yCP − yKπ
CP , as shown in Chapter 5. The

kinematic matching procedure aims at matching the kinematic variables of one of the decay

channels to the other one such that the parent D0 meson have the same acceptance over

their momentum vector and decay angle spectra. The matched kinematic variables are easy

to create and demand limited computing power. They can be used to apply requirements

carefully selected not to bias the decay time ratio, as shown throughout this thesis. We

therefore propose to use the matching procedure as part of the trigger selection.

This new trigger strategy will consist of four HLT1 and four HLT2 trigger lines, which have

similar structures except that the HLT2 requirements are tighter than the HLT1 ones. The

four trigger strategies are used to reconstruct the D0 → K −K +, D0 →π−π+, D0 → K −π+ and

D0 → K +π− decays. We give them the names Hlt1CharmHadDstp2D0Pip_D02xx_Matched
and Hlt2CharmHadDstp2D0Pip_D02xx_Matched where xx refers to KmKp, PimPip, KmPip
and KpPim. The proposed trigger requirements are listed in Table. 12.4. The requirements

applied to the D∗+, D0 and π+
tag candidates are similar to the ones used in the Run 1 and Run 2

LTUNB trigger lines. However, the requirements applied to the lifetime of the D0 meson are

removed since they would limit the sensitivity of measurements such as ∆Y and proves not to

be very effective at removing background from the PV. The main novelty of this new trigger

strategy concerns the requirements applied to the daughter candidates.

We detail the trigger strategy used for the daughter candidates of the D0 → K −K + decay. The

same logic can be used to describe the trigger strategy of D0 → K −π+ and D0 →π−π+ decays.

First, requirements are applied to ensure the selection of high quality tracks by forcing a

good χ2/NDF, by limiting the ghost probability not to exceed 40%, and by requesting the

distance of closest approach between two tracks to be smaller than 100µm. DLLK−π require-

ments are also applied to limit the misidentification of kaon and pion candidates. Then, the

kinematic variables of the daughter candidates of the D0 → K −K + decay are matched to the

ones of the D0 → K −π+ decay (corresponding to the KP_matched configuration) and to the

D0 →π−π+ decay (the PP_matched configuration). The standard kinematic variables, which

are not subjected to a matching procedure, correspond to the KK_matched configuration

(called the standard configuration).2 For each configuration, we apply the same kinematic

requirements (listed in the rows denoted as Matched h±) and assign a boolean variable assess-

ing whether or not the corresponding candidates have passed these kinematic requirements.

Candidates which do not pass the complete list of requirements for at least one of the matching

configurations are rejected. The kinematic matching procedure allows for a good combinato-

rial background rejection since it offers requirements on the χ̃2
IP (Eq. (5.12)) of the daughter

1IP requirements do not bias measurements such as ∆Y or ∆ACP since these measurements consist in probing

the asymmetries of D0 and D
0

candidates of the same decay channel, meaning that the sculpting of the kinematic
distributions are equal for both flavours and therefore cancel in the most part.

2This can also be visualised as the D0 → K−K+ decay being matched to itself.
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Table 12.4 – Requirements used as part of a potential new HLT1 and HLT2 trigger strategy.

Candidate Variable HLT1 HLT2

D∗+ D∗+ vertex-fit χ2/NDF
∆m = m(h−h+π+

tag)−m(h−h+)
−
−

< 25
∈ [130,160] MeV/c2

π+
tag

track χ2/NDF
Ptrack(Ghost)
p
pT

−
−
−
−

< 3
< 0.25
> 1 GeV/c
> 0.2 GeV/c

D0
pT

cosθDIRA

D0 vertex-fit χ2/NDF

> 1.5
> 0.9
< 9

> 2.0 GeV/c
> 0.99
< 10

h±

track χ2/NDF
Ptrack(Ghost)
DOCA(h−h+)
DLLK−π(K ±)
DLLK−π(π±)

< 2
−
−
−
−

−
< 0.4
< 100µm
> 5
< 0

Matched h±

p
pT

max{pT (h+), pT (h−)}
χ̃2

IP
KK_matched OR
KP_matched OR
PP_matched

> 5 GeV/c
> 0.6 GeV/c
> 0.9 GeV/c
> 4
−
TRUE
−

−
> 0.8 GeV/c
> 1.2 GeV/c
> 6
−
TRUE
−

tracks.3 Indeed, background candidates coming to the PV would have a low χ̃2
IP in all matching

configurations and would be therefore rejected by this trigger selection.

A first evaluation of the potential performance of this new trigger line is illustrated in Fig. 12.3,

where the D0 mass distributions of D0 → K −K +, D0 → K −π+ and D0 → π−π+ decays are

shown following the Run 2 HLT2 LTUNB requirements. Requirements on the χ̃2
IP of the daugh-

ter tracks are applied following the three possible matching configurations. All configurations

are seen to be very effective at removing a very large fraction of the combinatorial background.

The standard configuration (in blue) is seen to be slightly more effective at removing the

background. This is expected since this configuration targets directly the true χ̃2
IP of the tracks

while the matched configurations displace the vector momenta of the tracks and therefore

aim with less effectiveness background candidates with low χ̃2
IP. The configuration referred to

as OR status corresponds to the situation where the configurations in blue, red and magenta

are part of a logical OR, implying that candidates are saved if at least one of the configurations

is TRUE. This configuration corresponds to the one shown in the last three rows of Table 12.4.

Let’s take the example of the use of these trigger lines for the measurement of yK K
CP − yKπ

CP where

the decay time ratio RK K (t ) = N (D0 → K −K +, t )/N (D0 → K −π+, t ) is probed. The D0 → K −K +

3Requirements on IP could also be applied but are less effective at removing background from the PV.
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Figure 12.3 – D0 mass distributions of D0 → K −K + (top left), D0 → K −π+ (top right) and
D0 → π−π+ (bottom) candidates following the requirements of the LTUNB HLT2 lines. The
D0 mass distributions without additional requirement are shown in black while the mass
distributions following χ̃2

IP requirements are shown in blue in their standard configuration
and in red, magenta and green in their matched configurations. The OR status corresponds
the situation of the last three rows of Table 12.4.

and D0 → K −π+ candidates could set a TRUE value to the boolean variables assessing that

the KP_matched configuration has passed its respective HLT1 and HLT2 requirements. The

kinematic matching procedure would then not be needed as part of an offline selection

procedure since it has already been performed at the trigger stage.4 In the analysis presented

in this thesis, the offline matched requirements are set to be effectively tighter than trigger

requirements applied to standard variables to avoid their biasing effects. With the new trigger

strategy, this treatment of the data is not needed.

Then, for the measurement of∆YK +K − (and∆Yπ+π−), probing the time-dependent asymmetries

of D0 → K +K − and D
0 → K −K +, the standard configuration could be used since it is unlikely

that matching requirements would be beneficial.

Finally, for the measurement of ∆ACP = ACP (D0 → K +K −)− ACP (D0 → π+π−), the analysis

procedure relies on an agreement of the kinematic distributions of the D0 → K +K − decay to

the ones of D0 →π+π− decay. In the Run 2 measurement of∆ACP , a full kinematic reweighting

4Of course, additional requirements could be applied in the offline selection.
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procedure is performed for this purpose. Performing a kinematic matching procedure has the

potential to significantly improve the agreement between the kinematic distributions of both

decay channels, since they would analytically be placed in the same topological phasespace.

It would therefore be very interesting to test the PP_matched (or KK_matched) configuration

as part of the trigger selection. The remaining differences could be addressed via a kinematic

reweighting procedure, as it is done in the measurement of yCP − yKπ
CP presented in this thesis.

180



13 Conclusion

This thesis presents a measurement of the neutral charm meson mixing parameters yK K
CP − yKπ

CP

and yππCP − yKπ
CP using the full LHCb Run 2 dataset (6 fb−1) from prompt D∗+ → D0π+ decays.

The combination of the two measurements gives the combined result

yCP − yKπ
CP = (6.96±0.26±0.13)×10−3 , (13.1)

where the first uncertainty is statistical and the second systematic. This measurement largely

dominates the current knowledge of yCP − yKπ
CP and allows to improve the uncertainty on

the current world average value by a factor of four. Furthermore, the impact of this new

measurement on the charm global fits allows for an improvement on the uncertainty of the

charm mixing parameter y by more than a factor of two.

New experimental methods were developed to provide significant improvements over previous

measurements. Amongst the new methods, the kinematic matching procedure shows to be a

key aspect of the analysis procedure since it allows to place two two-body decays in the same

topological phasespace by relying only on a few special relativity arguments.

The analysis tools presented in this thesis, and their implementation in a future trigger strategy,

could be employed to measure yCP − yKπ
CP using LHCb Run 3 data, allowing to further reduce

the statistical uncertainty of the measurement.
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A Observables and input measurements
of the global fits

Table A.1 (stretched on three pages) lists the experimental observables used as inputs of the

global fits presented in Sect. 11.2. The observables are defined in terms of the phenomenologi-

cal parametrisation as [59]

x ′ = x cos∆Kπ−x sin∆Kπ , (A.1)

y ′ = x sin∆Kπ+ y cos∆Kπ , (A.2)

x
′± =

∣∣∣∣ q

p

∣∣∣∣± (1∓ AKπ)
(
x cos(∆Kπ∓φ)− y sin(∆Kπ∓φ)

)
, (A.3)

y
′± =

∣∣∣∣ q

p

∣∣∣∣± (1∓ AKπ)
(
x sin(∆Kπ∓φ)+ y cos(∆Kπ∓φ)

)
, (A.4)

xCP = 1

2

(
+x cosφ

(∣∣∣∣ q

p

∣∣∣∣+ ∣∣∣∣ p

|q
∣∣∣∣)+ y sinφ

(∣∣∣∣ q

p

∣∣∣∣− ∣∣∣∣ p

|q
∣∣∣∣)) , (A.5)

yCP = 1

2

(
+y cosφ

(∣∣∣∣ q

p

∣∣∣∣+ ∣∣∣∣ p

|q
∣∣∣∣)−x sinφ

(∣∣∣∣ q

p

∣∣∣∣− ∣∣∣∣ p

|q
∣∣∣∣)) , (A.6)

∆x = 1

2

(
+x cosφ

(∣∣∣∣ q

p

∣∣∣∣− ∣∣∣∣ p

|q
∣∣∣∣)+ y sinφ

(∣∣∣∣ q

p

∣∣∣∣+ ∣∣∣∣ p

|q
∣∣∣∣)) , (A.7)

∆y =−∆Y = 1

2

(
+y cosφ

(∣∣∣∣ q

p

∣∣∣∣− ∣∣∣∣ p

|q
∣∣∣∣)−x sinφ

(∣∣∣∣ q

p

∣∣∣∣− ∣∣∣∣ p

|q
∣∣∣∣)) , (A.8)

yKπ
CP =

p
RD

2

((
x sin∆Kπ− y cos∆Kπ

)
cosφ

(∣∣∣∣ q

p

∣∣∣∣+ ∣∣∣∣ p

q

∣∣∣∣)
+(

x cos∆Kπ+ y sin∆Kπ
)

sinφ

(∣∣∣∣ q

p

∣∣∣∣− ∣∣∣∣ p

q

∣∣∣∣)) ,

(A.9)

AKπ
CP = 2

p
RD cos∆Kπ+ y

1+RD +p
RD

(
y cos∆Kπ+x sin∆Kπ

)+ 1
2

(
x2 + y2

) . (A.10)
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The above mixing and CP-violating parameters are related to the parameters of the theoretical

parametrisation x12 , y12, φΓ2 , φM
2 , RD (with R+

D for D0 decays and R−
D for D

0
decays, see

Eq. (2.74)), AD = R+
D−R−

D

R+
D+R−

D
and ∆Kπ according to [59]

x = sign(cos(φM
2 −φΓ2 ))×

1p
2

√
x2

12 − y2
12 +

√
(x2

12 + y2
12)2 −4x2

12 y2
12 sin(φM

2 −φΓ2 ) ,
(A.11)

y = 1p
2

√
y2

12 −x2
12 +

√
(x2

12 + y2
12)2 −4x2

12 y2
12 sin2(φM

2 −φΓ2 ) , (A.12)

∣∣∣∣ q

p

∣∣∣∣ =
√√√√√ x2

12 + y2
12 +2x12 y12 sin(φM

2 −φΓ2 )√
(x2

12 + y2
12)2 −4x2

12 y2
12 sin2(φM

2 −φΓ2 )
, (A.13)

φ=−1

2
atan

(
x2

12 sin(2φM
2 )+ y2

12 sin(2φΓ2 )

x2
12 cos(2φM

2 )+ y2
12 cos(2φΓ2 )

)
, (A.14)

xCP = x12 cosφM
2 , (A.15)

yCP = y12 cosφΓ2 , (A.16)

∆x =−y12 sinφΓ2 , (A.17)

∆y =−∆Y = x12 sinφM
2 , (A.18)

x ′ = sign(cosφM
2 )x12 cos∆Kπ− sign(cosφΓ2 )y12 sin∆Kπ , (A.19)

y ′ = sign(cosφM
2 )x12 sin∆Kπ+ sign(cosφΓ2 )y12 cos∆Kπ , (A.20)

x
′± = (

x12 cos(∆Kπ±φM
2 )− y12 sin(∆Kπφ

Γ
2 )

)
(1∓ AD ) , (A.21)

y
′± = (

x12 sin(∆Kπ±φM
2 )+ y12 cos(∆Kπφ

Γ
2 )

)
(1∓ AD ) , (A.22)

AKπ
CP = 2

p
RD cos∆Kπ+ y12

1+RD +p
RD (y12 cos∆Kπ+x12 sin∆Kπ)+ 1

2

(
x2

12 + y2
12

) , (A.23)

yKπ
CP =

√
RD

(
x12 sin∆Kπ cosφM

2 − y12 cos∆Kπ cosφΓ2
)

. (A.24)

186



Table A.1 – Measurements used for the global fit using GammaCombo. The table is inspired by
Refs. [53, 59] and is stretched on two pages.

Decay Mode Observable Value

D0 → K −π+/K −K +/π−π+

(measurement of the thesis)
yCP − yKπ

CP (6.96±0.28)×10−3

D0 → K −π+/K −K +/π−π+

(FOCUS [78], CLEO [79], BaBar [63],
Belle [64], LHCb 2011-2012 [65])

yCP − yKπ
CP (7.38±1.11)×10−3

D0 → K 0
S K +K − /K −K + /π−π+

/KSπ
0π0 /K 0

Sπ
0 /K 0

Sω /K 0
Sη (Belle [81],

BESIII [80])
yCP (−3.70±7.04)×10−3

D0 → Kπ/K −K + (E791 [77])
yCP − yKπ

CP
(untagged
D0 → Kπ)

(7.32±30.68)×10−3

D0 → K 0
Sω (Belle [82]) yCP + yKπ

CP (9.60±11.14)×10−3

D0 → K −K +/π−π+ (BaBar [63],
Belle [64], CDF [156],
LHCb [18, 67, 70, 71])

∆Y (−0.9±1.1)×10−3

D0 → K +l−νl (E791 [157], CLEO [158],
BaBar [159, 160], Belle [161])

(x2 + y2)/2 (0.130±0.269)×10−3

D0 → K +π−π+π− (LHCb
2011-2012 [162])

(x2 + y2)/4 (4.8±1.8)×10−5

D0 → K ±π∓ (BaBar [8])

(x
′+)2 (−2.4±5.2)×10−4

(x
′−)2 (−2.0±5.0)×10−4

y
′+ (9.8±7.8)×10−3

y
′− (9.6±7.5)×10−3

AKπ (−2.1±5.4)×10−2

RD (3.03±0.19)×10−3

D0 → K ±π∓ (Belle [163])

(x
′
)2 (0.9±2.2)×10−4

y
′

(4.6±3.4)×10−3

RD (3.53±0.13)×10−3

D0 → K ±π∓ (CDF [164])

(x
′
)2 (0.8±1.8)×10−4

y
′

(4.3±4.3)×10−3

RD (3.51±0.35)×10−3
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Appendix A. Observables and input measurements of the global fits

Decay Mode Observable Value

D0 → K ±π∓ (LHCb 2011-2016 [165])

(x
′+)2 (0.61±0.37)×10−4

(x
′−)2 (0.16±0.39)×10−4

y
′+ (5.01±0.74)×10−3

y
′− (5.54±0.74)×10−3

R+
D (3.454±0.045)×10−3

R−
D (3.454±0.045)×10−3

ψ(3770) → D0D
0

(CLEO [166])

x2 (0.06±0.23±0.11)×10−2

y (4.2±2.0±1.0)×10−2

cos∆Kπ 0.81+0.22+0.07
−0.18−0.05

sin∆Kπ 0.01±0.41±0.04

RD (0.533±0.107±0.045)×10−2

ψ(3770) → D0D
0

(BESIII [167]) AKπ
CP (12.7±1.3±0.7)×10−2

D0 → K 0
Sπ

+π− /K +K − (BaBar [168])
x (0.16±0.23±0.12±0.08)×10−2

y (0.57±0.20±0.13±0.07)×10−2

D0 →π0π+π− (BaBar [169])
x (1.5±1.2±0.6)×10−2

y (0.2±0.9±0.5)×10−2

D0 → K 0
Sπ

+π− (Belle [170])

x (5.8+1.9+0.7
−1.9−1.2)×10−3

y (2.7+1.6+0.5
−1.6−0.9)×10−3

q/p 0.82+0.20+0.08
−0.18−0.06

φ (−13+12+4
−13−5)◦

D0 → K 0
Sπ

+π− (LHCb 2011-2012 [171])

xCP (2.7±1.6±0.4)×10−3

yCP (7.4±3.6±1.1)×10−3

∆x (−0.53±0.70±0.22)×10−3

∆y (0.6±1.6±0.3)×10−3

D0 → K 0
Sπ

+π− (LHCb 2015-2018 [54])

xCP (3.97±0.46±0.29)×10−3

yCP (4.59±1.20±0.85)×10−3

∆x (−0.27±0.18±0.01)×10−3

∆y (0.20±0.36±0.12)×10−3
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B The EigEff method

This Appendix gives a description of the EigEff method, which was developed and studied in

this thesis to perform the measurement of yCP − yKπ
CP . Section B.1 presents the mathematical

framework of the method while Sect. B.2 shows the application of the method to LHCb data.

B.1 Description

Let us assume to have a two-body decay, such as D0 → h−h+. In a two-body decay, given the

momentum of the mother candidate, the kinematic distributions of the two daughters particles

are completely determined from the masses and the decay parameters of the mother candidate.

Therefore, knowing the momentum of the mother, one can determine all the distributions of

the daughter particles prior the detector interactions. As a matter of fact, the missing pieces

of information is exactly what we want to determine: the detector response. The method

described here aims to exploit the known true distributions1 to obtain from data the detector

effects. A track in the detector is defined by five parameters, p ′, with a parametrisation set as

p ′ = (l , pT ,η,φ, z0), where l is the impact parameter, pT is the momentum in the transverse

plane, η=− ln(tan(θ/2)) is the pseudo-rapidity, φ= arctan(py /px ), and z0 is the z coordinate

of the closest point of the track to the z-axis. We label with under-script numbers, 1 and 2,

the two daughter particles. The observed Probability Density Function (PDF) of the decay

products P ′(p ′
1, p ′

2) can be expressed as

P ′(p ′
1, p ′

2) =
∫
ε(p ′

1, p ′
2)A(p ′

1, p ′
2) ·P (p1, p2) · r1(p1, p ′

1)r2(p2, p ′
2)dp1dp2

= ε(p ′
1, p ′

2)A(p ′
1, p ′

2)S(p ′
1, p ′

2) ,
(B.1)

where P (p1, p2) is the true distribution, ε(p ′
1, p ′

2) is an efficiency function, A(p ′
1, p ′

2) is an

acceptance function, r1(p1, p ′
1) and r2(p2, p ′

2) are resolution functions, and

S(p ′
1, p ′

2) =
∫

P (p1, p2)r1(p1, p ′
1)r2(p2, p ′

2)dp1dp2 (B.2)

1We indicate as true distributions the distributions before the detector response.
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Appendix B. The EigEff method

corresponds to the smeared distribution of the true observable P (p1, p2) prior to any ac-

ceptance effect. The idea of method is to determine ε(p ′
1, p ′

2) from the knowledge of the

acceptance function and S(p ′
1, p ′

2).

Experimentally, we observe the distribution of the reconstructed PDF P ′(p ′
1, p ′

2) in Eq. (B.1).

Binning the ten-dimensional space of the two track parameters, where for brevity the elements

(i , j ) = {(i1, i2, i3, i4, i5), ( j1, j2, j3, j4, j5)} run on all the tracks parameters, we have∫
i

∫
j

P ′(p ′
1, p ′

2)dp ′
1dp ′

2 =
∫

i

∫
j
ε(p ′

1, p ′
2)A(p ′

1, p ′
2)S(p ′

1, p ′
2)dp ′

1dp ′
2 . (B.3)

We decide to restrict ourselves to only one dimension, being the impact parameter l (later

expressed as IP). Hence, for each two-dimensional bin l = (li , l j ), we integrate over the four

other variables (pT ,η,φ, z0), which is equivalent to taking their average value. If the functions

in the integral on the righthand side of Eq. (B.3) are slow-varying, we can write∫
i

∫
j

P ′(l ′1, l ′2)dl ′1dl ′2︸ ︷︷ ︸
≡ni j

≈
∫

i

∫
j
ε(l ′1, l ′2)dl ′1dl ′2︸ ︷︷ ︸

≡Ei j

∫
i

∫
j

A(l ′1, l ′2)S(l ′1, l ′2)dl ′1dl ′2︸ ︷︷ ︸
≡ai j

. (B.4)

Concisely, Eq. (B.4) can be written as

Ei j =
ni j

ai j
, (B.5)

where

ai j =
∫

i

∫
j

A(l ′1, l ′2)S(l ′1, l ′2)dl ′1dl ′2 (B.6)

is the two-dimensional true smeared impact parameter distribution integrated over the bin

(i , j ) while

ni j =
∫

i

∫
j

P ′(l ′1, l ′2)dl ′1dl ′2 (B.7)

is the reconstructed distribution. In the analyis of this thesis, the ni j elements are obtained

from real data while the ai j elements are determined from RapidSim simulations. The effi-

ciency in each bin,

Ei j =
∫

i

∫
j
ε(l ′1, l ′2)dl ′1dl ′2 , (B.8)

is therefore the ratio of the reconstructed distribution to the true smeared one. These three

elements (ai j , ni j and Ei j ) can be interpreted as two-dimensional matrices. The efficiency

matrix Ei j ≡ E can be simplified if the efficiencies of the two tracks are independent (the

hypothesis of single-track efficiencies). Hence, one can write

E = ε1 ⊗ε2 , (B.9)

with the symbol ⊗ being the tensor product. The elements ε1 and ε2 are single-track efficien-
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B.2. Application of the method in data

cies, which happen to be the right and left eigenvectors of E :

Eε1 =λε1 ,

εT
2 E =λεT

2 ,
(B.10)

with λ being the only eigenvalue of E . Hence, the hypothesis of single-track efficiencies can

be tested by checking that E has only one eigenvalue.

Determining the single-track efficiencies ε(K −), ε(π+), ε(K +) and ε(π−) from the D0 → K −π+

and D
0 → K +π− decay channels would make it possible to correct the D0 → K −K + and

D0 →π−π+ decay channels as well, allowing to treat the time-dependent efficiencies present

in the decay time ratios RK K (t ) and Rππ(t ) (Eq. (5.6)). This approach benefits from the fact that

in real data the D0 → K −π+ and D
0 → K +π− decay channels have the largest yields, leading to

smaller statistical uncertainties on the obtained efficiencies. Furthermore, the efficiencies are

obtained as a function of the impact parameter l , which is strongly correlated to the D0 decay

time t . It is therefore crucial for all efficiencies to be obtained from ni j and ai j elements with

similar true intrinsic lifetimes so that their potential difference cancels out in the decay time

ratio.

B.2 Application of the method in data

The EigEff method is utilised to determine the kaon and pion efficiencies in real data. D0 → K −π+

candidates are processed through standard LHCb trigger requirements needed to remove as

much combinatorial background as possible and select high quality tracks. Daughter candi-

dates are then filled in a 2D distribution corresponding to the ni j elements (Eq. (B.7)). Then,

about 100×106 RapidSim candidates are generated in the LHCb acceptance without applying

trigger requirements. The RapidSim daughter candidates are filled in a 2D distribution corre-

sponding to the ai j elements (Eq. (B.6)). The ratio of the ni j over the ai j elements corresponds

to the Ei j elements (Eq. (B.8)). The corresponding matrix E is presented in Fig. B.1.

To verify the hypothesis of single-track efficiencies, we compute the number of eigenvalues of

E using the Eigen C++ library [172]. The obtained eigenvalues are shown in Fig. B.2. We see that

matrix E has two significant non-zero eigenvalues. Using the Perron-Frobenius theorem [173],

the matrix E can be expressed as

E =λ1 (
ε1

K ⊗ε1
π

)+λ2 (
ε2

K ⊗ε2
π

)
εi

K (ε j
π)T = δi j , (B.11)

where εi
K and εi

π are the left and right eigenvectors of E with eigenvalue λi . The presence of

this second eigenvalue components implies that E 6= εK ⊗επ. This means that the kaon and

pion efficiencies are correlated and cannot be expressed independently. This implies that

they cannot be used to correct other decay channels such as D0 → K −K + or D0 →π−π+. The

correlation of both efficiencies arises from the selection requirements applied by the LHCb

trigger system. Indeed, by applying requirements on the momentum components of the D0
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Figure B.1 – Efficiency matrix E obtained in the IP plane of the K − andπ+ daughter candidates.
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Figure B.2 – Real eigenvalues of matrix E . The imaginary eigenvalues are seen to be all
compatible with zero.

and daughter candidates, a dependency between both tracks is created. For instance, when

asking one of the tracks to have a transverse momentum higher than 800 MeV/c and a total

momentum higher than 5000 MeV/c, the phasespace of the other track is also affected, hence

inducing a correlation.

Many strategies were visited throughout this thesis to reduce these correlations but none of

them proved to be satisfying enough to perform a correction procedure precise enough for

the targeted sensitivity of a measurement of yCP − yKπ
CP using the full Run 2 dataset. For these

reasons, the EigEff method is not employed to treat the effects of time-dependent efficiencies.

192



C Additional information related to the
kinematic matching and reweighting
procedures in RapidSim
This section displays additional plots obtained from the illustration of the performance of the

kinematic matching and reweighting procedures in RapidSim. First, Fig. C.1 presents the 2D

distributions of matched versus original daughter quantities to illustrate the requirements

needed to be applied to matched quantities to remove biaising effects from the original

requirements. The 2D distributions of p and pT are presented in the main text (Figs. 5.6 and

5.7). Then, Figs. C.2 and C.3 show the p, pT , η and χ̃2
IP of matched p1 and p2 candidates

before and after the kinematic matching procedure. Finally, after the application of detection

inefficiencies to both D0 → K −K + and D0 → K −π+ samples (Eq. (5.18)), Figs. C.4 and C.5

show the performance of the kinematic reweighting procedure for both matched daughter

candidates p1 and p2.
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procedures in RapidSim
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Figure C.1 – Two-dimensional plots of matched K K to Kπ kinematic values as a function
of their original value. Left: K − → K −. Right: K + → π+. The last bottom plot concerns the
maximum pT values of the daughter candidates.
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Figure C.2 – p and pT distributions of matched daughter candidates before (left) and after
(right) the kinematic matching procedure for D0 → K −K + (blue) and D0 → K −π+ (red) decays.
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Figure C.3 – η and χ̃2
IP distributions of matched daughter candidates before (left) and after

(right) the kinematic matching procedure for D0 → K −K + (blue) and D0 → K −π+ (red) decays.
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Figure C.4 – p and pT distributions of the matched daughter candidates after the kinematic
matching procedure (left) and after both kinematic matching and reweighting procedures
(right) for D0 → K −K + (blue) and D0 → K −π+ (red) decays.
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Figure C.5 – IP and χ̃2
IP distributions of the matched daughter candidates after the kinematic

matching procedure (left) and after both kinematic matching and reweighting procedures
(right) for D0 → K −K + (blue) and D0 → K −π+ (red) decays.
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D Performing only a kinematic
reweighting procedure in the Rapid-
Sim studies
The RapidSim studies presented in Sects. 5.4 and 5.5 have shown that the kinematic matching

and reweighting procedures allow to recover the introduced value of yCP despite the large

biasing effects introduced by the selection requirements and detection inefficiencies. One

may be interested to know what would be the situation in the case where only a kinematic

reweighting procedure is performed. The reweighting procedure would then have the task of

having to treat both selection and detection efficiencies (introduced in Sect. 5.3). Following the

selection requirements presented in Table. 5.1 and the application of detection inefficiencies

shown in Eq. (5.18) (hence the same data configuration as the one used in Sect. 5.5), we

decide the reweight the p(D0), pT (D0) and η(D0) distributions of the D0 → K −K + decay to

the ones of the D0 → K −π+ decay using the GBReweighter algorithm. The performance

of the kinematic reweighting procedure is shown in Fig. D.1 where it proves satisfactory at

reweighting the kinematic distributions of the D0 meson. We then fit for yK K
CP the decay time

ratios RK K (t ) before and after the kinematic reweighting procedure. The results are presented

in Fig. D.2. It can be seen with ease that the kinematic reweighting procedure is not effective at

correcting fruitfully the decay time ratio. This really accentuates the importance of performing

a matching procedure prior to a reweighting procedure in order to initially place both decays

in the same topological phasespace, cancelling the biasing effects from selection requirements.

The matching procedure is indeed crucial to cancel out the highly yCP -biasing effects from

selection inefficiencies coming from requirements to IP or χ̃2
IP variables, as shown in Sect. 5.4.

Such effects cannot be effectively corrected using only a reweighting of kinematic quantities

of the D0 meson (such as p, pT and η) since these variables are not significantly correlated to

D0 decay time and would not be able to target the largest effects.

Performing only a reweighting procedure is therefore an artificial way of placing both decays

in the same topological phasespace, since we do not address frontally the impact of the

original kinematic requirements by performing additional requirements to matched daughter

variables. Hence, we would like to empathise the fact that for a challenging measurement such

as yCP − yKπ
CP , it is not sufficient to verify the agreement of key kinematic quantities of the D0

meson such as p, pT and η for numerator and denominator decays. Instead, an extensive set

199



Appendix D. Performing only a kinematic reweighting procedure in the RapidSim studies

of kinematic quantities from all candidates of the decay chain much be checked, especially the

ones subjected to the original daughter requirements to the daughter candidates, as it is done

in this analysis. A golden variable is the cosθ∗ angle of one of the daughter candidates since

it encapsulates all topological properties of the decay. In Fig. D.3, we can see that following

only the kinematic reweighting procedure, the cosθ∗(p1) distributions of D0 → K −K + and

D0 → K −π+ are not equalised, contrary to what is seen in Fig. 5.19 following both matching

and reweighting procedures where a very good agreement is reached.

Finally, employing in the first instance the kinematic matching procedure and in the second

instance the kinematic reweighting procedure has the additional benefit of addressing sepa-

rately selection and detection efficiencies, allowing to evaluate independently their impacts.

Furthermore, once the matching procedure has been performed (hence placing both decays in

the same topological phasespace), the matched daughter variables can be used as inputs of the

reweighting algorithm, which is a good strategy considering that the physical detection effects

arise directly from daughter candidates (since they are the ones interacting with components

of the LHCb detector). If matching requirements were not performed prior to the reweighting

procedure, we would face critical boundary effects where the reweighting algorithm would be

based on populated regions of topological phasespace in one decay while they would empty

in the other decay (as shown in Fig. D.4).
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Figure D.1 – Distributions of p(D0) (top), pT (D0) (middle) and η(D0) (bottom) before (left)
and after (right) the kinematic reweighting procedure for D0 → K −K + (blue) and D0 → K −π+

(red) decays.
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Figure D.3 – Distributions of cosθ∗(p1) before (left) and after (right) the kinematic reweighting
procedure for D0 → K −K + (blue) and D0 → K −π+ (red) decays.
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Figure D.4 – Distributions of p (top), pT (middle) and η (bottom) for matched p1 (left) and
p2 (right) candidates of D0 → K −K + (blue) and D0 → K −π+ decays obtained prior to any
correction procedure. It can be seen that since no matching procedure has yet been performed,
there are populated regions of p, pT and η in the D0 → K −K + sample (such as low values of
p and pT ) while these regions are empty in the D0 → K −π+ sample. A reweighting scheme
based on p(pmatched

1,2 ), pT (pmatched
1,2 ) or η(pmatched

1,2 ) variables would therefore prove unfeasible.
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E Kinematic matching orientation

The kinematic matching procedure can be performed using two orientations. For the yCC
CP

measurement, we can decide to match the kinematics of D0 → K −K + to the ones of D0 →
π−π+ or to match the kinematics of D0 →π−π+ decay to the ones of D0 → K −K +. We study

both strategies to check which one leads to the largest yields and the best possible sensitivity

to yCC
CP . Figures E.1 and E.2 present the two-dimensional plots of matched values p(p1)

and pT (p1) as a function of their original values. In the case of a K K → ππ matching, the

corresponding matched variables at the region of the original requirements pT (p1) > 0.9 GeV/c

and p(p1) > 5 GeV/c are found to be mostly below this original value. The opposite is found

for a ππ→ K K matching. Using information for these plots, we conclude that additional

requirements p(p1)matched > 5.0 GeV/c and pT (p1)matched > 0.86 GeV/c have to be performed

for the K K →ππ matching strategy. On the contrary, for the ππ→ K K matching strategy, the

situation is a bit more complicated to evaluate since one would need to be more arbitrary

in regard to the requirement to matched variables at which the original requirement would

be made irrelevant. Indeed, for fixed pT (p1) = 0.8 GeV/c and p(p1) = 5000 GeV/c, matched

quantities become less and less populated as we increase their values and there is a level

of arbitrariness concerning the matched requirement which needs to be applied. Here, we

choose to perform the requirements p(p1)matched > 11 GeV/c and pT (p1)matched > 1.6 GeV/c.

Such extreme requirements indicate that a large fraction of the sample is going to be removed

with the ππ→ K K strategy.

For other requirements to daughter quantities such as η or max(pT), we use the same logic

for both kinematic orientation strategies. It is found that using the K K →ππ strategy, we lose

about 19% of the K K and about 14% of the ππ sample. For the ππ→ K K sample strategy, we

lose about 68% of the K K and ππ samples.1 This reasoning can be utilised for the D0 → K −π+

sample. Figure E.3 presents the 2D plots of matched p(p2) versus their original quantities for a

K K → Kπ matching (left) and a Kπ→ K K matching (right). Additionally, Fig. E.4 presents the

2D plots of matched p(p1) versus their original quantities for a Kπ→ππ (left) and ππ→ Kπ

1These percentages were computed without considering the requirements on χ̃2
IP since these requirements

were not introduced to counteract original requirements but simply to remove background from the PV.
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Appendix E. Kinematic matching orientation

(right). For the measurement of yK K
CP − yKπ

CP , it is found that the K K → Kπ (Kπ→ K K ) strategy

leads to a decrease of statistics of 14% (43%) for D0 → K −K + and 7% (37%) for D0 → K −π+.

For the measurement of yππCP − yKπ
CP , it is found that the Kπ→ππ (ππ→ Kπ) strategy leads to a

decrease of statistics of 11% (38%) for D0 → K −π+ and 13% (51%) for D0 →π−π+.
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Figure E.1 – Matched p(p1) as a function of their original variables. Left: D0 → K −K + matched
to D0 →π−π+. Right: D0 →π−π+ matched to D0 → K −K +.
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matched to D0 →π−π+. Right: D0 →π−π+ matched to D0 → K −K +.
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Figure E.3 – Matched p(p2) as a function of their original variables. Left: D0 → K −K + matched
to D0 → K −π+. Right: D0 → K −π+ matched to D0 → K −K +.
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F Correction procedures for the mea-
surements of yCC

CP , yK K
CP and yππCP using

Particle Gun simulations
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Figure F.1 – Kinematic distributions of D0 → K −K + and D0 → π−π+ studied for the mea-
surement of yCC

CP obtained using the 2017 MagUp Particle Gun sample. Three stages of the
kinematic correction chain are shown: raw (left), with the kinematic matching procedure only
(centre), and with the kinematic matching and reweighting procedures (right). The top of each
plot displays the ratios in the normalised yields of D0 → K −K + over D0 →π−π+ where vertical
scales are zoomed out in the raw scenario.
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Appendix F. Correction procedures for the measurements of yCC
CP , yK K

CP and yππCP using
Particle Gun simulations
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Figure F.2 – Additional kinematic distributions of the daughter candidates of D0 → K −K + and
D0 →π−π+, studied for the measurement of yCC

CP obtained using the 2017 MagUp Particle Gun
sample. Three stages of the kinematic correction chain are shown: raw (left), with the kine-
matic matching procedure only (centre), and with the kinematic matching and reweighting
procedures (right).
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Figure F.3 – Kinematic distributions of D0 → K −K + and D0 → K −π+ studied for the mea-
surement of yK K

CP obtained using the 2017 MagUp Particle Gun sample. Three stages of the
kinematic correction chain are shown: raw (left), with the kinematic matching procedure only
(centre), and with the kinematic matching and reweighting procedures (right). The top of
each plot displays the ratios in the normalised yields of D0 → K −K + over D0 → K −π+ where
vertical scales are zoomed out in the raw scenario.
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Appendix F. Correction procedures for the measurements of yCC
CP , yK K

CP and yππCP using
Particle Gun simulations

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2)+ π-
K

→0
N

(D
)+

K-
K

→0
N

(D

0 20 40 60 80 100
) [GeV]

1
p(p

0

0.01

0.02

0.03

0.04

0.05

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 20 40 60 80 100
) [GeV]

1
p(p

0

0.01

0.02

0.03

0.04

0.05

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 20 40 60 80 100
) [GeV]

1
p(p

0

0.01

0.02

0.03

0.04

0.05

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2)+ π-
K

→0
N

(D
)+

K-
K

→0
N

(D

0 200 400 600 800 1000
m]µ) [

1
IP(p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 200 400 600 800 1000
m]µ) [

1
IP(p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 200 400 600 800 1000
m]µ) [

1
IP(p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2)+ π-
K

→0
N

(D
)+

K-
K

→0
N

(D

0 20 40 60 80 100
) [GeV]

2
p(p

0

0.01

0.02

0.03

0.04

0.05

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 20 40 60 80 100
) [GeV]

2
p(p

0

0.01

0.02

0.03

0.04

0.05

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 20 40 60 80 100
) [GeV]

2
p(p

0

0.01

0.02

0.03

0.04

0.05

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2)+ π-
K

→0
N

(D
)+

K-
K

→0
N

(D

0 200 400 600 800 1000
m]µ) [

2
IP(p

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 200 400 600 800 1000
m]µ) [

2
IP(p

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

0 200 400 600 800 1000
m]µ) [

2
IP(p

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2)+ π-
K

→0
N

(D
)+

K-
K

→0
N

(D

1− 0.5− 0 0.5 1
)

1
(p

*θcos

0

0.005

0.01

0.015

0.02

0.025

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

1− 0.5− 0 0.5 1
)

1
(p

*θcos

0

0.005

0.01

0.015

0.02

0.025

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2)+ π-

K
→0

N
(D

)+
K-

K
→0

N
(D

1− 0.5− 0 0.5 1
)

1
(p

*θcos

0

0.005

0.01

0.015

0.02

0.025

N
or

m
al

is
ed

 e
ve

nt
s

+K-K→0D
+π-K→0D

2017 MagUp
LHCb simulation

Figure F.4 – Additional kinematic distributions of the daughter candidates of D0 → K −K + and
D0 → K −π+, studied for the measurement of yK K

CP obtained using the 2017 MagUp Particle Gun
sample. Three stages of the kinematic correction chain are shown: raw (left), with the kine-
matic matching procedure only (centre), and with the kinematic matching and reweighting
procedures (right).
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Figure F.5 – Kinematic distributions of D0 → π−π+ and D0 → K −π+ studied for the mea-
surement of yππCP obtained using the 2017 MagUp Particle Gun sample. Three stages of the
kinematic correction chain are shown: raw (left), with the kinematic matching procedure only
(centre), and with the kinematic matching and reweighting procedures (right). The top of each
plot displays the ratios in the normalised yields of D0 →π−π+ over D0 → K −π+ where vertical
scales are zoomed out in the raw scenario.
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Figure F.6 – Additional kinematic distributions of the daughter candidates of D0 →π−π+ and
D0 → K −π+, studied for the measurement of yππCP obtained using the 2017 MagUp Particle Gun
sample. Three stages of the kinematic correction chain are shown: raw (left), with the kine-
matic matching procedure only (centre), and with the kinematic matching and reweighting
procedures (right).
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Figure G.1 – Additional kinematic distributions of D0 → K −K + and D0 →π−π+ studied for the
measurement of yCC

CP . Three stages of the kinematic correction chain are shown: raw (left),
with the kinematic matching procedure only (centre), and with the kinematic matching and
reweighting procedures (right). The top of each plot displays the ratios in the normalised yields
of D0 →π−π+ over D0 → K −K + where vertical scales are zoomed out in the raw scenario.
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Figure G.2 – Additional kinematic distributions of the matched daughter candidates p1 and
p2 of D0 → K −K + and D0 →π−π+, studied for the measurement of yCC

CP . Three stages of the
kinematic correction chain are shown: raw (left), with the kinematic matching procedure only
(centre), and with the kinematic matching and reweighting procedures (right).
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Figure G.3 – Additional kinematic distributions of D0 → K −K + and D0 → K −π+ studied for
the measurement of yK K

CP − yKπ
CP . Three stages of the kinematic correction chain are shown:

raw (left), with the kinematic matching procedure only (centre), and with the kinematic
matching and reweighting procedures (right). The top of each plot displays the ratios in the
normalised yields of D0 → K −K + over D0 → K −π+ where vertical scales are zoomed out in the
raw scenario.
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Appendix G. Additional information of the correction procedures of the yCC
CP , yK K

CP − yKπ
CP

and yππCP − yKπ
CP measurements
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Figure G.4 – Additional kinematic distributions of the matched daughter candidates p1 and p2

of D0 → K −K + and D0 → K −π+, studied for the measurement of yK K
CP − yKπ

CP . Three stages of
the kinematic correction chain are shown: raw (left), with the kinematic matching procedure
only (centre), and with the kinematic matching and reweighting procedures (right).
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Figure G.5 – Additional kinematic distributions of D0 →π−π+ and D0 → K −π+ studied for the
measurement of yππCP − yKπ

CP . Three stages of the kinematic correction chain are shown: raw
(left), with the kinematic matching procedure only (centre), and with the kinematic matching
and reweighting procedures (right). The top of each plot displays the ratios in the normalised
yields of D0 →π−π+ over D0 → K −π+ where vertical scales are zoomed out in the raw scenario.
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Figure G.6 – Additional kinematic distributions of the matched daughter candidates p1 and p2

of D0 →π−π+ and D0 → K −π+, studied for the measurement of yππCP − yKπ
CP . Three stages of the

kinematic correction chain are shown: raw (left), with the kinematic matching procedure only
(centre), and with the kinematic matching and reweighting procedures (right).
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H Fits to measure yK K
CP − yKπ

CP , yππCP − yKπ
CP

and yCC
CP

Figures H.1, H.2 and H.3 present, respectively, the final fits to yK K
CP − yKπ

CP , yππCP − yKπ
CP and yCC

CP

following all the correction procedures and includes the fit model considering secondary

candidates of Eq. (9.6). The summary of the results are shown in Sect. 9.5.
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Appendix H. Fits to measure yK K
CP − yKπ

CP , yππCP − yKπ
CP and yCC
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Figure H.1 – Final fits to RK K (t ) for all years and magnet polarities of Run 2 data. The uncer-
tainties on the fit results are statistical.
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Figure H.2 – Final fits to Rππ(t ) for all years and magnet polarities of Run 2. The uncertainties
on the fit results are statistical.
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Figure H.3 – Final fits to RCC (t ) for all years and magnet polarities of Run 2 data. The uncer-
tainties on the fit results are statistical.
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I Total decay time ratio as a function of
the signal and background contribu-
tions
When considering the presence of signal and background candidates (such as for the the

study of signal and partially or misreconstructed D∗+ → D0π+ components), the decay time

ratio (Eq. (5.5)) probed for the measurement of yK K
CP − yKπ

CP (same logic for yππCP − yKπ
CP ) can be

expressed in the following way in each bin of D0 decay time:

Rtot(t ) = N tot
K K (t )

N tot
Kπ(t )

= N sig
K K (t )+N bkg

K K (t )

N sig
Kπ(t )+N bkg

Kπ (t )
. (I.1)

The fraction of background candidates for D0 → K −π+ and D0 → K −K + decays is equal to

f bkg
Kπ (t ) = N bkg

Kπ (t )

N sig
Kπ(t )+N bkg

Kπ (t )
, f bkg

K K (t ) = N bkg
K K (t )

N sig
K K (t )+N bkg

K K (t )
. (I.2)

We now multiply the numerator and denominator of Eq. (I.1) by N bkg
Kπ (t ), we get

Rtot(t ) = N bkg
Kπ (t )

N bkg
Kπ (t )

(
N sig

K K (t )+N bkg
K K (t )

N sig
Kπ(t )+N bkg

Kπ (t )

)

= f bkg
Kπ (t )

N sig
K K (t )+N bkg

K K (t )

N bkg
Kπ (t )

= f bkg
Kπ (t )

N sig
K K (t )

N bkg
Kπ (t )

+ f bkg
Kπ (t )

N bkg
K K (t )

N bkg
Kπ (t )

= f bkg
Kπ (t )

N sig
K K (t )

N bkg
Kπ (t )

+ f bkg
Kπ (t )Rbkg(t ) .

(I.3)
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Appendix I. Total decay time ratio as a function of the signal and background
contributions

In the above expression, we multiply the numerator and denominator of the first ratio by

N sig
Kπ(t ). This gives

Rtot(t ) = f bkg
Kπ (t )

N sig
Kπ(t )

N bkg
Kπ (t )

N sig
K K (t )

N sig
Kπ(t )

+ f bkg
Kπ (t )Rbkg(t )

=
(

N sig
Kπ(t )

N sig
Kπ(t )+N bkg

Kπ (t )

)
Rsig(t )+ f bkg

Kπ (t )Rbkg(t ) .

(I.4)

It can be easily seen that the left fraction is equal with 1− f bkg
Kπ (t ). Hence,

Rtot(t ) = (1− f bkg
Kπ (t ))Rsig(t )+ f bkg

Kπ (t )Rbkg(t ) . (I.5)

Inverting Eq. (I.5) allows us to determine Rsig(t )

Rsig(t ) = 1

1− f bkg
Kπ (t )

(
Rtot(t )− f bkg

Kπ (t )Rbkg(t )
)

(I.6)

It is important to ensure a correct normalisation for Rbkg(t ) in the usual scenario where Rbkg(t )

is determined outside the signal region or using alternative samples. This is guaranteed by

noting that the numerator of the ratio Rbkg(t) is expected to have f bkg
K K N tot

K K events while the

denominator is expected to have f bkg
Kπ N tot

Kπ events.
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J Decay time resolutions

The decay time resolutions of the D0 → K −π+, D0 → K −K +, and D0 → π−π+ channels are

measured using Monte Carlo simulations. The decay time resolutions are defined as ∆t/τD0 =
∆t ′ = (treco − ttrue)/τD0 , where treco is the reconstructed D0 decay time and ttrue the true value

of the D0 decay time. These distributions are fitted with the sum of three Gaussian functions

according to the PDF

F (∆t ′) ∝ fcore

σcore
e

1
2

(∆t ′−µcore)

σ2
core + fmid

σmid
e

1
2

(∆t ′−µmid)

σ2
mid + 1− fcore − fmid

σtail
e

1
2

(∆t ′−µtail)

σ2
tail , (J.1)

where the indices core, mid and tail refer to the core, middle and tail Gaussian functions

of parameters µ and σ and magnitudes f . The corresponding fits to the D0 decay time

distributions are shown in Fig. J.1. The width of each triple-Gaussian PDF is measured as an

effective width equal to

σeff =
√

fcoreσ
2
core + fmidσ

2
mid + (1− fcore − fmid)σ2

tail . (J.2)

The measured effective widths are shown on each distributions of Fig. J.1 and equal to:1

σeff(D0 → K −K +) = 0.137τD0 = 56.3 fs ,

σeff(D0 → K −π+) = 0.122τD0 = 50.1 fs ,

σeff(D0 →π−π+) = 0.110τD0 = 45.3 fs .

(J.3)

1The uncertainties derived from the fit results are at the level of 10−4.
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Appendix J. Decay time resolutions
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Figure J.1 – Distributions of ∆t/τD0 = (treco − ttrue)/τD0 for the D0 → K −K + (top), D0 → K −π+

(centre) and D0 →π−π+ (bottom) decay channels. All three distributions are shown in linear
(left) and logarithmic scales (right). For each plot, the total fit is displayed in plain blue while
the core, mid and tail Gaussian PDF are shown in dashed green, grey and red respectively.
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