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Tokamaks dominated by electron heating like ITER could possibly suffer from the consequences of an elec-
tron temperature gradient (ETG) mode destabilisation, which could develop a turbulent electron heat flux ca-
pable of setting an upper limit to the achievable electron temperature peaking, resulting in a degradation of the
fusion performances. An effort is carried out in the paper to collect and compare the results of dedicated plasma
discharges performed during the last years at three of the major European tokamaks, TCV, AUG and JET, by
analysing the electron heat transport for cases presumably compatible with ETGs relevance given the actual the-
oretical understanding of these instabilities. The response of the electron temperature profiles to electron heat
flux changes is experimentally investigated by performing both steady state heat flux scans and perturbative
analysis by radio frequency modulation. The experimental results are confronted with numerical simulations,
ranging from simpler linear gyrokinetic or quasi-linear runs, to very computationally expensive nonlinear multi-
scale gyrokinetic simulations, resolving ion and electron scales at the same time. The results collected so far
tend to confirm the previously emerging picture indicating that only cases with a proper balance of electron and
ion heating, with similar electron and ion temperatures and sufficiently large electron temperature gradient, are
compatible with a non negligible impact of ETGs on the electron heat transport. The ion heating destabilises
ETGs not only by increasing the ion temperature but also thanks to the stabilisation of ion-scale turbulence by
a synergy of fast ions and E × B shearing which are in some cases associated to it. The stabilising effect of
plasma impurities on ETGs is still under investigation by means of multi-scale gyrokinetic simulations, and also
direct experimental measurements of density and temperature fluctuations at electron scales would be needed to
ultimately assess the impact of ETGs.

I. INTRODUCTION

Improving the knowledge of the electron heat transport
properties in tokamaks is gaining importance in view of de-
signing new devices like ITER, which will be dominated by
electron heating due to electron cyclotron resonance heating
(ECH) and alpha heating. Indeed, with the fusion power be-
ing proportional to the square of the ion temperature at a given
density, the only way to obtain optimal performance in such
devices is connected with the capacity of indirectly heating
ions by collisional heat exchange from electrons. Therefore, a
hypothetical incapacity to heat electrons would result in poor
fusion performance. This is directly connected to the concept
of ‘temperature stiffness’, which refers to the degree to which
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the radial temperature profiles respond to changes in the ap-
plied heat fluxes. A ‘stiff’ electron temperature profile, i.e. a
Te profile which does not peak when increasing the applied
electron heat flux qe,ext., due to the development of a turbulent
outward radial heat flux which balances qe,ext., could be detri-
mental to these devices. The study of the generation of a pos-
sible strong turbulent electron transport leading to a high elec-
tron stiffness, depending on plasma parameters, is thus a key
point. In general, the observed levels of turbulent transport in
tokamak plasmas, in both the ion and electron channels, are
the result of drift-wave micro-instabilities driven by the free
energy available in the plasma pressure gradients. In partic-
ular, core transport in present tokamaks is currently mostly
ascribed to turbulence driven by the nonlinear (NL) satura-
tion of ion-scale micro-instabilities (kθρi ≤ 1, where kθ is the
poloidal wave number and ρi the ion Larmor radius), such as
the ion temperature gradient (ITG) modes, which are driven
by the logarithmic gradient of the ion temperature ∇ ln Ti, and
the trapped electron modes (TEM), driven by both the loga-
rithmic gradients of the electron temperature ∇ ln Te and the
electron density ∇ ln ne. In particular, the turbulence gener-
ated by the NL saturation of TEM is a source of ‘electron
temperature stiffness’ for sufficiently large values of the TEM
drive, resulting in an upper boundary for the normalised Te
logarithmic gradient R/LTe = −R∇Te · r̂/Te (r̂ radial unit
vector), with R the plasma major radius. However, it has
been shown that electron temperature gradient (ETG) modes
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[1], which can be destabilized at electron-scales by increasing
R/LTe, can also impact the electron heat transport, both by di-
rectly producing a turbulent qe and by exchanging energy with
lower-kθ ITG-TEM turbulence through multi-scale coupling
[2–8]. Therefore, the relative role of TEM and ETG in set-
ting an upper boundary for the electron temperature peaking
has to be determined depending on plasma parameters. ETGs
could play a role in the electron heat transport when mixed ion
and electron heating is applied to plasmas. For these cases, a
proper balance of ion heating, decreasing the ETG R/LTe lin-
ear threshold (proportional to (1 + ZeffTe/Ti)[9], where Zeff is
the effective charge), and electron heating (pushing R/LTe to-
wards threshold while increasing the threshold due to Te/Ti
increase), could destabilize them, possibly leading to simi-
lar R/LTe thresholds for TEM and ETGs. Also all mecha-
nisms that stabilize ITGs, such as E × B shearing or fast ions
(FI) from neutral beam injection (NBI) and/or ion cyclotron
resonance heating (ICH), may open a favourable window for
ETG destabilization due to multi-scale interactions. More-
over FI can linearly destabilize ETGs due to FI contribution
to Ti/Te. A great effort is actually devoted to analyse differ-
ent machines, comparing experimental and numerical results,
within the framework of EUROfusion and of the ITPA Trans-
port & Confinement group. In this paper, the analysis of plas-
mas of three different tokamaks, i.e. the Joint European Torus
(JET, at Culham, UK), ASDEX Upgrade (AUG, at Garching,
DE) and the Tokamak à Configuration Variable (TCV, at Lau-
sanne, CH), is presented. Dedicated plasma discharges have
been analysed experimentally and modelled numerically, by
means of gyrokinetic (GK) codes (GENE [10, 11] and GKW
[12]) and the reduced quasi-linear model TGLF [13].

Two dedicated L-mode discharges, with B0 = 1.41T , Ip =

170kA have been performed in TCV with a different pro-
portion of deposited ECH (∼ 0.4 − 0.7MW) power on- vs
off-axis to perform a heat flux scan. Each pulse presented
different phases corresponding to a different proportion of
NBI(∼ 1MW)/ECH power to vary Te/Ti, with ECH both
steady and modulated to allow a perturbative analysis. The
TCV results that we include in this paper are published in
[4]. Here the focus is on the comparison with AUG and JET.
Similar experiments have been carried out in AUG [5, 14],
producing H-mode discharges with B0 = 2.6T , Ip = 0.8MA,
injecting 2.5MW of ECH (steady and modulated) and 5MW
of NBI in order to have Te ∼ Ti, varying the ECH radial de-
position (heat flux scan). Following early results pointing to
an important role of ETGs in JET [3], very recently dedicated
sessions on ETGs have also been performed at JET. Both L-
and H-mode plasmas have been obtained, with B0 = 3.3T ,
Ip = 2MA, injecting 0 − 20MW of NBI and up to 6MW
of ICH (H minority with nH/ne ∼ 6%, to mainly heat elec-
trons), achieving heat flux scans for a range of Te/Ti values.
The main JET results that we included in our comparison are
submitted to publication [15]. A detailed review and compari-
son of these cases, concerning the experimental and numerical
analysis of the impact of ETGs on electron heat transport, in-
cluding the new multi-scale GK analysis of the selected AUG
reference discharge, is the focus of this paper. The radial po-
sition ρtor = 0.5 has been considered for all the pulses and

devices.

II. EXPERIMENTAL RESULTS

The response of the Te profiles to the applied heating can be
experimentally investigated by performing normalized elec-
tron heat flux scans and/or radio frequency (RF) power mod-
ulation analysis. The two methods can be used in conjunc-
tion to extract information on the dependence of the gyro-
Bohm (gB) normalized electron heat flux qe,gB on R/LTe,
yielding experimental values for the threshold R/LTe,crit. for
the onset of turbulent transport and for the ‘electron stiffness’
∂qe,gB/∂R/LTe. Here the heat flux in gB units is defined as
q j,gB = q j(e2R2B2

0/
√

mineT 5/2
e ), where j = e, i indicate elec-

trons or ions, q j is the radial heat flux per unit surface, e the
electron charge, mi the ion mass and B0 the vacuum mag-
netic field on the magnetic axis. Steady state scans have
been obtained for TCV, AUG and JET, corresponding to the
experiments that have been summarized in the introduction.
RF (ECH) modulation measurements have been obtained for
TCV and AUG (for JET the use of ICH H minority heating
prevented the use of ICH modulation due to too broad deposi-
tion profiles and too long FI slowing down times). The results
at ρtor = 0.5 are shown in Fig.1 (a)-(c) for the three machines.

For TCV, the comparison of points with on- vs off-axis
ECH indicates moderate stiffness for both ECH only (red) and
mixed NBI-ECH case (black). Only the perturbative analysis
allows to measure an ETG-compatible local stiffness for the
mixed NBI-ECH point (Te ∼ Ti) with ECH on-axis (magenta
line), which becomes the best candidate to show an ETG con-
tribution to qe. All the experimental points of the AUG heat
flux scan with Te ∼ Ti are shown in Fig.1 (b). Similarly to
TCV, the steady state scan trend is compatible with TEM stiff-
ness. However, the local slope has been evaluated using RF
modulation for pulse #31506 (largest qe,gB) and it is compat-
ible with ETG presence. Unfortunately, for both TCV and
AUG there is a lack of higher qe,gB points which could show
the actual presence of an ‘ETG wall’. For JET (Fig.1 (c)),
the Te/Ti = 0.9 high-pedestal H-modes (red) are stuck to low
qe,gB due to gB normalisation (high Te), while the Te/Ti = 1.3
L-modes (blue) present a mild TEM-consistent stiffness. Thus
only the Te ∼ Ti low-pedestal H-modes and L-modes (black)
are compatible with a possible ETG wall due to the highest
qe,gB pulse #95457. Despite the JET scan with Te ∼ Ti is com-
patible with an ‘ETG wall’ picture, it lacks RF modulation
data to compare with. Comparing the three tokamaks, hence
confirms that the best candidates to show a possible ETG role
in producing qe are the ones with a balance of ion and elec-
tron heating, leading to a concomitance of Te ∼ Ti and large
R/LTe.

III. LINEAR MULTI-SCALE GYROKINETIC RESULTS

Linear multi-scale simulations at mid-radius (ρtor = 0.5)
have been performed in order to characterise the turbulence
regime using the GENE code for the TCV, AUG and JET
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Figure 1. Experimental electron heat flux scans at mid-radius ρtor = 0.5 for TCV (a), AUG (b) and JET (c). The electron heat flux in gB units
qe,gB is shown versus R/LTe. After [4] (a), [5, 14] (b), [15] (c).

TCV
ECH
(59113)

TCV
ECH+NBI
(59113)

TCV
NBI
(59113)

AUG

(31506)

JET

(95457)
Te/Ti 3.04 ∼1 1.16 ∼1 ∼1
Zeff 2.50 2.80 2.80 1.4 1.5
R/LTe 10.59 10.20 8.71 8 9
R/LTi 5.94 5.55 15.07 6.5 4.59
R/Lne 3.69 4.85 6.07 0.91 3.12
q 1.65 1.34 1.42 2.07 1.82
ŝ 0.99 1.19 1.14 6.85 1.05
βe [10−3] 2.01 2.37 1.54 5 1.12
νc [10−3] 0.91 1.33 1.77 1.87 0.57
γE [cs/R] ∼0 0.14 0.34 0.04 ∼0

Table I. Main plasma parameters for the analised pulses at ρtor = 0.5.

cases. Some AUG simulations are similar to the ones that
have been previously shown in [5], obtained using GKW with
results that are consistent with the GENE ones.

GENE solves the GK equations coupled with the Maxwell
equations within a δ f approximation, using a set of field-
aligned coordinates {x, y, z, v‖, µ} in the reduced 5-dimensional
GK phase space. x, y and z are the radial, binormal and par-
allel (to B) coordinates in configuration space, while v‖ and
µ are the parallel velocity and the magnetic moment. The
simulations are carried out in the flux-tube limit using realis-
tic geometries, reconstructed using numerical equilibria from
CHEASE [16] (TCV) and EFIT [17] (AUG, JET), taking into
account collisions and finite-β (electromagnetic) effects. The
pulses with largest qe,gB (best candidates to show an ETG im-
pact to qe), are selected for AUG (#31506, H-mode) and JET
(#95457, L-mode), while all the cases with ECH on-axis and
the NBI only case (for comparison) for TCV (3 phases from
#59113, L-mode). The main plasma parameters of the se-
lected cases are listed in Table I.

Here, in particular, the GENE collisional parameter νc is

listed instead of the electron-ion thermal collision rate νei =

4(ni/ne)
√

Te/meνc/R, since νc depens only on the measured
quantities ne and Te while νei changes given the number of
considered species (ni adapted invoking neutrality). The im-
purities which cause Zeff in the three tokamaks are C (TCV),
B and W (AUG) and Be, C, Ne, Ni and W (JET). For con-
sistency with the JET NL multi-scale GK simulation, where
it was impossible to include three kinetic impurities for lack
of computational resources, impurities are taken into account
in the simulations using a single C species, to reproduce the
experimental Zeff and ion dilution as well as possible without
increasing the cost of the simulations. This has been done
in both AUG and JET simulations when impurities are taken
into account. Finally, γE = −(x/q)(∂Ωtor/∂x)R/cs is the E×B
shearing rate, where Ωtor is the toroidal angular velocity and
cs =

√
Te/mi the ion sound speed.

All the cases are found to be ITG-dominant at ion-scales ex-
cept those from TCV when ECH is injected, which are TEM-
dominant. ETGs are found unstable at electron scales. The
impact of ETGs on qe can be roughly predicted using a sim-
ple criterion, which states that ETGs should contribute to qe
if the peak of the ratio γ/ky of the growth rate of the most
unstable mode and the corresponding poloidal wavenumber is
larger at electron-scales than at ion-scales [18]. γ/ky is shown
versus ky for TCV, AUG and JET cases in Fig.2 (a), (b) and
(c) respectively.

For AUG, the lower R/LTi = 3.65 value has been consid-
ered together with the experimental one (R/LTi = 6.5), since
it is the value which has been considered in the NL GK multi-
scale simulations (see Sec.V), being the R/LTi which allows to
match the experimental qi with ion-scale NL simulations (see
Sec. IV). For JET, instead of the experimental R/LTi = 4.59,
the two values R/LTi = 5.17, 5.77 are considered, which al-
low to match the experimental qi at the two ends of its error
bar with ion-scale NL GK simulations (see Sec.IV), to test
the sensitivity to R/LTi (NL GK multi-scale simulations have
been run with both the R/LTi values for JET, see Sec.V). For
TCV the ETG-relevance criterion is only met for the mixed
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Figure 2. Linear GENE scans of γ/ky, normalised with ρscs/R
(ρs = cs/Ωi is the ion Larmor radius, where ωi is the ion cyclotron
frequency) for the selected TCV (a), AUG (b) and JET (c) cases. The
TCV parameters are taken from pulse 59113, while for JET they are
consistent with pulse 95467. After [4] (a), [15] (c)

NBI-ECH case, as expected. In particular, the condition is
fulfilled because of a strong linear stabilisation of ion-scale
TEMs by NBI FI (nFI/ne ∼ 10%, TFI/Te ∼ 16, R/Ln,FI ∼ 14,
R/LT,FI ∼ 2). For AUG, the criterion is always met. In partic-

ular, the ion-scales are strongly suppressed at the lower value
of R/LTi, indicating a possible strong role of ETGs for that
case. Similar simulations have been run with GKW for AUG,
and the results are published in [5] (see Fig.19), indicating a
role for ETGs for R/LTe ≥ 6 at experimental R/LTi. The AUG
runs just give a lower boundary for the ETG R/LTe threshold,
since they set Zeff = 1 < 1.4 = Zeff,exp., thus already under-
predicting the linear threshold by ∼ 20%. Zeff = 1 is kept
for AUG consistently in linear, NL ion-scale and NL multi-
scale runs, since it was impossible to use the exp. value of
Zeff in the NL multi-scale runs due to insufficient computa-
tional resources. However, the impact of impurities has also
been evaluated for AUG, by means of linear GK simulations
(see the following paragraph) and using a faster quasi-linear
model (see Sec. VI). For JET, FI (from NBI and ICH) have
been neglected since nFI/ne ∼ 0.2% at ρtor = 0.5. JET re-
sults predict a non-negligible contribution of ETGs to qe for
R/LTe ≥ 11 when R/LTi = 5.77 and for R/LTe ≥ 9 when
R/LTi = 5.17.

In order to test the dependence of the AUG and JET re-
sults on Zeff , linear scans of γ/ky vs ky have been performed
at fixed ky values, comparing the results obtained setting ex-
perimental Zeff with the ones coming from simulations where
impurities are neglected (Zeff = 1). The same two couples of
R/LTi values R/LTi = 3.65, 6.5 and R/LTi = 5.17, 5.77 are
considered for AUG and JET respectively, as in Fig.2 (b) and
(c). The results are shown in Fig.3 where, following [5] (see
Fig.20), for each case the γ/ky corresponding to two sets of
ky are compared, the first around the γ/ky maximum at ion
scales (black/blue), the second around the γ/ky maximum at
electron scales (red/magenta). The ETG relevance criterion
is met for R/LTe > R/LTe,crit., where R/LTe,crit. can be di-
rectly visualised looking at the figure, as the R/LTe so that
the upper end of the electron-scale ‘stripe’ crosses the upper
end of the ion-scale ‘stripe’. The plots on the left indicate
AUG results, while the plots on the right indicate JET ones.
Moreover, the upper plots correspond to the larger considered
R/LTi for each case, while the lower plots correspond to the
smaller R/LTi. Finally, the results obtained with Zeff = 1 are
indicated by squares, while the ones with Zeff,exp. are shown by
triangles. It can be seen that, as expected from linear physics
(ETG linear threshold proportional to 1+ZeffTe/Ti), R/LTe,crit.
is larger for larger Zeff . The impact of Zeff is small-moderate
∆(R/LTe,crit.) = R/LTe,crit.(Zeff = Zeff,exp.) − R/LTe,crit.(Zeff =

1) ∼ 1 for the larger R/LTi cases ((a) and (b)), while it is small
∆(R/LTe,crit.) < 0.5 for the smaller R/LTi cases ((c) and (d)).
It has also to be noted that collisions, at similar Zeff , are more
effective in stabilising ion scales for the JET case.

More details on part of the simulations that are shown in
this section can be found in [4], [5], [15], corresponding to
TCV, AUG and JET cases, respectively. This also holds for
the TCV results of Sec. VI and the JET results of Sections IV
and VI. Regarding AUG, part of the the GENE linear and all
the NL multi-scale GK results are published here for the first
time.
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corresponding to the crossing of electron-scale and ion-scale γ/ky stripes, for Zeff = 1 and reference Zeff respectively.

IV. NON-LINEAR ION-SCALE GYROKINETIC RESULTS

GENE NL ion-scale simulations have been performed to
interpret the experimental results, in order: 1) to test if the
GK flux levels match the experimental ones, or a contribu-
tion from ETGs (lacking in ion-scale runs) is needed; 2) to
compare the GK stiffness with the experimental one, evidenc-
ing a possible ETG role if the experimental stiffness is under-
predicted by ion-scale GK. Both electron and ion heat chan-
nels are investigated for AUG and JET, where the ion-scale
is ITG-dominant and very sensitive to R/LTi, while only the
electron channel is investigated for TCV where TEMs are
dominant at ion-scales. The TCV GK results are shown by
black and red diamonds in Fig.4 (a), corresponding to ECH
only and mixed ECH-NBI cases, respectively.

Two GK simulations have been performed for each ex-
perimental case: the first with experimental parameters and
the second reducing R/LTe from ∼ 10 to 7, to evaluate the
stiffness. The experimental points with ECH off-axis (lower
R/LTe) have been kept in the figure to give an idea of the

experimental stiffness. However, the GK runs have been
done with parameters from the cases with ECH on-axis (pulse
#59113), therefore GK and experimental stiffness should be
only qualitatively compared. It follows that GK explains both
the flux levels and the stiffness for the ECH only case, while
for the mixed ECH-NBI case GK both strongly under-predicts
the flux levels and the stiffness, invoking the ETGs as a pos-
sible player to fill those gaps. In particular, a synergy of FI
and E × B stabilisation (γE ∼ 0.14) is observed for this case,
reducing the TEM-driven qe,gB to negligible values compared
to the experimental ones. Two NL runs have been performed
for the AUG case, varying R/LTe = 8, 11. They are indicated
by blue diamonds in Fig.4 (b). The experimental points of
the R/LTe scan with Te ∼ Ti have all been kept in the figure
(black dots with error bars) in order to give an idea of the ex-
perimental local stiffness, while the GK simulations have been
run with the parameters from pulse #31506. The logarithmic
gradient of Ti has been set to R/LTi = 3.65 < 6.5 = R/LTi,exp.
in order to match the experimental value of qi,gB with GK (see
the smaller picture in Fig. 3 (b)). This is needed since the Ti
profile is very stiff with respect to qi variations, due to ITG-
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Figure 4. GENE NL ion-scale qe,gB vs R/LTe, compared with the exp. results of Fig.1, for TCV (a), AUG (b) and JET (c). GENE NL ion-scale
qi,gB vs R/LTi is indicated for AUG in the small box in (b), while it is shown in (d) for JET. The TCV case with NBI only is not shown as well
as the JET exp. cases with Te , Ti. After [4] (a), [5, 14] (b), [15](c)/(d).

dominant ion scales. Moreover, impurities and E × B shear
(γE ∼ 0.04) have been neglected, to better compare with the
multi-scale run (see Sec. V). For the same reason, FI have
not been included (nFI/ne ∼ 1%, TFI/Te ∼ 15, R/Ln,FI ∼ 6,
R/LT,FI ∼ 2). However, since for this case the FI density
fraction is 10 times smaller than the TCV ECH+NBI case
and the γE is 3.5 times smaller, one should expect a signifi-
cantly smaller impact of FI and E × B shear on NL fluxes than
for TCV. The results of the simulations show that even if for
the AUG case the experimental qe,gB = 39 is only moderately
under-predicted by GK (qe,gB = 27.4, slightly below the ±20%
error bar), the experimental stiffness (from RF modulation:
magenta line) is strongly under-predicted. Turning to JET re-
sults (Fig.4 (c) and (d), corresponding to the electron and ion
channels, respectively), Three R/LTi were considered in the
GK runs (R/LTi = 4.8, 5.77, 6: red, blue and magenta, respec-
tively) and scans in R/LTe were performed for each value of

R/LTi. Only the experimental points of the R/LTe scan with
Te ∼ Ti have all been kept in the figure in order to give an
idea of the experimental local stiffness, while the GK simula-
tions have been run with the parameters from pulse #95467.
As visible in Fig.4 (d), the ion heat flux is very stiff in R/LTi,
due to ITGs. Changing R/LTi also impacts qe, which increases
by ∼ 100% when changing R/LTi from 4.88 to 6. However,
changing R/LTi does not impact the R/LTe stiffness of qe. For
R/LTi = 5.77, a study of the effect of R/Lne was also per-
formed, increasing the nominal value by 40%. When increas-
ing R/Lne, qe,gB increases by about 40% due to stronger TEMs,
while qi decreases, without changing the R/LTe stiffness of qe.
Summarizing these JET results, while the single experimen-
tal point can be reproduced by varying the input parameters
within error bars in GK simulations, the experimental slope
of qe,gB vs R/LTe is underestimated by ion-scale GK. A mech-
anism providing a qe contribution scaling with R/LTe would
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be needed, which could come from ETGs.

V. NON-LINEAR MULTI-SCALE GYROKINETIC
RESULTS

Collecting the results from the three tokamaks, it seems that
for the cases with Te ∼ Ti the ion-scales are not sufficient to
explain the experimental flux levels and/or the Te stiffness.
As a consequence, dedicated multi-scale NL GENE runs have
been performed to quantify the contribution of ETGs to both
qe and to its slope vs R/LTe, for AUG and JET. This has not
yet been done for TCV, since the priority has been given to
larger tokamaks where ρ∗ = ρi/a effects (called ‘global’ ef-
fects, where ρi is the ion Larmor radius and a the plasma mi-
nor radius), which are not retained in the GENE flux-tube ver-
sion, should not play a role. Actually, a global multi-scale NL
GK simulation would require more than our available com-
putational resources. For AUG, the same parameters of the
ion-scale runs (thus with Zeff = 1), have been kept. To reduce
the computational cost of these heavy runs, the initial NL sat-
uration phase for the R/LTe = 8 run has been performed in-
cluding only the ion scales, keeping the same parameters and
the same number of kx modes needed for the corresponding
multi-scale. Then, after the NL convergence of the fluxes, the
ky grid has been expanded (nky = 32 → 512) to include elec-
tron scales. The multi-scale run at larger R/LTe = 11 has
been initialised changing R/LTe starting from a checkpoint
of the R/LTe = 8 simulation. The radial and binormal box
sizes for AUG are [Lx, Ly] = [118.2, 83.8]ρs, corresponding to
ky,minρs = (2π/Ly)ρs = 0.075, kx,minρs = (2π/Lx)ρs = 0.053.
The simulations have been run with [nkx, nky, nz, nv‖, nµ] =

[1280, 512, 32, 32, 12] grid points. The results of the AUG
multi-scale simulations (red stars) are compared with the ion-
scale fluxes (blue diamonds) in Fig.5 (a).

The corresponding qe spectra are presented in Fig.6 (a).
The impact of ETGs, coming from electron scales (kyρs >

1), on qe, increases with increasing R/LTe. It is moderate/large
(∼ 33%) at experimental R/LTe = 8, while it becomes large
(∼ 55%) at R/LTe = 11. The multi-scale stiffness in particular
is well aligned with the RF modulation result (magenta). The
observed moderate/large impact of ETGs for AUG case is thus
in line with the linear prediction of ETGs impacting qe for
R/LTe > 6, being both the considered R/LTe values beyond 6.

Following the same strategy, three multi-scale runs have
been performed for the JET case for R/LTe = 9, 11, 14,
with R/LTi = 5.77. For the JET case, impurities have
been accounted for, the same way as in ion-scale NL
and linear runs. The x and y box sizes have been set
to [Lx, Ly] = [88.6, 83.8]ρs, corresponding to ky,minρs =

(2π/Ly)ρs = 0.075 ∼ kx,minρs = (2π/Lx)ρs = 0.071, and
[nkx, nky, nz, nv‖, nµ] = [1536, 512, 32, 32, 12] grid points have
been used. The results, shown in Fig.5 (b)/(c) and Fig.6 (b),
indicate a negligible (∼ 5%) impact of ETGs on qe at experi-
mental R/LTe = 9, increasing with R/LTe but remaining mod-
erate (∼ 18%) at R/LTe = 14, in line with the linear prediction
of an ETG impact for R/LTe > 11 when R/LTi = 5.77. The
stiffness of the multi-scale fluxes still does not explain the ex-

perimental slope.
Following the analysis of Figs.2 and 3, that indicates a

larger role for ETGs at smaller R/LTi based on the γ/ky crite-
rion introduced in Section III, an additional multi-scale simu-
lation has been run for the intermediate R/LTe = 11 setting the
lower R/LTi = 5.17 value that allows to match qi at the lower
boundary of its experimental error bar with ion-scale NL runs.
This is done to check if indeed a larger impact of ETGs on qe
is observed in the multi-scale simulation by decreasing R/LTi,
and if it could help to get closer to the experimental electron
heat flux level. The results are shown in red in Fig.7, for the
electron and ion channels in Fig.7 (a) and (b), respectively.
The corresponding qe spectra are shown in Fig.7 (c).

The results indicate that despite the ETG fraction is in-
creasing with decreasing R/LTi, the decrease of the qe frac-
tion coming from ion-scales is larger, so that the overall qe is
smaller for R/LTi = 5.17 than for R/LTi = 5.77. The compar-
ison of the qe spectra corresponding to R/LTi = 5.77 (blue)
and R/LTi = 5.17 (red) in Fig.7 (c), in particular, indicates
that ETGs contribution to qe increases only by 10% with de-
creasing R/LTi, going from 10% for R/LTi = 5.77 to 20% for
R/LTi = 5.17. Summarising these multi-scale GK results, it
is not possible to match both experimental values of qe and
qi by first matching qi within its experimental error bar with
ion-scale simulations and then performing multi-scale runs to
re-compute qe and qi. It could still be possible that some
cross-scale effect like the one observed in [2], consisting in
a backward effect of ETGs on ion scales when ion scales are
marginally stable, could allow to match both the electron and
ion heat fluxes with multi-scale simulations further lowering
R/LTi closer to the ITG threshold. However, the very high
ion stiffness of the experimental points seems to indicate that
this last picture should not be likely for the considered JET
case, since the cross-scale effect observed in [2] should im-
ply a reduction of the ion stiffness. Moreover, for this ‘high
ion stiffness’ case, the search of an ‘optimal’ value of R/LTi
close to the ITG threshold to observe such cross-scale effect
would require a fine R/LTi scan of such very heavy GK NL
multi-scale simulations, which is beyond both the scope of
this work and the available computational resources.

VI. MULTI-SCALE TGLF STAND-ALONE RESULTS

R/LTe scans have been performed with the stand-alone ver-
sion of TGLF for AUG and JET starting from reference pa-
rameters (Table I). The two most recent versions of TGLF
have been used: TGLF SAT1-geo (11/2019: improved de-
scription of geometrical effects and calibration against GK
with respect to SAT1 [13]) and SAT2 [19]. These scans have
been run with the aim of further evaluating the impact of the
impurities on the results. Comparing the two TGLF runs for
AUG (blue and green in Fig.8 (a) for Zeff = 1 and = 1.4 re-
spectively), the effect of impurities on the ETG wall is not
negligible, but however TGLF with both Zeff = 1 and = 1.4
agrees with the experimental flux within the R/LTe error bar
and agrees with both the experimental stiffness (RF modula-
tion: magenta) and the GENE multi-scale stiffness (red stars).
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The situation is different for JET (Fig.8 (b)). The stiffness
of SAT1-geo in the TEM part of the curve is a bit lower than in
experiment and in GENE, but overall acceptable, whilst that
of SAT2 is significantly underestimated. Both models fea-
ture an ETG wall at quite large values of R/LTe, so that they
miss reproducing the experimental uppermost points by a fac-
tor > 2 in qe,gB, as for the GENE multi-scale, which how-
ever does not feature an ETG wall. As a matter of fact, the
only case where the TGLF SAT1-geo curve approaches the
experimental data also in the uppermost region is that with
Zeff = 1, which however is experimentally unrealistic. One
should note that for JET, since TGLF qi,gB is significantly un-
derestimated at the nominal R/LTi, also cases with increased
R/LTi (to match qi,gB) are shown, which is key for a correct
reproduction of multi-scale interactions.

It has to be pointed out that for both AUG and JET cases the
impact of Zeff on the up-shift of the ‘ETG wall’ is larger than
what one would expect looking at the results of Fig.3, based
on the simple γ/ky criterion for ETG impact on fluxes.

Due to the strong sensitivity of the TGLF simulations to
Zeff for the JET case, and due to the lack of GK multi-scale
simulations with impurities to compare with, a more detailed
study of the effect of impurities for this case has been pur-
sued in [15], performing TGLF scans of qe,gB vs R/LTe, and
considering the real impurity mix: Be, C, Ne, Ni and W, also
separating light and heavy impurities. It results that TGLF
gets closer to the experimental data, almost explaining them,
only when the heavy impurities are neglected. This remains to
be understood, with new multi-scale GK runs when resources
will be available, where light and heavy impurities are treated
separately, and not lumped together in a single C effective im-
purity as in the multi-scale GK runs presented in Sect.V.

VII. CONCLUSIONS

A collection and comparison of similar experiments that
have been performed at the three tokamaks TCV, AUG and
JET, assessing the impact of ETG modes on the electron heat
transport, is presented in the paper. The experimental obser-
vations, coming from dedicated plasma pulses, are interpreted
with the help of numerical simulations, including very compu-
tationally heavy nonlinear multi-scale gyrokinetic runs. The
same experimental framework has been applied to the differ-
ent machines, consisting in performing steady state electron
heat flux scans (qe,gB vs R/LTe), obtained varying the electron
heating radial deposition. This is done to study the electron
temperature stiffness and test the possible presence of an ETG
wall, also varying the ion/electron heating power ratio since
it impacts the ETG linear threshold. When available (TCV
and AUG), these data are confronted with a perturbative anal-
ysis based on ECH radio-frequency modulation, which allows
an independent determination of the stiffness. Only the JET
case presents experimental points with sufficiently high qe,gB
to be compatible with an ETG wall. They are obtained for a
heat flux scan with Te ∼ Ti. TCV and AUG lack such high
qe,gB data, but they feature ECH modulation, which indicates
that the experimental points with Te ∼ Ti and largest R/LTe
are compatible with high ETG stiffness. Therefore, in the
three tokamaks the resulting experimental picture is that ETGs
could impact qe for cases with Te ∼ Ti and sufficiently high
R/LTe, obtained by a conjunction of electron and ion heating,
which is in line with the actual theoretical understanding of
ETGs.

Experimental data are confronted with linear, nonlinear
ion-scale and multi-scale gyrokinetic GENE simulations and
stand-alone TGLF quasi-linear runs. Linear GENE simula-
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tions indicate different regimes at ion scales for the reference
cases of TCV and AUG/JET (TEM-dominant for TCV and
ITG-dominant for AUG and JET), while ETGs dominate at
electron scales for all cases. Linear simulations, based on
a simple criterion applied to the eigenvalue spectra, allow
to make a preliminary prediction of the impact of ETGs on
qe. The results confirm that the already mentioned experi-
mental cases with Te ∼ Ti and high R/LTe are good can-
didates to show an ETGs role. In particular, the effect of
the fast ions which are produced by the NBI, stabilizing the
TEM-dominant ion scales, plays an important role for the
TEM-dominant reference TCV case, while for the the ITG-
dominant AUG and JET cases a larger role is predicted for
ETGs when R/LTi is decreased (matching qi with ion-scale
nonlinear simulations within its error bar), consistently with
an expected reduced ITG nonlinear zonal flow damping of
ETGs. Finally, a stabilising effect is predicted for Zeff for
ETGs, consistently with the linear theory, which is larger at
larger R/LTi.

Then, nonlinear ion-scale GK simulations have been per-
formed. The results show that a lack of electron heat flux is
observed in GK when compared with experiment for the TCV
and JET cases. In particular, a synergy of fast ions and E × B
shearing, both due to NBI, strongly stabilizes the ion scales
for the TCV case. A lack of electron stiffness is observed for
all the TCV, AUG and JET cases. In particular, for JET it is
possible to match the flux level by varying the input parame-
ters within error bars, but not the stiffness.

As a third step, nonlinear multi-scale GK simulations have
been performed for the AUG and JET cases (for TCV possible
global effects need to be modelled with a global multi-scale
simulation with fast ions and E×B shearing, which is not com-
putationally feasible). For AUG the multi-scale results allow
to explain the experimental stiffness as coming from ETGs,
although a caveat is that impurities have been neglected in the
multi-scale simulations due to computational resources con-
straints. For JET the impurities have been taken into account,
and the GK fluxes do not explain both the experimental flux
levels and stiffness, with ETGs that are found to play a mi-
nor role for this case. Even a multi-scale simulation that has
been performed for R/LTe larger than the experimental one
and lowering R/LTi down to the lowest possible value com-
patible with matching qi with ion-scale runs, predicts a mod-
erate role for ETGs, but qe is even smaller than for the cor-
responding simulation with larger R/LTi, due to the reduced
contribution of ITG-dominant ion scales. A possible alterna-
tive explanation of the JET case could come from cross-scale
effects like those observed in [2], but they seem incompatible
with the observed high ion stiffness.

Since due to a lack of computational resources it was not
possible to investigate in detail the effect of the impurities on
the results, repeating the heavy multi-scale runs adding them
for AUG or removing them for JET, a quasi-linear analysis has
been performed using the stand-alone version of TGLF. The
results indicate that the effect of impurities is not negligible
for AUG but it is possible to explain the experimental data
with or without adding them, within experimental error bars.
For JET it is possible to get close to explain the experimental
data with TGLF only neglecting heavy impurities, that have
a large impact on the position of the ETG wall in the qe,gB vs
R/LTe plane.

To further test the role of ETGs, sensitivity scans in the
multi-dimensional parameter space should be performed with
NL multi-scale GK simulations (presently not possible due
to their computational cost). Moreover, density and possibly
temperature fluctuations should be experimentally measured
at electron scales, and compared with synthetic diagnostics
applied to multi-scale GK runs. Finally, more conclusive re-
sults on the impact of impurities on ETGs are needed, in par-
ticular by performing more multi-scale GK simulations with
impurity species, possibly separating the effects of light and
heavy impurities. This could be useful in turn to better cali-
brate quasi-linear models like TGLF vs GK and improve the
reliability of plasma profiles prediction in cases that are com-
patible with ETG relevance.
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