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Abstract
Data cleaning has become an indispensable part of data analysis due to the increasing amount

of dirty data. Data scientists spend most of their time preparing dirty data before it can be

used for data analysis. Existing solutions that attempt to automate the data cleaning proce-

dure treat data cleaning as a separate offline process that takes place before analysis begins,

while also focusing on a specific use-case. In addition, when the analysis involves complex

non-relational data such as graphs, data cleaning becomes more challenging as it involves

expensive operations. Therefore, offline, specialized cleaning tools exhibit long running times

or fail to process large datasets. At the same time, applying data cleaning before analysis starts

assumes a priori knowledge of the inconsistencies and the query workload, thereby requiring

effort on understanding and cleaning data that is unnecessary for the analysis. Therefore,

from a user’s perspective, one is forced to use a different, potentially inefficient tool for each

category of errors.

In this thesis we aim for coverage and efficiency of data cleaning. We design and build data

cleaning systems that employ high-level abstractions to (a) represent and optimize different

cleaning operations for data of various formats, and (b) allow for real-time data cleaning that

is relevant to data analysis.

We introduce CleanM, a language that can express multiple types of cleaning operations.

CleanM goes through a three-level translation process for optimization purposes; a different

family of optimizations is applied in each abstraction level. Thus, CleanM can express com-

plex data cleaning tasks, optimize them in a unified way, and deploy them in a scaleout fashion.

To further reduce the data-to-insight time, we propose an approach that performs prob-

abilistic repair of denial constraint violations on-demand, driven by the exploratory analysis

that users perform. We introduce Daisy, a system that seamlessly integrates data cleaning into

the analysis by relaxing query results. Daisy executes analytical query-workloads over dirty

data by weaving cleaning operators into the query plan.

To cover complex data such as graphs, we optimize the building block of data cleaning oper-

ations on graph data, that is subgraph matching. Subgraph matching constitutes the main

bottleneck when cleaning graph data as it is an NP-complete problem. To optimize subgraph

matching, we present a scale-up, radix-based algorithm that starts from an arbitrary parti-
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Abstract

tioning of the graph and coordinates parallel pattern matching to eliminate redundant work

among the workers. To address load imbalance, we employ a work stealing technique, specific

to the subgraph matching problem. Worker threads steal work from straggler threads by using

a heuristic that maximizes the work stolen, while at the same time preserves the order of

evaluating candidate vertices.

Overall, instead of using offline, specialised tools, this thesis designs abstractions that optimize

different cleaning primitives over heterogeneous data, while also integrating data cleaning

tasks seamlessly into data analysis. Specifically, we provide (a) a declarative high-level in-

terface backed by an optimizable query calculus and (b) the required optimizations at the

underlying data cleaning layers while also taking into consideration the exploratory analysis

that users perform.

Keywords data cleaning, denial constraints, duplicate elimination, data transformations,

integrity constraints, data analysis, data preprocessing, monoid comprehensions, scale-out

cle-aning, cleaning heterogeneous data, graph databases, graph pattern matching
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Résumé
Le nettoyage des données est devenu un élément indispensable de l’analyse des données en

raison du quantité croissante de données erronées. Les data scientists passent la plupart de

leur temps à préparer des données sales avant qu’elles puissent être utilisées pour l’analyse.

Solutions existantes qui tentent d’automatiser le nettoyage des données traitent le nettoyage

des données comme un processus qui se déroule hors ligne et a lieu avant le début de l’analyse,

tandis que se concentrant en même temps sur un cas d’utilisation spécifique. De plus, lorsque

l’analyse implique des données non relationnelles complexes telles que des graphiques, le

nettoyage des données devient plus difficile car cela implique des opérations coûteuses. Par

conséquent, les systèmes de nettoyage qui sont spécialisés et fonctionnent hors ligne pré-

sentent de longues durées d’exécution ou ne reussisent pas à traiter de grands ensembles

de données. En même temps, pour appliquer le nettoyage des données avant le début de

l’analyse, on suppose une connaissance a priori du incohérences et la charge de travail des

requêtes, ce qui nécessite des efforts de compréhension et de nettoyage des données inutiles

pour l’analyse. Par conséquent, par le point de vue de l’utilisateur, on est obligé d’utiliser un

système différent, potentiellement inefficace, pour chaque catégorie d’erreurs.

Dans cette thèse, nous visons sur la couverture et l’efficacité du nettoyage des données. Nous

concevons et mettons en œuvre des systèmes qui utilisent des abstractions de haut niveau

pour (a) représenter et optimiser les opérations de nettoyage hétérogènes sur des données hé-

térogènes, et (b) des données propres en ligne qui sont pertinentes pour l’analyse des données.

Nous introduisons CleanM, un langage qui peut exprimer plusieurs types d’opérations de

nettoyage. CleanM passe par un processus de traduction à trois niveaux afin de l’optimisation ;

une famille d’optimisations différente est appliquée à chaque niveau d’abstraction. Ainsi,

CleanM peut exprimer des tâches de nettoyage de données complexes, les optimiser de ma-

nière unifiée et les déployer de manière évolutive.

Pour réduire davantage le data-to-insight temps, nous proposons une approche qui effectue

une réparation probabiliste des violations de contraintes de refus qui fonctionne on demand,

guidée par l’analyse exploratoire des utilisateurs. Nous introduisons Daisy, un système qui

intègre de manière transparente le nettoyage des données dans l’analyse en assouplissant

les résultats des requêtes. Daisy exécute de requête analytiques sur des données erronées en

intégrant les opérateurs de nettoyage dans le plan de requête.
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Résumé

Pour traiter des données complexes telles que les graphiques, nous optimisons le bloc de

construction des opérations de nettoyage des données sur les données de graphes, c’est-à-dire

le match de sous-graphes. Le processus de match de sous-graphe est le principal goulot quand

on nettoie des données graphiques car il s’agit d’un problème NP-complet. Nous présentons

un algorithme scale-up, basé sur le radix, qui part d’un partitionnement arbitraire du graphe

et coordonne la correspondance de motifs parallèles à éliminer le travail redondant parmi

les travailleurs. Pour remédier au déséquilibre de charge, nous utilisons une technique de vol

de travail, spécifique au problème de match de sous-graphes. Les threads de travail volent le

travail des threads retardataires en utilisant une heuristique qui maximise le travail volé, tout

en préservant l’ordre d’évaluation des sommets candidats.

Dans l’ensemble, au lieu d’utiliser des outils spécialisés hors ligne, cette thèse conçoit des

abstractions qui optimisent différents primitives de nettoyages sur des données hétérogènes,

tout en intégrant de manière transparente les tâches de nettoyage des données dans l’analyse

de ces données. Plus précisément, nous fournissons (a) une interface déclarative de haut

niveau soutenue par un calcul de requête optimisable et (b) les optimisations requises au

niveau des couches sous-jacentes de nettoyage de données, tout en tenant également compte

de l’analyse exploratoire que les utilisateurs effectuent.

Mots clés nettoyage des données, contraintes de refus, élimination des doublons, transfor-

mations de données, contraintes d’intégrité, analyse des données, prétraitement des données,

compréhensions monoïdes, nettoyage à grande échelle, nettoyage de données hétérogènes,

bases de données de graphes, correspondance de modèles de graphes
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1 Introduction

Data science has given a big push to the penetration of computer science into a vast variety

of disciplines to extract meaningful insights. Information extraction increasingly relies on

data collected in unprecedented volumes and variety. Data scientists start from lakes of

raw data, usually blindly collected and stored in batches by automated processes, and they

apply different types of analysis tasks, ranging from relational to data mining and machine

learning operations. The processes of gathering, storing, and integrating diverse datasets

introduces, however, several inaccuracies in the data: Analysts spend 50%-80% of their time

preparing dirty data, before it can be used for information extraction [81]. Depending on the

accuracy requirements of the workload and the data they need to access, data scientists have

to iteratively apply cleaning tasks, until they are satisfied with the resulting quality. Therefore,

data cleaning is a major hurdle for data analysis.

1.1 The Need for Clean Data

Data cleaning is a necessary preparatory step because the existence of errors in data induces

inaccuracies in data analysis [74]. Dirty values affect the data distribution, as an analysis

based on inaccurate aggregates or on training over inaccurate distributions might reveal

wrong trends, or even hide an existing trend. Apart from the distribution, an analysis based

on machine-learning models is sensitive to the relationships among entities. As a result,

erroneous values could cause the machine-learning model to underfit hence show poor

performance. Therefore, to extract accurate insights, data scientists need to first fix the errors

before running their analyses.

The impact of dirty values are linked to every individual analysis task, as well as the underlying

data. Depending on the task, one dirty value might be more important compared to another

dirty value, hence it might have a stronger impact on the analysis result. The importance

of an error depends on three reasons: First, an analysis task might access only a specific

part of the dataset, consequently errors in the unnecessary part of the data can be ignored.

Second, data continuously changes, thus, errors in stale or old data do not affect the analysis.
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Types of errors

Data Format

Type of
exploratory analysis

Figure 1.1 – Data cleaning challenges.

Finally, several machine learning algorithms such as In addition to the importance of different

errors for the analysis, depending on the end-user’s perception of cleanliness, the preparatory

work might involve different cleaning operations in order to enable the analysis to take place.

Therefore, there is need for real-time data cleaning while exploring the data, by also taking

into consideration the variability in the types of errors, as well as in the types of data.

1.2 Data-Cleaning Challenges

The data cleaning process consists of two steps: error detection and data repair. Error detection

involves operations such as checking the satisfiability of qualitative rules, identifying patterns

and similar entities. Data repair takes place over the detected errors and is the process of

correcting the identified errors by replacing dirty values with the correct ones. Both error

detection and data repair tasks are challenging; they first require exploratory queries to identify

possible errors, and then one needs to use multiple cleaning tools, hand-written scripts, and

manual effort to clean the data.

The data cleaning problem involves challenges spanning across three dimensions, as shown

in Figure 1.1. Specifically, at the data level, the types of errors that exist, as well as the the data

format, affect the detection and repair of errors. Each error type and data format requires their

specific representations of the cleaning task.. Apart from the representation, each case needs

particular optimizations that are specific to the data type or the operation. Cleaning tasks

also need to take into consideration the type of analysis that users perform in order to avoid

executing unnecessary pre-processing work.

Variability of Errors. Data cleaning is challenging because errors arise in different forms:

Syntactic errors involve violations, such as values out of domain and range. Semantic errors

are also frequent in non-curated datasets. They involve violations of semantic data relations,

e.g., Beijing is located in the US. Semantic errors are more challenging because they involve

inconsistencies in real-life data and might require auxiliary data sources for their detection.

Apart from semantic relation violations, the presence of duplicate entries is a typical issue

when integrating multiple data sources. The aforementioned data cleaning tasks translate

into a broad range of operations that contain inequality joins, similarity joins, or iterative
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operations as building blocks. Consequently, it is difficult to build general-purpose systems

that can capture the majority of error types and at the same time perform data cleaning in a

scalable manner.

Exploratory Analysis. Apart from the existence of various types of errors, data cleaning is

an interactive and exploratory process that involves expensive operations. Error detection

requires multiple pairwise comparisons to check the satisfiability of the rules [50]. Data

repairing adds an extra overhead, as it requires many iterations of assigning candidate values

to dirty cells, until all the rules are satisfied [27, 32]. Data scientists also detect inconsistencies

and constraints at data exploration time [10]. Hence, traversing the whole dataset multiple

times to repair each discovered discrepancy is cost prohibitive.

Variability of Data Format. Data heterogeneity poses another challenge, as the complexity of

data formats has a direct, negative, impact on the efficiency of data cleaning tasks. Apart from

relational, structured data, one might need to clean semi-structured (e.g., JSON, XML) or even

unstructured data (e.g., graphs). Semi-structured and unstructured data are inherently skewed

because some popular entities can be connected with multiple other entities. Furthermore,

detecting violations of integrity constraints in the case of graph data involves subgraph match-

ing as a building block [41, 42]; to detect inconsistencies there is need to specify a topological

constraint first to restrict the subgraphs of interest, and then identify rule violations over the

selected subgraphs. Subgraph matching is a known NP-complete problem as it is equivalent

to the subgraph isomorphism problem [30]. Dealing with high-complexity operations, such as

subgraph matching further impedes the data cleaning process.

1.3 Efficiency and Coverage Issues of Existing Cleaning Approaches

State-of-the-art data cleaning approaches can be classified based on two dimensions: (a) their

functionality, and (b) whether they are offline approaches or they are online analysis-aware.

In terms of data cleaning functionality, existing systems can be further divided into two cate-

gories. The first category includes interactive tools through which a user specifies constraints

for the columns of a dataset or provides example transformations. Such tools include Potter’s

Wheel [101] and Data Wrangler [62]. User involvement in the cleaning process is intuitive

and interactive, yet specifying all possible errors involves significant manual effort, espe-

cially if a dataset contains a large number of discrepancies. The second category comprises

(semi-)automatic tools that enable several data cleaning operations [32, 48, 66, 103, 116]. Both

categories lack a universal representation for users to express various cleaning scripts, and/or

are unable to optimize the different cleaning operations as one unified task, because they treat

each operation as a black-box UDF.

In addition to functionality, data cleaning depends on the analysis that data scientists perform.

State-of-the-art approaches can be divided into offline, and online analysis-aware approaches.

Offline tools [32, 66, 103] treat data cleaning as a separate process, decoupled from analysis.
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Applying data cleaning before analysis begins requires prior knowledge of the errors that

exist. Offline cleaning is also cost-prohibitive, as it operates over the whole dataset [40].

Analysis-aware tools [10, 129, 74, 24] focus on entity resolution or deduplication, or they

limit themselves to cell-level errors. Whereas, entity resolution tools either require expensive

preprocessing [10] or support only approximate answers for aggregate queries [129].

1.4 Thesis Statement and Contributions

In this thesis, we address the coverage and efficiency of data cleaning, and we redesign the

data cleaning stack to optimize it for the workload and the underlying data. Our goal is to

enable and optimize different data cleaning operations over data of various formats, while

weaving cleaning into the analysis task at hand.

Thesis Statement

Cleaning dirty data is a costly process that depends on the analysis that users perform. Existing

data cleaning approaches focus on a single error-category and exhibit long running times or are

dependent on a specific data format. Instead of using inefficient, specialised tools, we design

abstractions that cover and optimize different cleaning primitives over multiple types of data,

while also integrating data cleaning operations seamlessly into data analysis.

1.4.1 The End goal: Functionality and Efficiency

To address the requirements for data and workload heterogeneity when cleaning data online,

there is need for a paradigm shift. Therefore, depending on the workload and the underlying

data there is need for both a high-level representation for data cleaning, as well as low-level,

cleaning-aware optimizations.

The high-level representation serves a purpose similar to that of SQL for data management

in terms of expressivity and optimization: First, SQL enables users to manage data in an

organized way and is subjective to how each user wants to manipulate the data. Similarly, data

cleaning is a task that depends on the specific needs of the data, such as the errors data contain

and the data format, hence it requires a language that enables users to express their requests in

a simple yet efficient way. Second, SQL is backed by the highly optimizable relational calculus;

data cleaning tasks require an optimizable underlying representation as well.

As data cleaning is an expensive exploratory process, there is need for an efficient cleaning

approach that is weaved into the exploratory analysis and that cleans data on-demand. On-the-

fly cleaning repairs only necessary data, as a result if only a subset is analyzed, the wasted-effort

is minimized. Online cleaning also benefits offline cleaning by enhancing the predictability on

the required cleaning tasks. Therefore, integrating cleaning with analysis efficiently supports

exploratory applications [33] by reducing data-to-insight time.
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To generalize data cleaning over various formats, including unstructured information, a data

cleaning approach needs to support graph data. Graph data encapsulate both structured as

well as unstructured information. Unlike relational and hierarchical data, cleaning unstruc-

tured data results in high complexity because error detection involves pattern matching as a

building block [41]. Specifically, checking for inconsistencies requires the discovery of specific

subgraphs that should satisfy a given rule, or that should be similar. Thus, before checking

the validity of any condition, pattern matching is necessary. Parallelizing pattern matching

alleviates the high complexity of the problem but still requires expensive partitioning and

synchronization tasks in order to exploit the parallelization opportunity. Therefore, there is

need for a parallel pattern-matching approach that (a) synchronizes work by avoiding the

execution of duplicate work by the workers, (b) it prunes redundant intermediate results that

fail to lead to a qualifying result, and (c) it efficiently balances the pattern-matching load by

taking into consideration the presence of skew in graphs.

To this end, we make the following contributions:

An Optimizable Query Language for Unified Error Detection: We introduce CleanM, a

declarative query language for expressing data cleaning tasks. Based on SQL, CleanM offers

primitives for all popular cleaning operations and can be extended to express more operations

in a straightforward way. CleanM follows a three-level optimization process; each level uses

a different abstraction to better suit the optimizations to be applied. First, all cleaning tasks

expressed using CleanM are translated to the monoid comprehension calculus [44]. The

monoid calculus is an optimizable calculus that is inherently parallelizable and can also

represent complex operations between various data collection types. Then, comprehensions

are translated into an intermediate algebra that enables opportunities for inter-operator

optimizations and for work sharing. Finally, the algebraic operators are translated into a

physical plan that is then optimized for factors such as data skew. In summary, regardless of

how complex a cleaning task is, whether it internally invokes complex operations, such as

clustering, and what the underlying data representation is (relational, JSON, etc.), the overall

task will be treated as a single query, optimized as a whole, and executed in a distributed,

scale-out fashion.

Real-Time Cleaning of Denial Constraint Violations through Relaxation: We present the

first approach that intermingles cleaning denial constraint violations with exploratory Select-

Project-Join (SPJ) and aggregate queries, and that gradually cleans the data. Denial constraints

(DCs) comprise a family of rules that have been widely used to capture real-life data inconsis-

tencies [108, 40]. To provide correct results over dirty data, we introduce cleaning operators in

the query plan and employ a cost model to optimally place them. To enable cleaning operators

to detect errors, we define at the execution level a novel query-result relaxation mechanism

in the context of denial constraints. Query-result relaxation enhances the query result with

correlated data from the dataset to allow error detection. Then, given the detected errors, we

propose candidate fixes by providing probabilistic results [117]. We validate our approach by

building CleanDB, a distributed incremental cleaning framework over Spark [132].
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Scalable Cleaning of Graph Data: We propose a parallel, online graph pattern matching

approach that progressively merges partial patterns through work-sharing. To enable informa-

tion sharing among workers, we use a radix tree, through which workers progressively discover

qualifying patterns or partial patterns with no valid continuation, even if they span across

multiple partitions. The execution of pattern matching through the radix tree also eliminates

redundant work because each worker is responsible for evaluating a different part of the

pattern To solve the load-imbalance problem, we apply online work stealing by integrating

it in the optimization process. We show that work-stealing fully compensates for balanced,

workload-aware graph partitioning without additional cost.

1.4.2 Thesis Roadmap

This thesis is organized as follows:

• In Chapter 2, we provide the required preliminaries for this thesis, as well as related

work and how this thesis advances the state-of-the-art.

• In Chapter 3, we present a unified, scale-out approach for data cleaning that represents

different error detection tasks and optimizes them as a whole.

• In Chapter 4, we present an approach that efficiently intermingles cleaning operations

in exploratory queries by relaxing query results in a way that the cleaning operators

clean only the relevant data for the query.

• In Chapter 5, we describe an approach that efficiently scales up pattern matching tasks

over graph data.

• In Chapter 6, we summarize the big picture by concluding the thesis and proposing

future directions.
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This chapter presents the necessary background knowledge for this thesis, as well as the

related state-of-the-art work in the data cleaning domain, and shows how this thesis advances

the field.. First, we define the data cleaning operations that are commonly used from data

scientists to clean their data. Then, we survey the related work categorized by the type of

cleaning they support, by whether they are analysis-aware, and based on the optimizations

they perform for graph data.

2.1 Data cleaning operations

In the following we present a set of data cleaning operations that data scientists use to clean

their data. Such operations provide different levels of expressiveness in order to allow the

detection of common discrepancies that appear in business or academic data [40, 59]. Each

type of data cleaning operation is used to discover a different type of discrepancy. Overall,

the data cleaning operations can be classified into detecting qualitative violations using

constraints, detecting similar items and performing transformations over the data.

Denial Constraints (DC)

The family of denial constraints [40] contains universally quantified first order language

sentences that represent data dependencies, such as functional dependencies and conditional

functional dependencies. DCs have the following form:

∀t1, ..., tk¬(p(x1)∧p(x2)∧ ...p(xm))

where each ti is a tuple, each pi is a predicate involving conditions between the attributes of

one or more tuples, k is the number of involved tuples, and m is the number of predicates.

If a dataset contains one or more tuples for which the predicates p(x1)...p(xm) hold, it is

considered to be inconsistent.
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The most common subcategory of denial constraints is functional dependencies which are

defined as follows. Given a schema S a functional dependency is of the form X → Y , where

X ∈ at tr (S) and Y ∈ at tr (S) which means that the values of attributes in X determine the

values of attributes in Y , that is for any two tuples t1, t2 iff t1[X ] = t2[X ], then t1[Y ] = t2[Y ].

Duplicate Elimination

Duplicate elimination involves the discovery of tuples that refer to the same real-world entity

[72]. The most straightforward way to detect similar tuples is a self-join that discovers identical

tuples. A lighter duplicate detection form is to consider an attribute or a set of attributes that

should be unique; if two tuples have the same values for that particular set of attributes,

then they are considered to be duplicates. A more challenging scenario involves the case

where a dataset does not contain completely identical pairs of tuples/attribute sets, but might

contain similar pairs. In this case, the self-join predicate needs to calculate similarity instead

of equality.

Transformations & Term Validation

Transformations involve applying a formula to a set of values, or mapping values to a set of

semantically related values [7]. Semantic transformations are challenging because they require

consulting auxiliary data. Term validation is a popular category of semantic transformations:

It focuses on detecting values that are seemingly correct, but fail to adhere to a specific

terminology because of, for example, a misspelling. A common technique for detecting

misspellings is using a dictionary for validation. The dictionary can be, among others, a

dictionary of english words or scientific terms.

2.2 Use-case specific data cleaning approaches

For each error category, there are several approaches that propose error detection and data

repairing algorithms that allow to clean the errors efficiently. In the following, we present

data cleaning approaches for each type of error that follow either an interactive or a (semi-)

automatic approach.

Interactive Data Cleaning

Potter’s Wheel [101], OpenRefine [127], and Trifacta – the commercial version of Data Wran-

gler [62] – are established interactive data cleaning systems. Potter’s Wheel [101] provides

a spreadsheet-like interface via which the user gradually repairs her dataset. The user thus

performs transformations, such as merging two columns, and at the same time, a background

daemon process detects potential syntactic errors. For the daemon to detect any errors, a

user has to first specify patterns to which values must adhere, a set of domains to which data

8



2.2. Use-case specific data cleaning approaches

entries must belong, and the constraints of each domain. After the user has specified all the

required transformations, the system compiles them into an optimized program, which can

be applied on the current dataset, or can be invoked on other similarly structured datasets.

Wrangler [62] extends the transformation language of Potter’s Wheel to allow users to spec-

ify more expressive transformations, such as filling missing values. Wrangler simplifies the

transformation process by also suggesting transformations based on the history of user opera-

tions. OpenRefine [127] exposes a spreadsheet-like interface as well, via which it operates on

multiple data formats and allows transformations on rows and columns. OpenRefine enables

transformations through facets that define filtering criteria, e.g., keep a subset of cells of a

column that satisfy a constraint. Pentaho [97], Knime [69], and Paxata [96] allow for more

complex operations, but rely on black box UDFs.

This thesis through CleanM and CleanDB opts for a declarative approach to data cleaning

compared to the manual “cleaning by example” approach of the aforementioned systems.

Also, CleanM exposes a superset of their functionality which is extensible to support more

operations. In addition, whenever CleanDB requires additional information, e.g., the set of

valid values of a domain, it employs auxiliary data structures such as dictionaries. Thus, the

user is released from having to specify specialized and complex information.

(Semi-)Automatic Cleaning

Besides interactive cleaning toolkits, another category of systems attempt to detect and repair

data errors automatically, asking a human for guidance when necessary.

Transformation tools: DataXFormer [7] is an automatic transformation tool that tackles

semantic transformations, such as mapping a column that contains company names to a

column with the stock symbols of those companies. Semantic transformations are challenging

to perform because they require auxiliary information in order to infer the resulting value.

For this, DataXFormer exploits additional information from the Web or from mapping tables.

Transform-by-example (TDE) [58] allows semi-automatic search of transformations by synthe-

sizing programs based on input transformation examples. To synthesize the programs, TDE

exploits code libraries, web service APIs and web tables that it analyzes offline and uses them

as an index to find the transformations.

Deduplication Tools: Tamr, the commercial version of Data Tamer [116], focuses on duplicate

elimination using blocking. Specifically, Tamr uses classification to map records to corre-

sponding blocks. Then, within each block, Tamr trains classifiers that decide whether a pair

of records corresponds to a duplicate, a non-duplicate, or a possible duplicate. At the end,

Tamr produces groups of values that represent the same entity and suggests a representative

value per group using rules and auxiliary information by experts. The FUSE BY [21] extension

of SQL is an operator which is used to resolve duplicate records by allowing various conflict

resolution strategies, such as choosing the most common value or preferring one source
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than another. FRAQL [112] follows a similar approach by providing an SQL extension that

allows transformations, duplicate elimination and outlier detection. All conflict resolution

operations in FRAQL are expressed in the form of UDFs. Tamr, FUSE BY and FRAQL focus on

the repairing phase while CleanM focuses on the efficient detection of violations. Dedoop [71]

allows the specification of entity resolution workflows, such as blocking, through a web-based

interface and then translates them into MapReduce jobs. Ajax [48] generalizes the idea of

Dedoop by separating the logical and physical level of the data cleaning process. Ajax allows

the design of a data flow graph which represents the steps of a cleaning operation. Then, at

the physical level, each logical operator gets translated into an optimized implementation.

Ajax and Dedoop differentiate from CleanM in that they provide a UDF for each operator and

therefore, treat the overall data cleaning process as a black box.

SampleClean [129] is a system that uses techniques from sample-based approximate query

processing in the context of data cleaning. More specifically, SampleClean extracts a sample

out of a dirty dataset, employs users to clean it and then utilizes this sample to answer aggregate

queries. SampleClean focuses on transformations and deduplication operations.

Cleaning denial constraint violations: NADEEF [32] handles the case of denial constraints.

NADEEF follows a systematic, holistic approach by managing a set of input rules as a whole.

Specifically, users define a set of data quality rules through a programming interface; the

system then performs violation detection by checking whether the rules hold for the given

dataset. NADEEF then tries to update the values of the cells that are under violation in a way

that all the rules are satisfied [27].

BigDansing [66] ports the insights of NADEEF in a distributed setting. Specifically, BigDans-

ing extends MapReduce-like frameworks with support for duplicate elimination and denial

constraints. BigDansing takes as input a dirty dataset along with a quality rule that is either

declarative or has the form of a UDF. Then, BigDansing detects and repairs violations in a

scale-out fashion. Since denial constraints often involve inequality joins, BigDansing provides

a join operator that is designed to handle efficiently theta joins with inequality predicates. Big-

Dansing focuses on physical-level optimizations, such as improving the degree of parallelism

for a given cleaning task. CleanDB incorporates such low-level optimizations, but also allows

for optimizations in all levels of the query translation process, such as language level simplifi-

cation of data cleaning expressions. In addition, CleanM handles the scalability issue of data

cleaning operations at the language level: every operation mapped to the monoid algebra

is inherently parallelizable. Holoclean [103] repairs data by combining integrity constraints,

master data, and quantitative statistics.

In summary, existing (semi-)automatic cleaning approaches optimize for a specific operation,

such as transformations, integrity constraints, or duplicates. The approach followed in this

thesis covers and optimizes those operations in a unified way, it is extensible to cover more

operations, and it allows for incorporating optimizations at the physical level.
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2.3 General-purpose data cleaning approaches

Quantitative Data Cleaning (QDC)

QDC [16, 34] discovers the best data repairing strategy using statistical methods, such as the

cost of each strategy, the quality of the resulting dataset, and the statistical distortion against

the original dataset. QDC differs from our approach in that it focuses on discovering the

optimal repair method given a set of detected errors. CleanM focuses on the detection of the

errors, whereas Daisy provides probabilistic repairs. Statistics are also employed to measure

the accuracy of error detection methods and how each method behaves in the existence of

multiple types of errors; whether a method fails to detect an error due to the presence of

another type of error [17].

SQL for cleaning

SQL can express some cleaning tasks, e.g., the ones that correspond to first order logic state-

ments [40]. SQL, however, is overall inappropriate and insufficient for data cleaning: First, SQL

lacks first-class support for rich data types (e.g., JSON); one might need to convert a dataset

to another format in order to clean it. A change in the intended format can be inconvenient

for the user, or might complicate the cleaning process, e.g., flattening a dataset can increase

data volume. In addition, relational algebra – the backend of SQL – lacks first-class support for

operations from the machine learning and data mining domains.

It typically takes a combination of vanilla SQL, UDFs, extra operators, and external programs

to express rich operations in SQL [29]. UDFs, however, increase complexity; each UDF appears

as a black-box to the system optimizer, which is unable to optimize the entire task as a

whole. Adding extra operators in the database core [95] requires coding in an operator per

algorithm, which is a tedious process. As for frameworks such as Spark [132], which support

both relational and iterative processing, they apply only relational optimizations [14]. The

reason is that the “relational part” of Spark is engineered similarly to a DBMS with columnar

storage and is equipped with an optimizer, whereas the “procedural part” executes arbitrary

code over BLOB-like data (RDDs [132]). Given the split Spark architecture, the Spark SQL

Catalyst optimizer treats the procedural parts of an analysis script as black boxes. In summary,

both for traditional RDBMS and modern scale-out frameworks, while a relational optimizer

can perform rewrites based on the physical properties of the extra operators, it is non-trivial

to reason about them on an algebraic level, because they fall outside of the relational logic

based on which the system has been engineered. Our running example highlights two ways in

which systems engineered based on “vanilla SQL" are unsuitable for data cleaning: First, the

term validation operation creates bags of values, which RDBMS typically treat as BLOB-like

opaque data types, thus hurting performance. Second, an RDBMS query would treat each

of the three cleaning operations as standalone; as we will see in Section 3.3, however, two of

these operations can share work.
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In conclusion, SQL is designed to manipulate relational data, and is unable to express domain-

specific optimizations required for data cleaning. On the contrary, CleanM is specifically

designed to express complex cleaning operations over complex data types.

2.4 Analysis-aware data cleaning systems

The majority of the aforementioned tools operate offline before the analysis takes place. In

the following, we survey systems that take into consideration the analysis.

QuERy [10] intermingles deduplication with query processing. QuERy uses blocking [94] for

preprocessing and introduces operators in the query plan, which operate over the blocks.

QuERy also optimizes the plan that involves cleaning operators. SampleClean [129] extracts

a sample out of a dataset with duplicates and cell-level errors, asks users to clean it, and

uses the sample to answer aggregate queries. SampleClean estimates the query result given

the cleaned data and corrects the error of the queries over the uncleaned data. QuERy and

SampleClean address entity resolution, duplicates, or cell-level errors, whereas Daisy focuses

on integrity constraints. Also, QuERy differs in that it requires preprocessing to apply the

blocking. Finally, SampleClean supports only aggregate queries. ActiveClean [74] incremen-

tally updates a machine-learning model as the user cleans the data. ActiveClean addresses

cell-level corruption cases, excluding cases that involve multiple records such as integrity

constraints. DirtyLearn [98] follows a similar approach by performing relational learning over

dirty data. Specifically, DirtyLearn extends relational learning algorithms by adding repair

rules for matching dependencies and conditional functional dependencies. ImputeDB [24]

considers query processing over data with missing values and decides whether to drop tuples

by choosing the optimal solution in the efficiency/quality trade-off. ImputeDB also limits

itself to cell-level errors.

The area of consistent query answering [13, 36, 70, 47] focuses on computing the query answers

that are consistent with all possible repairs without modifying the data. This thesis through

Daisy differs from this idea in that it computes all candidate qualifying tuples, and it applies

repairing incrementally, driven by the queries and the denial constraints.

2.5 Graph pattern matching systems

In this section we survey related work on pattern matching over graphs. Graph processing

systems can be classified into the think-like-vertex (TLV) approaches [86, 83, 105, 106], and

the pattern matching systems [121, 60, 12, 45, 84] that follow a relational or a graph-based

layout.
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2.5.1 Think-like-vertex (TLV)

TLV systems focus on solving local neighborhood problems such as retrieving information of

an entity, page rank, etc. GraphLab [83] is a vertex-centric shared-memory graph processing

system that targets Machine Learning tasks and focuses on synchronization and scheduling

of the iterative ML process. Pregel [86] is also a vertex-centric graph processing system that

employs the Bulk Synchronous Parallel model to propagate a computation from a vertex to the

neighbors. The pattern matching problem that we target differs from the idea of “think-like-

vertex” as it involves processing over subgraphs instead of single vertices. Pattern matching

has significantly higher complexity which grows exponentially with the pattern size, therefore

it is harder to optimize.

2.5.2 Pattern matching

Pattern matching systems are divided based on the way they store, traverse, and partition the

input graph. Specifically, there exist (a) breadth-first-search and relational approaches, (b)

approaches that operate over a graph layout, (c) RDF-based approaches, and (d) workload-

aware partitioning approaches.

Breadth-First-Search and relational approaches: Arabesque [121] is a distributed graph pro-

cessing system that addresses the load-balancing problem in pattern matching. Arabesque

introduces the notion of “think-like-embedding”, where embedding is a subgraph of the graph.

Arabesque iteratively repartitions and expands the discovered qualifying partial embeddings;

it starts by uniformly partitioning subgraphs of a single vertex, then expands them to two ver-

tices, repartitions the two-vertex subgraphs, etc. Even though the continuous repartitioning

balances the load, it requires paying the cost of traversing and repartitioning the data after

each vertex expansion. Our approach differs from Arabesque in that (a) it avoids traversing

multiple times the neighbors of a vertex by indexing the qualifying ones, and (b) it addresses

the load-imbalance problem without any extra cost, by using work-stealing. Neo4J [90] with

the accompanying query language Cypher [31] and GraphX [53] represent graph data by using

relational property tables, therefore they are inefficient as they store redundant information.

GRAMI [37] follows a centralized approach for mining frequent patterns. GRAMI’s optimiza-

tions focus on avoiding the materialization of all possible subgraphs as it only stores the

templates of the frequent subgraphs, and in addition it stops when it computes the subgraphs

that exceed the given threshold. Therefore, even though pattern matching is the building

block of the frequent subgraphs problem that GRAMI addresses, its focus is on pruning the

search space given that the interest is only on the frequent patterns.

Relational-based approaches for graph queries provide algorithms for worst-case optimal

joins [11, 46, 8, 88]. Approaches such as EmptyHeaded [8] and [46] build indexes that ensure

the optimality for joins with large intermediate results. BIGJoin [11] extends the idea in a

parallel setting and employs a similar approach to Arabesque by having multiple rounds of

parallel execution and synchronization while opting for minimal intermediate results and
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balanced load. Such approaches require an expensive preprocessing step to build the index

and have been shown to perform worse than binary joins for cases with fewer intermediate

results [88, 46]. Our approach solves this problem by providing an intermediate solution that

integrates the pruning of non-viable intermediate states while joining the partial states.

DFS subgraph isomorphism algorithms Ullmann’s algorithm [124, 125] is a backtracking

algorithm that tries to identify all possible subgraphs of a given graph and check whether they

represent an isomorphism to the pattern. Ullmann’s algorithm employs pruning mechanisms

by allowing a qualifying mapping of the computed subgraph with the pattern in the case where

the vertex of the graph is of at least the same degree with the vertex of the pattern.

VF2 [30] improves over Ullmann’s approach in that it prunes non-candidate vertices. VF2

iterates through the vertices of the graph until it finds the first qualifying vertex. Then, it

proceeds by selecting a matching vertex that is a neighbor of one of the vertices that already

appear in the partial match. VF2 uses a set of pruning mechanisms to reduce the candidate

vertices that it needs to check whether they can expand the partial match. The pruning

mechanisms are called feasibility criteria and are based on a set of k-look-ahead rules for

checking whether a partial match will have a non-qualifying successor after k-steps. In

that case, it prunes the last added vertex and proceeds with another candidate. The most

straightforward rule excludes vertices which are not connected with any of the vertices that

belong to the partial match. Other rules are based on the structure of the graph and involve

pruning a vertex if it does not lead to a complete match given its neighbors.

More recent approaches that follow a graph-based layout optimize the filtering as well as load

balancing of pattern matching [76, 118]. GraphQL [57] proposes a query language for graphs.

GraphQL also introduces local and global pruning techniques to reduce the search space

of subgraph isomorphism while it also optimizes the search order of the nodes. TurboISO

[56] and its extension BoostISO [104] identify candidate regions to explore for patterns and

optimize the order of evaluation. Further extensions of TurboISO consider decomposing the

query graph into dense and sparse areas to accelerate pattern evaluation, while in addition,

they estimate the cardinality of the embeddings to further optimize the matching order [19].

CECI [18] first builds a compact embedding cluster index using BFS. The cluster index stores

candidate matches by preserving the connectivity of the query graph. By using the index,

CECI applies lightweight filtering to prune non-candidate nodes and allow faster pattern

matching. The cluster index also allows for parallel execution by assigning the clusters to

different workers. CECI requires however expensive preprocessing by checking for cluster

overlap to avoid duplicate work by different workers. Our approach uses and extends the

filtering techniques of existing subgraph isomorphism approaches in a parallel setting. The

main difference is that we propose techniques tailored to a scale-up scenarios by avoiding

preprocessing in order to (a) prune intermediate results, (b) eliminate redundant work, and

(c) balance the load.

RDF-based systems SPARQL queries over RDF data translate into matching patterns over
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RDF graphs. Therefore the problem of SPARQL query evaluation resembles the graph pattern

matching problem. RDF systems such as the Virtuoso RDF system [38] sotre RDF data in a

relational table and translate SPARQL queries to SQL. By this, they allow the database optimizer

to optimize query execution. Similarly, CliqueSquare [52] employs and optimizes n−ary star

joins as bushy plans to increase parallelization. Both approaches require flattening graph

data, and in addition Virtuoso requires executing many self-joins to compute qualifying paths.

RDF3X [91] optimized for SPARQL queries, materializes in relational tables all possible subject-

predicate-object subsets. Unlike RDF, in the case of general graphs materializing relationships

is impossible. What is more, the materialization is workload agnostic, thereby requires storing

tuples that do not lead to a qualifying pattern.

Partitioning approaches: TAPER [45] proposes a partitioning technique that minimizes inter-

partition traversals for a given set of path queries over a labeled graph. TAPER starts from an

existing partitioning and incrementally updates the partitioning until it achieves an optimal

partitioning for the given known workload. To reduce the inter-partition traversals given

the workload, TAPER employs the idea of visitor matrix which encodes the probability of

transition from one edge to the other. In contrast to our approach TAPER addresses only the

partitioning problem, it assumes a known workload, and the visitor matrix that it maintains

has size which is orders of magnitude larger than the original graph. [84] extends the idea of

TAPER to support arbitrary patterns. To estimate the inter-partition accesses, it estimates the

edge traversal probability for a given workload. The difference between the aforementioned

existing workload-aware approaches is that both TAPER [45] and [84] require prior knowledge

of the workload and they also involve expensive preprocessing in order to balance the load.
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Today’s ever-increasing rate of data volume and variety opens multiple opportunities; crawling

through large-scale datasets and analyzing them together reveals data patterns and actionable

insights to data analysts. However, the process of gathering, storing, and integrating diverse

datasets introduces several inaccuracies in the data: Analysts spend 50%-80% of their time

preparing dirty data before it can be used for information extraction [81]. Therefore, data

cleaning is a major hurdle for data analysis.

Data cleaning is challenging because errors arise in different forms: Syntactic errors involve

violations such as values out of domain or range. Semantic errors are also frequent in non-

curated datasets; they involve values which are seemingly correct, e.g., Beijing is located in the

US. In addition, the presence of duplicate entries is a typical issue when integrating multiple

data sources. Besides requiring accurate error detection and repair, the aforementioned data

cleaning tasks also involve computationally intensive operations such as inequality joins,

similarity joins, and multiple scans of each involved dataset. Thus, it is difficult to build

general-purpose tools that can capture the majority of error types and at the same time

perform data cleaning in a scalable manner.

Existing data cleaning approaches can be classified into two main categories: The first category

includes interactive tools through which a user specifies constraints for the columns of a

dataset or provides example transformations [62, 101]. User involvement in the cleaning

process is intuitive and interactive, yet specifying all possible errors involves significant manual

effort, especially if a dataset contains a large number of discrepancies. The second category

comprises semi-automatic tools which enable several data cleaning operations [32, 66]. Both

categories lack a universal representation for users to express different cleaning scripts, and/or

are unable to optimize different cleaning operations as one unified task because they treat

each operation as a black-box UDF.

Therefore, there is need for a higher-level representation for data cleaning that serves a purpose

similar to that of SQL for data management in terms of expressivity and optimization: First,

SQL allows users to manage data in an organized way and is subjective to how each user wants
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to manipulate the data. Similarly, data cleaning is a task that depends on the specific needs

of the data hence requires a language that enables users to express their requests in a simple

yet efficient way. Second, SQL is backed by the highly optimizable relational calculus; data

cleaning tasks require an optimizable underlying representation as well.

This thesis introduces CleanM, a declarative query language for expressing data cleaning

tasks. Based on SQL, CleanM offers primitives for all popular cleaning operations and can be

extended to express more operations in a straightforward way. CleanM follows a three-level

optimization process; each level uses a different abstraction to better suit the optimizations to

be applied. First, all cleaning tasks expressed using CleanM are translated to the monoid com-

prehension calculus [44]. The monoid calculus is an optimizable calculus which is inherently

parallelizable and can also represent complex operations between various data collection

types. Then, comprehensions are translated into an intermediate algebra which allows for

inter-operator optimizations and detection of work sharing opportunities. Finally, the alge-

braic operators are translated into a physical plan which is then optimized for factors such

as data skew. In summary, regardless of how complex a cleaning task is, whether it internally

invokes complex operations such as clustering, and what the underlying data representation

is (relational, JSON, etc.), the overall task will be treated as a single query, optimized as a whole,

and executed in a distributed, scale-out fashion.

We validate CleanM by building CleanDB, a distributed data cleaning framework. CleanDB cou-

ples Spark with a CleanM frontend and with a cleaning-oriented optimizer which applies the

three-level optimization process described above. The end result is a system that combines

data cleaning and querying, all while relying on optimizer rewrites and abundant parallelism

to speed up execution.

Motivating Example. Consider a dataset comprising customer information. Suppose that

a user wants to validate customer names based on a dictionary, check for duplicate entries,

and at the same time check whether a functional dependency holds. We will be using this

compound cleaning task to reflect the capabilities of CleanM and CleanDB: For example,

CleanM enables name validation via token filtering [61] – a common clustering-based data

cleaning operation – by representing it as a monoid. Also, CleanDB identifies a rewriting

opportunity to merge the duplicate elimination and functional dependency checks in one

step.

Contributions: Our contributions are as follows:

• We introduce CleanM, an all-purpose data cleaning query language. CleanM models

both straightforward cleaning operations such as syntactic checks, as well as complex

cleaning building blocks such as clustering algorithms, all while being naturally extensi-

ble and parallelizable. We also present a three-level optimization process that ensures

that a query expressed in CleanM results in an efficient distributed query plan.

• We implement CleanDB, a scale-out data cleaning framework that serves as a testbed
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for users to try CleanM. CleanDB supports a multitude of data cleaning operations (e.g.,

duplicate elimination, denial constraint checks, term validation) over multiple different

types of data sources (e.g., binary, CSV, JSON, XML), executed in a distributed fashion

using the Spark runtime.

• We show that CleanDB outperforms state-of-the-art solutions in synthetic and real-

world workloads. CleanDB scales better than Spark SQL [14] and a dedicated scale-out

data cleaning solution, offers a wider variety of operations, and cleans datasets that its

competitors are unable to process due to performance issues.

In summary, current data cleaning technology lacks a universal representation that can be

general and also guarantee scalability out-of-the-box for all the cleaning operations it supports.

This thesis provides a solution through an algebraic abstraction, which allows rich features to

be embedded in a declarative, optimizable, and parallelizable language. The user can thus

intertwine analytics and cleaning using a unified interface over a scale-out system.

3.1 A unified representation

Data cleaning is a computationally intensive process which typically involves multiple itera-

tions over the same dataset and numerous pairwise comparisons of the data records. In fact,

many data cleaning tasks would benefit from machine learning operations such as clustering

in order to split a dataset into manageable subsets and minimize the number of required

pairwise comparisons. Therefore, a data cleaning language must be coupled with a calculus

that can support and optimize such operations. At the same time, said calculus must be able to

reason about multiple cleaning operations as a whole, and identify inter- and intra-operation

optimizations. Besides involving complex operations, data cleaning tasks are typically applied

over a variety of data sources and formats. Data that requires curation may be i) relational or

not, ii) stored in a DBMS or kept in files [9, 63], etc. Therefore, a data cleaning language and

calculus must be able to handle data heterogeneity. Finally, given the ever-increasing data

volumes, explicit support of parallelism is a prerequisite. This section presents i) the cleaning

operations that CleanM supports, and ii) the rationale behind a three-level translation of said

cleaning operations into executable code.

3.1.1 Data cleaning operations

In the following we present the data cleaning operations that CleanM supports, and what is

required to optimize each operation.

Denial Constraints (DC)

The family of denial constraints [40] contains universally quantified first order language

sentences that represent data dependencies, such as functional dependencies and conditional
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functional dependencies. DCs have the following form: ∀t1, ..., tk¬(p(x1)∧p(x2)∧
...p(xn)). If a dataset contains one or more tuples for which the predicates p(x1)...p(xn) hold,

it is considered to be inconsistent.

Optimization Requirements. DC checks involve a selection or a self-join that detects tuples,

pairs of tuples, or groups of tuples that violate the rule. Self-joins are expensive because

they involve multiple traversals of the input. Also, as DCs contain arbitrary predicates, such

as inequalities, theta-joins might be required. Finally, the rules need to handle non-exact

matches, and thus similarity joins are also required. Similarity joins are costly operations

because they involve multiple passes over a dataset, as well as a computationally expensive

similarity check per candidate pair.

Duplicate Elimination

Duplicate elimination involves the discovery of tuples that refer to the same real-world entity

[72]. The most straightforward way to detect similar tuples is a self-join that discovers identical

tuples. A lighter duplicate detection form is to consider an attribute or a set of attributes that

should be unique; if two tuples have the same values for that particular set of attributes,

then they are considered to be duplicates. A more challenging scenario involves the case

where a dataset does not contain completely identical pairs of tuples/attribute sets, but might

contain similar pairs. In this case, the self-join predicate needs to calculate similarity instead

of equality.

Optimization Requirements. Similar to a subset of denial constraints, deduplication involves

a similarity self-join to identify potentially duplicate records [59].

Transformations & Term Validation

Transformations involve applying a formula to a set of values, or mapping values to a set of

semantically related values [7]. Semantic transformations are challenging because they require

consulting auxiliary data. Term validation is a popular category of semantic transformations:

It focuses on detecting values that are seemingly correct, but fail to adhere to a specific

terminology because of, for example, a misspelling. A common technique for detecting

misspellings is using a dictionary for validation. The dictionary can be, among others, a

dictionary of english words or scientific terms.

Optimization Requirements. Semantic transformations involve an equi-join or a similarity

join with auxiliary data. Specifically, term validation requires the discovery of the most similar

words from the dictionary for each word of the dataset. Thus, term validation relies on the

efficient computation of similarity checks.

Summary. After surveying a range of data cleaning operations, we identify that efficient

handling of self-, theta-, and similarity joins can accelerate multiple cleaning tasks. Besides

accelerating standalone operations, having a unified representation for all operations can help
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in detecting common patterns and work sharing opportunities. Finally, having a principled

way to simplify an arbitrary data cleaning script (e.g., unnest nested sub-tasks) makes detection

of optimization opportunities over the script more straightforward.

3.1.2 From data cleaning operations to code

This work uses three different abstraction levels to reason about and optimize data cleaning

tasks. In the first level, CleanM maps cleaning operations to the monoid comprehension calcu-

lus [44]. As a result, the operations are first-class citizens of the language instead of black-box

UDFs. Such composability means that operations can be explicitly used and stacked with each

other in monoid comprehensions. Transforming the input dataset between different types and

manipulating multiple data types is also possible, a feature exploited by engines that access

raw data [65, 64]. Monoid comprehensions are inherently parallelizable and lend themselves

perfectly to scale-out execution – a fact that has led existing scale-out approaches to adapt

monoids as a core abstraction for data aggregation and incremental query processing [23, 43].

Section 3.2 elaborates on how cleaning operations are mapped to CleanM.

The second abstraction level involves lowering a comprehension into an algebraic form [44],

the nested relational algebra. Nested relational algebra operators resemble relational operators

and are amenable to relational-like optimizations, yet they also explicitly handle complex data

types and queries. For example, a user can issue a query combining relational and hierarchical

data, and rely on the algebraic translation process to simplify the physical query plan and

remove all forms of query nesting. In addition, the algebraic form enables inter-operator

rewrites, which coalesce different cleaning operations into a single one and thus reduce the

overall cost. Section 3.3 discusses the algebraic rewrites.

The final level specializes the algebraic expression to the underlying execution engine. CleanM cur-

rently assumes that Spark [132] is the underlying engine; still, it is pluggable to any scale-out

system. This physical level focuses on the particularities of cleaning operations such as the

presence of expensive theta joins. Also, the physical level addresses the absence of uniform

distribution in the values of real-world datasets – a fact that can cause load imbalance during

data cleaning. Section 3.4 discusses how to generate physical plans that consider both these

complications.

3.2 Cleaning data using monoids

CleanM supports multiple cleaning operations, which it internally maps to monoid com-

prehensions. Still, although a unified representation is important for user convenience, it

is also important to optimize each of the operations. In addition, despite the elegance of

comprehensions, the goal of CleanM is to serve as a SQL-like higher-level representation

that masks the comprehension syntax, given that most users are more familiar with SQL. The

syntax of CleanM extends SQL with constructs that express data cleaning operations and

21



Chapter 3. Unified Scale-out Data cleaning

handle non-relational data types such as hierarchies; this work focuses on the data cleaning

operations.

This section presents i) monoid comprehensions (the underlying calculus of CleanM), ii) the

optimizations that comprehensions allow, iii) the expressive power of CleanM by showing how

to map the building blocks of data cleaning operations to monoids, and iv) the syntax and

semantics of CleanM .

3.2.1 The monoid comprehension calculus

CleanM translates data cleaning tasks into expressions of the monoid comprehension calculus.

A monoid is an algebraic structure which captures aggregate and collection operators. A

primitive monoid m models aggregate operators. It is accompanied by an associative merge

operation ⊕ and an identity/zero element Z⊕. For example, the max operation over positive

integers corresponds to the monoid (max,0), because computing the max is an associative

operation, with 0 being its zero element. A collection monoid comprises a merge operation,

a zero element, and a unit function U⊕ to construct singleton values of a monoid type. For

example, a list collection can be modeled as a monoid, because the list append operation ++
is associative, the empty list [ ] is its zero element, and the function a → [a] is its unit function.

A monoid comprehension of the form ⊕{e|q1, ..., qn}, n ≥ 0 describes operations between

monoids. q1, ..., qn form the comprehension body; each of them is either a filter predicate, or a

generator of the form var ← col that iterates through an instance of a monoid collection type,

and assigns the currently visited element to a variable. e is the head of the comprehension,

indicating the expression to be computed for every value combination of the bound variables.

Finally, the ⊕ symbol is the merge operation of the output monoid, indicating how to aggregate

the instantiations of e.

Example. The comprehension +{x|x ← [1,2,10], x < 5} computes the sum of the elements that

are smaller than 5 for a given list, and the comprehension set {(x, y)|x ← {1,2}, y ← {3,4}} pro-

duces the cross product of two data collections. We use Scala-like comprehension syntax which

is equivalent to the one presented, representing a comprehension as f or {q1, ..., qn} yi eld ⊕ e.

3.2.2 Optimizations at the monoid level

As discussed in Section 3.1.2, CleanM follows a layered design approach. Even in its top-

most layer, CleanM distinguishes between high- and low-level operations, both of which are

first-class citizens and are expressed using comprehensions. The separation aims for user

convenience: High-level operations, such as denial constraints, map directly to a SQL-like, syn-

tactic sugar representation. Low-level operations are internal building blocks for the high-level

ones, and address the optimization requirements of Section 3.1.1. Both high- and low-level

operations go through a rewrite process that applies general-purpose, domain-agnostic opti-

mizations [44].
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Domain-agnostic optimizations: Normalization

Regardless of the processing that a comprehension performs, a normalization algorithm [44]

puts it into a “canonical” form. The normalization also applies a series of optimization rewrites.

Specifically, it applies filter pushdown and operator fusion. In addition, it flattens multiple

types of nested comprehensions [68]. It also replaces any function call that appears in a

comprehension, with the call’s result (beta reduction); a function’s input can be an arbitrary

expression (e.g., a constant, a generator’s variable, etc.). In the case of UDFs that are defined as

comprehensions themselves, the rewrite results in their unnesting, and facilitates optimizing

the rewritten comprehension as a whole. Also, it splits if-then-else expressions in two com-

prehensions, so that each one of them can be further optimized. Similar to the SQL-based

rewriting of the EXISTS clause, normalization unnests existential quantifications. Finally,

normalization simplifies expressions that are statically known to evaluate to true/false, and

presences of empty collections.

The result of the normalization process is a simplified comprehension; Section 3.3 explains

how this comprehension is further rewritten into a form more suitable for efficient execution.

Domain-specific optimizations: Pruning comparisons

Besides domain-agnostic optimizations, the monoid calculus can express operations that

specifically target and accelerate data cleaning tasks. A common theme of all the data cleaning

operations mentioned in Section 3.1.1 is the need for fast pairwise comparisons. The rest of

this section discusses how to optimize CleanM expressions on the comprehension level by

pruning comparisons in the cases of self-joins and similarity joins; we discuss the rest of the

optimization requirements of Section 3.1.1 in subsequent sections because they are a better

match for lower abstraction levels.

Self-joins occur in denial constraints (DC) and duplicate elimination. In the case of self-joins

that involve equality conditions, such as in functional dependencies (FD), CleanM avoids

the self-join by grouping the dataset’s entries based on the left hand side of the FD, and

then detects violations (i.e., whether a grouping key is associated with more than one value).

Section 3.4 discusses how CleanM handles the general case of DCs, which may involve non-

equality predicates, in its third abstraction level – the physical one.

Regarding similarity joins, a baseline method to evaluate them would compute the cartesian

product and afterwards apply a filter that removes the dissimilar pairs. The baseline approach,

however, is very costly, because both the cartesian product and the string similarity computa-

tion are expensive tasks. Thus, CleanM uses a filtering phase to prune the candidate pairs that

need to be checked. An indicative example of filtering is the use of a clustering algorithm to

create k clusters, each containing words that are similar. Then, the cleaning operation only has

to perform intra-cluster comparisons. The pre-processing filtering phase must be lightweight

enough to avoid adding an overhead that reaches the cost of an unoptimized implementation.
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Thus, CleanM considers variations of the approaches suggested in [61, 111], namely k-means

and token filtering, because different clustering/filtering techniques are more suitable for

different use cases; their efficiency in the context of data cleaning depends on several factors,

such as the string length of a dataset’s words and the similarity metric used. Still, to use any

technique, we must be able to express it as a monoid.

3.2.3 Expressive Power: Mapping cleaning
building blocks to the monoid calculus

Expressing an operation over type T as a monoid involves either mapping the operation to an

existing monoid, or proving three properties: First, specifying an identity/zero element Z⊕
such that for any element x of type T, x ⊕Z⊕ =Z⊕⊕x = x. Second, specifying a unit function

that turns an element into a singleton value of T. Third, showing that the associative property

⊕ holds for it. Multiple operations over collections such as lists, bags, sets, arrays, vectors,

etc., are provably mappable to the monoid calculus [44]. Also, monoid comprehensions are

sufficient to represent OQL and SQL queries [44]. The rest of this section elaborates on how to

map clustering and filtering algorithms – which CleanM relies on to refine similarity joins – to

the monoid calculus.

Clustering as a monoid

Clustering algorithms can be divided into partitional and hierarchical. Below, we map each

category to the monoid calculus.

Single-pass partitional algorithms. Partitional algorithms split the input into a number of

clusters. Each element of the dataset might belong to exactly one (strict) or more clusters

(overlapping). The assignment of a value to a cluster depends on certain criteria, such as the

distance from the cluster center (k-means) or the distance from the other elements of the

cluster (DBSCAN). In the following, we provide the mapping of k-means – the most popular

partitional algorithm – to the monoid calculus; mapping other partitional algorithms to the

monoid calculus is straightforward by mapping different cluster assignment criteria.

K-means assigns each input element to the cluster which contains values that are similar to it;

thus, when used in the context of similarity joins, only intra-cluster comparisons take place.

CleanM by default uses a variation of k-means inspired by ClusterJoin [111]. The k-means

variation selects k random centers, and then assigns each word of the dataset to all centers

whose distance is minimum (or minimum plus a del t a to favor multiple assignments). The

original k-means requires multiple iterations before converging to an optimal set of clusters,

which hurts scalability. The k-means variation avoids scalability issues by only iterating once

over the input, while also achieving a “good-enough” grouping of similar words.

Mapping the k-means single-pass operation over bag collections to the monoid calculus

requires expressing the center initialization and the center assignment steps as monoid opera-
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tions; the latter step is the one performing the actual clustering/partitioning.

We express center initialization by parameterizing the function composition monoid [44]

instead of defining a new monoid. The function composition monoid can compose functions

that propagate a state during an iteration over a collection, as long as the composed functions

are associative. The “propagated state” at the end of the iteration comprises the centers for

k-means. We parameterize the function composition monoid to apply randomized algorithms,

such as reservoir sampling [128], to extract k centers. A straightforward parameterization

is: ◦{λ(x, i ).(i f i = N /k, 2N /k, ..., N , then[x]++y, i −1)|y ← Y }. The formula extracts the

N /k,2N /k, ..., N items as centers. x accumulates the result, and the initial value of i is the

length of the original list. Extracting items using a fixed step is an associative operation

because it appends specific elements to a bag collection in each iteration, thus the overall

parameterization of the composition monoid is a monoid operation too.

Center assignment takes as a parameter the list of centers computed in the first step and

discovers the closest center for each data item. This operation maps to the Mi n monoid [44].

Multi-pass partitional algorithms. Representing multi-pass partitional algorithms (e.g., the

original k-means, canopy clustering [87], correlation clustering [115], etc.) as monoids is

straightforward: The representation of iterative clustering algorithms implies n equivalent

monoid comprehensions, where n is the number of iterations. Each iteration stores the result

of the comprehension into a state which is then transferred to the next iteration. Alternatively,

an iteration monoid can act as syntactic sugar in place of the n comprehensions; its behavior

will resemble foldLeft, and it will update some state in each iteration. The number of iterations

can be either given as input, or a stopping condition can be integrated in the iteration process.

Hierarchical clustering. Hierarchical clustering generates clusters that can have sub-clusters.

Executing hierarchical clustering involves a set of iterations which gradually build the resulting

clusters by merging or splitting items. In the monoid representation of hierarchical clustering,

each iteration gets as input the previous state or the initial dataset, and computes the items

whose distance from each other is minimum; this operation maps to the Mi n monoid.

(Token) filtering as a monoid

Token filtering [54] is the preferred way to reduce the number of similarity comparisons when

comparing strings of small length, whereas clustering-based filtering is suitable for more

generic use cases. Token filtering groups the words based on their tokens in order to avoid

comparing all pairs exhaustively. Specifically, token filtering splits each word into tokens of

length q , and then associates each token with the groups of words that contain said token.

Thus, similarity checks only take place within each group.

The monoid representation of token filtering resembles that of k-means, in that k-means

groups values based on their common “center”, whereas token filtering groups them based on

a common token. Below, we provide the mapping of token filtering into the monoid calculus.
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[stri , str j , strk ] denotes that at least one of the three strings will be part of the set of values

that contain the token.

Z⊕ : {}, Uni t : str → {(tokeni , {str }), (token j , {str })...}

Associ ati ve pr oper t y : tokeni ze(stri , tokeni ze(str j , strk )) =
{(tokeni , {[stri , str j , strk ]}), (token j , {[stri , str j , strk ]})...} =
tokeni ze(tokeni ze(stri , str j ), strk )

Extensibility and scope of CleanM

Extending CleanM with any operation that obeys the monoid properties is straightforward.

Besides k-means clustering and token filtering, CleanM can represent any filtering approach

that groups words into clusters of similar contents (e.g., filtering based on the length of the

words [54, 110, 78]). Similarly, locality-sensitive-hashing techniques [51] follow the same

principle by creating buckets of values based on a set of hash functions and then the compari-

son takes place among values that have the same or overlapping signatures. Other filtering

approaches such as applying transitive closure in order to build the similar pairs can be also

represented using the monoid calculus. CleanM can also incorporate similarity groupings

[120] that operate over high-dimensional data by representing them as associative operations.

Such similarity operators may appear with different semantics, therefore CleanM is a natural

fit for expressing them; CleanM can represent set membership operations based on correlation

metrics, and then it can resolve group overlaps through the merge phase.

Apart from denial constraints that constitute a popular subcategory of constraint-generating

dependencies, CleanM can support also tuple-generating dependency checks, such as foreign-

key constraints. Tuple-generating dependencies are of the form:

∀x1..xnφ(x1, ..., xn) →∃z1...∃zkψ(y1, ..., ym)

where φ,ψ are relational atoms. Such tuple-generating dependencies are possible by repre-

senting them as existential quantifications that the monoid calculus allows. Finally, operations

such as outlier detection [82] are also possible since they can be detected by using statistics

which can also be represented as monoid comprehensions [23].

Future work includes examining operations which lack an associative property (e.g., median),

and which have traditionally been handled by scale-out systems via exponential algorithms

or approximation. Finally, this work focuses on violation detection with minimal user effort;

cleaning-oriented topics such as i) data repairing techniques and ii) techniques that rely on

classification using an offline training phase and pre-existing training data are orthogonal

extensions to our declarative language proposal.
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SELECT [ALL|DISTINCT] <SELECTLIST> <FROMCLAUSE>
[WHERECLAUSE][GBCLAUSE[HCLAUSE]][FD|DEDUP|CLUSTER BY]*

FD=FD(attributesLHS, attributesRHS)
DEDUP=DEDUP(<op>[,<metric>, <theta>][,<attributes>])
CLUSTERBY=CLUSTER BY(<op>[,<metric>,<theta>],<term>)

Listing 1 – The syntax of CleanM.

3.2.4 The CleanM language

Having defined the necessary low-level operations, we describe the high-level cleaning op-

erations of CleanM. CleanM extends SQL with data cleaning operators; its syntax is shown

in Listing 1. The symbols ([]), (*) and (|) denote optional elements, elements that can appear

multiple times, and option between elements, respectively. The symbol (|) implies arbitrary

order between the options. When multiple cleaning operations appear in the CleanM query,

then the semantics of the query correspond to an outer join that takes as input the violations

of each cleaning operator that appears in the query, and outputs the entities that contain at

least one violation. Except for the [FD|DEDUP|CLUSTER BY] part, the syntax and semantics

of the operators are equivalent to that of SQL.

We now analyze the syntax of each cleaning operator and present the semantics of CleanM us-

ing the monoid calculus. We also go through the motivating example of the introduction,

which checks the rule addr ess → pr e f i x(phone), detects duplicate customers using Leven-

shtein distance (LD) as similarity metric, and validates customer names using token filtering

and a dictionary. The corresponding CleanM query is the following:

SELECT c.name,c.address, *
FROM customer c, dictionary d
FD(c.address, prefix(c.phone))
DEDUP(token filtering, LD, 0.8, c.address)
CLUSTER BY(token filtering, LD, 0.8, c.name)

Denial Constraints. The general category of denial constraints is expressible using vanilla SQL,

thus CleanM reuses SQL syntax to express them. CleanM makes an exception for functional

dependencies – the most popular sub-category of denial constraints – and uses the FD operator

shown in Listing 1. The query result contains the entities that violate the FD rule. LHS and RHS

correspond to the left and right-hand side of the rule. Both LHS and RHS can involve more than

one attribute. The semantics of the FD operator correspond to the following comprehension:

groups:=for(d<-data) yield filter(d.term,algo),
for(g<-groups,g.count>1) yield bag g
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The comprehension groups the input dataset using the filter monoid based on a term at-

tribute and then returns the groups containing more than one item. The FD: addr ess →
pr e f i x(phone) of the running example corresponds to the following comprehension:

groups:=for(c<-cust)yield filter(prefix(c.phone)),
for(g<-groups,g.count>1) yield bag g

Duplicate Elimination. The DEDUP operator of Listing 1 comprises the <op> field that rep-

resents the filtering operation to use for the similarity join, <metric>, which is the distance

metric to be used (e.g., Jaccard, Euclidean), and <theta>, which is the similarity threshold.

The <attributes> field represents the set of attributes that determine whether two entities

are equal. <attributes>, <metric> and <theta> are optional – a default value is set if they are

missing.

The query result contains the duplicate entities. The semantics of the DEDUP operator corre-

spond to the following comprehension:

groups:=for(d <- data) yield filter(d.terms,algo),
for(g<-groups,p1<-g.partition,p2<-g.partition),

similar(metric,p1.atts,p2.atts,θ))
yield bag(p1, p2)

The filter monoid groups the data based on the specified attributes or by building clusters

based on that attributes. Then, the entries within each group are compared against each

other using a similarity metric. The comprehension outputs pairs of records that are potential

duplicates. partition is a built-in field that represents the set of records that correspond

to each group. The comprehension of the deduplication part of the running example is the

following:

groups:=for(c<-cust) yield filter(c.address,tf),
for(g<-groups,p1<-g.partition,p2<-g.partition),
LD(p1.atts,p2.atts)>0.8) yield bag(p1, p2)

Term Validation. The CleanM syntax for term validation requires the CLUSTER BY opera-

tor of Listing 1, which resembles DEDUP. The <term> field stands for the attribute(s) based

on which the similarity is measured. CLUSTER BY requires also an additional table in the

<FROMCLAUSE> that represents the dictionary.

The query result couples each dirty term with the set of dictionary terms that are similar to

it. The similar dictionary terms correspond to the suggested repair of the invalid term. The

semantics of CLUSTER BY correspond to the following comprehension:
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dataGroup:=for(d<-data) yield filter(d.term,algo),
dictGroup:=for(d<-dict) yield filter(d.term,algo),
similarTerms:=for(d1<-dataGroup, d2<-dictGroup,

d1.key = d2.key,
similar(metric,d1.term,d2.term,θ))

yield list(d1.term, d2.term)

First, the input is clustered based on a term attribute whose values potentially contain in-

consistencies. The same process is followed for the entries of the dictionary. Then, the

comprehension tries to find similar data-dictionary pairs by comparing only the clusters that

correspond to the same grouping key. The respective validation of the customer name in the

running example is the following:

dataGroup:=for(c<-cust) yield filter(c.name,tf),
dictGroup:=for(d<-dict) yield filter(d.name,tf),
similarTerms:=for(d1<-dataGroup, d2<-dictGroup,
d1.key = d2.key,LD(d1.name,d2.name)>0.8)
yield list(d1.name, d2.name)

Transformations. CleanM differentiates between syntactic and semantic transformations.

Syntactic transformations are lightweight repair operations such as splitting an attribute,

and thus can be expressed using vanilla SQL. Semantic transformations require an auxiliary

table that contains value mappings. Thus, they reuse the term validation constructs, with the

difference that the projection list contains the desirable attribute from the auxiliary table as a

suggested repair. For example, one could map airports to cities using an auxiliary table that

contains airport-to-city mappings.

Summary. CleanM exposes users to a SQL-like extension: Each operator extends the syntax of

SQL based on the functionality it resembles. Every operator is deeply integrated in CleanM in-

stead of being treated as a black-box UDF; all operators end up translated to the monoid

comprehension calculus. Thus, CleanM treats cleaning operations as inherently parallelizable,

offers operation composability, and can operate over non-relational data. The monoid rep-

resentation allows for high-level optimizations, influenced by data mining techniques, that

avoid the computation of cross products during data cleaning. The next two sections will

present representations that are more suitable for additional optimization tasks.

3.3 Unified algebraic optimization

The result of the optimizations at the monoid comprehension abstraction level is a rewrit-

ten comprehension. While the comprehension has undergone optimizations such as filter

pushdown and partial unnesting, there are still opportunities for optimizing the overall clean-

ing task. Therefore, the second abstraction level translates a comprehension into a nested
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Operator
Name

Select (Outer)
Join

Reduce Nest (Outer)
Unnest

Operator
Symbol

σp (X ) X onp Y
X onp Y

∆⊕/e
p Γ

⊕/e/ f
p µ

path
p (X )

µ
path
p (X )

Superscript p: Filtering Expression e: Output Expression

& Subscript f : Groupby Expression path: Field to unnest

⊕: Output Type / Monoid

Table 3.1 – The operators of the nested relational algebra.

relational algebra expression [44], which is more suitable for the next round of CleanM opti-

mizations.

The full algorithm for rewriting a comprehension to an algebraic plan is presented in [44];

the result is a logical plan that uses the operators of Table 3.1. Select and join resemble the

relational algebra synonymous operators. The unnest operators explicitly handle nested

data values. The reduce and nest operators overload the relational projection and grouping

operators; they are also responsible for reasoning in terms of different monoid types, and

transforming inputs of a specific monoid type (e.g., the k-means monoid) to output of a

potentially different monoid type (e.g., a bag / multiset).

There are three major benefits from the algebraic representation: First, there exist rules, which

remove any leftover query nestings [44]. Query unnesting is useful in data cleaning, since

query and data nestings are inherent in cleaning operations. Second, by expressing all different

monoid types into a common, confined algebra, it becomes possible to detect opportunities

for intra-operator and inter-operator optimizations, such as work sharing between operators.

The running example depicted in Figure 3.1 shows the first two benefits. Finally, by translating

comprehensions into an algebraic form, the optimization techniques that have been proposed

in the context of the established relational algebra become applicable over an unnested,

simplified query representation.

Optimizations at the algebra level

CleanM queries benefit from many expression simplifications that are possible at query rewrite

time [44]. After having removed the nestings of the query, apart from the relational algebra

optimizations, the optimizer can detect common patterns and enable work sharing between

operators. In the following we present the simplifications that the query of our running

example goes through.

The query checks for invalid terms, duplicates, and functional dependency violations. A

baseline approach would treat each cleaning operation as a separate task which traverses the

input and detects violations. Treating each operation on its own results in the plans A, B, C

of Figure 3.1. Plan A performs term validation via token filtering: It unnests the list of names
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Figure 3.1 – Algebraic plans for our running example, and optimized rewritten plans that
coalesce operators and share work.

in order to compute the tokens of each name, then groups by token to detect similar names.

By injecting explicit unnest operators, CleanM avoids having to access repeating BLOB-like

tuples of the form (tokeni , {names}) for each element of a nested collection to be processed;

it operates over smaller (tokeni ,name j ) tuples instead [65]. Plan B checks the functional

dependency: it computes groups of address, and outputs the groups containing more than one

phone prefix. Plan C checks for duplicates by again building groups of address and checking

within each group for entities that are more than 80% similar.

The algebraic rewriter of CleanM detects the commonalities of Plan B and C, and instead

produces Plan BC, which coalesces the two grouping passes into one, and applies both filters

at once. In addition, given that all the sub-plans scan the same table, the algebraic rewriter pro-

duces a DAG-like overall plan, which scans the dataset once, performs the cleaning operations

in parallel, and then joins the violating entries of each side using an outer join. In summary,

translating cleaning operations into a unifying algebraic form enables, among others, powerful

forms of query and data unnesting, coalescing operators, and reducing duplicate work.

3.4 Executing data cleaning tasks

The result of optimizations at the algebraic abstraction level of CleanM is a succinct logical

plan. The last step of the rewriting process generates a physical plan that is compatible with

the execution engine that will perform the data cleaning tasks. This work uses Spark [132] as

the scale-out execution substrate, therefore the algebraic plan gets translated to the operators

of the Spark API.

Why not Spark SQL? Given that Spark is the current execution engine for CleanM queries, an

alternative approach would be to directly map CleanM to the Spark SQL module of Spark [14],

which exposes declarative query capabilities and introduces Catalyst, an optimizer over Spark.

The Catalyst optimizer, however, assumes tabular data and only considers relational rewrites;

it is thus unable to reason about and perform the optimizations suggested so far by this work.

Also, the physical Spark plans that Catalyst generates are agnostic to characteristics of real-
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Operator Spark Equivalent
σp filter
∆e

p map → filter

µ
path
p flatmap(x→path.filter(y → p(x, y)).map(y→(x,y)))

µ
path
p

flatmap(x→r=path.filter(y → p(x, y)),
if(r.empty) (x, null) else r.map(y→(x,y)))

Γ
⊕/e/ f
p aggregateByKey → mapPartitions

on f (A)=g (B) join

on f (A) θ g (B) theta join → filter
on f (A)=g (B) left outer join
on f (A) θ g (B) theta join → map

Table 3.2 – Translation of algebraic operators to Spark operators. Bold parts introduce new
Spark operators or deviate from the translation that Spark SQL would have performed.

world data cleaning tasks, namely the facts that i) there is significant skew in the data touched,

and that ii) the tasks executed typically require the computation of expensive theta joins. On

the contrary, in the final, third abstraction level, CleanM queries get translated into a physical

execution plan which both considers data skew and explicitly handles theta joins.

From nested algebra to Spark operators. Table 3.2 lists the mapping from the nested re-

lational algebra to Spark operators. The mapping of the selection and reduce operators is

straightforward. The unnest operators iterate through a dataset’s elements and through a

specific nested field of each element. The Nest operator, which resembles a SQL Group By, is

translated into a combination of operators: First, aggregateByKey groups data records based

on a key. Then, mapPartitions applies a function over each partition. Nest optionally evaluates

a binary predicate (an equivalent functionality to SQL HAVING). In this case, a filter operation

also takes place per partition. Finally, the Join operator gets translated into the respective

Spark equi-join operator. The handling of other types of joins is more nuanced: By default,

Spark SQL and Spark resort to a cartesian product followed by a filtering operation. Given

the high frequency of theta joins in the domain of data cleaning, we instead implement an

alternative, statistics-aware theta join [92].

Optimizations at the physical level

When translating nested relational algebra operators into a Spark plan, we explicitly consider

the presence of i) skew in the data, and ii) theta joins as part of the cleaning process.

Handling data skew. Value distribution in real-world data is rarely uniform. In addition,

certain data values can be more susceptible to errors. A cleaning solution must therefore

remain unaffected by data skew. In the context of scale-out processing, skew handling is

reflected by how one shuffles data in the context of operations such as aggregations. Spark SQL

performs sort-based aggregation: it sorts the dataset based on a grouping key, different data
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Figure 3.2 – The architecture of CleanDB.

ranges of which end up in different data nodes. Then, Spark SQL performs any subsequent

computations locally on each node. When, however, some values occur more frequently,

the partitions created are imbalanced. Thus, the overloaded nodes lag behind and delay the

overall execution. On the contrary, as Table 3.2 shows, CleanM uses the aggregateByKey Spark

operator which performs the aggregate locally within each node and then merges the partial

results. Thus, CleanM i) minimizes cross-node traffic by forwarding already grouped values,

and ii) is more resilient to skew since popular values have already been partially grouped

together.

Handling theta joins. In the general case of a join with an inequality predicate, Spark SQL

generates a plan involving a cartesian product followed by a filter condition. The result is

suboptimal performance when executing theta joins – one of the most frequent operators

in data cleaning. We thus implement a custom theta join operator based on the approach

of [92]. The new operator represents the cartesian product as a matrix, which it partitions into

N uniform partitions. First, the operator computes statistics about the cardinality of the two

inputs, which it then uses to populate value histograms. Then, assuming the presence of N

nodes, the operator consults the observed value distributions to partition the matrix into N

equi-sized rectangles, and assigns each partition to a Spark node. As a result, the operator

ensures load balancing; each node checks separately the condition on the partition for which

it is responsible.

3.5 CleanDB: A data cleaning system

We validate the three-level design of CleanM by implementing CleanDB, a unified cleaning

and querying engine. We build CleanDB by extending RAW [63], an adaptive query engine that

operates over raw data. Specifically, we extend the commercial version of RAW [102], which

operates over the Spark runtime. CleanDB serves as a replacement layer of Spark SQL [14];

it exposes the expressive power of CleanM without the compromises that Spark SQL makes.

CleanDB optimizes the cleaning operations in a unified way and executes them in a scale-out

fashion; the final physical plan is equivalent to handwritten Spark code. The end result is a

system that can both query and clean input data. In the following we present the components

of CleanDB which extend the respective components of RAW.

The architecture of CleanDB. Figure 3.2 presents the components of CleanDB. When re-

ceiving a query, the CleanM parser rewrites it into an abstract syntax tree (AST). Then, the

Monoid Rewriter “de-sugarizes” the AST into a monoid comprehension, also considering

33



Chapter 3. Unified Scale-out Data cleaning

Type Parameter(s) Precision Recall F-score

tf q = 2 100% 97% 98.5%

tf q = 3 100% 96.8% 98.3%

tf q = 4 99.9% 95.9% 97.9%

K-means k = 5 99.9% 95.7% 97.8%

K-means k = 10 99.9% 94.8% 97.3%

K-means k = 20 99.9% 94% 96.9%

Table 3.3 – Accuracy of term validation approaches over the DBLP dataset.

the monoids presented in Section 3.2. The Monoid Optimizer first applies rewrites over the

input comprehension in order to simplify it, push down any filtering expressions, flatten

nested comprehensions, unnest existential quantifications, etc. Then, the optimizer rewrites

the comprehension into a nested relational algebra, and performs additional rewrites and

optimizations over it, such as coalescing multiple operators into a single one.

The output of the Optimizer is a nested relational algebra expression, which the Physical

Plan Rewriter translates to a plan of physical operators. We plan to extend this level with

more low-level “building blocks". Finally, the Code Generator dynamically generates the Spark

script that represents the input query to reduce the interpretation overhead that hurts the

performance of pipelined query engines [73]. After the generation of the Spark script, the

Spark Executor deploys the final script in scale-out fashion.

Interestingly, Spark by default associates the result of the execution with the DAG of operations

that produced it. We aim to use this built-in data lineage support to incorporate additional

data cleaning functionality in future work [49].

3.6 Experimental Evaluation

The experiments examine how CleanDB performs compared to the state of the art, while

demonstrating the benefits stemming from the three optimization levels of CleanM.

Experimental Setup. We compare CleanDB against BigDansing1 [66] because it is, to our

knowledge, the only currently available scale-out system that explicitly targets data cleaning2.

We also compare CleanDB against an implementation on top of Spark SQL. Spark SQL uses a

1We thank the authors of [66] for giving us access to a binary executable.
2SampleClean [129] only operates over query-specific samples.
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relational optimizer to produce query plans, whereas CleanDB uses a monoid-aware, three-

level optimizer; we can thus gauge the quality of the CleanM rewrites.

All experiments run on a cluster of 10 nodes equipped with 2 × Intel Xeon X5660 CPU (6 cores

per socket @ 2.80GHz), 64KB of L1 cache and 256KB of L2 cache per core, 12MB of L3 cache

shared, and 48GB of RAM. On top of the cluster runs Spark 1.6.0 – the latest version for which

BigDansing is intended. Spark launches 10 workers, each using 4 cores and 40GB of memory.

The workload we use involves i) denial constraint checks, ii) duplicate elimination, iii) term

validation, and iv) syntactic transformations. Denial constraints are a concept directly related

to database design, thus we evaluate them over the TPC-H dataset. We use TPC-H for syntactic

transformations as well. We use scale factors 15, 30, 45, 60, and 70 of the lineitem table. Each

of the five versions comprises 90M, 180M, 270M, 360M, and 420M records respectively. The

final dataset size is 11GB, 22GB, 34GB, 45GB, and 52GB respectively. We shuffle the order of

the tuples and produce two different datasets by adding noise to 10% of the entries of the

orderkey and discount column respectively. We pick the tuples to edit from the domain of the

SF15 version, so that we increase the skew as we increase the dataset size.

We perform duplicate elimination and term validation over the DBLP bibliography hierarchical

dataset, because these error categories occur frequently in semi-structured data. We use a

subset of DBLP that contains information about articles; each entity contains at most 13

attributes. We add noise to 10% of the author names by a factor of 20%, and scale up the

dataset by adding extra entities; we construct new publications by permuting the words of

existing titles and by adding authors from the active domain. The end result is a 1GB, a 5GB,

and a 10GB XML dataset. We also use the customer table of TPC-H because the implementation

of duplicate elimination in BigDansing is a UDF that is specific to customer. We add duplicate

records for 10% of customer entries, where the number of duplicates for each record is a

random value generated using Zipf’s distribution; the number of duplicates belongs to the

intervals [1-50] and [1-100]; respectively. We create the duplicate records by randomly editing

the name and phone values. The size of the datasets is 2.2GB and 3.1GB; respectively. We also

use the Microsoft Academic Graph (MAG) [114], which is a database of scientific publications

stemming from all research areas. We evaluate duplicate elimination over the original version

of MAG, since its main issue is the existence of duplicate publications; the same publication
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may appear multiple times, with variations in the title and DOI fields, or with missing fields.

We build MAG by joining the Paper, Author and PaperAuthorAffiliation datasets. The resulting

dataset contains 7 columns and has size 33GB.

We use response time and accuracy (when applicable) as metrics. Response time includes the

time taken to read the input, perform a cleaning task, and store the detected violations. In the

case of term validation, the output includes both detected violations and suggested repairs.

We measure accuracy by verifying the correctness of the repairs against a sanitized version of

the dataset.

The rest of this section uses the aforementioned cleaning tasks to visit the CleanM optimization

levels, and examines how each of them contributes to the fast and accurate responses of

CleanDB.

3.6.1 Optimizations at the monoid level

CleanDB is the only scale-out data cleaning system that supports term validation; Spark SQL

computes the cross product of the input dataset and a dictionary, using a UDF to compute the

similarity of each (record, dictionary value) pair, and prune non-similar entries. The overall

Spark SQL script was non-interactive in our experiments. This section demonstrates the

benefits of the monoid-level optimizations and the importance of calibrating data cleaning

tasks in the context of term validation; we examine clustering and filtering operations, and

show the effect of calibrating each operation based on dataset characteristics.

Term Validation

Term validation is a challenging operation for CleanDB, because it is very resource-intensive.

The next experiment measures the response time and the accuracy of the CleanDB term

validation using different filtering algorithms and different parameters for them.

The experiment validates the author names of the flat Parquet version of DBLP that contains

6.4M entities using the Levenshtein distance metric. The dictionary that CleanDB consults in

order to repair the author names comprises 200K names. The experiment launches different

k-means configurations by changing the number of centers (k) which it obtains from the

dictionary. The same experiment also launches different token filtering configurations using a

different token length parameter (q).

Runtime. Figure 3.3 presents the time taken to clean the author names using k-means and

token filtering as pruning methods, while also using different parameters for each method.

Each bar comprises the time taken to filter/block the data, and the time to perform the

similarity check within the groups. In the case of k-means, using more centers leads to fewer

elements in each cluster. Thus, the number of similarity checks decreases. In the case of token

filtering, as q increases, performance improves because the tokenization phase produces
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fewer groups with fewer elements in each one, and thus the number of checks decreases. The

token filtering configurations are faster than the k-means ones, except when q=2; the token

size proves to be too small and results in too many groups.

Regarding the pre-filtering step, since the tokenization process is expensive, grouping by center

is more lightweight than grouping by token. However, the average length of author names

in DBLP is 12.8, which is short enough for the tokenization to proceed without significant

overhead. Regarding similarity checks, token filtering produces a larger number of smaller-

sized groups compared to k-means, thus the total number of pairwise comparisons is smaller.

K-means is more sensitive to the statically specified centers.

Accuracy. Table 3.3 measures the accuracy of the suggested repairs for the term validation

task examined. The experiment considers precision (i.e., correct updates/total updates

suggested), recall (i.e., correct updates/total errors) and F-score as metrics.

The token filtering configurations are more accurate, because they check the similarity of

two author names whenever they have at least one common token. Thus, even if a name

is dirty, it will contain at least one clean token that will match a token of the correct name

in the dictionary. Increasing q does not hurt accuracy noticeably. K-means becomes less

accurate as the number of clusters increases, because similar words end up in different

clusters and therefore are not checked for similarity. Still, all the term validation variations of

CleanDB exhibit high accuracy.

Figure 3.4 examines the accuracy of term validation as we vary the noise on the name attribute

from 20% to 40%. To obtain a fair comparison, we lower the similarity threshold as we increase

the noise, so that we isolate the accuracy of the pruning algorithm and avoid missing results

that fail to pass the similarity threshold. The results show that accuracy drops slightly as we

add more noise. The drop stems from both having lower precision and lower recall. Precision

drops because some incorrect matches now pass the low similarity threshold; recall drops

because by increasing the noise, two similar words are more likely to get assigned to different

groups. However, the drop in accuracy is negligible in all cases but the ones where we have a

bigger parameter set for token length q=4 or number of centers k=20; these configurations are

more prone to inaccuracies because they produce clusters with fewer items.

Summary. CleanDB can use token filtering and clustering monoids to reduce term validation

checks. Both methods avoid false positives, and thus the resulting precision is close to 100%.

Calibrating the algorithm parameters enables trading performance for accuracy; still, the

accuracy remains above 90% in most cases.

3.6.2 Optimizations at the algebra level

This section demonstrates the benefits of the algebraic optimizations that CleanDB performs.

We focus on how CleanDB optimizes different cleaning operations as a single task.
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Figure 3.5 – CleanDB rewrites three cleaning operations into a single one, and avoids duplicate
work.

Unified data cleaning

This experiment resembles our rolling example, and measures the cost of detecting duplicates

and functional dependency violations through a single query on the customer dataset; we

replace the term validation part of the example with an extra functional dependency, because

CleanDB is the only scale-out system supporting term validation. The query in question

examines the rules F D1 :addr ess → pr e f i x(phone), F D2 : addr ess → nati onke y and also

checks for duplicate customers given that they appear with the same address. We run the

query as i) separate sub-queries and ii) as a single task that also combines the partial results.

Figure 3.5 presents the results.

Results. CleanDB detects that the tasks share a grouping on the address field, and thus

performs all operations using a single aggregation step. Unifying the cleaning tasks reduces

the execution time for CleanDB. BigDansing can only apply one operation at a time, and lacks

support for values not belonging to the original attributes (i.e., the result of prefix() in FD1).

Spark SQL is unable to detect the opportunity to group the tasks into one. It starts the cleaning

tasks in parallel since they share a common data scan, but then performs a full outer join

to combine the output of each operation; unified execution ends up being more expensive

than the standalone one. Still, even considering the separate execution, CleanDB outperforms

the other systems because of its explicit skew handling when performing FD checks and

deduplication.

Transformations

This experiment measures the cost of applying syntactic transformations over the SF70 Parquet

version of TPC-H. The experiment examines the added cost when performing lightweight
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cleaning tasks compared to a traversal of the dataset that projects all its attributes. We consider

filling missing values and splitting dates. We fill empty values of the quantity attribute using

the average value of the existing quantities. We split the receipt_date into day, month, and

year fields. We also measure the cost of applying the aforementioned operations using a single

CleanM query.

Operation Slowdown
Split date 1.15×
Fill values 1.15×

Split date & Fill values (two steps) 2.3×
Split date & Fill values (one step) 1.19×

Table 3.4 – Overhead introduced by performing syntactic transformations in a plain query.
The optimizer of CleanDB applies both operations in one go and reduces overhead by ∼ 2×.

Results. Table 3.4 shows the slowdown that each cleaning task incurs compared to executing

the plain query. The individual costs of splitting the dates and filling missing values are almost

masked by the query cost. When applying each cleaning operation one after the other, the

overall slowdown is computed by adding the overall running times for each dataset traversal.

However, CleanDB is able to apply both cleaning operations in one go: The overall cost is then

similar to the cost of only applying a single operation, because the execution plan computes

the average quantity and then performs both the replacement of missing values and the

splitting of the receipt column in a single dataset pass. In summary, CleanDB can intertwine

analytics and lightweight cleaning operations, while relying on its optimizer to identify and

prune duplicate work.

Summary. Instead of treating each type of cleaning operation as a standalone, black-box

implementation, CleanDB optimizes a data cleaning workflow as a whole, identifying opti-

mization opportunities even across different operations. CleanM enables such optimizations

because it uses a single abstraction to express all cleaning tasks, and an optimizable algebra as

its backend.

3.6.3 Optimizations at the physical level

This section shows how the physical-level optimizations of CleanDB that focus on handling

skew and non-equality predicates accelerate denial constraint and duplicate elimination tasks.

Denial Constraints

This experiment measures the cost of validating two rules. Rule φ is a functional dependency

which states that the order information of an item determines its supplier. Rule ψ is a general

denial constraint stating that an item cannot have a bigger discount than a more expensive

item; the filter on price has a selectivity of 0.01%.

39



Chapter 3. Unified Scale-out Data cleaning

0

10

20

30

15 25 35 45 55 65

Ti
m

e
 (

m
in

)

Scale Factor

Denial Constraints: TPC-H CSV

BigDansing SparkSQL CleanDB

(a)

0

2

4

6

15 25 35 45 55 65

Ti
m

e
 (

m
in

)

Scale Factor

Denial Constraints: TPC-H
Parquet

SparkSQL CleanDB

(b)

Figure 3.6 – Cost of checking for violations of functional dependencies over TPC-H.

φ : or der ke y, l i nenumber → suppke y and

ψ :∀t1, t2 t1.pr i ce < t2.pr i ce & t1.di scount > t2.di scount

& t1.pr i ce < [X ]

The straightforward way to detect functional dependency violations using (Spark) SQL is a

self-join query. However, traversing a dataset twice hurts performance. Thus, we benchmark

ruleφ in Spark SQL using a query which groups the data in a way similar to CleanM. In order to

collect all the distinct l_suppkey values of each group, we implement a user-defined aggregate

function that behaves similar to GROUP_CONCAT.

FD Results. Figures 3.6a, 3.6b present the time taken to detect violations of φ as we increase

the size of TPC-H. We present the results for both CSV (Figure 3.6a) and Parquet (Figure 3.6b).

Parquet is only supported by CleanDB and Spark SQL; we omit BigDansing in Figure 3.6b. The

response times of Figure 3.6b are shorter than those of Figure 3.6a because Parquet is a binary

columnar optimized data format which also supports compression.

CleanDB is faster than BigDansing and Spark SQL regardless of the underlying format. Big-

Dansing performs hash-based aggregation: it shuffles the data based on a hash function to

create blocks that share the same orderkey and linenumber, and then iterates through each

block to check for violations. Spark SQL performs sort-based aggregation: it sorts the entire

dataset based on the (orderkey, linenumber) pair, and different data ranges end up in different

data nodes. Then, it performs the aggregate computations locally on each node. Spark SQL

outperforms BigDansing because the sort-based shuffle implementation of Spark is more

efficient than the hash-based one [130]: The hash-based approach stresses the overall system

memory and causes a lot of random I/O, whereas the sort-based approach uses external

sorting to alleviate these issues. CleanDB considers data skew when creating the physical

query plan: It performs the aggregate operation locally within each data node and then merges

the partial results, thus minimizing cross-node traffic. Therefore, CleanDB outperforms the

other systems because it translates the query into a set of Spark operators that do not require

data exchange until the final merge phase.

DC Results. The detection of violations of rule ψ involves a self-join that checks the inequality
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Scale Factor 15 30 45 60 70
Time (min) 1.7 2 3.7 4.9 5.65

Table 3.5 – Denial constraints involving inequalities as the dataset size increases. All systems
beside CleanDB fail to terminate.
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Figure 3.7 – Duplicate elimination over different representations of DBLP. We simplified the
dataset for Spark SQL to terminate.

conditions. Table 3.5 shows that only CleanDB was able to successfully complete the data

constraint check. Spark SQL was unable to compute the expensive cross product to evaluate

the conditions. BigDansing and CleanDB rely on a custom theta join operator each. The theta

join implementation of BigDansing attempts to prune the pairwise comparisons involved in

the computation of an inequality join by first partitioning the data, then computing min-max

values per partition, and then only cross-comparing partitions whose min-max ranges overlap.

The number of avoidable checks, however, is not guaranteed to be high, unless the partitioning

of the first step can be fully aligned with the fields involved in the DC; indeed, excessive data

shuffling makes BigDansing non-responsive for rule ψ. On the contrary, CleanDB spends

more effort to obtain global data statistics, and does a better job balancing the theta join load

among the Spark executors.

Duplicate Elimination

The following experiments evaluate duplicate detection over DBLP, MAG and TPC-H customer

table; the duplicate detection implementation of BigDansing is specific to the customer table.

We demonstrate the importance of being able to handle heterogeneous datasets by considering

multiple different representations for DBLP: We consider i) a JSON version, which has become

the most popular data exchange format, ii) a Parquet version that preserves data nestings, iii) a

“flat” CSV version, and iv) a “flat” Parquet version. We obtain the last two versions by flattening

the entities of the nested input, that is, if a publication has more than one author, then the

publication appears in multiple records – one for each author; a common practice followed by

relational systems. We compare the response time of CleanDB against Spark SQL. We consider

two DBLP publications to be duplicates if they appear on the same journal, have the same

41



Chapter 3. Unified Scale-out Data cleaning

0
5

10
15
20
25

customers 50 customers 100

Ti
m

e
 (

m
in

u
te

s)

Duplicate Elimination: Customer

CleanDB BigDansing SparkSQL

(a)

0
100
200
300
400
500
600

MAG2014 MAGtotal

Ti
m

e
 (

m
in

u
te

s)

Duplicate Elimination: MAG

CleanDB SparkSQL

>10h

(b)

Figure 3.8 – Duplicate elimination over Customer and MAG.

title, and the similarity of their attributes exceeds 80% – we assume that the title and journal

attributes are “cleaner” than the rest. Both CleanDB and Spark SQL create blocks based on the

journal and title values to reduce pairwise comparisons. Similarly, two MAG publications are

duplicates if they appear on the same year, have the same author id, and are more than 80%

similar.

DBLP Deduplication Results. Spark SQL initially was unable to complete the elimination

task, even for an input size of 1GB, because it is sensitive to data skew. Therefore, we removed

the most frequently occurring titles from the dataset to obtain a more uniform version and

enable the comparison against Spark SQL. The size of the uniform dataset varies from 5GB to

10GB when stored as XML, and the number of entries ranges from 6.4 to 64 million. For the

JSON, nested Parquet, “flat” CSV, and “flat” Parquet versions, the size reached 7GB, 2GB, 14GB,

and 2.4GB respectively.

Figure 3.7 presents the response time of the systems that are able to process DBLP. Both

CleanDB and Spark SQL are faster when running over the nested JSON and Parquet represen-

tations, because flattening the data introduced many more tuples to be processed; thus, being

able to operate over the original, non-relational data representation can be a significant asset

for many use cases.

Regardless of format, Spark SQL exhibits lower response times for the 5GB case, yet scales less

gracefully and is slower than CleanDB for the 10GB version. The explanation for this behavior

resembles the one for DCs: Spark SQL uses sort-based shuffling based on the journal, title

attributes to assign the records of each group into the same partition and then computes

the similarity within each group. On the contrary, CleanDB aggregates data locally, and then

merges the partial results together. The physical rewrites of CleanDB reduce network traffic

and are resilient to skew. However, in the simplified dataset versions that we produced to be

able to use Spark SQL, data ends up following a uniform distribution, thus favoring Spark SQL.

Still, when the data size increases, some of the values again occur more frequently than others;

Spark SQL creates imbalanced partitions which overload some nodes and thus delay the

overall execution time because they have to perform more similarity checks than other nodes.

Customer Deduplication Results. Figure 3.8a presents the response time of all systems over
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the customer dataset. BigDansing and Spark SQL perform poorly because of the subopti-

mal way in which they construct the value blocks to be checked for duplicates; instead of

grouping values locally and then shuffling them to other nodes, they shuffle the entire dataset.

CleanDB scales better than the other systems because of its explicit skew handling.

MAG Deduplication Results. Figure 3.8b presents the response time of all systems over the

MAG dataset. Spark SQL was unable to execute the task for the whole dataset, thus we

also consider a 6.3GB subset which contains publications from year 2014. MAG is a real-

world, highly skewed dataset; CleanDB uses skew-resilient primitives, and thus significantly

outperforms Spark SQL.

Summary. The physical-level optimizations, namely support for data skew and theta joins,

ensure that CleanDB scales gracefully, and handles realistic datasets for which its competitors

are unable to terminate successfully. The experiments also show the importance of allowing

data cleaning over the original, intended data format; cleaning nested data proved to be faster

when considering the original nested representation instead of flattening all entries.

3.7 Summary

Practitioners typically perform manual data cleaning or resort to a number of different cleaning

tools – one per error type. Being forced to use multiple tools is inconvenient, makes it hard to

apply data cleaning operations iteratively until the user considers data quality to be satisfactory,

and seldom guarantees that a cleaning script will be efficiently optimized and executed as a

whole.

This work introduces CleanM, a declarative query language that allows users to express their

different cleaning scripts. CleanM exposes a wide variety of parameterizable data cleaning

primitives which a user can apply over her data. CleanM relies on a powerful, parallelizable

query calculus, and a three-level optimization process; all the operations included in a cleaning

script are translated to the calculus, and then optimized as one unified task.

We implement CleanDB, a scale-out querying and cleaning framework. CleanDB exposes

the functionality of CleanM over multiple types of data sources. CleanDB scales better than

existing data cleaning solutions, and handles cases that other systems lack support for / are

unable to serve due to performance issues.

43





4 Cleaning denial-constraint violations
through Relaxation

4.1 Introduction

Real-life data contain erroneous information, which leads to inaccurate data analysis [55, 74].

Data scientists spend most of their time cleaning their data [81], until they are able to extract

insights. Depending on the accuracy requirements of the workload and the data they need to

access, users iteratively apply cleaning tasks until they are satisfied with the resulting quality.

Thus, data cleaning is a time-consuming process.

Data cleaning is an interactive and exploratory process that involves expensive operations.

Error detection requires multiple pairwise comparisons to check the satisfiability of the rules

[50]. Data repairing adds an extra overhead as it requires many iterations of assigning can-

didate values to dirty cells, until all rules are satisfied [27, 32]. Data scientists also detect

inconsistencies and constraints at data exploration time [10]. Hence, traversing the whole

dataset multiple times to repair each discovered discrepancy is cost-prohibitive.

State-of-the-art approaches can be divided into offline, and online analysis-aware approaches.

Offline tools [32, 66, 103] treat data cleaning as a separate process, decoupled from analysis.

Applying data cleaning before analysis begins requires prior knowledge of the errors that

exist. Offline cleaning is also cost-prohibitive, as it operates over the whole dataset [40].

Analysis-aware tools [10, 129, 74, 24] focus on entity resolution or deduplication, or they

limit themselves to cell-level errors. But entity resolution tools either require expensive

preprocessing [10] or support only aggregate queries [129].

Besides the need for online, real-time cleaning, the repair of errors requires human effort [85].

Accurate repair requires master data, which in real-world scenarios are either not available

or are insufficient for the domain-specific datasets that users work with. Therefore, machine

learning based cleaning solutions that automatically apply fixes of dirty values based on

general-purpose training data that stem from a large corpus fail to provide accurate repairs

[25].
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Name Zip City
Jon 9001 Los Angeles
Jim 9001 San Francisco

Mary 10001 New York
Jane 10002 New York

Table 4.1 – Employees dataset.

There is a need for an efficient, probabilistic cleaning approach that is weaved into the ex-

ploratory analysis and that cleans data on-demand. On-the-fly cleaning repairs only necessary

data, thus if only a subset is analyzed, the wasted-effort is minimized. Online cleaning also

benefits offline cleaning by enhancing the predictability on the required cleaning tasks. By

providing probabilistic candidate fixes, users can interactively repair their data by consulting

the proposed values. Thus, integrating probabilistic cleaning with analysis efficiently supports

exploratory applications [33] by reducing data-to-insight time.

Example 1. Consider the dataset of Table 4.1 that comprises employees information. Assume

that a user is interested in analyzing all employees in Los Angeles. The insights that the user

extracts might be incorrect due to the conflict among the first two tuples that have the same zip

code and different city name; they violate the functional dependency zip→city stating that the

zip code defines the city. Hence, the analysis ignores the second tuple whose city is San Francisco,

but after cleaning it, it might obtain the value Los Angeles. Having to clean the whole dataset is

unnecessary as (i) the user is interested only in a subset of the data, and (ii) the query result can

be cleaned by checking only the relevant data subset.

We present the first approach that intermingles cleaning denial constraint violations with

exploratory SPJ (Select-Project-Join) and aggregate queries, and that gradually cleans the data.

Denial constraints (DCs) comprise a family of rules that have been widely used to capture

real-life data inconsistencies [108, 40]. To provide correct results over dirty data, we introduce

cleaning operators in the query plan and employ a cost model to optimally place them. To

enable cleaning operators to detect errors, we define at the execution level a novel query-result

relaxation mechanism in the context of DCs. Query-result relaxation enhances the query

result with correlated data from the dataset to allow error detection. Then, given the detected

errors, we propose candidate fixes by providing probabilistic results [117]. We validate our

approach by building Daisy, a distributed incremental cleaning framework over Spark [132].

Contributions: Our contributions are as follows:

• We present a query result relaxation mechanism that enables interleaving SPJ and

aggregate queries with cleaning DC violations. Our approach guarantees correctness,

compared to the offline approach in the case of functional dependencies, and provides

accuracy estimates in the presence of general DCs.
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• We introduce cleaning operators inside the query plan by using a cost model that

determines the execution order of cleaning and query operators at query time.

• We implement Daisy, the first system that enables exploratory data-analysis queries

over data with DC violations. We execute Daisy over Spark, and experimentally show

that it is faster than offline cleaning solutions on synthetic data and supports real-world

workloads that offline cleaning fails to address.

4.2 From Offline to Online Data cleaning

Problem Statement: We need to efficiently clean in real-time exploratory query results in

the presence of dirty data. We clean denial constraint (DC) violations [40] as they involve

a wide range of rules that detect semantic inconsistencies in the data. DCs are universally

quantified first-order logic sentences that represent data dependencies, including functional

dependencies (FDs). DCs are defined as: ∀t1, ...,tk¬(p1∧p2...∧pm), where each ti is a tuple,

each pi is a predicate involving conditions between the attributes of one or more tuples, k is

the number of involved tuples, and m is the number of predicates.

Challenges: Interleaving cleaning with querying must provide accurate results, without

cleaning the whole dataset. Moreover, as cleaning is costly compared to query processing,

adding the cleaning overhead over each query might result in an overall cost higher than

offline cleaning. Also, during data exploration, users have partial knowledge on the rules that

hold; cleaning a value, given partial knowledge affects the resulting data quality [16]. Even

when the rules are known, automatically fixing an error might result in inaccuracies [103];

human effort or master data are required.

Solution: To efficiently and accurately provide correct query results in the presence of DCs, we

weave cleaning operators into the query plan. We optimize the overall execution by detecting

the relevant data subset that affects the cleanliness of the result, and we introduce a cost model

to optimally place the cleaning operators, based on the overhead they add on each query. To

capture partial knowledge of the rules and the data, we clean data by providing probabilistic

fixes. Then, using our solution once all rules are known and given the probabilistic suggestions,

we can either use inference [131, 103, 80] when master data exist, or have humans fix the errors

in the query results. Inference approaches over the probabilistic data are complementary and

out of the scope of this work. Future work includes examining the human cost of cleaning the

flagged dirty values of the query results.

4.3 Query Execution over Dirty Data

Executing queries over dirty data induce wrong query results [74]. A tuple might erroneously

appear or be missing from a query result due to a dirty value. We describe how we fix wrong

query-results, by detecting and cleaning potentially qualifying tuples. To detect qualifying
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tuples, we introduce the query-result relaxation mechanism that relaxes results, based on the

dependencies defined by the rules. Query result relaxation differs from query relaxation [113]

in that instead of relaxing the conditions of the query, it relaxes the result. Still, we relax the

result to repair conflicting tuples based on the input DCs, whereas query relaxation is used

to deal with failing queries and incomplete databases. The relaxation process takes place in

the case where the tuples belonging to the query result participate in a violation. To clean the

relaxed result, we provide probabilistic fixes based on the frequency of each candidate value

in a dirty cell. Then, we update the dataset in-place with the probabilities. We also maintain

provenance to the original values in case new rules appear. Thus, we gradually transform the

dataset into a probabilistic dataset.

Our probabilistic representation uses attribute-level uncertainty [117]; attributes take multiple

candidate values. To represent candidate tuples (i.e., possible worlds) by using attribute-level

representation, we store in each candidate value an identifier of the possible world it belongs

to. To compute the probabilistic fixes we assume a correlation between the attributes of the

dataset; data repair that exploits attribute correlation is the state-of-the-art approach for fixing

dirty values assuming no master data exist [131, 103].

Then, query operators output a tuple iff at least one candidate value qualifies. Thus, (self-)joins

on probabilistic join-keys output a pair iff the candidate values of the join-keys overlap. To

enable reasoning over the data, each tuple of the result contains all candidate values. For

(self-)joins, we also employ a similar approach to the lineage used in probabilistic data [117];

we store in the result the originating tuple IDs because if a potential inference updates a join

key value, a pair might no longer satisfy the join. In the following, we introduce cleaning

operators that enable cleaning at query time.

Definition 1. A cleaning operator is an update operator that receives a query-result or a relation

and outputs the clean result or relation. When the cleaning operator takes input from a query

operator it (a) relaxes the result based on the dependencies of the input DCs, (b) detects and fixes

errors, and (c) updates the data in-place with the clean values.

Cleaning operators differentiate between Select and Join operators. For group-by queries,

cleaning takes place before the aggregation; to avoid grouping recomputation, we push down

cleaning either over any underlying select or join condition, or over the input relation. Below,

we present our probabilistic cleaning approach for SP and SPJ queries, given one or more DCs

using relaxation.

4.3.1 Cleaning SP query results given a FD

Definition 2. cleanσ is a cleaning operator that relaxes and cleans the result of a select operator.

The first step of cleanσ is to relax the result. Consider a dataset with schema S, and a FD

φ: X→Y, where X⊆S, Y⊆S. X might contain multiple attributes, whereas Y contains one
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Algorithm 1: SP query result relaxation for FDs

input :Dataset d, Query answer A, FD(lhs,rhs)
1 total_extra = A
2 unvisited = d - A
3 while total_extra 6= ; do
4 Alhs = total_extra.map(x → xlhs)
5 Ar hs = total_extra.map(x → xr hs)
6 extra = unvisited.filter(x → Alhs .contains(xl hs))
7 total_extra = total_extra ∪ extra unvisited = unvisited - extra
8 extra = unvisited.filter(x → Ar hs .contains(xr hs))
9 unvisited = unvisited - extra

10 total_extra = total_extra ∪ extra

11 return total_extra

attribute; if Y contained more attributes (e.g., Y1,Y2), thenφwould be mapped to multiple FDs

(e.g., φ1:X→Y1, φ2:X→Y2) [59]. Given a SP query with projection list P⊆S, and where clause

attributes W⊆S, φ affects query correctness iff (X∪Y)∩ (P∪W) 6=;, i.e., iff the query accesses

an attribute of φ. If the query overlaps with φ, cleanσ augments the result with tuples from

the dataset that have the same value for X and/or Y . We refer to the extra tuples as correlated

tuples.

Algorithm 1 shows the general query result relaxation that uses transitive closure; it iteratively

computes the correlated tuples of the result, until no more correlated tuples are detected.

Consider an FD lhs→r hs, and Alhs , Ar hs being the set of left-hand-side (lhs) and right-hand-

side (rhs) attribute values that appear in the result (lines 4,5). Algorithm 1 traverses the data

subset that does not belong to the relaxed result (unvisited) (lines 2,9) and enhances the result

with each tuple x for which {xlhs∈Al hs} or {xr hs ∈Ar hs} (lines 6-10).

The second step of cleanσ is to detect errors and compute fixes given the relaxed result.

Consider random variables LHS, RHS that represent the candidate lhs and rhs values of an

erroneous tuple t. LHS contains the lhs values of the tuples t ′ for which t ′r hs=tr hs , i.e., they have

the same rhs value. RHS contains the rhs values of the tuples t ′ for which t ′l hs =tlhs . Hence, by

including all correlated values, future accesses to the cleaned tuples require no extra checks.

Candidates clhs∈LHS, cr hs∈RHS have probabilities P(cl hs |tr hs), P(cr hs |tl hs), respectively. Thus,

based on attribute dependencies, each tuple can have two instances, one with the candidate

cl hs , given the existing tr hs and one with the candidate cr hs , given the existing tl hs . As in our

internal representation we use attribute-level uncertainty, we store inside each candidate

value the ID of the candidate pair it belongs.

As Algorithm 1 is iterative, we need to estimate the number of iterations required, as well as

the relaxed result size, to accurately compute the fixes using the correlated tuples.
Lemma 1. Algorithm 1 requires one iteration to enable accurate candidate fixes in the presence

of SP queries with a filter on the r hs of an FD.

Proof. Consider a query with a filter restricting the rhs over the range [a,b]. The correct result
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Zip City
9001 Los Angeles
9001 San Francisco
9001 Los Angeles

10001 San Francisco
10001 New York

(a)

Zip City

9001
Los Angeles, 67%
San Francisco, 33%

9001
Los Angeles, 67%
San Francisco, 33%

9001 50%
10001 50%

San Francisco

9001
Los Angeles, 67%
San Francisco, 33%

10001 San Francisco
10001 New York

(b)

Table 4.2 – Cities dataset: (a) Dirty version, (b) Partially clean version with candidate values.
The dashed line denotes different candidate fixes for the erroneous tuples.

must include both the clean tuples with r hs values in the range [a,b], as well as the dirty

tuples that are candidates to take values in [a,b]. Algorithm 1 computes the tuples that have

matching lhs with the dirty result (line 6). We assume that, to exploit the dependency and

be able to make a prediction, the dirty tuples contain either a clean lhs, or a clean rhs [131].

The extra tuples with matching lhs are the candidates to get rhs in [a,b]. Hence, enhancing

the result with tuples having the same lhs guarantees no missing tuples. We also show that

the included tuples contain all candidate values. Algorithm 1 covers the rhs candidate values

by computing the tuples with matching lhs. Then, Algorithm 1 computes the lhs values of all

tuples with matching rhs. However, these tuples are already included in the enhanced-result

as they satisfy the query; thus the algorithm terminates.

Example 2. Consider the dataset of Table 4.2a, the FD Z i p → Ci t y, and a query requesting the

zip code of “Los Angeles”.

The dirty result consists of the first and the third tuple of Table 4.2a. cleanσ, by following

Algorithm 1, enhances the result with the tuples that have the same lhs with the result, that is

the tuples for which {City 6=Los Angeles∧Zip=9001}={9001, San Francisco}. Afterwards, it adds

the tuples of the set {Zip6=9001∧ City=Los Angeles}=;, that is the ones that share a rhs value

with the result. However, based on the proof of Lemma1, this set is empty since the tuples

with City=Los Angeles already appear in the result. Then, cleanσ computes the candidate fixes

LHS and RHS, and their candidate probabilities P(City|Zip) and P(Zip|City) for the tuples of

the updated result. For the first and the third tuple, LHS consists of the candidate values of

the tuples t ′ that have t ′r hs =Los Angeles. Similarly, the RHS consists of the candidate values

of the tuples that have t ′l hs = 9001, that is San Fransisco, Los Angeles. The corresponding

probabilities of each value are given by the conditional probabilities P(City|Zip=9001) and

P(Zip|City=Los Angeles). For the second tuple there are two candidate pairs distinguished by a

dashed line in the table for simplicity: {City|Zip=9001}= {San Francisco 33%, Los Angeles 67%}

and {Zip|City=San Francisco} = {9001 50%, 10001 50%}. The updated version of the dataset is
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Zip City
9001 Los Angeles, 67% San Francisco, 33%

9001 Los Angeles, 67% San Francisco, 33%
9001 50%, 10001 50% San Francisco

9001 Los Angeles, 67% San Francisco, 33%
10001 San Francisco, 50% New York, 50%

9001 50%, 10001 50% San Francisco

Table 4.3 – Correct query result given condition on the lhs. The query result becomes accurate
after traversing the dataset again to fetch more correlated entities.

shown in Table 4.2b.

A filter over the lhs requires multiple iterations in order to also include and fix dirty tuples

that qualify the query as well as their context.

Example 3. Consider the dataset of Table 4.2a and a query requesting the city name with zip

code “9001”.

The dirty result comprises the first three tuples of Table 4.2b. However, given the conflict

between the tuples with zip code 10001, the correct result contains the four tuples shown

in Table 4.3. The fourth tuple qualifies because it has two worlds ({{90001 50%, 10001 50%},

{10001}}), and the first one satisfies the condition. Thus, Algorithm 1 adds the tuple {10001,

San Francisco} since it contains a r hs value which appears in the result. Then, the next

iteration adds the tuple {10001, New York} since 10001 belongs to the relaxed result. Thus,

using transitive closure, Algorithm 1 determines the whole cluster of correlated entities.

Lemma 2. Consider a query with a filter on the lhs, and a relaxed result AR with maximal size

|AR | at iteration i . Algorithm 1 requires an extra iteration to compute the candidate values with

probability Pr (≥ 1) = 1− (#vi o
0

) (n−#vi o
|AR |

)
/
( n
|AR |

)
, where Pr is the hypergeometric distribution, n

the dataset size and the dataset has #vi o violations.

Proof. Algorithm 1 terminates when the computed augmented result contains no more errors,

that is there are no tuples with the same lhs and different rhs. Consider iteration i , where the

relaxed answer AR has maximal result size |AR |. The probability that AR contains at least one

violation is equivalent to the complement of the probability of having no violations Pr (0).

Using the hypergeometric distribution, we estimate Pr (0) over the subset AR , given a total

population of size n that contains #vi o violations. Thus, Pr (≥ 1) = 1−(#vi o
0

) (n−#vi o
|AR |

)
/
( n
|AR |

)
.

Thus, while cleaning the qualifying result, Algorithm 1 might also detect and repair extra

violations of the correlated tuples of the result.

Lemma 3. Let A be the set of attributes that appear in the FDs. Let ci be the cardinality

(number of distinct values) of each attribute Ai∈A in the query result, and Di , Dqi the frequency
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distributions of each Ai over the dataset and the query result respectively. The upper bound of

the relaxed result size in each iteration is R =∑|A |
i=1(

∑ j=ci

j=1 Di j −∑ j=ci

j=1 Dqi j ).

Proof. Given that the ci values of the result follow a distribution Dqi , then the total frequency

of these values over the dataset is
∑ j=ci

j=1 Di j . The upper bound corresponds to the worst case

scenario where there is no overlap between the sets of correlated tuples stemming from each

attribute Ai . In the worst case, the number of extra tuples that the relaxation adds to the result

set corresponds to the number of tuples sharing the same value for each attribute of the result.

Therefore, in total, the number of tuples is: R =∑|A |
i=1(

∑ j=ci

j=1 Di j −∑ j=ci

j=1 Dqi j ).

Thus, in the case of queries restricting the r hs, the upper bound is equivalent to R.

To avoid the unnecessary cost of the relaxation in the parts of the dataset where no errors

exist, we trigger Algorithm 1 only when the resulting query tuples participate in a violation. To

compute the violating tuples, we precompute the group by based on the lhs of the functional

dependency and count the number of different rhs values. Then we store the distinct lhs values

that are erroneous. By this, when any of the resulting tuples contains a lhs value belonging to

the erroneous values, then the relaxation takes place.

Relaxation benefit: The extra tuples contain the pruned domain of values that a system, or

a user needs to infer the correct value of an erroneous cell [103]. Specifically, a query result

contains a set of tuples with a restricted set of values for the attributes of the constraints.

The cleaning process can exploit this characteristic and extract all the correlated tuples of

the result, instead of computing the candidate fixes separately for each violated tuple. Thus,

instead of traversing the whole dataset for each erroneous value to compute the candidate

fixes, relaxation iterates over the correlated tuples.

4.3.2 Cleaning SP query results given a DC

We present the case of more general rules with arbitrary predicates. cleanσ first computes the

correlated tuples that, in the case of DCs, involve the conflicting tuples with the query result.

Detecting the correlated tuples requires a self theta-join. We adopt an optimized parallel

theta-join approach [92] that maps the cartesian product to a matrix that it partitions into

p uniform partitions. Using the matrix, we check arbitrary predicates between any pair of

attributes. In our analysis, we focus on the more realistic case that involves conditions over the

same attribute [66]. We compute incrementally the theta-join, by partitioning and checking

the matrix subset that affects the result; the matrix subset involves the query result and the

unseen part of the dataset. We also prune the redundant symmetric parts of the matrix.

Partial theta-join operates at a finer granularity, hence it can prune a) matrix partitions and b)

pairs within a partition, which are not candidates for conflicts. First, by partitioning a subset

of the matrix, partitions have boundary ranges smaller than the more general boundaries
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Figure 4.1 – Cleaning q1
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Figure 4.2 – Cleaning q2

of the original matrix partitions; there might exist sub-partitions whose boundaries do not

qualify the condition, even though the general partition qualifies. Second, partial theta-join

prunes non-qualifying intra-partition pairs; within a partition, it restricts the candidate pairs

to be checked.

Example 4. Consider a dataset with salary, tax values and rule φ:∀t1,t2:q(t1.salary<t2.salary∧
t1.tax>t2.tax). Fig. 4.1 shows an example cartesian product matrix based on rule φ. Consider

two queries requesting salary ranges [2000−3000] and [1000−2000] respectively.

To clean the first query result, theta-join checks for violations in the orange area of Fig. 4.1

which it divides into p partitions. Then, for the second query it constructs a matrix with vertical

range (1000-5000)r(2000-3000) since the subset (2000-3000) has been already checked, thus

it excludes it from the comparisons. Given a smaller range, the boundaries will be the ones of

Fig. 4.2. Theta-join can then filter out non-qualifying partitions, such as partition (4,1). It also

applies intra-partition filtering to exclude non-qualifying pairs. For example, given partition

(3,1) with horizontal and vertical ranges (1500, 1750) and (1000, 1750) respectively, since we

are interested in checking the < condition, the vertical range is transformed into (1500, 1750)

since the part (1000, 1500) will not produce candidate violations.

The second step involves computing the candidate fixes. For DCs we use the holistic data

cleaning approach [27] to calculate the possible conditions that the dirty cells must satisfy.

Specifically, given a rule with inequality predicates, cleanσ replaces the errors with the can-

didate ranges that satisfy the constraints. Then, similarly to FDs, the probability of each

candidate is frequency-based, given the total number of fixes.

More formally, given a DC ∀ti ,t j¬(ti .v1>t j .v2) and two tuples t1,t2 for which t1.v1>t2.v2,

then a candidate fix of the violation needs to enforce the constraint; t1.v1={t1.v1 or <t2.v2},

t2.v2={t2.v2 or >t1.v1}. Thus, each attribute value will either maintain its original value, or

will obtain a value satisfying the range. In the case of DCs that contain more atoms, we map

the dirty formula involving the conditions of the conflicting tuples to a SAT formula [32],

where a subset of atoms must become false (invert their condition) in order to satisfy the

formula. Thus, a possible violation fix requires updating the appropriate attribute values in

order to invert the condition of the subset of atoms that cause the violation. Thus, to include
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Algorithm 2: Inequality join selectivity estimation

1 ranges = split(d,p) for r1 in ranges do
2 for r2 in ranges do
3 if overlap(r1, r2) then
4 range_vio(r1) = count_overlap(r1,r2,r )

5 return range_vio

all the possible combinations of violated atoms, we produce all possible candidate attribute

combinations. Then, a SAT solver [20] can decide on which atoms must remain true or need

to invert their conditions (become false) in order to satisfy the whole DC formula.

The probabilities of each candidate fix are based on the frequency that each of the candidate

ranges appears. We provide frequency-based probabilities to collect all possible fixes for a

specific value, accompanied by their weight. Then, after having computed the candidate fixes

of the data subset that affects the cleanliness of a value vi , an inference algorithm can repair

the dirty values. Future work considers updating the probabilities after accessing more data,

thereby incrementally inferring the correct value.

Example 5. Consider a dataset with {salary,tax,age} values t1: {sal:1000,tax:0.1,age:31},

t2:{sal:3000,tax:0.2,age:32}, t3:{sal:2000, tax:0.3,age:43} and φ:∀t1,t2:q(t1.salary<t2.salary∧
t1.tax>t2.tax).

Tuples t2,t3 violateφ, thus the candidate fixes for t2 are {(<2000 50%,3000 50%),0.2,32},{3000,(0.2

50%,>0.3 50%), 32}, that is, t2 must either take a salary less than 2000 or have tax greater than

0.3. The probabilities stem from the fact that there are two possible fixes. Given a DC with

more than two atoms, the candidate values contain the conditional probabilities of all possible

subsets of atoms. For example, given φ2:∀t1,t2:q(t1.salary<t2.salary∧t1.age<t2.age∧t1.tax

>t2.tax) which requires that both the salary and the age of the employee define her tax rate,

then apart from the aforementioned candidates, we need to include the respective fix of the

age field ({3000,0.2,(32 50%,>43 50%)} followed by the pairwise combinations of all three

candidate fixes.

Accuracy: DC violations affect result quality since a dirty value might get a candidate fix that

satisfies the query. To compute result accuracy, cleanσ estimates the theta-join selectivity

using the Estimate_Errors function of Algorithm 3. The function takes as input the matrix

partitions and calculates the overlap of the partition boundaries, that is the number of conflicts

between them [92, 67]. For example, consider ranges 3 and 4 of Fig. 4.1, with salary boundaries

(3000,4000), (4000,5000) and tax boundaries (0.3,0.4), (0.25,0.5) respectively. The violations

lie in the overlap of tax values, that is, (0.25,0.4). Thus, given query answer qa (line 3), we

identify the ranges with which qa overlaps (e.g., q1 result overlaps with range 2), and obtain

the total estimated errors for these ranges. Assuming inequality conditions, the erroneous

partitions that affect the result are the ones with both a row and a column smaller or larger

than the row/column of the current range. Otherwise, the erroneous partitions will contain
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Algorithm 3: Query-driven cleaning DC violations

input :queries queries, data d, partitions p, rules r, threshold th
1 range_vio = Estimate_Errors(d,p,r)
2 for query in queries do
3 qa = execute query
4 range = find range of qa in range_vio
5 er r or s = {for (i 6= range) yield range_vio(i)}.sum
6 accuracy = errors/(|qa |+errors)
7 suppor t = (1+2+ ...+p

p)−unchecked_p/(1+2+ ...+p
p)

8 if accuracy > th then
9 full cleaning

10 else

11 partial cleaning

either smaller or larger candidate value ranges than the result range. Then, we compute if the

estimated accuracy (line 6) exceeds the given threshold (input by the user) and decide to fully

or partially clean the data. The range overlap of Estimate_Errors function is only applicable

over the non-diagonal partitions, since for the diagonal partitions (pattern filled boxes) the

ranges are equivalent, thus we also provide the support, that is, the percentage of checked

diagonal partitions. The support is defined as the total partitions checked (1+ 2+ ...+p
p),

which are the upper/lower diagonal partitions, minus the blocks of the diagonal (pp) in the

first iteration and becomes smaller depending on the accessed data (line 7). Accuracy also

increases while accessing and cleaning more entities.

4.3.3 Cleaning SP results given multiple DCs

In the case of multiple rules, an erroneous cell might trigger violations of many of these rules.

Thus, the probability of each fix must combine the probabilities that stem from all the rules

affecting the erroneous cell. For the dirty cells that belong to the overlapping attributes of

multiple rules, we compute the candidate values in parallel then merge the resulting fixes. We

also maintain provenance information for each dirty cell; when many rules exist, we execute

them over the original data then merge with the already computed probabilities. Finally, to

prune unnecessary error checks, Daisy maintains information about the already checked

tuples by each rule.

To merge the probabilities, we compute the overlap of the violating groups. We also use

union to merge the candidate values of the overlapping cells, and adjust the probabilities to

reflect the union of the sets. Given rules φ1:Y→X, φ2:Z→X, we assign P (X |(Y ∪ Z )) to the X

values. Thus, given zip→state and city→state and two versions of a tuple with P(CA|9001) and

P(CA|LA), respectively, one for each rule, the probability will be updated to P(CA|9001∪LA), to

match the tuples that have either zip 9001 or city LA.

Lemma 4. In the presence of multiple constraints, the order of computing the candidate values
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of the erroneous cells obeys the commutative property.

Proof. Consider rules φ1 and φ2, which both involve attribute X , and a dirty tuple e which

violates both rules. The probabilistic fix of cell ex∈X of tuple e based on both rules is the

same regardless of the order that we check the rules. Consider merging order φ1 followed by

φ2. Based on φ1, ex becomes: ex =[(a1,T1),(a2,T2),...,(ak ,Tk )], where a1...ak are the candidate

values of ex , and each Ti comprises the conflicting tuples due to which we assign value ai .

For example, for FDs, Ti involves the tuples with the same l hs and different r hs. Then, φ2

produces the corresponding set ex′. The end result contains the merge of ex ,ex ′, which involves

pairs (ai ,Tmi ), where Tmi is the union of Ti and Ti ′. Thus, since the union is commutative, the

result is independent of the rule order.

4.3.4 Cleaning Join results

In the case of join queries, the cleaning operator needs to examine how the existence of errors

in each individual table affects the query result. The operator is defined as follows.

Definition 3. clean./ is a cleaning operator which cleans a join result. clean./ (a) extracts

the qualifying parts of the join tables, (b) cleans each part and updates each relation separately,

(c) updates the result, and (d) re-checks for errors.

Consider a join between R and S. To clean the dirty result, clean./ extracts and cleans the

corresponding qualifying parts of R and S. To extract the qualifying parts of R and S, clean./

keeps provenance information [107] which allows to obtain the entities of each table from the

join result, as well as update the join result after cleaning the tables. Thus, using lineage, after

cleaning both tables, clean./ recomputes the join to check whether the extra tuples of each

relation produce new pairs. In the case where the cleaning task transforms the join key into a

probabilistic attribute, the join becomes a probabilistic join. In the following, we show that

the updated join accesses the already clean tuples.

Lemma 5. The updated join result stemming from the cleaned qualifying table parts, requires

no extra violation checks.

Proof. To prove the correctness of the result, we examine the possible correlation cases be-

tween the query and the rules. We assume that the result of any erroneous underlying operator

in the plan has been cleaned. The possible scenarios depend on whether the join key appears

in a constraint. When the join key is clean, the new tuples that relaxation produces will not

qualify the join because they will contain a non-qualifying join key. If the join key attribute ap-

pears in a rule, then consider a join of R and S which both involve errors on the join key. Then,

clean./ might add new tuples to both relations. However, the extra tuples of R will match

with tuples of S which already exist in the result since they have to belong to the intersection

of the join keys of R and S. Thus, no extra violations will exist. The same case holds for the

relaxed result of S.
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Zip City
t1 9001 Los Angeles
t2 9001 San Francisco
t3 10001 San Francisco

(a) Cities dataset.

Zip Name Phone
9001 Peter 23456

10001 Mary 12345
10002 Jon 12345

(b) Employee dataset.

Zip Name
9001 Peter

(c) Dirty version of the join re-
sult.

Zip
9001

9001, 50%
10001, 50%

(d) Relaxed result of Select Op-
erator over Cities.

C.Zip E.Zip Name
9001 9001 Peter

9001, 50%
10001, 50%

9001 Peter

9001, 50%
10001, 50%

10001, 50%
10002, 50%

Mary

9001, 50%
10001, 50%

10001, 50%
10002, 50%

Jon

(e) Clean join result.

Table 4.4 – Join operation over two tables that involve violations on the join key.

Example 6. Consider tables Ci t i es (C ) and Empl oyee (E) shown in Tables 4.4a, 4.4b, rules

φ1:Zip→ City, φ2: Phone→Zip, and a query requesting the name, and zip code from both Cities

and Employee, for the city of “Los Angeles”:

The dirty version of the result is shown in Table 4.4c. Similarly to Example 2, cleanσ enhances

the result with tuple t2 as it belongs to the set {City 6=Los Angeles|Zip = 9001}. Then, after

repairing the detected errors of φ1, tuple t2 of relation C has candidate values for the Z i p

{9001 50%,100001 50%}. The result of cleanσ is shown in Table 4.4d. Then, the evaluation of

the join matches the filtered set of C with all tuples of E and clean./ triggers the violation

between tuples t2, t3 of E . Thus, clean./ fixes the corresponding part and updates the result.

The final version of the result is shown in Table 4.4e.

Limitations: Daisy depends on the rules that users provide as input. Therefore, if there is

limited knowledge of the rules, or there exists partial dependency among the attributes, then

the resulting candidate fixes will be inaccurate. For example, a common approach to infer

candidate repairs is by using Bayesian analysis [103] in which the probability of a candidate

fix depends on the probability that the dirty tuple shares the same attribute values with the

tuple that contains the candidate fix. Such fixes are not covered by Daisy. However, still in

that case Daisy can be used in the exploratory process to determine possible worlds based on

the existing rules and if the user is not satisfied with the fixes she can execute a full repairing

algorithm.

57



Chapter 4. Cleaning denial-constraint violations through Relaxation

4.4 Cleaning-aware Query Optimization & Planning

In this section, we present how we inject cleaning operators at the logical level, and show a set

of optimizations that enable an optimal placement of cleaning operators in the query plan.

We support queries with Select, Join and Group-by clauses. The template of the supported

queries is the following:

SELECT <SELECTLIST>
FROM <table name> [,(<table name>)]
[WHERE <col><op><val> [(AND/OR <col><op><val>)]]
[GROUP BY CLAUSE]

[] and () indicate optional and repeated elements. op takes values =, 6=,<,≤,>,≥. In the case

of joins, we assume equi-joins. We focus on flat queries to stress the overhead of the cleaning

operators over the corresponding query operators.

4.4.1 Cleaning operators in the query plan

The logical planner detects the query operator attributes that appear in a rule and injects the

appropriate cleaning operators in the query plan. The planner pushes cleaning operators

down, closer to the data, to avoid propagating errors in the plan. Deferring the execution

of a cleaning task causes (a) redundant cleaning to detect errors that have propagated from

the underlying query operators, and/or (b) recomputing the underlying query operators that

are affected by the errors. For example, consider relations R and S, and a query with a select

condition over attribute R.a that participates in a rule, followed by a join R.a ./ S.a where

S.a participates in a rule of S. Executing cleaning after the join might alter the qualifying part

of R by adding an extra probabilistic tuple. If the extra tuple matches with an unseen tuple

of S, it will update the join result. Then, the operator needs to re-check for errors over the

extra accessed tuples of S, which induces a redundant overhead for query execution. Hence,

placing cleaning operators early in the plan avoids extra effort to fix propagated errors.

Fig. 4.3 shows an example query plan with a clean./ operator. Given two rules involving

the zip code of R and S, the planner detects the overlap of the join operator with the rules,

and injects the clean./ operator. To avoid recomputing the join, clean./ sends only the

new tuples of each relation to the join operator. Thus, the second join corresponds to an

incremental join, which updates the already computed result. The final result consists of the

union of the join outputs.

4.4.2 Cost-based optimization

In the following, we analyze the offline and incremental cleaning cost, and propose a cost

model that decides on the optimal placement of cleaning operators in the query plan.
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Figure 4.3 – Before and after injecting clean./ inside a plan with a join over a potentially
erroneous attribute.

Traditional cleaning cost

The cost of cleaning DCs is divided into the cost of a) error detection, b) data repairing, and,

optionally, c) updating the dataset with the correct values. For FDs, error detection groups data

based on the lhs of the rule. The complexity of grouping assuming a hash-based algorithm

over a dataset of size n is O(n) [99]. Similarly, for DCs, the cost is O(n2) since a cartesian

product is required, but is reduced to (1+2+ ..+n) since the upper diagonal matrix is checked

to avoid re-checking symmetric pairs. Data repairing performs multiple scans to compute

the candidate values for each error; given ε errors, the cost is O(ε n). Finally, the update cost

is equivalent to an outer join between the dataset and the fixed values; the cost is O(n+ε).

The overall cost is: O(n)/O(n2) + O(ε n) + O(n+ε), and can be repeated multiple times if many

iterations are needed [27].

Incremental cleaning cost

We present the incremental cleaning cost by taking into consideration the type of query.

SP queries: The cost is equivalent to the cost of computing the correlated tuples plus the

traditional cleaning cost. The cost ei of computing the set of correlated tuples E(Q) is O(u),

where u represents the unknown tuples. Given a dataset with n tuples, u is equal to n in the

first query, but becomes smaller after each query. Specifically, in the i th query, the cost is

n −∑q−1
i=1 qi , where qi is the size of the result of query i .

Error detection and data repairing are applied over the result set A(Q) enhanced with the extra

tuples E(Q). Thus, the cost of error detection is O(qi +ei ) for FDs. For DCs, the incremental

cost in the i th query with result size qi is n qi /p. In the worst-case, the incremental cost is the

arithmetic progression (we omit the division by p for simplicity):
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q1(n −0)+q2 (n −q1)+ ...+qn(n −
j=i−1∑

j=1
q j ) = n(q1 + ...+qn −

i=n∑
i=2

qi

j=i−1∑
j=1

q j

= n
i=n∑
i=1

qi −
n∑

i=2
qi

j=i−1∑
j=1

q j

(
∑i=n

i=1 qi≤n)
≤ n2 −

n∑
i=2

qi

j=i−1∑
j=1

q j

The worst-case is when
∑n

i=2 qi
∑ j=i−1

j=1 q j is minimized to 0, which occurs when one query

accessing the whole dataset is executed, thus the cost is equivalent to the offline cost.

For simplicity, we denote the error detection cost as di for incremental and d fi for full cleaning.

Then, given εi violated entities, where εi ≤ (qi+ei ) << n, the data repairing cost is O(εi (qi +ei )),

since it checks for each error the enhanced tuples instead of checking the whole dataset.

The last step involves updating the original dataset with the fixed tuples stemming from

cleaning the query result. The update performs a left-outer-join between the dataset and the

clean result. Since the clean result contains probabilistic values, the update depends on the

number of candidate values that the erroneous value might take. More specifically, assuming a

partially probabilistic dataset at query i with
∑ j=i−1

j=1 εi j probabilistic values, the update cost is:

n −∑ j=i−1
j=1 εi j +∑ j=i−1

j=1 εi j p +εi p, where p is the size of each value. In total, the incremental

cleaning cost is:

n −
q−1∑
i=1

qi +di +εi · (qi +ei )+n −
j=i−1∑

j=1
εi j +

j=i−1∑
j=1

εi j p +εi p

In the case of multiple rules, the cost differs in the error detection part, since it requires one

iteration per rule. The computation of the probabilities for the erroneous entities is equivalent

to the single rule case because it operates over the detected errors, regardless of the number of

violated rules.

Join queries: The aforementioned cost represents the query and clean cost of each indi-

vidual table that participates in a join. However, a join involves the additional cost of updating

the join result. Therefore, we need to measure the maximum number of iterations. We apply

the cost formula for each dataset that participates in the join, and then we add the incremental

join cost which takes place between the extra tuples ei of one relation with the set of tuples n

of the other relation: (n + ei ). We use the formula separately in each dataset, because each

dataset has different characteristics, that is different number of violations, different level of

correlation among the entities, and finally the query has a different selectivity in each dataset.
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Incremental cleaning versus Full cleaning

The decision between incremental or full cleaning depends on whether the overhead induced

by the cleaning task in each query is smaller in total than applying the full cleaning followed

by the execution of the queries. To estimate the costs, we employ a cost model that decides on

the optimal strategy.

Cleaning at query time without considering the relaxation and the update cost, is more efficient

overall than executing them over the whole dataset. Consider an unknown query workload

consisting of q queries. In the case of FDs, the cost
∑q

i=1 εi (qi + ei ) ≤ εn since, qi and ei are

complementary, thus, their total number of tuples is smaller than the total dataset. In addition,

for DCs, the incremental error detection cost is smaller than the cartesian product. However,

the cost of enhancing the query result and updating the dataset after each query might exceed

the full cleaning cost. Thus, we decide on cleaning the query result or the remaining dirty

part of the dataset based on the following inequality. In the offline cost we also add the query

execution cost, which is q n:

i=q∑
i=1

(n −
j=i−1∑

j=1
q j +di +εi (qi +ei )+n −

j=i−1∑
j=1

εi j +
j=i−1∑

j=1
εi j p +εi p)

≤ qn +d fi +εn +n +εp

The inequality can be simplified to the following one:

q n −
i=q∑
i=1

j=i−1∑
j=1

q j +di +
i=q∑
i=1

εi qi +
i=q∑
i=1

εi ei −
i=q∑
i=1

j=i−1∑
j=1

ei j +p
i=q∑
i=1

j=i−1∑
j=1

ei j

≤ d fi +εn +n

For example, when q = 1, and
∑n

i=1 qi = n, then q1 = n, e1 = 0 since the query accesses the

whole dataset, therefore there are no extra tuples. Thus, the cost corresponds to the full

cleaning case and the inequality becomes:

n +n +εn +0−0+0 ≤ εn +2n ⇐⇒ εn ≤ εn

We observe from the inequality that in the case of general DCs, since p increases when the

selectivity is high, then Algorithm 3 will also decide to examine the whole cartesian product
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Figure 4.4 – The architecture of Daisy.

due to predicting low accuracy. For FDs, we decide on the cleaning strategy while executing

the queries based on the inequality. We estimate the number of erroneous values ε, as well as

the number of candidate values p using statistics. To approximate ε and p, we precompute

the group by based on the lhs and the r hs of the FD rules respectively.

4.5 A system for query-driven data cleaning

Fig. 4.4 shows the architecture of Daisy, that is a query-driven cleaning engine over Spark.

Given a query and a dirty dataset, Daisy uses two processing levels to provide correct results.

In the first level, Daisy maps the query to a logical plan that comprises both query and cleaning

operators. To optimally place each operator, the logical plan takes into consideration the

type of query and the constraints. We implement the cleaning-aware logical plan by injecting

cleaning operators before/after the corresponding filter and join operators at the RDD level

of Spark. Daisy extracts the attributes of the query operators and checks if they overlap with

the provided constraints. To apply the cost-based optimizations, Daisy collects statistics by

pre-computing the size of the erroneous groups. Then, when checking the condition of each

query, it evaluates whether the inequality of Section 4.4.2 holds. Hence, at the logical level

Daisy decides whether to place the cleaning operator before or after the query operator.

Finally, Daisy executes the logical plan by cleaning the result of each query operator that

is affected by the rules. We implement cleanσ and clean./ as extra operators inside Spark

RDD. The operators take as input the query result, relax it, and detect for violations. Then,

given the detected violations, Daisy transforms the query result into a probabilistic result by

replacing each erroneous value with the set of values that represent candidate fixes. Daisy also

accompanies each candidate value with the corresponding probability of being a fix of the

erroneous cell. After cleaning each query result, the system isolates the changes made to the

erroneous tuples and accordingly updates the original dataset. By applying the changes after

each query, Daisy gradually cleans the dataset.
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4.6 Experimental Evaluation

The experiments examine the benefits stemming from the optimizations that Daisy allows,

and show how Daisy performs compared to the state-of-the-art offline cleaning approach.

Experimental Setup. All experiments run on a 7-node cluster equipped with 2×Intel(R)

Xeon(R) Gold 5118 CPU (12 cores per socket @ 2.30GHz), 64KB of L1 cache and 1024KB of L2

cache per core, 16MB of L3 cache shared, and 376GB of RAM. On top of the cluster runs Spark

2.2.0 with 7 workers, 14 executors, each using 4 cores and 150GB of memory.

We compare a single-node execution of Daisy with Holoclean [103] as it is, to our knowledge,

the only currently available probabilistic system for repairing integrity-constraint violations.

In the absence of a scale-out probabilistic cleaning system, we compare Daisy with our own

offline implementation over Spark; it combines the optimizations of the state-of-the-art error

detection and probabilistic repairing systems. Our offline implementation is an optimized

implementation that detects FD and DC errors, and it provides probabilistic repairs. Error

detection follows the optimizations of BigDansing [66] for FDs; it applies a group-by, instead

of an expensive self-join. DC error detection efficiently partitions the cartesian product using

the optimized theta-join approach [92]. Directly comparing Daisy with BigDansing would be

unfair to BigDansing because BigDansing applies inference in order to compute the correct

value, whereas Daisy computes probabilistic repairs. For data repair, to restrict the domain

of candidate values for each erroneous cell, we employ an alternative to Holoclean’s pruning

optimization [103]; we exploit the co-occurrences of the attribute values of the erroneous

tuple with the attribute values of other tuples. Hence, similarly to Daisy, the domain of the

erroneous r hs of tuple t correspond to the r hs of the tuples that share the same lhs with t .

Similarly for the erroneous lhs.

The workload involves SP, SPJ, and group-by queries in the presence of one or more DCs. We

evaluate the workload over a synthetic benchmark and three datasets derived from real-world

data entries. Specifically, we use the Star Schema Benchmark (SSB) [93], the hospital dataset

[103], the Nestle dataset and a dataset with air quality data [1].

We choose the SSB dataset to test the applicability of Daisy over a benchmark designed for

data warehousing applications. We use multiple versions of the lineorder table by varying the

cardinality of the orderkey and suppkey attributes; we construct different versions by varying

the number of distinct orderkeys from 5K to 100K, and the number of distinct suppkeys from

100 to 10K. To measure the worst-case scenario, we add errors to all orderkeys by randomly

editing 10% of the suppliers that correspond to each orderkey. Our error generation is similar

to BART [15] with the difference that we also add errors using uniform distribution to evenly

distribute the errors across the dataset, thereby affecting all queries. The errors that we inject

are detectable by the constraints that we evaluate. The size of lineorder table is 60MB in the

original version, and ranges from 110MB to 2.6GB in the probabilistic version. To evaluate

cases with fewer violations, we construct datasets with 20%, 40%, 60% and 80% of erroneous

orderkeys. The size of the probabilistic version of those datasets is 250MB, 560MB, 1.3GB, and
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1.8GB.

The hospital dataset [103] comprises information about US hospitals. It contains 19 attributes,

and is 5% erroneous. We use two versions with 1K and 100K entries, and sizes 300KB, 25MB

respectively. The probabilistic versions have size 360KB and 26MB respectively. We use

hospital to evaluate accuracy since its clean version exists.

The Nestle dataset includes information about food and drink products. Each product contains

19 attributes and involves dirty categories for product materials. We scale up the dataset by

randomly adding duplicate entities from the domain of each attribute. We also add extra errors

by randomly editing 10% of the category attribute values that correspond to each material. We

use a 20MB and a 200MB version which contain 95% of conflicting entities. The size of the

datasets in the probabilistic version is 40MB and 500MB respectively.

The historical air quality dataset [123] contains air quality measurements for the U.S. counties.

We use a subset of the hourly measurements in which we add errors to the FD φ:county_code,

state_code→county_name. We edit 10% of the county_names that correspond to a county_code,

state_code. We add the errors to the non-frequent county_code, state_code pairs. We use

two versions with 0.001% and 0.003% errors respectively, which produce 30% and 97% viola-

tions respectively, the size of which is 2GB in the original version and 3.1GB and 4GB in the

probabilistic versions.

We measure response time and accuracy (when applicable). Response time is the time to

respond to the query, perform the cleaning task by providing probabilistic fixes, and update

the dataset. For accuracy, we measure precision (correct updates/total updates) and recall

(correct updates/total errors).

4.6.1 SP queries response time

This section shows how Daisy performs compared to offline cleaning given a workload of SP

queries. We measure the cost of both approaches given a) a FD, b) two overlapping FDs, and c)

a DC. We evaluate all cases over SSB, by executing queries requesting information for a specific

supplier/order, or for suppliers/orders in a given range. In all FD experiments, Daisy outputs

the same results with the offline approach.

Single FD with varying selectivity of rule attributes. We examine how the orderkey and

suppkey selectivity affects the response time of the cleaning task. We use three versions of

lineorder with 5K, 10K, and 100K distinct orderkey values respectively, and three versions with

100, 1K, and 10K distinct suppkey values respectively. We use these selectivities since they

involve extreme response time cases depending on the query. We clean violations of rule

φ:orderkey→suppkey. We consider the worst-case scenario where each orderkey participates

in a violation. We execute 50 non-overlapping queries, each with selectivity 2%. The workload

accesses the whole dataset.
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Fig. 4.5 shows the response time of Daisy and full cleaning when varying the orderkey selectivity.

To maintain a fixed query selectivity, queries contain range filters over the r hs ofφ. We observe

that as the selectivity increases, the response time of both approaches increases. However,

on average, Daisy is ∼ 2× faster than the offline approach. The difference is due to the fact

that when combining cleaning with querying, query result relaxation restricts the number

of comparisons required to repair the erroneous tuples by computing the correlated tuples.

On the other hand, the offline approach traverses the dataset for each erroneous value, to

compute the candidate values. We also observe that as the selectivity increases, the difference

between the two approaches decreases because each erroneous cell ends up having more

candidate values thereby increasing the value p of the inequality of Section 4.4.2.

Fig. 4.6 shows the response time of Daisy and offline cleaning when varying suppkey selectivity.

To maintain a fixed query selectivity, queries contain range filters over the lhs of φ. Daisy is

faster despite the transitive closure it requires to detect the correlated values. The difference is

due to the fact that when combining cleaning with querying, query result relaxation restricts

the number of comparisons required to repair the errors by computing the correlated tuples.

On the other hand, the offline approach traverses the dataset for each erroneous value to

compute the candidates. When suppkey selectivity is smaller, the cost becomes higher since

each erroneous suppkey might match with multiple orderkeys, thereby increasing the number

of candidate values.

Fig. 4.7 evaluates the scenario in which applying cleaning offline outperforms incremental

cleaning (Daisy without the cost model). We execute 90 queries over the lineorder version

with 100K distinct orderkeys. The queries are non-overlapping, they involve equality and range

conditions, and have random selectivities. Cleaning the whole dataset is more efficient in

this case because the suppkey selectivity is low compared to the orderkey, thus each suppkey

appears with multiple orderkeys throughout the dataset. Thus, a violating suppkey takes

multiple candidate values, thereby increasing the update cost shown in the inequality of

Section 4.4.2. Still, we observe that overall, Daisy outperforms both the incremental as well as

the offline cleaning. Daisy initially applies data cleaning incrementally, and then, by evaluating

the total cost after each query, switches strategy and applies the cleaning task over the rest of

the dataset. The total cost is lower than the offline approach because cleaning is applied over
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the remaining dirty part of the dataset.

Single rule vs. Multiple rules. In this experiment, we measure the response time in the

presence of rules with overlapping attributes. We construct the dataset by joining lineorder

with suppliers. The end result is a 67MB dataset in its raw form, and 2.8GB in its probabilistic

form. We evaluate rules φ:orderkey→suppkey and ψ:address→suppkey; the address appears

after joining the tables. The workload consists of 50 non-overlapping queries which access the

whole dataset.

Fig. 4.8 shows the response time in the case where we examine only rule φ compared to

examining both φ and ψ. We observe that in both Daisy and the offline approach, response

time increases when we clean errors of both rules instead of one, due to the extra work required

for ψ. When Daisy executes the queries, it identifies the corresponding correlated tuples for

both rules. Then, Daisy fixes the errors based on the correlated tuples. Initially, the difference

between one and two rules is ∼ 3.5x but then drops to ∼ 1.5x as we clean more data. On the

other hand, offline cleaning separately fixes the errors of the address and orderkey since there

might be different tuples involved in the violation of φ than those involved in ψ. Thus, offline

cleaning needs more traversals over the data.

Increasing number of violations. In this experiment we evaluate Daisy as we vary the number

of violations. Specifically, we vary the erroneous orderkeys from 20% to 80%. We use the same

query workload consisting of 50 non-overlapping SP queries with selectivity 2%.

Fig. 4.9 shows that in all cases Daisy outperforms the offline approach regardless of the

number of erroneous entities. Daisy is faster due to the statistics that it precomputes to prune

unnecessary checks. The statistics comprise the orderkeys that participate in a violation; it

precomputes a group by based on the orderkey and calculates the size of each group. Then, at

query time, when it accesses a specific orderkey, it checks whether it belongs to a dirty group.

Thus, Daisy avoids detecting violations when the entity does not belong to the list of dirty

values. We also observe that as errors increase, the difference between the two approaches

is more significant. The difference stems from the fact that in the case of full cleaning, the

number of iterations over the dataset is proportional to the number of detected erroneous
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Figure 4.10 – Cost for DCs with inequality
conditions.

groups in order to compute the probabilities of each candidate value. On the other hand,

depending on the values that the query accesses, Daisy traverses the data once and brings the

correlated tuples that correspond to multiple erroneous groups at the same time. Thus, as we

increase the number of erroneous groups, offline cleaning performs more traversals, and thus

becomes slower.

Denial constraints. In this experiment, we evaluate the cost, given rules with inequality

predicates. We consider rule ∀t1,t2¬ (t1.extended_price<t2.extended_price&t1.discount>t2.discount).

We check the rule over the lineorder table in which we inject errors by editing the discount

value of 10% of entries. We simulate real-world scenarios that, unlike high selectivity inequality

joins, contain a few dirty values that cause inconsistencies. We construct three versions with

0.2%, 2%, and 20% violations, by modifying the errors that the dirty values induce. We execute

60 SP non-overlapping range queries that access the whole dataset.

Fig. 4.10 shows the response time of both Daisy and the optimized offline approach. In the

0.2% and 2% versions, Daisy is 1.3× faster, as it prunes both the partitions and the subset of the

partitions that must be checked. The result is 99% and 80% accurate, respectively, compared

to the offline case. In the 20% case, Daisy predicts 23% accuracy by using the statistics, hence it

decides to clean the whole dataset and is 100% accurate and has the same response compared

to the offline case. Specifically, in the 20% case, the dirty values are spread across different

partitions and contain outlier values that affect the result. Therefore, this case justifies the

need for checking the whole matrix to provide an accurate result.

4.6.2 SPJ queries response time

This section demonstrates how Daisy performs when Join queries appear in the workload.

We execute 50 join queries over lineorder and suppliers. The lineorder table violates rule

φ:orderkey→suppkey, and the suppliers violates rule ψ:address→suppkey. The queries contain

a filter on lineorder, and then join it with suppliers. The workload accesses the whole lineorder

dataset.
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Figure 4.13 – Cost for complex queries of SSB workload.

Fig. 4.11 shows the response time of SPJ queries using Daisy and the offline approach respec-

tively. Daisy outperforms full cleaning for two reasons: First, similarly to the SP queries case,

Daisy benefits from computing the set of correlated tuples, thereby restricting the number of

comparisons. Second, Daisy benefits from incrementally updating the join result when extra

tuples are added. On the other hand, offline cleaning performs a probabilistic join which is

expensive.

Fig. 4.12 shows the time taken to execute a workload with both SP and SPJ queries. The

lineorder table violates rule φ:orderkey→suppkey, and the suppliers violates rule ψ:address

→suppkey. We use the scenario of Fig. 4.7, where we execute 90 queries over the 100K version

of lineorder, and the suppkeys contain 500 distinct values. Both the SP and join queries are

non-overlapping, involve equality and range conditions and have random selectivities. We

observe that Daisy predicts that it is more efficient to clean the full dataset after 30 queries, and

thus by penalizing some queries, overall it is faster than both incremental and full cleaning.

Fig. 4.13 compares the response time of three query workloads from the SSB family to evaluate

how Daisy behaves with more complex queries. We use the same setup with Fig. 4.11. Q1

is a join between lineorder and suppliers and contains a range filter on the suppkey. Q2

additionally joins the result of Q1 with part and date tables and groups by year and brand. Q3

contains a fourth join with customer. All queries project the keys of the involved tables thus

the probabilistic orderkey/suppkey attributes as well. We observe that regardless of the query

complexity, since Daisy pushes down the cleaning operator, cleaning affects only the join
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φ1 φ1+φ2 φ1+φ2+φ3

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
Holoclean 1 0.55 0.71 0.98 0.95 0.96 0.98 0.92 0.95
DaisyH 0.97 0.52 0.68 1 0.98 0.99 1 0.98 0.99
DaisyP 0.41 0.51 0.45 1 0.97 0.98 1 0.98 0.99

Table 4.5 – Accuracy

between lineorder and suppliers. The breakdown of the cost of the overall plan showed that

the time difference between Q1 and Q2,Q3 stems from the fact that in Q2,Q3 the initial join

projects the extra attributes required for the following joins. Thus, cleaning is more expensive

since Spark requires outer joins to split and stitch back the clean and dirty part of the query

result.

4.6.3 Real-world scenarios

In this set of experiments, we compare Daisy against Holoclean, and we also measure the cost

of executing a realistic exploratory analysis scenario. In all experiments, Daisy outputs the

same results with the scale-out cleaning approach.

Hospital: We evaluate the efficiency and accuracy of Daisy and Holoclean. We use rules

φ1:∀t1,t2:q(t1.zip=t2.zip∧t1.city 6= t2.city),φ2:∀t1,t2:q(t1.hospitalName=t2.hospitalName∧t1.zip

6=t2.zip), φ3:∀t1,t2:q(t1.phone=t2.phone ∧t1.zip 6=t2.zip). To obtain a fair comparison, we ex-

ecute Daisy on a single node, and when measuring response time, we disable the inference

of Holoclean; we obtain only the candidate values for each cell. For accuracy, we apply

Holoclean’s inference using Daisy’s domain generation (DaisyH), and we compare it with the

original Holoclean. To integrate Daisy with Holoclean, we populate the cell_domain table

that Holoclean uses with the candidate values that Daisy computes. We also report Daisy’s

accuracy when selecting the most probable value (DaisyP). For accuracy, we use the 1K version

for which master data exists. For efficiency, we use version 100K.

Table 4.5 shows the precision, recall, and F1-measure for Daisy and Holoclean. Daisy executes

a workload of 4 SP queries that access the whole dataset. Each tuple is accessed only once

and is cleaned at query time. For Holoclean we clean errors offline and measure the accuracy

of the corresponding attributes. We observe that both systems exhibit comparable accuracy.

When not all rules are known, such as in the case of φ1, Holoclean performs better because it

generates the domain using quantitative statistics, whereas DaisyH uses the correlations driven

by the dependencies. DaisyP performs worse because it blindly selects the most probable

value. However, when more rules are known, Daisy is more accurate because Holoclean

prunes the domain of each value using a threshold for performance. Hence, using Daisy’s

optimizations, one can avoid trading accuracy at this level.

Table 4.6 shows the benefit stemming from maintaining provenance information to the original
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φ1 φ1 +φ2 φ1 +φ2 +φ3 Total
Daisy (3 executions) 51 sec 49 sec 118 sec 218 sec
Daisy (1 execution) 51 sec 41 sec 40 sec 132 sec
Holoclean 1020 sec 1108 sec 1188 sec 3316 sec

Table 4.6 – Response time when increasing the number of rules. Daisy maintains provenance
information and updates the probabilistic data based on the new rule without having to
execute the task from scratch.

data and incrementally updating the probabilistic data in the case new rules appear. We

measure the total cost by checking φ1, φ1 +φ2, and φ1 +φ2 +φ3. We use a scenario where we

execute Daisy and Holoclean three times, one for each rule set, and compare it with a single

execution of Daisy that incrementally updates the probabilistic data. We evaluate the case

where a user queries the whole dataset and executes the cleaning task, thus the cost of Daisy is

equivalent to the offline cost. For Holoclean, we measure only the cost of the candidate fixes

for each cleaning task. We observe that the single execution of Daisy outperforms the three

separate executions since it can merge the probabilistic fixes by inducing only the overhead of

merging the fixes.

Nestle exploratory analysis: Data scientists working for Nestle, often need to apply analysis

to discover information about different coffee products. We simulate this scenario and ex-

ecute a query workload of 37 SP queries in which the analyst requests the details of a given

coffee product through the C ateg or y attribute. The dataset contains violations of the FD

M ater i al → C ateg or y . M ater i al represents the material out of which each product is

made; in the case of coffee products it represents the type of beans. C ateg or y is the type of

product.

Table 4.7 shows the response time of the analysis over the two versions of the dataset. In both

cases, the queries access 40% of the dataset. We observe that in the smaller dataset (20MB),

the difference in the response time stems only from the fact that the analysis accesses 40%

of the dataset. However, when the dataset becomes bigger, the difference is more significant.

Daisy is faster because the selectivity of the C ateg or y attribute is very small, and thus since

it appears with multiple erroneous M ater i al values, the full cleaning approach ends up

iterating through the dataset multiple times.

Air quality exploratory analysis: This scenario is similar to the analysis that data scientists

perform in Kaggle [123], where they observe how air pollution evolves over the years in the US.

Specifically, an analyst checks the CO measurements at specific locations, one location per

state, district, or territory. The query workload consists of 52 queries each of which outputs

the average CO measurement for a given county grouped by year. Table 4.7 shows that offline

cleaning is unable to terminate after a timeout of one day due to having to perform multiple

iterations for each erroneous group over a larger dataset in order to clean it.

Summary. The optimizations at the executor level ensure that Daisy scales better than offline
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Dataset Daisy Offline
Nestle (20MB) 2.9 min 3.97 min
Nestle (200MB) 26.8 min 8.5 hours
Air quality 30% 10.5 min -
Air quality 97% 49 min -

Table 4.7 – Response time on realistic scenarios.

approaches by restricting the comparisons to clean the data. Moreover, the logical-level opti-

mizations enable Daisy to configure the optimal placement of cleaning operators, depending

on the query workload and the errors.

4.7 Summary

Data scientists usually perform multiple iterations over a dataset in order to understand and

prepare it for data analysis. Having to apply each cleaning task over the whole dataset each

time is tedious and time-consuming. Having data cleaning decoupled from data analysis also

increases human effort as data cleaning highly depends on the data analysis that users need

to perform.

Our work introduces Daisy, a system that partially cleans the dataset through exploratory

queries. Daisy integrates cleaning operators inside the query plan, and efficiently executes

them over dirty data by providing probabilistic answers for the erroneous entities. We evaluate

daisy using both synthetic and real workloads and show that it scales better than approaches

that fully clean the dataset as an offline process.
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5.1 Introduction

Graphs have been widely used for data analysis, thanks to their inherent capability of rep-

resenting connections among entities. Due to their generality, graphs are of great practical

value in interactive data exploration where users look for interesting patterns in lakes of struc-

tured and unstructured data. Several use cases stemming from social network, web search,

log trace analysis and many more, require to identify parts of the graph that match specific

patterns [109]. However, together with the degrees of freedom in data exploration, subgraph

matching brings high computational complexity. Thus, query execution needs to efficiently

address complexity to produce timely results.

Given a labelled data graph G , subgraph matching is the problem of finding all matches of a

labelled pattern graph Q in G . Labelled graphs are the graphs which have certain properties

defined as labels in their vertices and edges. Thus, a match of the labelled graph Q in G is

a subgraph G ′ of G that is isomorphic to Q, i.e., for each vertex in the query pattern, (a) the

vertex appears in G ′ and has the same label, and, (b) for each edge appearing in the query

pattern, the edge also appears in G ′ and has the same label. An example pattern is person

→i sLocated In place which looks for subgraphs consisting of two vertices with label person

and place respectively, and that are connected with the edge isLocatedIn. The subgraph

matching problem is equivalent to the subgraph isomorphism problem which is known to be

NP-complete [30].

To efficiently execute subgraph matching tasks, existing approaches propose optimizations by

assuming either a relational or a graph layout. In the relational layout, graphs are represented

through property tables [6]. Property tables are relational tables that represent a property of

the graph and contain two columns that represent the vertices that are connected through

that specific property. By using the relational representation subgraph matching is reduced

to executing a multi-way join, therefore existing approaches focus on join optimization for

graphs by developing worst-case optimal join algorithms [11]. Approaches that follow the

graph layout optimize subgraph matching by limiting checks within minimal candidate regions
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[56, 19]. Parallel graph-based solutions introduce extra steps either offline [75] or online [121]

to optimally partition the work in order to minimize communication, as well as to balance

the load. Graph-based systems that target explicitly the subgraph matching problem take

the workload into consideration [84, 45] by introducing offline, workload-aware partitioning.

Relational approaches are both inappropriate and inefficient for representing graph data

as they require flattening the graph by storing redundant information [64]. On the other

hand, subgraph matching approaches that are based on the graph layout assume expensive

preprocessing to optimally partition the graph for the given workload.

This thesis targets path queries over labelled graphs, which constitute a class of widely used

types of patterns in interactive data exploration applications like fraud detection and social

network analysis [12, 84]. In this line of research, G-core [12] proposes a query language for

graphs and highlights the importance of path queries by extending property graphs with path

property graphs, whereas property paths [5] have been also integrated in SPARQL [4] to allow

navigation over RDF documents.

Further, we focus on a scale-up setting, following the recent works which demonstrate

that graphs can conveniently fit in the main memory of modern multi-socket, multi-core

servers [105, 100]. The scale-up setting is different than the scale-out, as the latter is mainly

affected by the degree of partitioning, since remote partition accesses over the network are

the main bottleneck. There are two fundamental factors that limit scalability of subgraph

matching in scale-up deployments. First, the synchronization of work across the threads.

Qualifying paths may span across several partitions owned by different worker threads. Thus,

some threads will end up accessing each other’s partitions while following the same path that

matches a pattern before synchronizing and deciding to keep only one resulting path. Second,

the load of work of each thread. As the partial paths discovered by each thread may largely

vary, depending on the properties of the graph, parallel pattern evaluation will lead to load

imbalance.

We propose a work-sharing approach that overcomes the bottlenecks of scale-up graph pattern

matching by coordinating the threads to avoid redundant work and minimize intermediate

results, as well as to balance the pattern matching load. In doing so, we make the following

contributions:

• We propose a parallel, online graph path matching algorithm where workers share

partial results by incrementally building a radix tree. Through the radix tree, workers

progressively discover the requested paths, even if they span across multiple partitions,

while avoiding duplicate work in the path evaluation. We also optimize the radix tree con-

struction to minimize intermediate results. Specifically, we (a) progressively exchange

information among the workers to prune partial patterns with no valid continuation,

and (b) we defer the evaluation of high degree vertices to avoid large intermediate results

with no valid continuation.

• We introduce online work-stealing in the optimization of the path evaluation and show
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that work-stealing fully compensates for balanced, workload-aware graph partitioning

without additional cost.

• We experimentally demonstrate the scalability of our approach by considering different

benchmarks, path lengths, and worker thread count.

5.2 Preliminaries

Consider a labelled graph G(V ,E ,L) where V is a set of vertices, E is a set of edges, and L is a

set of labels assigned to vertices and edges. Labels might involve any domain-specific value.

Edge labels represent the relationships through which the vertices are connected. A labeled

graph is therefore a heterogeneous graph as it contains different types of vertices and edges.

Subgraph Isomorphism of labeled graphs: Given a graph Gp (Vp ,Ep ,Lp ), find a subgraph

G ′(V ′,E ′,L′), of G , such that G ′ is isomorphic to Gp , i.e., there exists a bijective function

h : V ′ →Vp such that (i) for each vertex u′ in G ′, the vertex appears in Gp (u′ ∈Vp ) and has the

same label as u′: L′(u′) = Lp (h(u′)), and, (ii) for each edge e ′(u′, v ′), u′, v ′ ∈V ′ appearing in G ′,
the edge also appears in Gp and has the same label: L′(e ′(u′, v ′)) = Lp (e ′(h(u′),h(v ′))).

Subgraph Matching: A match of graph Gp in graph G is a subgraph G ′ = (V ′,E ′,L′) of G

such that G ′ is isomorphic to Gp . Specifically, the subgraph matching problem looks for all

distinct embeddings of Gp in G . An example subgraph is Person →i sLocated In Place which

looks for pairs of vertices with type Per son and Pl ace respectively, and are connected with

the i sLocated In edge type.

Path Query: A labelled path query [79] comprises a set of labelled vertices which are connected

through a set of labelled edges. A labelled path query is of the following form:

π= v1e1v2e2....en−1vn

such that each vi is a vertex in V , and each ei is an edge in E . The path π is accompanied by

a data path which is a sequence of alternating vertex labels and edge labels that correspond

to each vi and ei respectively. Path queries constitute a common subcategory of subgraph

matching queries.

Subgraph isomorphism problem. The subgraph isomorphism problem is an NP-complete

decision problem due to reduction from the clique problem. However for the case of fixed

patterns, the enumeration of all possible subgraphs requires polynomial time O(nl ) where n

is the number of vertices of the graph and l is the number of vertices of the pattern. The basic

subgraph isomorphism algorithm is implemented as a backtracking algorithm [77] which

finds solutions by incrementing partial solutions or abandoning them when it determines

they cannot be completed. Common state-of-the-art algorithms for subgraph isomorphism

are the VF2 algorithm [30] and Ullmann’s algorithm [124, 125].
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5.3 Scaling up path matching

There are two main approaches for subgraph matching: (a) a Depth-First-Search (DFS) [30,

124] or Breadth-First-Search [121] graph traversal over raw graph data, or (b) a BFS traversal

represented as a set of joins or self-joins over a relational representation of the graph [126, 53].

A DFS traversal requires traversing the neighboring vertices of a vertex multiple times, once

for each path it participates in. Therefore, it induces additional, and unnecessary work. On

the other hand, a relational representation materializes the whole graph as a single or more

relational tables and employs existing multi-way join optimization approaches [11]. Apart

from the additional cost of materializing the graph, relational representation is inefficient for

graph data as it requires flattening the hierarchical graph representation. Specifically, either

by using a single relational table or multiple property tables to represent relationships, each

vertex will be stored multiple times, once for each neighbor, thereby introducing redundant

information [64].

Apart from the graph traversal challenges, scaling up the graph representation and traversal

for path matching, poses a fundamental challenge in distributing the parallel tasks to inde-

pendent workers. In general, parallel algorithms follow two approaches to distribute work

among threads. One approach needs to first partition the data and then execute data-parallel

operations on the individual partitions. Ideally, if there are no dependencies among operations

performed in different partitions, we obtain significant speed-up. However, graph partitioning

is known to be NP-complete [75] and has been shown to be non-beneficial for path matching

when there is no information about the workload [45, 84]. Thus, a parallel algorithm cannot

rely solely on a partitioning scheme in order to scale. The second approach repartitions the

partial paths at runtime [121] to synchronize work among threads as well as to balance the

load. Executing synchronization and load-balancing at runtime poses however a significant

overhead.

In this section, we present a two-phase algorithm for graph path matching, which is adaptive

to the workload by distributing the work among threads at runtime and in different stages. We

start by giving an overview of the approach and then we explain each phase in detail.

5.3.1 Overview

We consider a widely used graph representation that uses two data structures: the vertex

list and the adjacency list. The vertex list stores the vertices of the graph along with their

labels. The adjacency list stores for each vertex its neighboring vertices. The adjacency list also

maintains for each neighboring vertex of a vertex the edge label based on which the vertex is

connected to the neighbor.

We assume non-recursive paths where each vertex label appears at most once in the input path.

We perform path matching in two phases: the first phase is responsible for clustering the data

based on qualifying partial sub-paths, and the second phase is responsible for combining the
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partial sub-paths to form paths that satisfy the query path. Both phases minimize intermediate

results by integrating a progressive filtering mechanism inside the process of clustering and

merging the partial states.

5.3.2 First-phase: Cluster, Filter, and Index

The parallelization of path matching requires the separation of the data to allow the worker

threads to execute their tasks in parallel. Contrary to scale-out, in the scale-up context that we

study in this thesis, the problem of data shuffling across threads is not applicable. Instead, the

main problems are (a) redundant work as a result of sub-optimal thread-to-data assignment,

and (b) large intermediate results. In the following, we first explain the aforementioned

problems, and then we provide our solution which is based on radix clustering.

Consider an arbitrary graph partitioning scheme which assigns a graph partition to every

worker thread. The partition will include a set of vertices and edges. A path matching algorithm

will start from a given vertex and explore the neighborhood exhaustively, typically following an

approach based either on Breadth-First-Search (BFS) or on Depth-First-Search (DFS). While

exploring candidate paths, worker thread i will generally have to visit the partition of worker

thread j , unless a perfect partitioning scheme has been used. To the best of our knowledge,

there is no such partitioning scheme that fits any exploratory workload without requiring

startup cost for repartitioning. However, this also means that worker thread j will also have to

visit the partition of i . Therefore, the same path will be considered two times. As the graph

becomes denser and the path longer, redundancy increases.

The first phase of our approach is the driver of the algorithm which explores the candidate

paths, by clearly separating the search space at every step through a radix clustering scheme.

The process is parallelized and it can be applied over any kind of graph partitioning scheme.

Clustering: Radix clustering separates the candidate paths in clusters based on the part of the

path that they match. We use a radix identifier to index every cluster, where every bit which is

set represents a matching part in the query path. The size of the radix identifier is equivalent

to the path size. Specifically, given a query path of size p, a radix cluster identifier has the

regular form {0∗1+0∗}p . For example, given an input path Gp : Per son → Uni ver si t y →
Ci t y →Countr y , a detected sub-path that consists of a vertex of type Ci t y will get the radix

0010. The incentive for using the radix identifier is that it adds semantics to the path matching

process, and therefore it allows us to easily trace the sub-paths which are complementary and

can be merged to construct larger paths closer to the query path. The radix clustering phase

yields two benefits: (i) filtering out the paths which do not match the path as early as possible,

and (ii) enabling independent execution of several worker threads over different clusters.

The use of the radix clustering idea in our context depends on the query (workload) and not

the database, as happens for instance in the case of radix joins [22]. Accordingly, we draw

inspiration from the related literature and we leverage the parallelization properties offered by
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Figure 5.1 – Filtering and indexing for the path Per son →Uni ver si t y →Ci t y →Countr y .
Index only the vertices that have a valid continuation, e.g., store Ci 1 and prune Ci 2.

radix clustering, while making our execution algorithm workload-aware.

Pre-Index Filtering: While constructing the radix clusters, we also prune non-qualifying

vertices, non-qualifying neighbors, as well as vertices with no viable continuation with respect

to the input path. The filtering takes place in a progressive, transitive fashion, that is apart

from obtaining information from the neighboring vertices and edges, the filtering phase

obtains information from previous checks in order to further prune vertices that despite being

qualifying, they do not lead to a qualifying path. In the following, we present the general

filtering approach which resembles existing approaches [56] and then we also present how we

further prune non-qualifying vertices using transitivity.

Non-qualifying vertices are the vertices which have a label that does not participate in the

path. The non-qualifying neighbors of a vertex v are the neighbors that violate the feasibility

criterion of satisfying the input path. The feasibility criterion is based on the subgraph

isomorphism definition and states that the violation takes place if (a) the neighboring vertex

is not a qualifying vertex of the path, or (b) the neighboring vertex qualifies the path, but the

edge connecting v and the neighboring vertex does not qualify the path. In that case, the

neighboring vertex is pruned. The vertices with no viable continuation are the vertices that,

depending on their radix index, lack either the previous qualifying neighbor for the path or

the next qualifying neighbor. This type of filtering constitutes a look-ahead filtering to avoid

considering a vertex that will not lead to a valid path. To estimate the viability of a qualifying

vertex v , the filtering step iterates through the neighbors of v , computes their position in

the path, and it checks if they qualify for being a continuation of the path involving v based

on their edge label with v . We optimize the process of checking whether the vertex v has

a possible continuation by limiting the number of checks; in the case where v appears in

the position pv of the path and pv > 0, that is it is an intermediate vertex, then the filtering

process checks whether there exists at least one vertex for which the position is pn < pv and

which satisfies the criteria for being a continuation of the path. Thus, it avoids checking the

feasibility criteria for continuing a path for all neighboring vertices.

To extend the look-ahead pruning rule and further limit the vertices considered for the path

matching process, we use a transitivity rule that transfers the knowledge of the already non-

qualifying vertices to their neighbors. Specifically, consider that the filtering process checks
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the filtering criteria by traversing the vertices list. Given that the filtering checks first vertex v

followed by vertex u, and that it discovers that vertex v has a no valid continuation as there

is no qualifying vertex in the position pn < pv of the path. Then it will mark vertex v as non-

qualifying. Therefore, while processing vertex u, if u is a neighboring vertex of v and v is the

only qualifying neighbor of u, then u will also be pruned and marked as non-qualifying.

The filtering step resembles a materialized property graph [126] with three key differences:

(i) it is built online based on a given path, (ii) it is workload-aware as it does not require

materializing all possible pairs of vertices that are connected with any relation, and (iii) it

prunes vertices that are not candidates for a path. In the example graph shown in Figure 5.1

where labels U ,Ci ,Co represent universities, cities, and countries respectively, for the vertex

with label Ci1 it is sufficient to visit only the neighboring university vertex U1 in order to verify

whether it has a valid continuation prior to Ci1. In addition, even though the vertex with label

Ci2 qualifies the path, it will be pruned as it does not have a valid continuation on the one

side.

Indexing: We index each and every qualifying vertex v that belongs to a radix cluster by storing

it in a hash table. There is a single hash table per cluster, which keeps all the vertices of the

cluster. Indexing is pipelined with filtering, and every vertex that passes the filter is indexed

immediately. Further, there is no coordination requirement because each worker thread is

responsible for a disjoint set of vertices, therefore no two threads will attempt to modify the

same entry in the hash table. Therefore, the index data structure is completely lock-free.

Algorithm 4 presents the first phase of the path matching process. Each worker gets as input a

query path Gp and a partition of the graph for which it is responsible. The algorithm instan-

tiates an empty path and then executes the filtering phase where it searches for qualifying

vertices (lines 1-3). Once it detects a qualifying vertex v , it computes the radix cluster of

the vertex. As the cluster is based on the position of the vertex in the path, we compute it

based on the mapping of the type of vertex with the corresponding vertex of the subgraph.

Thus, given that ver texT y pe is the type of vertex denoted as the label associated with the

vertex, the radix_cluster is defined as the cluster of the vertex based on its position (line 6).

The result cl_v of radix_cluster will be of the form 2pos if the vertexType of the vertex is the

position pos of the path. Afterwards, the algorithm interleaves the filtering and indexing

phase. Specifically, it checks whether there exists a valid continuation of a path that contains

the vertex v . Thus, it iterates through the neighbors of the vertex and maintains the qualify-

ing neighbors in the set possi bl e_conti nuati on_set (lines 8-14). As explained above, the

possi bl e_conti nuati on_set must contain only vertices which are after v in the path for

efficiency. The algorithm only checks whether there exists at least one vertex on the left of v to

ensure the viability of v for a path. Finally, it indexes each qualifying vertex v in the hash table

of the corresponding radix cluster cl_v of v by also storing each qualifying neighbor (lines

15-19).

For example, consider the graph shown in Figure 5.2 which is partitioned randomly in two
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Algorithm 4: First iteration: Filter, Index & Cluster

input :Graph G(VG ,EG ), Query pattern Gp ,
Partition par ti t i on

1 Path path = {}
2 foreach Vertex v in par ti t i on do
3 if path.qualifying(Gp , v) then
4 has_valid_left = false
5 path.append(v)
6 cl_v = radix_cluster(v.vertexType, Gp )
7 possible_continuation_set ={}
8 foreach Vertex nextv in neighbors(v) do
9 if path.qualifying(Gp , nextv) then

10 cl_nextv = radix_cluster(nextv.vertexType, Gp )
11 if cl_nextv < cl_v or cl_v == 2|Gp | then
12 has_valid_left = true
13 else
14 possible_continuation_set.append(nextv)

15 if has_valid_left &
16 !possible_continuation_set.empty then
17 foreach Vertex nextv in possible_continuation_set do
18 ht[cl_v][v].append(nextv)

19 path.remove(v)

partitions shown in blue and red respectively. Consider also the path Gp. The first phase of the

algorithm computes three possible sub-paths for the blue partition and one sub-path for the

red partition. Each sub-path will keep a pointer to the next qualifying neighbors. For example,

U 1 will keep a pointer to Ci 1, as it is the next valid vertex given the input path. Each of the

qualifying sub-paths are indexed in order to efficiently retrieve them in the Join&Merge phase

as explained in the following section.

Figure 5.1 presents the indexing step in more detail. In the case of vertex Ci 1 as it has three

possible qualifying neighbors, we index only the neighbors in order to avoid replicating Ci 1

for each candidate path.

5.3.3 Second-phase: Join and Merge

The second phase consists of joining and merging the candidate partial paths discovered

during the first phase. To merge the partial paths, the second phase incrementally constructs

a radix cluster tree. Specifically, for a query path Gp of length p, we split the intermediate

results into 2p −1 clusters, which are connected in a perfect binary tree with p leaves. The

leaf clusters have only one bit set to 1 and there are no two leaves with the same bit set to 1.

Every pair of nodes are joined into a new cluster whose identifier is the result of the bit-wise

XOR of the two joined clusters identifiers. Naturally, our algorithm starts from the leaves and
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partial match radix
P1 1000
U1 0100
Co1 0001
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Figure 5.2 – Path evaluation example for the input path
Per son →Uni ver si t y →Ci t y →Countr y

1000 0100 0010 0001

1100

1111

0011… …

Figure 5.3 – Radix tree

fills all the clusters until the root, which includes the final results. Figure 5.3 depicts a radix

cluster tree for a query path of size four, which is progressively constructed from the top to the

bottom.

The construction of the tree takes place by incrementally joining and merging partial sub-

paths. To speed up the execution, we interleave the join and merge operations. As shown in

Figure 5.3, the radix cluster tree resembles a bushy tree because, while it allows for an efficient

parallel execution, it also bounds the number of merge operations required.

The radix tree stores in memory each time the current level and the next level in order to

perform the join. It garbage collects any previous unnecessary levels. In addition, each in-

memory hash table that the radix tree requires stores only the qualifying sub-paths for the

given input path, therefore it does not require materializing and keeping any unnecessary

data. In the following we present the Join and Merge operations and how we scale up their

execution.

Join. The Join operation builds and traverses the tree top-down and joins adjacent clusters

at each level. Specifically, at each level, it joins clusters n and n +1 with corresponding radix

cluster indexes of the regular form {0∗1+0∗}p . The constraint that the adjacent nodes of each

level satisfy is that the first 1 bit of node n +1 is in the next position of the last 1 bit of node n.

Notice that there is an ordering constraint because in order to be able to join cluster i with
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Algorithm 5: Join and Merge

input :Radix tree RT , pattern L
1 foreach level k in RT do
2 join_merge_level(RT [k], L)

Algorithm 6: Join and Merge for level k

input :Radix tree level RTk , pattern size p
1 par ti al _si ze = 2k

2 for i ← 0 to p/2k by 2 do
3 s_st ar t = i ∗par ti al _si ze
4 t_st ar t = (i +1)∗par ti al _si ze

5 cl_s =∑s=p−(s_st ar t+par ti al _si ze)
s=p−s_st ar t 2s

6 cl_t =∑t=p−(t_st ar t+par ti al _si ze)
t=p−t_st ar t 2t

7 cl_r = cl_s ⊕ cl_t
8 foreach subpath in ht[cl_s] do
9 foreach next_v in ht[cl _s][subpath.start] do

10 matches=probe(next_v, ht[cl_t ])
11 foreach match in matches do
12 mer g ed_sub_path = merge(subpath,match)
13 ht[cl_r ][subpath.st ar t ].append(mer g ed_sub_path)

cluster j , all clusters that are above cluster j in the tree must have been joined and merged.

For example, the join of clusters 0100 and 0011 must take place after joining 0010 with 0001;

otherwise, there will be incomplete results.

Merge. When joining clusters i and j , we also merge the partial paths that they contain and

push them to the radix cluster k, where the following condition holds on their identifiers:

ki d = ii d ⊕ ji d . For example, the merge of clusters 0010 with 0001 will be stored in cluster with

radix 0011.

The merge operator merges the partial paths without the need to check the feasibility criteria

of extending the path of one cluster with the matching sub-path of a neighboring cluster

identified by the join operation. We push down the feasibility check in the filtering phase of

the first step which filters only neighboring vertices that constitute a valid continuation of a

vertex. Therefore, given that we merge partial paths involving consecutive positions in the

path, and that the neighbor is a qualifying continuation, this ensures that the merge can take

place with no extra check.

Algorithms 5, 6 present the join and merge operation given as input the first level of the radix

cluster tree, constructed in the first phase. Algorithm 5 traverses the radix cluster tree level-

by-level. At each level it populates the nodes of the next level. Then, as shown in Algorithm 6,

at each level, it takes as input the clusters constructed from the previous iteration, and tries

to join them. Consider the k-th iteration which joins the clusters of level k of the tree. Let us
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assume for simplicity that the size p of the input path is of the form 2n . Level k contains p/2k

clusters where each cluster index comprises 2k set bits which define its par ti al _si ze (line 1).

The algorithm iterates through the clusters of the level and joins every two consecutive pairs of

clusters with indexes cl_s and cl_t . Each cluster index has the first set bit at a relative position

to its horizontal position; the cluster at horizontal position i has the first bit set in position

i ∗ par ti al _si ze (lines 3, 4) and will comprise par ti al _si ze bits set (lines 5, 6). The join

result of cl_s and cl_t is stored in the cluster with id cl_s ⊕ cl_t (line 7). Then, the algorithm

iterates through all the sub-paths of the hash table of cl_s and probes the neighboring vertices

for a match in the hash table of cl_t . Finally, it merges the selected sub-paths and stores them

in the hash table of the resulting radix cluster (lines 11-13).

We scale-up the Join& Merge phase by assigning a worker thread to a subset of a cluster, or to

a set of clusters of the radix cluster tree depending on the number of available threads. Given

path size p, p/2k nodes at level k, and T threads, each thread will process T ·2k /p nodes.

Then, each thread is responsible for joining the subset of the clusters it is responsible for with

their adjacent cluster.

The Join&Merge operation at each level follows the associative property because Join is an

associate operator. Hence, the correctness of the parallel execution is equivalent to the

correctness of the sequential execution. In addition, given that two or more threads might

work on the same cluster, they will also end up updating the same hash table. However, there

is no need for synchronization, as the two threads will work on non-overlapping positions of

the hash table. Specifically, as the sub-paths are indexed based on the first vertex of a sub-path,

in the case where two threads work on the same cluster, they will be responsible for paths with

a different starting vertex. Thus, as the sub-paths expand by merging the end of the sub-path,

the resulting sub-path will be indexed on the same hash table position as the left side of the

join, causing no collisions.

The example shown in Figure 5.2, demonstrates the second phase of the path matching strategy.

Join&Merge requires two iterations on the radix cluster tree of Figure 5.3 which follows the

example of Figure 5.2. In the first iteration (first level of the tree), it joins the clusters with

indexes 1000 and 0100 as well as 0010 and 0001. The merged result of the corresponding joins

is stored into clusters 1100 and 0011 respectively. Similarly, the second iteration works on the

topmost layer of the tree and joins clusters 1100 with 0011 which produce the final result as it

has all bits set to 1.

Theorem 1. The path matching algorithm that uses the radix cluster tree approach is sound

and complete.

Proof. To prove the soundness of the algorithm we must prove that any sub-path that the

algorithm returns is correct. We will prove the soundness of Algorithms 4, 5, 6 by induction.

Let us assume an input path of size p ∈N. The algorithm will produce L = log2p +1 levels.

Base case: First level of the tree, l = 1. The first level discovers all single vertex paths that
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qualify a given label. This process relies on the filtering selection of the subgraph isomorphism

algorithm. Therefore we assume that the first phase which is responsible for the first level of

the tree is sound based on the soundness of the subgraph isomorphism algorithm.

Inductive step: Show that for any level l < L, if the algorithm correctly identifies subpaths

of size l , then it can correctly identify a subpath of size l +1. At level l +1 the Join&Merge

algorithm will join every two adjacent clusters from level l . Thus, it will join only clusters with

corresponding radix cluster indexes of the regular form {0∗1+0∗}p such that the first subpath

has the last 1 bit in position pos < (p −1) of the path and the second subpath has the first 1 bit

in position pos +1. This ensures that the second subpath is a candidate continuation of the

first subpath because it contains a qualifying subpath starting from a consecutive position

after the end of the first subpath. Apart from the fact that the subpaths are of complementary

positions, we need to also prove that the edge connecting the partial paths qualifies the

path. However, the qualifying method executed at the filtering step of the first phase checks

the criteria that ensure that only qualifying neighbors connected with a qualifying edge are

stored in the hash table. Therefore, based on the assumption that the feasibility criteria of the

qualifying method of the subgraph isomorphism algorithm are correct, we assume that the

resulting subpaths produced and stored at l +1 are also correct.

Conclusion: Since both the base case and the inductive step have been proved as true, by

mathematical induction correctness holds for all subpaths/paths of every level l ≤ L.

To prove the completeness of the algorithm, we must prove that the algorithm returns all

qualifying paths, i.e., there is no qualifying path that the algorithm fails to return. Next, we

provide the completeness proof for both phases of the algorithm. Similarly to the soundess

proof, as the first phase relies on the completeness of the filtering selection of the subgraph

isomorphism algorithm, then we assume that the first phase is complete. For the second

phase, let us assume that there exists a valid path that the algorithm fails to include in the

result set. Such a scenario would occur if the Join&Merge phase fails to join two subpaths

belonging to radix clusters with indexes the form {0∗1+0∗}p where the first subpath has the

last 1 bit in position pos and the second has the first 1 bit in position pos +1. Such a case

would happen if a cluster of the tree is missing which means that at least one of its parents

are missing. Given that the first level of the radix tree contains all single-vertex paths due to

the completeness of the first phase, such a case would happen if an intermediate level fails

to join two complementary paths. However, based on the resulting binary radix tree that

the algorithm incrementally builds, all complementary nodes are the adjacent nodes of each

level. As the adjacent nodes are the ones that the algorithm chooses for a join, failing to join

complementary nodes is impossible. Hence, as at each level all possible results get generated,

the final set of paths will also be complete.

Theorem 2. The complexity of the search algorithm is O (|V |2log p ), where |V | is the amount of

vertices and p is the size of the query pattern.

84



5.3. Scaling up path matching

Co1

Co4

Ci9 Ci9

Country

City

Ci1 Ci12 Ci67

P17

P8
{}

Person Forum
City

⋈

P17

Forum

⋈

F9

Figure 5.4 – Example of the progressive pruning of invalid partial states while joining states

Proof. Suppose that p = 2K . In this case, the algorithm builds a binary tree where each node

is identified using p bits which result by applying the bitwise XOR on the identifiers of its

children. The leaves of the tree have only one bit set to 1, and this bit is different for every

leaf. Accordingly, the tree will have p leaves and K +1 levels. Let the leaves be at level 0 and

the root at level K . Every node of the tree indexes the set of candidate vertices and edges that

match the query pattern at the positions where the bits of the node identifier are set. We refer

to these sets as partial answer sets. It follows that the root of the tree indexes the full query

answers.

In the worst case, all the partial answer sets will have the same size. Moreover, at every step

k ∈ [0,K −1], the algorithm merges all the pairs of partial answer sets and in the worst case

(fully connected graph), the size of the result indexed by their parent will be equal to the

product of the size of the merged sets. Therefore, each level has p
2k partial answer sets and

each set has |V |
p

2k
candidate matches. By summing for all the levels:

K−1∑
k=0

p

2k

( |V |
p

)2k

= 2K +
K−1∑
k=1

2K

2k

( |V |
2K

)2k

=

2K +
K−1∑
k=1

2−k(2K+1)+K |V |2k ≤ 2K +
K−1∑
k=1

|V |2k =

2K + |V |2K −|V |2
|V |2 −1

≤ 2K +|V |2K −|V |2 ≤ |V |2K

(5.1)

As K = log2p, we conclude that O (|V |2log p ).
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5.3.4 Progressive filtering optimization

The construction and merge of the clusters eliminates redundant checks by restricting each

worker to a specific set of positions of the path. However, as each thread operates separately,

it might happen that some threads produce large intermediate results which will be pruned

afterwards. To avoid large intermediate results during the construction and merge of the

clusters, we introduce a progressive filtering phase that allows transfering information from

one worker to another in order to prune non qualifying intermediate results. More specifically,

as the indexing of vertices that belong to different clusters takes place in parallel, if a partial

state starting from a specific vertex fails to find a valid continuation, the filtering process marks

it as invalid. Then, any thread that produces a state involving an invalid continuation marked

by another thread, it will directly prune the state.

An example of the progressive filtering optimization is shown in Figure 5.4. While joining and

merging Person and Forum vertices it appears that the person vertex with label P17 has no

valid match. Therefore, as the join of P19 takes place before the join of country with label Co1,

Co1 will try to merge Co1 with city Ci9 but it will detext that Ci9 has no valid continuation and

it will prune the state.

The progressive filtering is sensitive to the order of traversing the radix clusters for join because

vertices with high degree are the ones causing intermediate result explosion [46]. Therefore,

defering their evaluation increases the knowledge obtained before producing large interme-

diate results. As the join takes place by joining vertices that appear in consecutive positions

in the input path, we consider as high degree vertices the ones that have a high number of

qualifying neighbors that appear in a consecutive position in the path; we will refer to the

number of qualifying neighbors that constitute a possible continuation of a vertex with respect

to the input path as the outer degree of the vertex. Apart from defering vertices with many

possible continuations, we join early vertices that have multiple neighbors in the preceding

position in the path. By this, we increase the impact of pruning an invalid vertex. By combining

the above metrics, we order the vertices we define their rank based on the following formula:

Rankvi = out_deg r ee(vi )− i n_deg r ee(vi )

As sorting the vertices based on the above ranking would introduce a significant overhead,

we approximately order them by range partitioning the hash table based on the rankings that

appear in the data. The boundaries of the ranges are derived from a random sample of the

vertex ranks. Specifically, we extract a random sample of k vertices that have a candidate

continuation and we sort them based on their Rankvi . Then, by using the sorted set of ranks,

we assign each vertex to the appropriate range based on its rank. By this we obtain a clustering

of vertex ranks based on the number of outer and inner vertices they have.

86



5.4. Radix tree generalization & Optimizations for load-imbalance
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… …

Figure 5.5 – Generalized example of radix tree traversal. When a thread terminates processing
a node, it moves to the next level (red arrow) if both sides of the join have been built. Otherwise,
it steals work from the threads working at the same level.

5.4 Radix tree generalization & Optimizations for load-imbalance

Algorithms 5, 6 are limited to the case where the size of the path is of the form 2K . Moreover,

parallelization takes place at each level of the tree, hence, the runtime is determined by the

slowest cluster of the level. To address these issues, this section presents the generalized path

matching algorithm, as well as a set of optimizations that address the limitations of staged

execution and load-imbalance.

5.4.1 Generalized radix-tree traversal

In the following, we present the general algorithm for the path matching when the assumption

that the path size is of the form 2K does not hold for the leaf level. In that case it might happen

that one node of a given level remains unmerged, hence when joining pairs of nodes of level

li , we also need to check for every level l j < li whether there exists a node that qualifies for a

join with any remaining node of level li . An example of a general radix tree for any path size is

shown in Figure 5.5. In the first level of the tree there are five nodes, therefore two joins get

executed. As we observe, the node 00001 is not selected for a join at the first level. Therefore,

the second level will check whether any of the nodes can be joined with node 00001. As shown

in the figure, node 00110 qualifies for joining with node 00001. When such a scenario occurs, a

join might take place among nodes of different levels. For example, node 11000 will be joined

with node 00111. To allow such cases, when a node n looks for a complementary node m

to merge its partial state, out of the complementary candidate nodes, it will select the built

node that belongs to the lowermost level of the tree. Therefore, the final radix cluster tree

structure allows for a hybrid breadth-first-search and depth-fist-search traversal because it

ends up merging partial paths by either expanding with the qualifying neighbors, or qualifying

sub-paths respectively.

To optimize the radix tree construction through the join and merge traversal, we also avoid

a strictly staged execution at each level, as this limits parallelization and thread utilization,

because a thread has to wait until all threads have finished processing the partitions of the
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level in order to be able to proceed to the next level. For example, in the case of Figure 5.5, if

node 00110 has been computed before 11000, then a thread can already proceed and join it

with node 00001 without having to wait for the thread responsible for node 11000 to finish.

Therefore, we set every thread to iteratively check the tree level-by-level and join two nodes if

and only if their parent nodes have been finalized. Even though this requires synchronization

among the threads to ensure that no two threads select the same pair of nodes to join, the

overhead is negligible.

5.4.2 Work-stealing for load-imbalance

Vertices in real-world graphs appear with different degrees, that is the number of neighbors of

each vertex might vary significantly. What is more, when partitioning a graph in a workload-

agnostic way there exist partitions with many qualifying vertices, whereas others will not have

any. Clearly, this leads to load imbalance, which limits the effect of parallelization, as some

threads finish when others still have work to do. Thus, even if some threads can continue the

work by moving to the next level of the tree in the case where both parent hash tables have

been built (Figure 5.5), this is not always possible and parallelization is limited at each level.

The existence of load imbalance might affect both phases of the path matching evaluation.

Distributed algorithms typically approach the load imbalance problem by investing in a load-

aware optimal partitioning approach. A load-aware partitioning approach either operates

offline by optimizing partitioning algorithms towards equi-sized partitions [122, 84], or it

operates at query time by continuously re-evaluating the load as it executes a query path

[121]. An offline partitioner is, however, workload-agnostic and therefore fails to address the

imbalance induced by the difference in the set of qualifying subgraphs in each partition. On the

other hand, online partitioners add a significant overhead at each step of the path evaluation

to balance the load. However, such online approaches are meaningful for distributed graphs,

because remote partition accesses require communication over the network. The scale-up

setting does not suffer from such overheads due to having a shared state, and therefore, there

is need for a lightweight online balancing approach that determines the partition boundaries

for each worker thread.

To mitigate the load imbalance problem while scaling up query processing, instead of having

a static partitioning at each tree level, we dynamically assign work to threads through work-

stealing. When threads finish their tasks they move to further partitions. Work-stealing applies

to both phases of the processing by resizing the partition boundaries online. In the first phase

work-stealing operates over the input graph, whereas in the second, it operates over the hash

tables representing the nodes of the radix tree.

When a worker thread terminates, then it randomly picks another worker thread with work to

do. In the case where it finds another worker with a higher load, then, depending on whether

the execution is in the first phase, or in the Join&Merge phase, it computes the number of

remaining vertices or sub-paths respectively that it has to process. The remaining vertices
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are uniformly redistributed among the worker responsible for the partition and the new

free worker. This process continues until all workers terminate with their partitions and the

partitions they have stealed. By this, we ensure that no thread remains idle, and that we fully

utilize the available threads for the path matching process.

We combine the level bypassing presented in Section 5.4.1 with work-stealing and we consider

them as mechanisms to dynamically assign work to threads. Therefore each worker that looks

for work will prioritize passing to the next level of the tree in case the hash tables of both

clusters have been built. If it fails to find such pair of clusters, it will choose to steal work

from the threads working at the current level. The prioritization takes place because the

work-stealing requires synchronization and re-computation of partition boundaries among

the involved threads, thereby incurring extra cost, whereas level bypassing is for free.

Summary: At each level of the radix tree there are two types of partitioning schemes that

take place. The first scheme involves the initial partitioning presented in Section 5.3.3 which

statically divides the clusters of one tree level across the workers; each worker might take

as input a subset of a radix cluster, or even multiple radix clusters. The second scheme is

the dynamic partitioning which employs work-stealing and level-bypassing in order to allow

threads to look for work by either modifying on-the-fly cluster boundaries, or by dynamically

discovering clusters to work on based on the load that each thread has.

5.5 Experimental Evaluation

In this section, we demonstrate the benefits of our approach in terms of efficiency and scal-

ability, as well as how it compares with the state-of-the-art. In the following, we present

experiments by (a) varying the size of the input paths, (b) the path complexity in terms of

selectivity and degree of path vertices, and (c) the density of the dataset.

Datasets: We use two datasets to evaluate the efficiency of our system; one real-world dataset

and one synthetic benchmark that has been built to evaluate graph data management ap-

plications. MusicBrainz [89] is a real-world music database that contains curated metadata

of artists, their affiliations and their works. We use a subset of the dataset that includes in-

formation about music tracks, and we convert it into a graph. The resulting graph contains

8 distinct types of vertices and 7 distinct types of edges represented as labels, and in total

contains 40 million vertices and 16 million edges. The LDBC Social Network Benchmark (SNB)

[39, 3] is a synthetic dataset that contains a labeled graph that mimics the characteristics of

a real-world graph. Specifically, the SNB dataset is a snapshot representing the activity of a

social network. The graph includes vertex types such as Persons, Organisations, Posts, and

Places. Edges between entities model interactions among Persons with other Persons, Places

etc. Example relationships involve interests in posts, friendships, studies etc. We use two

versions of the dataset, with scale factor 1 and 3 respectively. The resulting graphs contain 7

vertex types and 18 edges types which result in (a) 3 million vertices and 15 million edges for

scale factor 1, and (b) 9 million vertices and 48 million edges. In both datasets we insert the
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Dataset #vertices #edges avg vertex degree max degree
SNB 3M 15M 9 300K
SNB 9M 48M 9 300K

MusicBrainz 40M 17M 1 755

Table 5.1 – Characteristics of datasets

path avg vertex degree max degree
MusicBrainz 3 1 755
MusicBrainz 4 1 755
MusicBrainz 5 1 755

SNB 3 487 300K
SNB 4 107 300K
SNB 5 13 300K

Table 5.2 – Characteristics of paths

vertices by loading each type of vertex one after the other. Therefore when partitioning the

graph, each partition will comprise vertices of one or more vertex types. The characteristics of

the datasets are shown in Table 5.1.

Experimental setup: All experiments run on a node equipped with 2×Intel(R) Xeon(R) Gold

5118 CPU (12 cores per socket @ 2.30GHz), 64KB of L1 cache and 1024KB of L2 cache per core,

16MB of L3 cache shared, and 376GB of RAM. To exclude remote memory access overheads,

we run all experiments in a single socket by using thread affinity.

We implement path matching in C++ and our implementation is based on the Boost Graph

Library 1.65 for building and traversing the graph. The architecture employs an array that

stores the vertices while the edge information is stored in the adjacency matrix.

We compare our approach with the parallel version of the baseline subgaph isomorphism al-

gorithm VF2, our own optimized variation of VF2 that uses work stealing, and with Arabesque

[121]. We also compare the second phase of our algorithm using MonetDB [2] and Empty-

Headed [8] in order to evaluate the performance of the join and merge phases. In the following,

we will be referring to our approach as radix, given that it is based on radix clustering to

distribute the work. As a baseline approach we use the VF2 subgraph isomorphism algorithm

which we scale up for a fair comparison. The VF2 algorithm [30] traverses the graph in a

depth-first-search manner by maintaining and expanding a state that represents a qualifying

sub-path. Specifically, starting from a qualifying vertex, the algorithm iteratively traverses

the neighboring vertices and expands a state as long as it finds qualifying vertices. Then by

using backtracking it identifies all possible qualifying substates. We modify the algorithm

execution to map it to a scale-up setting by assigning each thread to a specific subset of the

graph. Then, to avoid returning duplicate paths, we synchronize the work done by the threads

by using two conflict resolution strategies: First, we allow a thread working on partition pi to
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continue expanding a partial state by accessing another partition, as long as it adds vertices

that belong to any partition p j > pi but not the other way around. Thus, we allow only the

thread responsible for the smallest partition to continue the path computation. The second

strategy avoids duplicate results within a partition. Specifically, within a partition when form-

ing a qualifying path starting from a qualifying vertex, we only add vertices that have a higher

vertex identifier (vertex id) than the starting vertex of the path. Therefore, in the case where

a qualifying neighbor has lower vertex id, the candidate expansion is pruned and then the

algorithm backtracks to the next candidate vertex. To evaluate the benefits of work stealing,

we also implement a variation of the VF2 approach that uses work-stealing. The work-stealing

idea is similar to our approach by allowing threads that have finished to steal a subset of the

partition of another thread and compute all qualifying paths that involve the vertex of the

partition.

We also compare our approach with Arabesque [121] which is a state-of-the-art graph min-

ing system that was designed for a distributed setting. As the available implementation of

Arabesque is built on top of Hadoop, to obtain a fair comparison, we port the implementa-

tion of Arabesque into our own implementation. Specifically, we implement the embedding

exploration approach of Arabesque in a scale up setting: Initially, we execute the filtering

phase where we discover qualifying vertices. Then, at the next iteration step, we pair the

qualifying vertices with their qualifying neighbors. Similarly, at each iteration step, we expand

the existing candidate embeddings with a neighboring qualifying vertex. We execute each

embedding expansion by using multiple threads. To avoid duplicate paths, we apply the same

coordination strategy with Arabesque where the lowest vertex id can expand an embedding.

After each exploration step we execute the load-balancing that Arabesque employs in order to

distribute the available embeddings across the workers. To balance the load, we consult the

degree of the vertices that are to be expanded, and based on this information, we distribute

the embeddings such as each partition obtains equal neighboring vertices to check.

5.5.1 Scalability with path size

In this experiment we compare the response time and the scalability of all approaches when

varying the path size. We experiment with both the SNB and the MusicBrainz dataset in order

to evaluate the efficiency in the case of both dense and sparse datasets; SNB is a dense dataset

while MusicBrainz is sparse. We run the experiments by using 4 to 24 threads in order to

observe the scalability of each approach. We limit the number of threads to 24 as it constitutes

the maximum number of threads that can be placed in one socket. By this, we avoid any

possible NUMA effects caused by remote accesses.

SNB:We evaluate the response time when executing paths comprising 3 to 5 edges. Specifically,

we use the following paths: Per son →studi esIn Uni →located In Ci t y →i sPar tO f Countr y,

For um →hasModer ator Per son →studi esIn Uni →l ocated In Ci t y

→i sPar tO f Countr yPost →par tO f For um →Moder ator Per son
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Figure 5.6 – Response time for paths comprising 3, 4, and 5 edges respectively for SNB.

→studi esIn Uni →l ocated In Ci t y →i sPar tO f Countr y . The characteristics of the paths in

terms of vertex degree are shown in Table 5.2.

Figure 5.6 shows the path matching response time for the SNB dataset in the case of the

aforementioned paths with 3, 4, and 5 edges respectively. We observe that in all cases, the radix

variations are faster than both the VF2 variations as well as Arabesque. The main difference of

radix with VF2 stems from the fact that to coordinate the work among the threads, VF2 drops

a partial path when a vertex with vertex id lower than the first qualifying vertex of the path

is added. On the other hand, in the approach that uses the radix clustering, each worker is

responsible for matching specific positions in the path thereby avoiding redundant work. In

the case where the path is smaller, i.e., 3-edges, then the difference between the VF2 approach

and radix clustering is smaller (∼1.5×) because there is a low probability of having two threads

computing the same path, therefore the duplicate work that VF2 performs is negligible. The

main reason of having a speedup over VF2 is due to the filtering pass that prunes the non-

qualifying neighbors of the qualifying vertices. By filtering out non-viable paths, our approach

avoids to re-iterate through the neighbors of a qualifying vertex in the case where the vertex

participates in multiple paths. On the other hand, in the VF2 approach, as it proceeds by using

depth-first-search when a vertex v participates in two different paths path1 and path2, to

continue the path after v the algorithm needs to check the neighbors of v twice, once for each

path.
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In the case of paths comprising 4 and 5 edges we observe that the difference between VF2 and

clustering is more significant: ∼6× for the 4-edge path and ∼20× for the 5-edge path. In this

case the benefit stems from two reasons: First, VF2 executes more redundant work when the

size of the path increases; it might prune sub-paths late in their evaluation in the case where

the next vertex that is added is smaller than the starting vertex of the sub-path. Second, as with

the 3-edge paths, the filtering phase of the radix clustering approach filters out non-qualifying

neighbors and uses the hash tables to index only the qualifying continuations of each partial

sub-path.

We also observe in Figure 5.6 that Arabesque performs poorly in all cases because it traverses

the graph at each level of expansion in order to distribute again the embeddings across the

workers. To do this, it checks the degrees of the vertices to be expanded in order to estimate

the amount of work that each worker thread will have. Having to iterate and repartition the

embeddings at each step is expensive and slows down the overall execution. For the path

comprising 5 edges arabesque was unable to respond after a timeout of 3 hours, therefore we

omit it from the graph.

Work stealing benefit. Between the vanilla VF2 and the work stealing variation of VF2, the

work-stealing starts showing a benefit at the 4-edge paths where the distribution of the vertices

of the path is more skewed; the forum vertex appears in the 4-edge path, and as it has higher

selectivity than the other vertices (10× higher), it slows down the execution of the threads

responsible for the forum vertices compared to other threads responsible for partitions with

fewer qualifying vertices. The case is similar for the 5-edge path which also contains the forum

vertex. In the case of the radix clustering, the benefit of the work stealing is evident regardless

of the size of the path; the work-stealing variation is on average 3× faster than the pure radix

clustering approach. The reason for this is that in the radix case, load imbalance dominates

the overall execution as the other bottlenecks have been eliminated. However, in the VF2 case,

iteratively checking the validity of the neighbors, as well as executing redundant work is the

main source of showing poor performance. We also observe that in all cases, the difference

between the simple radix and the radix variation with work-stealing increases as we increase

the number of threads. The reason is that when we increase the parallelization, there are more

workers that have lower load and therefore they can steal work from other threads. Whereas

when there are few threads there is a higher probability of having similar load and therefore

show fewer opportunities for stealing.

Summary. The radix approach scales better than state-of-the-art approaches because it

distributes the work evenly across the worker threads; it distributes both the work required for

evaluating a single path by eliminating any redundant work, as well as the work across paths

by using work stealing.

MusicBrainz:In the case of the MusicBrainz dataset, we use three different query types

which we derive by executing prefix paths of the following path query: Ser i es →hasRecor di ng

Recor di ng →hasTr ack Tr ack →hasMedi um Medi um →hasRel ease Release →hasRel easeGr oup .
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Figure 5.7 – Response time for paths comprising 3, 4, and 5 edges respectively for the Mu-
sicBrainz benchmark.

Specifically, we execute path queries comprising 3, 4, and 5 edges respectively, in order to

obtain information about a series of recordings. The characteristics of the paths are shown in

Table 5.2. MusicBrainz is a sparser dataset than SNB, but it is also skewed in terms of vertex

degree; even though on average each vertex has one neighbor, the Tr ack vertex which is the

most popular, has up to 700 neighbors.

Figure 5.7 shows the resulting execution times for all approaches in the case of the aforemen-

tioned path queries over MusicBrainz. We measure the response time by varying the number

of threads from 4 to 24. We observe that the difference between the radix variations and the

VF2 ones is smaller than in the case of SNB. The reason is that MusicBrainz is a significantly

sparser dataset than SNB because the vertices have a lower degree and therefore when VF2

computes the qualifying paths it has less work when checking the neighbors of each qualifying

vertex. However, still VF2 performs duplicate work and therefore the radix outperform VF2

(∼1.8× on average). We also observe that in all paths, the work-stealing benefit in the case of

VF2 decreases as we increase the number of threads. The reason is that as we increase the

number of threads the duplicate work becomes the bottleneck and therefore the difference

due to the skew becomes less important. However, when considering the radix variations,

work-stealing is always beneficial (∼ 1.7× on average) due to the indexing that takes place at

each level which causes overloaded partitions. Specifically, the clusters involving the Tr ack

vertex cause load imbalance and the threads responsible for the other vertices steal work to

balance the work.

Due to the presence of several vertices with low degree in the case of MusicBrainz, Arabesque
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Figure 5.8 – Response time for varying path with 3, 4, and 5 edges respectively.

also performs better, compared to the SNB case. In addition, Arabesque performs better than

the VF2 approach in all cases which justifies its design for balancing the load. Arabesque

also follows the same trend with VF2 work stealing by having a less significant impact when

the number of threads increases because it also performs extra work by pruning candidate

duplicate paths. However, Arabesque is slower than VF2 work-stealing because it requires

multiple passes over the data to redistribute the load. Arabesque is also slower than the

radix variations due to both the duplicate work it requires, as well as due to that it iteratively

traversing the neighbors of the qualifying vertices.

5.5.2 Varying path complexity

In this section we evaluate the response time of all systems when varying the complexity of the

path. We follow a similar setup where we execute the path matching process using variations of

paths with 3, 4, and 5 edges respectively. The variations involve both different path selectivities

as well as paths with different vertex degrees. We execute the following three paths and their

subsets to form paths of size 3, 4, and 5 edges: (a) Post →cont ai ned In For um →hasMember

Per son →stud y At Uni →i sLocated In Ci t y →i sPar tO f Countr y , (b) Comment →r epl yO f Post

→cont ai ned In For um →hasModer ator Per son →i sLocated In Ci t y →i sPar tO f Countr y , (c)

Comment →r epl yO f Post →cont ai ned In For um →hasModer ator Per son →stud y At Uni

→i sLocated In Ci t y . The path queries and the subsets of them return 800K, 1M, and 32M

qualifying sub-paths respectively. The degree of the paths ranges from 7 to 12 neighbors on

average when going from 800K to the 32M case. We execute the path matching process by

using 24 threads in all cases.

Figure 5.8 shows the response time by considering different combinations of the above paths.
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Figure 5.9 – Response time when increasing the vertex degree.

In the case of the 5-edge paths, VF2 was non-responsive, therefore we only report results for

the radix-based approach. There are several observations to be made. First, in the 32M case,

which has the highest selectivity, the response time is significantly higher than the 1M and

32M case regardless of the approach or the size of the path. Similarly, the 1M case is slightly

slower than the 800K case as it involves the Comment vertex which appears more frequently

in the graph. Therefore, the selectivity of the path is crucial for the overall execution time

even if we consider paths of similar vertex degrees. Further, the radix variations are much less

severely affected by the path selectivity compared to the VF2 case. The reason of having better

scalability in the radix approach is that, by indexing the partial states, we avoid any redundant

work which dominates in the case of vertex types with high selectivity and/or high degree.

5.5.3 Varying vertex degree

In this experiment we measure the response time for all approaches when increasing the

degree of the vertices. To observe the effect of the vertex degree on performance, we keep the

number of vertices and the result size fixed, and we increase the number of edges that do not

affect the result, i.e., we modify the number of edges that do not participate in the path. Then,

we execute the path matching process using 24 threads.

Figure 5.9 shows the response time as we increase the total number of edges of the dataset from

100K to 15M for the path that comprises 4 edges. We observe that for all systems, the response

time increases as we increase the degree. In the case of 12M edges there is a significant

increase in response time because the added edges increase the degree of the Pl ace vertex

which participates in the path. Therefore, it increases the difficulty of the path evaluation in all

cases. In the case of the radix variations, the first level that iterates and prunes the neighbors

is affected because afterwards radix clustering operates over the qualifying part of the graph

which remains fixed. Similarly, VF2 and Arabesque also have to iterate multiple times through

the neighbors therefore, the increase in response time is significantly higher than in the case

of radix.
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Figure 5.10 – Response time for varying path with 3, 4, and 5 edges respectively.

5.5.4 Join&Merge phase evaluation

In this experiment we measure the response time and scalability of the Join&Merge phase

compared to MonetDB and EmptyHeaded. We use in all cases SNB with scale factor 3 this

time. The result of the experiment is shown in Figure 5.10. We observe that radix with stealing

scales better than both MonetDB, as well as EmptyHeaded. The reason is that it exploits

both the work stealing to address skew and the lightweight pruning of intermediate results.

MonetDB has stable response time as we increase the number of threads because the threads

responsible for the high degree vertices slow down the overall join execution; the high degree

vertices produce a larger number of results. EmptyHeaded has a high pre-processing cost

due to the high response time of optimization and code generation. As a result, even though

EmptyHeaded exploits SIMD at the generated code the main bottleneck is the optimization

and code generation phases, therefore the overall response time remains the same when

increasing the number of threads.

5.5.5 Optimization for large intermediate results

In this experiment we measure the benefit of the progressive filtering optimization to prune

large intermediate results. We execute the path matching over the SNB dataset with scale

factor 3. We use a path consisting of 5 edges that has the following form: Post →cont ai ned In

For um →hasMember Per son →stud y At Uni →i sLocated In Ci t y →i sPar tO f Countr y . As a Fo-
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rum has multiple members, this relationship introduces has high selectivity due to the high

degree of the Forum vertex. To measure the benefit of pruning invalid persons that mistak-

enly appear in the result of the For um →hasMember Per son relation we tune the studi es At

relationship in order to vary the selectivity of the path matching. Specifically the number of

qualifying subgraphs ranges from 1M to 20M.

Figure 5.11 shows the response time as we increase the number of qualifying subgraphs. We

measure the response time when we activate the progressive pruning strategy by approxi-

mately sorting based on the vertex degree compared to executing the traditional join and

merge without the on-the-fly filtering. We observe that in the case of lower selectivity, the

difference in response time when we activate the progressive pruning optimization is higher.

The reason is that there are more opportunities for pruning; invalid pairs get pruned earlier

and therefore the intermediate join result is significantly smaller.

5.6 Summary

Graph path matching is a task that has become widely used in graph analysis as it allows ex-

tracting useful information in a broad range of areas starting from social networks to scientific

data. Due to the high complexity of the path matching problem systems employ parallelization

to reduce the cost. However, applying preprocessing to optimally partition the work across

different workers induces a significant overhead.

Our work introduces a system that allows parallel path matching over labelled graphs without

the need for any preprocessing. We optimize path query evaluation in order to eliminate

redundant work using radix trees. We also balance the work among the available workers by

applying work-stealing. Our approach scales better than existing path matching approaches

and can handle paths over dense graphs that other approaches are unable to support.
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Data cleaning is a challenging, yet indispensable pre-processing part of data analysis. De-

tecting and repairing errors over unknown data requires many iterations of exploring, under-

standing, and analyzing data, which further impedes insight extraction. Existing approaches

that attempt to automate the data cleaning procedure have three main shortcomings: (a)

They focus on a specific use-case and operation, (b) they either are offline by operating before

analysis begins, or they require expensive pre-processing to cover complex rules, and (c) they

cover only tabular data. First, by having systems that focus on a specific operation, from a

user’s perspective, one is forced to use a different, potentially inefficient tool for each category

of errors. Furthermore, having to apply -each time- each cleaning task over the whole dataset

is tedious and time-consuming. Still, even such specialized, offline tools exhibit long running

times or fail to process large complex datasets.

In this thesis, we have set up the stage for efficient and real-time data cleaning that takes

into consideration the type of operation, the analysis, and the data format. To achieve this

goal, we designed the data cleaning stack by providing primitives that enable for a unified

representation and optimization of the building blocks of different cleaning operations, while

integrating them with exploratory analysis.

In this chapter, we summarize the contributions of this thesis and we discuss a number of

interesting research topics related.

6.1 What We Did: Data and Workload-Aware Cleaning

We have identified two dimensions that must guide the design of data-cleaning systems: (a)

coverage of the data cleaning operations and the underlying data formats and (b) awareness

of data analysis tasks. In each part of this thesis, we redesigned and broadened data-cleaning

systems by providing the appropriate abstractions that address the challenges.

To address the coverage issue of data cleaning, we have introduced CleanM, a declarative

query language that enables users to express their specific cleaning scripts. CleanM exposes a

wide variety of parameterizable data cleaning primitives that users can apply over their data.
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CleanM relies on a powerful, parallelizable query calculus, and a three-level optimization

process; all the operations included in a cleaning script are translated to the calculus and then

optimized as one unified task. We implemented CleanDB, a scale-out querying and cleaning

framework. CleanDB exposes the functionality of CleanM over multiple types of data sources.

CleanDB scales better than existing data cleaning solutions, and handles cases that other

systems lack support for or are unable to serve due to performance issues.

To enable online data cleaning, we have introduced Daisy: a system that cleans only the

part of the dataset required by the exploratory queries that users perform. Daisy optimally

integrates cleaning operators inside the query plan and efficiently executes them over dirty

data by providing probabilistic answers for the erroneous entities. Our evaluation has shown

that CleanDB adapts to the workload and outperforms traditional offline cleaning on both

synthetic and real-world workloads.

To support and optimize cleaning building blocks for complex data types, we have introduced

a system that enables parallel pattern-matching over labeled graphs, without the need for pre-

processing. We optimized pattern query evaluation over graphs (a) by eliminating redundant

work by using radix trees and (b) by progressively pruning intermediate results at pattern

evaluation time. Our approach also addresses the load-balancing problem that constitutes a

major issue in graph data due to the variability of both vertex degrees, as well as qualifying

areas. To balance the work among the available workers we apply work-stealing at execution-

time. Our approach scales better than existing pattern matching approaches and can handle

paths over dense graphs that other approaches are unable to support.

6.2 Looking Ahead: Data and Workload-Aware Cleaning

The design of the data cleaning architecture provides the opportunity to support data cleaning

tasks with different representation and optimization requirements. In the following section,

we present possible extensions that are based on our design.

6.2.1 Cleaning Errors in Data Streams

The process of detecting inconsistencies requires different low-level optimizations, depending

on the cleaning operation. For example, duplicate detection which involves similarity checks

could be optimized by pruning comparisons through indexing, blocking, or clustering. in

order to prune the comparisons. The filtering problem for fuzzy joins has been extensively

discussed in both a single-node, as well as a distributed setting [61, 111, 119, 28, 26]. However,

existing solutions are insufficient for a streaming setting. In a data streaming scenario, the

resulting indexes or clusters need to be stored and continuously updated in order to enable the

elimination of duplicates in future events. By continuously collecting and storing more data

in the clusters, the stored information might exceed the memory capacity. Therefore, having

to store, access, or even to process clusters or large indexes of historical data violates the
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low-latency requirements of streaming applications. Existing solutions for the load-imbalance

problem in distributed data streams are inappropriate as they assume apriori knowledge of

the load. Moreover, having to pay the rebalancing cost each time is inefficient.

To address the problem of maintaining and accessing large states of clusters or indexes of data,

there is a need for both compression techniques, as well as sophisticated data placement in

storage devices in order to efficiently access hot data. Therefore, in order to enable efficient

access and processing, there is a need for predicting which blocks of data will be used more

often or that will be used subsequently.

To solve the load-balancing problem, one possible direction is to divide the set of similar

blocks in such a way that both the workers have an equal number of tuples, while at the

same time there is minimum work required to merge the work done by each subset of the

block. Moreover, the repartitioning must induce a negligible overhead, as it will take place

online. Therefore, proposing a solution for the load balancing problem involves introducing

the appropriate heuristics, as it is an NP-hard multi-objective optimization problem.

6.2.2 Complex Cleaning Operations over Graphs

Optimizing cleaning operations over graphs is also challenging both in a scale-up as well as in

a scale-out setting. Detecting patterns with similar labels also involves the expensive pattern

matching task but also has the overhead of similarity comparisons. Therefore, combining

the two operations by identifying candidate similar patterns while discovering them is one

direction to interleave the two operations. Moreover, in a distributed setting, the similarity

check process might end up shuffling patterns among the nodes. To address this issue, the

partitioning needs to assign candidate similar entities in the same partition. Consequently,

enabling and optimizing the similarity-aware partitioning is challenging, because it involves

the extra overhead of estimating candidate similar patterns.

6.2.3 Optimizing Data Cleaning for Machine-Learning Workloads

Several machine-learning models, such as neural networks, require a vast amount of training

data, some of which can be unrelated to the domain of the analysis. For example, several tasks

propose pre-training models by using general-purpose data, and then the models can be fine-

tuned using specialized data [35]. Even though the model requires accurate domain-specific

data, it tolerates errors in the general-purpose data. By exploiting this property, we can intro-

duce analysis-aware cleaning techniques and integrate error-tolerance inside an incremental

cleaning approach for machine learning. Such a direction will be based on detecting semantic

correlations among the detected dirty entities and on deciding which subset is crucial for the

analysis. Thus, introducing noise-aware models that discover candidate dirty correlations

concurrently to training can reduce the data cleaning cost, as well as the number of costly

iterations for discovering inconsistencies.
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