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Abstract

Localizing sources of airborne chemicals with mobile sensing systems finds applications in

various crucial and perilous situations, such as safety and security investigation for detecting

explosives or illegal drugs, search and rescue operations to locate survivors in the aftermath of

natural hazards, or environmental monitoring in unsafe sites, following harmful leaks. Using

autonomous robots in such situations would eliminate or, at least, reduce human intervention

and keep them from harm. Additionally, such operations would be more cost-effective and

more time-efficient. That is why, in the past 30 years, gas source localization has been an

attractive research topic in robotics and related areas, where different methods have been

designed and evaluated for this purpose.

However, the inherent complexity of gas dispersal phenomena, which is non-trivial to analyze

and predict, especially in complex environments, is the main source of challenges in this field.

Therefore, researchers tend to design and evaluate algorithms in simplistic environments

before tackling more complex ones.

In this thesis, we have designed and investigated a gas source localization algorithm based

on source term estimation with a probabilistic approach. After validating the performance

of the method in a baseline environment using a wheeled-robot, we gradually enhanced our

method by enriching it with new features in order to be adaptable to more complex scenarios.

In particular, the algorithm was shown to be successful in a simplified three-dimensional

setup as well as in an unknown environment where no global map and positioning system

is available. Furthermore, it was deployed on a homogeneous multi-robot system, where

different coordination strategies between robots were designed and studied. Finally, designing

a data-driven plume model and integrating it to the main framework of the method allowed

for adaptation to cluttered environments.

The method is systematically evaluated through high-fidelity simulations and in a wind tunnel

emulating realistic and repeatable conditions. Lastly, the performance of our algorithm was

compared with other state-of-the art methods to show its potentials and limits.

Keywords: gas source localization; source term estimation; probabilistic algorithms; information-

driven motion planning; chemical sensing.
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Résumé

La localisation des sources de particules chimiques dispersées dans l’air avec des systèmes

de détection mobiles, a de nombreuses applications potentielles dans diverses situations

cruciales et périlleuses, telles que les enquêtes de sûreté et sécurité pour la détection d’ex-

plosifs ou de drogues illégales, les opérations de recherche et sauvetage pour localiser les

survivants à la suite de catastrophes naturelles, ou la surveillance environementale dans des

conditions dangereuses, suite à des fuites nocives. L’utilisation de robots autonomes dans

de telles situations éliminerait ou, du moins, réduirait l’intervention humaine et animale et

previendrait tout impact nefaste sur des êtres vivants. De plus, ces opérations seraient plus

rentables et plus rapides. C’est pour cela qu’au cours des 30 dernières années, la localisation

de source de gaz a été un sujet de recherche attrayant en robotique et dans les domaines

connexes, où différentes méthodes ont été conçues et évaluées à cette fin.

Cependant, la complexité inhérente aux phénomènes de dispersion de gaz, qui n’est pas

évident à analyser et à prévoir, en particulier dans des environnements complexes, est la

principale source de défis dans ce domaine. Par conséquent, les chercheurs ont tendance à

concevoir et à évaluer des algorithmes dans des environnements simplistes avant d’aborder

des plus complexes.

Dans cette thèse, nous avons conçu et étudié un algorithme de localisation de source de

gaz, basé sur l’estimation des termes de source (Source Term Estimation) avec une approche

probabiliste. Après avoir validé les performances de la méthode dans un environnement de

référence avec un robot à roues, nous avons progressivement amélioré notre méthode en l’en-

richissant de nouvelles fonctionnalités, afin d’être adaptable à des scénarios plus complexes.

En particulier, l’algorithme s’est avéré efficace dans une configuration tridimensionnelle

simplifiée, ainsi que dans un environnement inconnu où aucune carte globale et système

de positionnement n’est disponible. De plus, il a été déployé sur un système multi-robot

homogène, où différentes stratégies de coordination entre robots ont été conçues et étudiées.

Enfin, la conception d’un modèle de dispersion de gas basé sur des données et son intégration

au cadre principal de la méthode ont permis une adaptation à des environnements encombrés.

La méthode a été systématiquement évaluée par des simulations haute fidélité et en souf-

flerie, émulant des conditions réalistes et reproductibles. Enfin, les performances de notre
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Résumé

algorithme ont été comparées à d’autres méthodes de pointe pour montrer ses potentiels et

ses limites.

Mots clés : localisation de la source de gaz; estimation des termes de source; algorithmes

probabilistes ; planification de mouvement basée sur information; détection chimique.
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1 Gas Source Localization

In 2004, three independent groups of scientists announced, for the first time, the discovery

of methane in the atmosphere of Mars. The presence of methane means either presence

of life, or unusual geological activities; in any case, it is of utmost interest to find the origin

of the release. However, whenever methane was detected, it was rapidly removed from the

atmosphere by an unidentified process [1].

15 years later, NASA’s Curiosity Mars rover measured the largest amount of methane ever

found during the mission, but it drastically decreased at the following experiment. "The

methane mystery continues," said Ashwin Vasavada, Curiosity’s project scientist at NASA’s

Jet Propulsion Laboratory in Pasadena, California. "We’re more motivated than ever to keep

measuring and put our brains together to figure out how methane behaves in the Martian

atmosphere." The gas source remains unknown and under study to this day.

1.1 Motivation

Locating the source of methane release could indicate whether Mars is active biologically or

geologically, which is, in both cases, a break-through in understanding outer-space nature.

Back on earth, on the other hand, localizing the source of airborne chemicals can lead to saving

human lives, in search and rescue operations following natural hazards such as earthquakes.

It ensures security by locating the source of dangerous substances such as explosives or drugs.

It sustains environmental monitoring through pollutant detections.

All these valuable tasks are nowadays performed using either trained animals, or static and

hand-held sensors. Search dogs are extremely efficient in using their olfactory sense to locate

the object of interest. For instance, avalanche dogs can cover more ground in less time than

several humans do. However, their ability depends on their training which is expensive and

time consuming. Moreover, a human handler needs to follow the search dog in its exploration.

This is also the inconvenience of hand-held sensors. Static sensors, on the other hand, are

mostly autonomous and inexpensive, but a single sensor can only cover a single point in space.

3



Chapter 1. Gas Source Localization

For a better coverage a sensor network is required, which becomes proportionally expensive

and energy consuming while leaving dead zones in between the sensors. In addition, complex

scenarios require a consistent framework where all the measurements are integrated and

interpreted, which might be too difficult for search dogs and humans with hand-held sensors.

Autonomous mobile robots capable of localizing the source of an airborne chemical will

bring major improvements in performance and convenience to the applications in different

domains.

Since robots are less affected by distractions in the environment, they are more robust than

living beings in critical conditions. Cost-wise, the production and maintenance of a robot is

significantly less expensive than managing and training a search dog, which takes years and

the owner needs to live with the dog to properly understand it. In terms of the training for the

user, in case of a robot, reading a user manual would suffice, while for a dog, the handler would

need to complete a training to be able to accompany a search dog in action. Additionally, in

case of a technical problem or an accident, which is not unforeseeable in harsh conditions,

robots are more easily replaceable.

Furthermore, robots, when programmed accordingly, are supposed to accomplish their mis-

sions without human intervention. Thus, they should be able to accomplish their mission on

dangerous zones where humans and dogs cannot set foot. Moreover, when more than one

robot is available, they can be grouped in a team and leverage communication to obtain more

information faster than a single robot and locate the source of interest in a shorter time.

For such a system to be functional in real environments, multiple aspects need to be addressed:

• Mobility: the system should be able to move appropriately on the targeted field.

• Sensing: on-board sensors need to be sensitive to the substance released by the sought

source.

• Algorithm: the software must leverage the sensing data and the system’s mobility effi-

ciently to find the source in a timely fashion.

Regarding the mobility, the robot needs to be agile and robust to the considered field con-

ditions to carry out the task seamlessly. Nowadays, robust ground robots exist that move as

reliably as a living dog (e.g., Spot from Boston Dynamics) or a living spider (e.g., T8X from

Robugtix). In terms of flying vehicles, small and agile quadrotors exist that are both indoor

and outdoor compatible and could be used in such scenarios (e.g., Elios from Flyability and

Crazyflie from Bitcraze).

Unlike the research progress on robot mobility that is progressing fast toward matching the

one of some living beings, the performance of today’s gas sensing technology still cannot be

compared to natural olfactory sensors. Accurate and fast gas sensors lack portability and are

not cost effective, and therefore cannot be mounted on mobile robots. Small sensors, on the

4



1.2. Challenges

other hand, have a slow response time and low accuracy in discriminating well a particular

gas.

Leveraging novel and intelligent algorithms, however, makes it possible to make use of imper-

fect sensory data to locate the source of interest. The algorithm deployed on the system needs

therefore to make up for the inaccuracy of the acquired data using data processing methods.

That is why research on gas source localization algorithms and methods has been attracting a

considerable attention from roboticists and environmental engineers in the past thirty years.

1.2 Challenges

Despite the growing attention to the topic of Gas Source Localization (GSL) in the research

community, this critical task remains a challenge. The main difficulty arises from the gas

dispersion phenomenon [2] which depends on many environmental factors.

The propagation of gas molecules in the air is due to two different phenomena [3]. Firstly,

the molecular diffusion drives gas molecules away from the source randomly in all directions.

This happens even when no airflow is present, as it is mainly due to molecular motions, which

results in a relatively smooth gradient of gas concentration around the source. Secondly, when

airflow is present, molecules are not only manipulated by diffusion, but also transported

by advection through the wind. Hence, the gas trail, which is called the plume, is mainly

determined by the wind movements.

The airflow profile itself is highly impacted by the surrounding environment. In a laminar

airflow, when no obstacle is present and the wind is blowing constantly and continuously, as

the plume moves away from the source, the plume becomes wider and the gas concentration

decreases. In a turbulent airflow, on the other hand, the plume will not maintain a well-

characterized shape [4]. Thus, the gas plume is shaped not only by the characteristics of the

source, but also by the airflow which, in turn, is influenced by the environment.

Additionally, despite the common belief, a gas plume is not characterized by a smooth and

continuous gradient. In a small scale structure, it has shown to be made of fluctuating patches

of concentration floating in the air [5]. The gas patches become diluted and less concentrated

while traveling away from the source with the wind.

The main challenging aspect of GSL is therefore related to the complexity of airflow and plume

structure. The airflow is hard to reliably measure and control, which makes experimenting

with it a non trivial task. To carry out repeatable experiments, a specialized environment with

a controlled airflow would be beneficial, which is not a common facility in research centers.

Furthermore, the limited sensing capabilities of current portable sensors causes an addi-

tional difficulty. This is usually compensated by novel algorithms and methods that use the

sensor data in an intelligent fashion. Many algorithms, presented in different categories,

have proposed methods for GSL in the literature. Solutions have been proposed in various
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configurations, such as different robotics or simulation platforms and with different number

of robots, ranging from single agents, to swarms of 20 units [6]. However, since the flow

complexity depends on the experimental environment, the performance evaluation of each

method is highly impacted by the evaluation setup. Moreover, the large majority of the studies

are performed indoors, due to the high complexity of gas dispersal outdoors. In fact, as the air

flow becomes more turbulence-dominated, the plume structure becomes more complex with

gas patches of different concentration levels and sizes [7], which varies in time. Such outdoors

conditions are not repeatable, making more difficult the reproduction of the experiments and

the systematic performance evaluation of the mobile sensing system.

An ideal algorithm would work in any environment with any airflow profile, and would be

able to perform on a variation of different types of sensing assets or a combination of them

as a team, with cooperative behaviors. To reach this end, the research community has still a

long way to go, but in this thesis, we have tried to take a step in that direction by presenting a

powerful method and enriching it further with novel features to adapt to complex scenarios.

In the following chapter, we will visit an overview of the state of the art on GSL methods and

algorithms, along with their potentials and limitations.
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2 Related Works

To simplify the challenging problem of GSL, scientists usually divide it into three sub-tasks [8]:

1. Gas plume acquisition, which refers to a stage that aims to find the plume in the envi-

ronment.

2. Gas plume tracking, that is the phase where the robot follows the samples obtained

from the plume to localize the source.

3. Gas source declaration, the final task, during which the agent validates and declares the

location of the source.

Even though there are algorithms capable of solving all three subtasks within a single method,

without making a distinct separation between different stages, the sub-tasks can be seen

as separate but sequential missions. In the literature, methods are presented that address

GSL only partially, by solving only one or two of the sub-tasks, as each part uses and present

different information.

The first subtask, for instance, can be seen as a purely search problem, where the robot needs

to explore the environment to encounter the gas plume. The last one, on the other hand,

depends highly on the application and the scenario and can leverage other sensing modalities

than olfaction. Therefore, most of the studies in the literature focus on the plume tracking

sub-task, which is the core and the most challenging part of the mission.

In this chapter, an overview of the leading methods in all three subtasks of GSL is presented.

2.1 Gas Plume Acquisition

The solution for GSL starts with finding the gas plume. In case no wind in present, this sub-

task is usually completed using search or coverage algorithms, as the task is to explore the

environment until the plume is found without using any cues. Besides deterministic search
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methods with predefined trajectories, such as a raster scan, randomized search algorithms are

among typical solutions in this case, such as Lévy Walks and Correlated Random Walks.

In 2009, a new search strategy for plume finding has been developed using the wind direction

information [9]. Pasternak et al. designed a bio-inspired algorithm called Lévy Taxis which

performs a random walk biased by the local wind direction.

Even though search algorithms such as Lévy Taxis have the potential to be extended to multi-

robot systems, they are not yet done. One work which deeply studies the problem of gas plume

finding with a group of robots is [10]. The focus of this work was to find an optimal swarm

formation for gas plume acquisition using numerical optimization.

In this sub-task, it is hard to compare the performance of the existing techniques, because the

difficulty of the search task depends on the ratio of the plume area divided by the total area [9].

Additionally, having multiple agents reduces the spent time and distance [8]. This implies that

a multi-robot system is more efficient in the first phase compared to a single-agent algorithm.

2.2 Gas Plume Tracking

The second sub-task of gas source localization consists of tracking the gas plume in order to

reach the source. It is considered as the part the most peculiar to chemical sensing in general

and less depending on the application, this is why it has been the main focus of most of the

studies in this field. Unlike the first phase, there is a large variety of strategies for gas plume

tracking. For a better representation, we have divided the algorithms into different categories.

2.2.1 Gradient-based algorithms

The earliest works on gas source localization started in the 1990s. In these contributions the

characteristics of gas dispersal were not considered. For instance, the work reported in [11]

was based on the concentration gradient calculated using multiples samples taken at different

positions. It has been followed by [12] using a simulated cooperative swarm of robots with the

same strategy.

This type of algorithms, while being the most intuitive and computationally light ones, they

perform well only in presence of low-noise gas concentration signal which in turn requires a

relatively long time to find the source [12].

2.2.2 Bio-inspired algorithms

The most studied class of algorithms for the GSL problem, takes inspiration from living

organisms such as moth, bacteria, dung beetle, etc. [13].

Since as early as 1996, moths’ behavior has been imitated for robotic gas source localization
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[14]. In [15] and [16] Lochmatter presented a novel moth-inspired algorithm called surge-cast,

tested along with two other algorithms of the same class, namely casting and surge-spiral,

with a single robot.

While theoretically the performance of a multi-robot system is expected to be better than that

of a single robot, in [17] the performance of a non-cooperative multi-robot system, performing

moth-inspired algorithms, was found to be similar to a single robot, for most configurations.

Moreover, in [18] moth-inspired algorithms are shown to be able to partially deal with obstacle-

full environment using simple obstacle avoidance strategies.

Overall, bio-inspired algorithms have the advantage of requiring small memory and computa-

tional resources for the agent. Nevertheless, due to low performance of current sensing and

locomotion technologies compared to their biological counterparts, these algorithms are still

far from being reliable in realistic environments [19].

2.2.3 Metaheuristic algorithms

A number of uncertainties and unknown disturbances characterize a distributed sensing

system engaged in a GSL task. As these uncertainties are not easily modeled, universal

approximation methods such as neural networks can be used in order to estimate and therefore

cancel the effect of uncertainties [20].

Particle Swarm Optimization (PSO) is a cooperative multi-agent algorithm, mainly used for

multi-dimensional optimization problems. According to many researchers, the problem of

searching gas source in an environment can also be seen as a stochastic optimization problem,

where the goal is to find the local maxima in the average gas concentration map [21]. Although

this algorithm usually presents an efficient search behavior, there is a high chance that the

particles get trapped in a local optimum when the search space is complex, which is the case

in an gas plume. As a result, in most of the works, the PSO algorithm has been modified or

combined with other methods before being applied to the GSL problem.

For instance, Jatmiko et al. in [22] used a modified PSO method to localize the gas source in a

simulated dynamic obstacle-filled environment with a meandering gas plume. In their work, a

modified version of PSO algorithm was implemented for guiding autonomous robots towards

the higher gas concentration. In several other works, such as [21], [23] and [24], different

versions of modified PSO algorithms have been used as a control method for robotic swarms,

successfully solving the problem of gas source localization.

In [25] Li et al. combined PSO algorithm with a probabilistic approach to guide a simulated

swarm of robots towards the gas source. The entropy of the posterior probability distribution

of source location acts as the fitness function which PSO tends to minimize.

Genetic Programming (GP) is an evolutionary technique inspired by natural evolution. In a
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more recent work [3], GP is used as an optimization tool for training a mobile robot localizing

the gas source. They define a set of possible actions for the robot, from which the algorithm

evolves to create different behaviors. GP-based methods and many others mentioned below,

could be considered as bio-inspired techniques and be classified as such, but since the behav-

ior is not directly inspired from the nature, but rather the underlying method that draws and

shapes the behavior, we prefer to keep them in this class.

Glowworm Swarm Optimization (GSO) is another swarm intelligence multimodal optimization

algorithm. In this algorithm, agents emit a signal that contains information about their current

state, like the light emitted by glowworms. Each agent is then probabilistically attracted by

a brighter glowworm neighbor. This mechanism splits the swarm into subgroups, located

at multiple optimum points of a multidimensional space. For GSL this algorithm is usually

applied in case of multiple sources present in the environment. By means of this technique,

[26] and [6] have been able to simultaneously localize multiple gas sources using a swarm of

about 20 robots in simulation.

Artificial Neural Network (ANN) represent a further computational approach to the GSL

problem. Recurrent connections enable the network to have a memory of previous outputs,

which seems to be convenient for gas source localization.

In 1996, a hybrid system has been designed, combining living antenna of a male moth and a

microrobot controlled by a simple recurrent neural network [27]. The electric signals from the

living sensors were fed to an eight-neuron recurrent network in order to perform a moth-like

behavior in response to the pheromone.

In [28], a simple chemotaxis behavior is first implemented in a six-node fully interconnected

Continuous Time Recurrent Neural Network (CTRNN). Then its parameters are mapped onto

a genetic string and are evolved using a Genetic Algorithm. Although, in 2013, de Croon et al.

[29] used a similar ANN for the same purpose, but in a more complex environment.

All in all, as shown by different works, optimized controllers, despite their relatively complex

implementations, have some advantages: first of all, while being more complex than two

previous classes, they are generally computationally inexpensive, because they use very simple

instructions or a small ANN. Secondly, the obtained controller results in a strategy that depend

more on the context of the problem rather than on the designer’s bias, which leads to robust

strategies. Finally, they can be presented as a synthesis of multiple single methods, such as the

case of moth behaviors, which is more closer to the natural model. Nevertheless, these algo-

rithms need a learning stage that, besides being a time-consuming process, requires precise

information about the environment and gas dispersion phenomenon to be competitive.

2.2.4 Formation-based algorithms

A relatively newer class of algorithm is based on agents formation in the environment. These

algorithms have been natively designed for multi-robot systems. Hence, they can sample the
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gas concentration in different positions at the same time, which is a significant advantage

over algorithms that are limited to a single agent. All the robots share their observations (gas

concentration, wind direction) with other members of the group and determine their relative

position as well as absolute heading respect to the wind direction.

The robots formation has been exploited for GSL for the first time in [30]. The developed

algorithm is called crosswind formation algorithm, and it involves keeping at least one robot

on each side of the plume, while going upwind. The results of experiments with three and five

real robots showed that this algorithm achieves close-to-optimal performance in simplified

environmental conditions. The formation-based algorithms have been thoroughly studied in

[31].

Recently, a 3D formation-based system has also been presented in [32]. In this work, they

use a combination of ground and an emulated aerial robot (a mobile robot mounted on a

traversing system inside a wind tunnel) in formation.

In general, these methods have low computational and memory requirements. However, since

the coordination between agents is necessary, the method completely relies on inter-robot

communication and relative positioning which could be challenging to maintain in a realistic

environment.

2.2.5 Probabilistic algorithms

Researchers in GSL have been modeling the source location as a probability distribution

which is derived from the observations made by the agent in the environment [33]. After each

new observation, the probability distribution modeling the source location is updated using

recursive Bayesian estimation. This process continues until the probability distribution of the

source reduces to a Dirac function.

One of the main algorithms applying probabilistic approach to GSL is called Infotaxis [34].

In this algorithm, tracking the maximum amount of information will guide the robot to the

source. This algorithm has been tested and compared with three reactive moth-inspired

algorithms in [35]. In another study [36], Infotaxis turned out to be robust to environmental

changes.

Another probabilistic method in the field of GSL is to use Bayesian Inference (BI) to update the

belief on the source location. This algorithm has been developed and assessed in a turbulent

flow containing a chemical plume by Pang et al. in [37].

In [38], the probability distribution of the gas source location is represented as a Particle Filter

(PF). Li et al. tested this strategy in a time-variant air flow outdoor environment. In their work,

at each iteration, the particles are placed in respect of the wind velocity perceived by the robot.

Then at the position of each particle, the probability distribution of the source location is

calculated.
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Another widely used method is called Source Term Estimation (STE) [39] which relies on a

plume model and aims to learn the parameters of the model while the sensory system gathers

data in the environment. Since the concept is very broad, the algorithm is not exclusively used

for gas sources; depending on the model, it can be applied to chemical, biological, radiological

or nuclear substance as well (e.g., radiation [40]). Neither is it limited to mobile sensor nodes,

as it can be used with a static sensor network (e.g., [41]).

Some other techniques include creating a map of the environment with corresponding gas con-

centration by combining the measured gas concentration with the agent’s location estimation.

Their goal can be either localizing the source or simply monitoring the gas distribution in the

environment. One of the challenges of this approach is to chose the convenient path planning

strategy in order to increase the map accuracy, while decreasing the energy consumption.

Farell et al. developed a plume mapping approach based on Hidden Markov Methods (HMM)

in [42]. Their method provides information such as likelihood of source location as a function

of position.

In another probabilistic method [43], Blanco et al. present a Kalman-filter-based approx-

imation approach which estimates the concentration and the variances for each location.

They use a sequential Bayesian estimation to generate a model of the gas distribution of the

environment.

Kernel DM+V [44] is another approach on gas distribution mapping. It models the measure-

ment variance in addition to the time-averaged distribution using a mobile robot that has to

roughly cover the search area. In [45] a multi-robot gas distribution mapping algorithm has

been presented using time series analysis.

Very recently, in [46] an exploration strategy for GSL was proposed which incorporates prior

available domain knowledge about the gas dispersion process and the environment. A

Bayesian interpretation of the advection-diffusion equations was used to estimate the source

distribution.

In conclusion, despite being computationally more expensive than all other categories [33],

probabilistic algorithms have several advantages. Firstly, unlike the previously mentioned

methods that provide only the source position, they are able to present a richer set of informa-

tion about the environment (e.g., [47]) or the source characteristics [39]. Secondly, because of

the probabilistic nature of the methods, the final result is associated with a measure of uncer-

tainty, which shows how trustworthy the data are. Finally, compared to the other categories,

probabilistic algorithms are more flexible in terms of the type of underlying hardware (e.g.,

static, mobile, single or multi-agent).
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2.3 Gas Source Declaration

Before declaring success, an agent has to make sure that the found position corresponds

exactly to the gas source. Usually, to make the problem easier, it is assumed that the source is

located in an area of a higher concentration compared to a given threshold. However, in many

studies, such as [42] and [44], it has been shown that the source is not always at the position

where the gas concentration is the highest. On the other hand, concentration variance was

found to be significantly higher close to the source compared to other places [33].

In probabilistic algorithms, such as Infotaxis [34], involving the entropy computation of the

source location, the source is declared when a position reaches a certain level of entropy.

Divergence is also shown to be a useful operator to indicate the source location in [48]. Thus,

a point with a positive value for the divergence is considered as the source location.

As the source declaration depends very much on the application, some researcher proposed a

vision-based approach to correctly identify the gas source. For instance, in [49], a combination

of olfaction and vision has been used to identify the source.
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The main objective of this thesis is to take a step toward addressing the problem of GSL through

an algorithm capable of adapting to complex scenarios.

Given the above mentioned advantages of probabilistic algorithms, we chose to focus on a

method of this category. The only drawback of this type of algorithm is their high computation

requirements. However, with the current progress rate of technology in producing pocket-size

powerful processing units, the computational cost becomes quickly negligible on modern

hardware, including the wheeled-robot on which we run the algorithm in this work.

Among all state-of-the-art methods of probabilistic algorithms, STE appears to be a complete

and reliable framework. It is complete because, when coupled with a belief building method

and an information-gain oriented navigation technique, STE can solve all three subtasks of

GSL in one stage. It does not need to address plume acquisition separately, because every

sample that does not represent a high gas concentration shows the plausible locations where

the source is not located, therefore the robot is guided toward other points in space. It also

takes advantage of the uncertainty level in source location belief to declare the source position.

Different components of a STE algorithm can be modified or enriched to adapt to complex

scenarios. Moreover, its versatility in terms of sensing assets makes it possible to deploy on a

multi-robot system with cooperative behaviors.

This thesis, therefore, is laid out in six parts. A brief description of each part and its corre-

sponding objectives can be found in the following.

Part I - Introduction: In this part, we first introduce the motivation and applications of GSL

in robotics while mentioning the most substantial challenges on the path of the researchers

in this field. Then we present a literature review on the most relevant research works while

making a classification of the different categories of methods. Finally, the layout and the main

objectives of each part of this manuscript are presented.

Part II - Platforms and Tools: In this part, we introduce the facility, the robotic platform
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and the main hardware and software tools used in this work. Furthermore, we present the

high-fidelity simulation tool adopted in this research and calibrated to the physical setup

reproduced in the experimental facility.

Part III - Source Term Estimation Algorithm: In this part, the essence of the presented STE

method is introduced with technical details. Then the results of baseline experiments are also

presented and discussed.

Part IV - STE Algorithms for Complex Scenarios: In this part, the main STE method is

gradually adapted to different complex scenarios. In each chapter, a new challenge is presented

and solved by enriching the main STE method with a feature suiting the complexity of the

scenario. Each scenario is then validated through simulation and/or experimental evaluations.

Part V - Benchmarking the STE Algorithm: In this part, we compare the performance of

our STE method with two sate-of-the-art methods and show the potentials and limits of our

proposed algorithm.

Part VI - Conclusion: In this part, we summarize the outcome of this thesis and core contri-

butions of this work. Moreover, we present promising directions for research in this field.

3.1 Research Contributions

The main contribution of this thesis is to develop and evaluate a STE algorithm and adapt it to

complex scenarios along three main axes: spatial dimension, environment, sensing system. In

the following we describe the works that contributed along one of these axes to the state of the

art.

Source Term Estimation Algorithm: We present an algorithm based on source term estima-

tion for gas source localization that is coupled with a navigation method based on partially

observable Markov decision processes. We propose an innovative strategy to balance explo-

ration and exploitation in navigation. The method has been evaluated systematically through

high-fidelity simulations and in a wind tunnel emulating realistic conditions. The impact of

multiple algorithmic and environmental parameters has been studied in the experiments. The

relevant publications of this part include:

• F. Rahbar, A. Marjovi, and A. Martinoli, “An algorithm for odor source localization based

on source term estimation,” IEEE International Conference on Robotics and Automation

(ICRA), Montreal, Canada, 2019, pp. 973–979.

Source Term Estimation Algorithm for Unknown Environments and for 3D search space:

After extending the search space from 2D to 3D in simulation, we study two variants of

the STE algorithm, one exploiting a global and the other one a local framework. The local

framework can be leveraged when no map of the environment is available for navigation and
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for estimating the source position in it. It also allows for reducing the accumulated traveled

distance by the robot and thus save energy. Relevant publications include:

• J. Ruddick, A. Marjovi, F. Rahbar, and A. Martinoli, “Design and Performance Evaluation

of an Infotaxis-Based Three-Dimensional Algorithm for Odor Source Localization,” IEEE

International Conference on Intelligent Robots and Systems (IROS), Madrid, Spain, 2018,

pp. 1413–1420.

• F. Rahbar, A. Marjovi, and A. Martinoli, “Design and performance evaluation of an

algorithm based on source term estimation for odor source localization,” MDPI Sensors,

vol. 19, no. 3, 2019.

Source Term Estimation Algorithm for Distributed Systems: we extend the previously pre-

sented STE algorithm for homogeneous multi-robot systems. By gradually increasing the level

of coordination among multiple mobile robots, we study the benefits of a distributed system

on reducing the amount of time and resources necessary to achieve the task at hand. The

performance of the presented method is thoroughly evaluated and presented for different

levels of coordination between robots. Relevant publications include:

• F. Rahbar and A. Martinoli, “A Distributed Source Term Estimation Algorithm for Multi-

Robot Systems,” IEEE International Conference on Robotics and Automation (ICRA),

Paris, France, pp. 5604–5610, 2020.

Source Term Estimation Algorithm for cluttered environments: After developing a data-

driven gas plume model for cluttered environments using our calibrated simulation setup, we

integrate it in our STE framework and systematically evaluate it. The effort of this paper will

be soon submitted for publication.

Another relevant publication on information-driven gas distribution mapping for cluttered

environments in collaboration with a visiting PhD student of the University of Málaga (Andres

Gongora) is under revision and will be resubmitted soon.

Benchmarking the Source Term Estimation Algorithm: The proposed STE algorithm is

compared in a 2D search space in terms of performances with a competitive bio-inspired

algorithm called Adaptive Lévy Taxis (ALT) that achieves gas plume tracking through a cor-

related random walk. Moreover, a comparison between the performance of the 3D variant

of the proposed algorithm and another 3D bio-inspired algorithm is presented. Relevant

publications include:

• R. Emery, F. Rahbar, A. Marjovi, A. Martinoli, “Adaptive Lévy Taxis for Odor Source

Localization in Realistic Environmental Conditions,” IEEE International Conference on

Robotics and Automation (ICRA), Singapore, 2017, pp. 3552–3559.
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• F. Rahbar, A. Marjovi, P. Kibleur, and A. Martinoli, “A 3-D Bio-inspired Odor Source

Localization and its Validation in Realistic Environmental Conditions,” IEEE/RSJ In-

ternational Conference on Intelligent Robots and Systems (IROS), Vancouver, Canada,

2017, pp. 3983–3989.

3.1.1 Contributions of Collaborators

I would like to give credit to my close collaborators who influenced the path followed in this

thesis.

Ali Marjovi, my research colleague, was involved in shaping the ideas used in the early stages

of this thesis. He also contributed in writing several of the published papers which are also

revisited in this manuscript.

This thesis includes the work of Romain Emery, a master student who designed and evaluated

the Adapted Levy Taxis (ALT) algorithm, under Ali’s and my supervision. The work of Pierre

Kibleur in a semester project under Ali’s and my supervision resulted in the 3D bio-inspired

algorithm, which is also presented in this thesis.

I shared the experimental facility with one of my colleagues, Chiara Ercolani, who substantially

contributed in the setup of the motion capture system and other materials in the wind tunnel.
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4 Experimental Facility and Tools

Rigorous and reliable experiments are an essential part of a research project in robotics. In

this work, we leveraged many state-of-the-art tools and an experimental facility to provide

accurate performance evaluation for our algorithms. In this chapter, we present in detail the

tools that were used throughout this project to design and evaluate the developed methods.

4.1 Wind Tunnel

To evaluate the performance of the algorithm in a repeatable fashion, our experiments were

carried out in a wind channel of volume 18 × 4 × 1.9 m3, which provides a controllable

wind flow. The wind is controlled by a fan placed outside of the experimental chamber.

When activated, the fan generates an air flow that passes first through a flow straightener

which consists of a set of narrow tubes of 10 cm in diameter, assembled in a honeycomb-like

structure, as illustrated in Figure 4.1a. The resulting Reynolds numbers after the honeycomb

would be between 4000 to 6000 for the considered wind speed range and a temperature of

15 ◦C. However, the flow gets further laminarized through a very fine-structured filter (see

Figure 4.1b), right before entering the main chamber where experiments are carried out. Given

the design of the wind tunnel and the experimentally observed data, we assumed that the

resulting air flow is quasi-laminar.

The main chamber is a suitable environment to deploy robotics experiments. It is also

equipped with devices necessary for measuring, monitoring or tracking. An overview of

this experimental chamber with the deployed equipment is presented in Figure 4.2.

4.2 Khepera IV Robot

The robots used as an autonomous agent in all the experiments in this project is the Khepera IV

robot, produced by K-Team. It is a compact differential wheeled robot with state of the art

features (see Figure 4.3a).
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(a) Flow straightener (b) Inlet filter

Figure 4.1 – The two air filters of the wind tunnel.

Figure 4.2 – A overview of the experimental facility, along with a Khepera IV robot, the gas
source as well as the overhead cameras.
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(a) Khepera IV robot (b) Gas sensor board (c) Wind sensor board

Figure 4.3 – The Khepera IV robot and its extension boards.

This robot is equipped with different types of sensors (e.g., ultrasound, accelerometer, gyro-

scope, camera, etc.) but we only use the infrared proximity sensors for collision avoidance.

The eight infrared sensors are uniformly distributed around the robot, and have a detection

range of 2 to 250 mm.

What makes this robot suitable for research is that it allows for custom made extension boards,

for different purposes. For this project, we used two extension boards, shown in Figure 4.3,

that were previously designed in DISAL for olfaction-related experiments [33]. One board

is equipped with an olfaction sensor MiCS-5521 CO/VOC [50] as well as a pump that flows

the air toward the sensor to accelerate the gas concentration measurements, as depicted in

Figure 4.3b. According to experiments shown in [31], this sensor has a response time (to 90%)

of 0.13 s and a recovery time (to 10%) of 0.41 s. In this thesis, the measurements are usually

taken at 10 Hz and averaged over a 5 s window. In addition, the measurement error is studied

and taken into account in the algorithm. The second extension board, shown in Figure 4.3c, is

a custom made wind sensor that measures the angle of the wind direction.

The Khepera IV robot runs a Linux operating system (Angstrom) on board and allows for WiFi

communication. Most of the codes, in this project, are written in C/C++ and cross-compiled

on a desktop computer. Once the executable is transfered to the robot via WiFi, the robot runs

the code autonomously on board. The WiFi communication is also used between robots to

share information as well as for positioning systems.

4.3 Positioning Systems

In most of the experiments carried out in this project, an absolute positioning system is

used. The position information, which is composed of coordinates (x, y) of the center of the

robot along with its heading θ, was sent back to the robot, when needed, to be used in the

algorithm. In all cases, the absolute position of the robot was logged and used as ground truth

for performance evaluation and trajectory analysis.
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(a) SwisTrack cameras (b) Motion capture system cameras (c) Infrared passive markers

Figure 4.4 – The two positioning systems in the wind tunnel.

4.3.1 SwisTrack

The majority of the experiments used the SwisTrack system [51] for tracking the robot’s pose

in the wind tunnel. In this system, which was previously developed in DISAL, color cameras

and active markers were used. Six cameras were installed on the ceiling of the wind tunnel

with overlapping field of views, as shown in Figure 4.4a. The active markers were a red and

a green LED on top of the robot’s extension board, placed with a fixed distance, as seen in

Figure 4.3c. The open-source SwisTrack software localizes the robot by detecting the red and

green LEDs in the cameras’ feed and translating the pixel position to real-world coordinates

using a previously done calibration. The position of the robot, i.e. the central point of the two

LEDs, as well as the heading are both broadcasted on the network.

The accuracy of this system was below 10 cm which was acceptable for our experiments.

However, for the active markers to be seen by the software, the ambient light had to be kept

low.

4.3.2 Motion Capture System

In the later stages of this project, a motion capture system was deployed in the wind tunnel

which allowed for a higher positioning accuracy and reliability. The system, provided by

Motion Analysis Inc., is composed of 13 infrared cameras as well as a tracking software. Addi-

tionally, we placed reflective passive markers on top of the robots, as illustrated in Figure 4.4c.

The placement of the markers had to be different for each robot in order for the software to

identify them correctly.

This system allows for a sub-millimeteric accuracy and a tracking frequency of more than 100

Hz. The active infrared cameras did not interfere with the infrared sensors of the robots and

the tracking could be achieved under suitable ambient light.
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Figure 4.5 – Electric pump and ethanol recip-
ient used as gas source.

Figure 4.6 – 3-axis traversing system with a
Khepera IV robot on top.

4.4 Gas Source

The gas source was emulated using an electric pump vaporizing ethanol. The electric pump

draws the air from its inlet that is connected to a bottle of ethanol with a tube. The ethanol

bottle has three openings: one allows for a tube to go deep in the liquid which makes the air

flow in the ethanol for better evaporation. The other two openings are connected to the inlet

of the pump and contain a thick cotton thread that absorbs the liquid and allows for easier

evaporation from its surface. Therefore, the air that the pump draws in contains evaporated

ethanol. It then exits from the outlet, which is also connected to a tube. The end of the outlet

tube is placed at the desired source position to create the plume (see Figure 4.5).

The pump’s flow rate can be adjusted using a continuous control knob with discrete indicators.

The flow rate ranges from 0.2 to 1.3 liter per minute. In the experiments of this project, we set

the flow rate to less than one third of its capacity and is kept constant.

4.5 Traversing System

The wind tunnel is also equipped with a controllable 3-axis traversing system shown in Figure

4.6. By mounting a Khepera IV robot on top of it, it enables 3D movements for the wheeled

robot. We mainly used this setup to scan the wind tunnel for ground truth purposes, but in a

few cases, we used this combination to validate algorithms in a 3D space.
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5 Simulators

Simulations allow for faster prototyping, easier evaluation, and better understanding of robots

behavior. While validating the performance of algorithms, we usually start by evaluating them

in simulation, where the gas plume is visible and the behavior of the robot can be judged more

precisely. In this chapter, we will present the simulators that we leveraged in this work and

explain our procedure to gather data.

5.1 Webots

For all the simulation experiments, we used Webots [52], which is an open-source high-fidelity

robotics simulation software. The simulation environment was extended with a previously

developed gas dispersion plugin [53] which allows for a reasonably realistic simulation of gas

plume, based on the filament-based atmospheric dispersion model proposed in [2].

The Khepera IV robot, equipped with an olfaction and anemometer sensor, was also simulated

in Webots, which is reasonably faithful to the real robot’s characteristics. The communication

between robots is also available in Webots which is designed as a simplified channel model

with no package loss.

Another feature that we leverage in our simulations is a supervisor code that can control some

properties of the simulation. For instance, before the start of each experiment, the positions

of the source and the robots are randomly modified and the position of the source is stored

in a file as ground truth. Furthermore, once the goal position of the robot is determined, it is

communicated to the supervisor to place an indicator on the ground which makes it easier to

follow the behavior of the robots.

We simulated an environment similar to our wind tunnel in terms of shape. Therefore, most

of our simulations take place in a 20×4× 2 m3 environment. In the later stages of the thesis,

we decreased the used area to 10×4× 2 m3 to exactly match the length of the usable area in

the wind tunnel, which means the area covered by the positioning system.

27



Chapter 5. Simulators

Figure 5.1 – Simulation environment in Webots, with the source upwind, the robot downwind,
and the odor patches represented with blue hexagons.

The localization of the robot is done globally, using an emulated GNSS. When the robot does

not use its global position in the algorithm, this value is kept as ground truth.

A view of the simulated environment can be seen in Figure 5.1.

In most of the experiments, the simulated wind flow is laminar and stationary in its intensity

and direction (i.e., no meandering and wind gusts). In case obstacles were used in the setup,

the wind flow needed to be simulated using OpenFOAM before being imported in Webots by

the gas dispersion plugin. A brief explanation of our OpenFOAM setup is given in Section 5.2.

5.1.1 Calibration with wind-tunnel data

In order for the simulations to be a faithful representation of the real experiments, we cali-

brated the simulation environment as much as possible with the information coming from

the real wind tunnel. The goal was to tune the parameters of the simulation environment in

such a way that, in different environmental conditions, the plume (i.e. average concentration

at each position relative to the source location) is as close as possible to the one generated in

the wind tunnel.

Environmental conditions

The wind speed and source release rate are the two environmental conditions that we often

vary in this project to evaluate the performance of algorithms in different situations. In the

wind tunnel, these two parameters can be controlled by adjusting the speed of the wind tunnel

fan and the power of the pump that acts as the gas source.

The speed of the fan is a value measured in rounds per minutes (rpm). In order to convert

the fan rotation speed to wind speed in the wind tunnel, we need a function between the two.

Therefore, for different fan speeds, we have measured and averaged the wind speed at the

inlet, using a hand-held hot-wire anemometer. As the relationship seems to be linear, we fit a

linear function between the two values. As a result, the wind speed in the wind tunnel can be

approximated using the Equation 5.1. The fitted linear function and the measured values are
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Figure 5.2 – Conversion of fan speed to wind speed in the wind tunnel.

shown in Figure 5.2.

speedwi nd = 0.0044643∗ speed f an −0.21429 (5.1)

The other controllable parameter in the wind tunnel is the pump power which determines

the source release rate. Since the exact value of released pure ethanol is not relevant in this

thesis and also non-trivial to measure, we only consider the output power of the gas pump. As

explained in Section 4.4, the power of the pump goes from 0.2 to 1.3 liter per minute and its

control knob has 11 discrete indicators. Therefore, we assume that each indicator shows an

increase of 0.1 l/min in the release rate. It is worth noting that the gas coming out of the source

inlet is not pure ethanol, it is air mixed with evaporated ethanol. However, it is observed that

by increasing the pump power, the evaporation of ethanol is also accelerated, and thus more

ethanol is released.

Simulation parameters

In our simulation environment, and more specifically, in the gas dispersion plugin that simu-

lates the plume, there are many parameters that need to be tuned for this calibration.

Besides the wind velocity and the source release rate, there are parameters related to gas

filaments propagation, namely the amount of gas filaments, their width, their growth rate

over time, and the standard deviation of diffusion. Since each of them affects the plume in a

different way, we need their values to be correctly set to have the desired level of calibration.

Moreover, all the parameters related to the filament propagation should be fixed for all en-

vironmental conditions. The wind velocity can be set according to the Equation 5.1, and

similarly, the release rate is assumed to be a linear function of the pump power. Therefore,

there are six parameters to be tuned in total.
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Figure 5.3 – Different number of samples and their average. The colored lines show the average
values and the gray area, the actual measured samples.

Measurements and results

Since the reference for this calibration are the wind tunnel data, we first gathered data in the

wind tunnel for different environmental conditions, i.e. different wind speeds and source

release rates. For this purpose, we used a Khepera IV robot to scan an area of 10× 4 m2, with a

resolution of 15 cm in the Y-axis (crosswind direction) and 2 m in X-axis (upwind direction).

The resolution is chosen to be higher in the Y-axis, as the concentration variation is higher in

the Y-axis compared to the X-axis.

At each point, during this scan, the Khepera robot stops for 5 s to gather 50 gas concentration

samples, (the sampling rate was 10 Hz). In order to make sure 50 samples give enough data for

this calibration, for a given set of data points, we plot the average and the actual samples for

10 to 100 samples in Figure 5.3. Although slight differences exist between 50 samples and 100

samples, we can see that the general form of the signal is well presented. Therefore, for the

rest of this thesis, we always keep 50 samples to calculate the averaged values.

Figure 5.4 shows the result of one of the scans in the wind tunnel, with a wind speed of 1

m/s and a release rate of 0.4 l/min. The light blue dots show the position on X- and Y-axes of

samples. The Z-axis shows the concentration of each sample which is a relative value given

by the VOC sensor. The vertical red line on each sample shows the standard deviation of

concentration variations. As seen in this plot, the wind has a slight deviation with respect to

X-axis, which also intensify with lower wind speeds. Since the deviation depends on the wind

speed, we also included it in the simulated plume for a better accuracy of the calibration.
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Figure 5.4 – The result of one of the scans in
the wind tunnel.

Figure 5.5 – The simulated plume obtained
in Webots after calibration overlapped on the
corresponding wind tunnel plume.

The metric used for this calibration is the Root Mean Squared Error (RMSE). We compare each

sample point between the wind tunnel scan and the simulated plume and sum all the errors

over all environmental conditions. Therefore, for each set of six parameters, we find an error

value that we would like to minimize.

For this optimization problem, we used the Particle Swarm Optimization (PSO) method [54]

from the Global Optimization Toolbox of Matlab. The objective function is designed to get

six parameters and run a Webots simulation with the given parameters. In that simulation,

emulated static sensors are placed exactly at the positions where samples are gathered in the

wind tunnel to collect gas concentration. Then, the two plume are compared through RMSE.

Figure 5.5 shows a plume obtained in a Webots simulation with calibrated parameters, over-

lapped with the same plume shown in Figure 5.4. We can see that the width of the plume and

the levels of concentration are very similar in both plots, while the shape of the simulated

plume seems more regular and uniform.

Discussion and conclusion

The most prominent characteristics of olfaction-related research is the stochasticity of the

measured field. Since many uncontrollable environmental conditions could affect the plume

shape or the exact concentration levels, a perfect calibration with ideal accuracy is neither

possible nor relevant. Even if it was possible to get a 100% accuracy in this calibration, it would

not guarantee that another round of sampling would result in the exact same measurements.

Therefore, in this calibration, we limited our expectation to similar plumes in terms of gas

concentration, with consistency between different environmental conditions.

The wind tunnel provides a controlled environment, but it is still influenced by physical

phenomenons that are out of our control. Here, we explain in a few points the main differences

between the simulated environment and the one of the wind tunnel:
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• Active source: the gas source used in the wind tunnel is active, while the one in the

simulation is passive. An active source will cause a lower concentration at the very

vicinity of the source compared to a passive one.

• Gas sensors: apart from the plume itself, the tool that measures the concentration

is also different. The VOC sensors used in this thesis are calibrated only for ethanol

concentration and might return slightly different values in different temperature and

humidity conditions. Moreover, sensors can be damaged over time, which causes

discrepancy between different sensors of the same type.

• Wind sensors: the simulated wind sensor receives the wind speed from the gas disper-

sion plugin, therefore its returned value is fully reliable. While it is possible to add noise

to this sensor for a better representation of real wind sensors, it was kept at zero in our

simulations.

• Baseline: in simulation, measuring the concentration outside of the plume will result

in a value of zero. In wind tunnel experiments, since the sensors are not only sen-

sitive to ethanol, their returned values outside of the plume are different from zero.

This value, which can vary from one experiment to another, is subtracted from all the

measurements.

• Gas residual: in simulation, each experiment starts with a clean environment where

the source starts emitting gas. In long physical experiments, however, when ethanol

was release in the wind tunnel for a long time, it is likely that traces of ethanol stays

on surfaces outside the main airflow. These gas residual are then picked up by the gas

sensor and impact the measurements.

In conclusion, given the complexity of the field that we tried to calibrate and all the uncon-

trollable and unmeasurable factors that played a role in shaping the plume, we believe to

have achieved a satisfactory calibration between the simulated plume and the one in the wind

tunnel.

5.2 OpenFOAM

OpenFOAM is an open source CFD software with a wide range of applications for simulating

complex fluid flows. In this thesis, we used OpenFOAM for simulating air flows when obstacles

were present in the environment. The outcome of wind simulations were then used in Webots,

through the gas dispersion plugin.

Different CFD algorithms are provided in OpenFOAM for different use cases, which are called

solvers. The properties of the simulated fluid, the type of simulation, and the intended

measurements are important factors in choosing the right solver. In our case, for a steady-state

simulation of air flow around obstacles we used the simpleFoam solver which is designed for

steady-state simulation of incompressible, turbulent flows.
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(a)

(b)

Figure 5.6 – The air flow simulated in OpenFOAM (a) and the plume generated in Webots (b).

Therefore, after defining the same environment as in Webots, including the obstacles, a mesh

is created in the entire volume. For every time step, determined by the time resolution, a

log file is created with the wind velocity for every cell. This file is then loaded in the Webots

simulation using the gas dispersion plugin. For a steady-state simulation, only one log file

is used for all time steps, but in case of a turbulent-flow simulation, at each time step, the

corresponding wind velocity needs to be loaded in the simulation.

The Figure 5.6 shows an example of simulated air flow in OpenFOAM and the resulting plume

generated in Webots in a steady-state simulation with a wind speed of 1 m/s .
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6 Introduction

Source Term Estimation (STE) is a well-known inverse modeling technique for dispersal of

hazardous chemical, biological, radiological or nuclear substances into the atmosphere. The

spread of such material is modeled by atmospheric transport and dispersion models which

require several variables as input, such as meteorological data, the strength and the location of

the release. Sparse meteorological data are nowadays available in local weather stations. The

strength and location of the release, however, are often unknown, and thus should be deduced

from sensor measurements in combination with appropriate modeling techniques [39].

STE algorithms consist of a formal framework that aims to estimate the characteristics of a

release source [39] by quantitatively estimating the parameters describing it. The nature of

the parameters depend on the source and the way the release is represented in the algorithm,

but in most cases, it includes the source location.

This framework usually involves different sub-methods and strategies to reach its final goal.

The versatility of STE algorithms allows them to be performed on a large variety of sensing

assets, ranging from static sensor networks [41] to mobile robots [55]. In cases where no

mobility is involved in the system, the only goal of the method is to process the received data

to estimate the sought characteristics of the plume. When deployed on robotic assets, however,

the general structure of a STE algorithm will consist of two main parts of equal importance:

estimation and navigation.

The estimation part, similarly to an immobile systems, leverages the observations to identify

different characteristics of the plume. This part usually relies on a plume model whose

parameters values are the information that we seek to estimate throughout the experiment

using the data that the mobile sensing assets acquire. Two main approaches exist in the

literature for estimation methods: optimization algorithms and probabilistic methods. The

difference between the two approaches is that the output data in probabilistic algorithms is

designed as a probability density function which is associated with a confidence level.

The optimization methods often rely on reducing the difference between predicted and
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observed data in an objective function. To optimize the output of the objective function, a

variety of difference methods have been leveraged, ranging from gradient descent methods

[56, 57] to simulated annealing [58, 59] and genetic algorithm [60, 61].

Probabilistic approaches, however, are based on Bayesian methods that seek a Probability

Density Function (PDF) on the source parameters which describes the parameters of the

source as well as the uncertainty on them. The most probable values of the parameters

are selected at the end as output. The PDF, deduced from the Bayesian method, is usually

evaluated using stochastic sampling algorithms, such as Markov Chain Monte Carlo (MCMC)

[41, 62] or Sequential Monte Carlo (SMC) [63, 64].

In the navigation part, the algorithm aims to maximize the amount of obtained information

by sending the agent(s) to the most informative point(s) in the arena. Although the navigation

methods coupled with STE are less tackled in the literature compared to the estimation

methods, many typical strategies adopted in different application fields could be leveraged for

solving the robotics navigation problem: autonomous search, informative path planning and

control, multi-robot cooperation, etc.

In the literature, navigation strategies used with STE include pre-defined rules: for instance,

the sensing agent moves in different directions with respect to the wind direction to collect

samples [65, 66], or its motion is based on the expected information gain. The information-

driven search strategy is often formulated as a Partially Observable Markov Decision Process

(POMDP) [67] with different reward functions, such as Kullback-Lieber divergence [68], Rényi

divergence [40], and mutual information [69].

The combination of an estimation and a navigation method represents a STE framework, as

presented in Figure 6.1, which continues until the parameters are estimated with negligible

uncertainty.

In terms of experimentations, the majority of the previous works applied STE either in simula-

tion or on pre-recorded databases. Very recently, a few works in the literature deployed an STE

algorithm on real mobile robots. The most prominent one [55], uses a coordinated multi-robot

system and a particle filter algorithm to estimate the source parameters. The navigation is

performed using a bio-inspired algorithm adapted to the probabilistic framework, and the

method was evaluated in simulation and in physical experiments with a humid air plume.

In this part, we will present the STE algorithm developed in this thesis with all its components.

Then we present the results of its performance evaluation to show the potentials of our

proposed method. Further in this thesis, in Part V, we qualitatively and quantitatively compare

this algorithm with other state-of-the-art algorithms.
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Figure 6.1 – The global structure of the presented STE algorithm
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7 The STE Algorithm

STE algorithms are compilations of different components. Estimation and navigation are

the most prominent parts of our proposed method, but there are other equally important

elements that influence the proper functioning of the algorithm. A summary of different

components as well as their relationships are presented in Figure 7.1.

In this chapter, we will describe in detail the theoretical and technical aspects of the proposed

algorithm.

7.1 Plume Model

A plume model is often an analytical expression that defines the gas concentration for a given

point in space, based on the source location and other characteristics such as source release

rate, release start time, diffusion and advection parameters, etc. Probabilistic algorithms usu-

ally leverage a plume model for updating their belief about the source position by comparing

the collected concentration data in the environment with the ones deduced from the plume

model. Multiple definitions for the atmospheric dispersion model exist in the literature; they

differ in terms of complexity, use-case, underlying environment, etc.

In this section, we describe the plume model that we used in our method.

7.1.1 Pseudo-Gaussian plume model

One of the most common plume models in the literature is the pseudo-Gaussian concentration

plume model [70] which describes the time-averaged concentration model for a continuous

point source in a laminar flow. It is presented in Eq. (7.1), where Q is the source release rate

and ū the average wind speed.

C (Q, xs , ys , zs ,σy ,σz ) = Q

2πūσy (x −xs)σz (x −xs)
e
− (y−ys )2

2σ2
y (x−xs )

− (z−zs )2

2σ2
z (x−xs ) ∀x ≥ xs (7.1)
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Figure 7.1 – The global structure of the presented STE algorithm
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In this equation, the X-axis is assumed to be aligned with the direction of the airflow and it is

defined for all the x downwind of the source (i.e., ∀x ≥ xs). The concentration is simply 0 for

all points upwind of the source (i.e., ∀x < xs). The source is positioned at (xs , ys , zs) and σy

and σz are the standard deviations of gas dispersion in the Y- and Z-axis, respectively; they are

simplified to be linear functions of upwind distance from the source (x −xs).

Therefore, in a STE method, the goal is to estimate the set of parameters of the model,

namely m = {Q, xs , ys , zs ,σy ,σz }. As the standard deviations σy and σz are both of form

σ(x − xs) = a(x − xs)+b, they each have two parameters to be estimated. Therefore, to

simplify further, the plume is assumed isotropic in Y and Z directions, hence σy =σz . Thus,

after the simplifications, six parameters remain to be estimated, making the problem six-

dimensional. The range and resolution of all the parameters are chosen empirically.

When working in a 2D space, the equation is simplified as shown in Eq. (7.2) and the set

of parameters to be estimated reduces to m = {Q, xs , ys ,σy }, where the problem becomes

five-dimensional.

C (Q, xs , ys ,σy ) = Q

2πūσy (x −xs)
e
− (y−ys )2

2σ2
y (x−xs ) ∀x ≥ xs (7.2)

7.2 Parameter Estimation

Estimation is the most essential part of the algorithm, where the observations of the system are

translated into belief about the parameters that we seek to estimate. In our proposed method,

the estimation is performed probabilistically using the Bayesian formulation presented in

Eq. (7.3), where m represents the set of model’s parameters and D the obtained data through

sampling. The posterior P (m|D) represents the probability distribution on the parameters

values.

P (m|D) = P (m)P (D|m)

P (D)
(7.3)

The evidence P (D) being a normalization factor, it can be neglected. Hence,

P (m|D) ∝ P (m)P (D|m) (7.4)

We consider the prior P (m) a uniform distribution in between the limits of each parame-

ter. Therefore, the posterior P (m|D) will be proportional to the likelihood P (D|m) in the

parameters limit, and equal to 0 outside.

The likelihood P (D|m) defines the probability of obtaining a set of data, given a set of param-

eters. In other words, it returns the likelihood of a set of parameters given the data that the
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robot has been collecting up to the present time. It is defined in [41] as follows:

P (D|m) ∝ exp

(
− 1

2

∑
i

(
(Di −Ci (m))2)

σ2
M +σ2

D

))
(7.5)

where σM and σD represent the standard deviations of model and measurement error, respec-

tively. Both errors are assumed to be normally distributed, with mean on 0.

The sum in Eq. (7.5) is applied on all samples Di that the robot gathers during the experiment.

Ci (m) is the concentration determined by the plume model for a set of source parameters m

for a sample i . It is defined using the plume model presented in Section 7.1. Di is the actual

measured data for the very same sample i . Since we use time-averaged plume models, the

sample should be preferably represented by the mean of the sensed concentrations over a

fixed time window. Therefore, to gather one sample, the robot stops at each target point for

5 s and then calculates the average of the sensed values gathered at 10 Hz (50 concentration

values in total).

Since there are many parameters to estimate, the posterior probability density function has to

be a multi-dimensional matrix, which is very time consuming to be entirely calculated. The

solution to this problem would be to use an approximation algorithm such as the Markov

Chain Monte Carlo (MCMC) [71] that allows evaluating the posterior probability function

through efficient sampling.

In this work, we use the Metropolis–Hasting method [72]. The important factors in this method

are the number of iterations and the proposal distribution which is chosen as a Gaussian

function with the same dimensionality of the posterior probability function. Here, we only

present the concept from a general perspective.

At each iteration, a candidate point p in the proposal distribution is chosen, which is equivalent

of a set of parameters p = {Qp , xp , yp , ap ,bp }. Then, the likelihood of this point P (p|D) is

calculated and compared to the one of the previous point. The higher is the likelihood of the

new point compared to the previous one, the higher is the chance of accepting it. In the case it

is accepted, its likelihood is saved on the posterior probability distribution and replaces the

previous point as the mean of the proposal distribution.

Once the posterior is calculated, we extract a few pieces of information from it, that are all

relevant in the algorithm:

• Expected value: the average of the parameter sets, weighted by their posterior probabili-

ties shows the current belief of the algorithm on the sought parameters. This value is

essentially the output of the algorithm, i.e. when the algorithm ends, the source position

is declared on the expected value of the posterior on each coordinate of the source

position.

• Maximum a posteriori: the set of parameter with the highest probability could lead the

44



7.3. Navigation

robot to a highly informative point, as it either radically changes the belief or reinforces

it. Thus, this value is used in the navigation part, explained in Section 7.3.

• Entropy: the uncertainty on the posterior shows whether the belief is based on sufficient

information. The entropy is, therefore, used to determine if the goal of the algorithm is

reached and if so, the algorithm can stop. The ending strategy is explained in Section

7.4.

With the three outputs of the estimation part, the algorithm can continue the cycle by deter-

mining a new location in the search space to sample. This is done in the navigation part.

7.3 Navigation

The main goal of the navigation strategy is to feed the estimation part with worthwhile infor-

mation that lead to an as precise and as quick as possible localization of the source. Therefore,

it needs to predict which neighboring point is the richest one in terms of information, in

order to send the robot to it. For this purpose, we propose to use POMDP [67] as a predictive

navigation method to guide the robot in a profitable fashion.

POMDP requires three components for its operation: a posterior distribution, a set of possible

actions, and a reward function. The posterior distribution is already given by the estimation

part. As for the set of actions, to simplify the robot’s motion and to reduce the computational

cost, we limit the movement on one axis at a time. Since the movement is possible in both

positive and negative directions on all three axes, the set of possible actions becomes six-

fold in a 3-D environment. The most essential component of this navigation method is the

reward function, as it determines the behavior of the robot. In this work, it is chosen to be the

relative entropy (also known as Kullback–Leibler divergence) [73] which represents the gain of

information from one probability density function P to another Q, defined in Equation (7.6).

In our case, P would be the probability density function obtained through the estimation part,

and Q the predicted probability density function that is calculated separately for each of the

target points using the expected value of the current belief on the source parameters.

DK L(P ||Q) =∑
j

P ( j )log
P ( j )

Q( j )
(7.6)

Thus, at each step, once the six possible target points are determined, the robot will first

predict the concentration that would be measured in each of them, using the current esti-

mation of the model parameters. Then, it calculates the potential update of the posterior

probability function using the Bayesian formulation, which would result in the predicted

posterior probability function Q. Finally, it evaluates the gain of information at each point

using Equation (7.6).

The chosen target point leads the robot to the direction with the highest expected gain of
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information. However, in the case where the robot does not have any information about

the plume, i.e., no concentration is sensed, no direction would give more information than

others. Hence, the robot tends to serially sample in all directions, and, as a result, it stays in

the same region for a long time. To make the search more global, we need a component in the

navigation strategy that promotes more exploration at the beginning, as well as leads the robot

gradually towards the source when the estimation becomes more accurate. This indicating

index can be seen in the evolution of the maximum a posteriori value of the source position.

Indeed, while the value of entropy is around maximum (i.e., very little information is available),

the maximum a posteriori value, remains very unstable, but it converges towards the ground

truth, similarly to the expected value, when the estimation becomes more accurate.

Therefore, we suggest to define the movement vector as a weighted sum of two 3-D vectors:

the one leading towards the target point that provides more information, given by Kullback–

Leibler divergence calculation, ~VK LD and the vector that leads to the maximum a posteriori

value of the source position ~Vsour ce .

~V =α~VK LD + (1−α)~Vsour ce (7.7)

Intuitively, one would suggest that the algorithm should lead the robot towards the expected

source position, as opposed to the maximum a posteriori. However, the expected source

position never promotes exploration and might entrap the robot in an equilibrium. The

coefficient α in Equation (13.1) determines how global or local the search would be. Its

optimal value is studied in Section 8.1.1.

In later stages of the thesis, with the intention of reducing the traveled distance by the robot,

we also take into account the distance of candidate points from the current robot’s location.

The detail of this improvement on the navigation method is explained in Section 13.2.

Once the new goal position is determined, the robot moves toward it to gather a new observa-

tion. Thus, the cycle continues with estimation, until the ending condition is met.

7.4 End of Algorithm

The algorithm stops when the uncertainty on the system’s belief on the source parameter

estimation becomes very low. More concretely, the uncertainty indicator is the entropy of the

posterior probability function. When it goes below a certain threshold the algorithm supposes

to have all the information it needs to declare the source position.

The threshold is chosen arbitrarily and is fixed for all experiment to about 2% of the maximum

entropy of the posterior density function. One could set the threshold to 0 to ensure that the

algorithm continues until the posterior density becomes a Dirac function. However, setting

46



7.4. End of Algorithm

the threshold to a slightly higher value, as we did in this work, allows for stopping earlier when

the uncertainty becomes negligible.

Additionally, there is also a timeout that forces the algorithm to stop when the estimation takes

more time than expected which is represented by a pre-established total number of iterations.

When one of the ending conditions is met, the algorithm will declare the expected value of the

posterior as the position of the source along with other parameters of the plume model.
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8 Performance Evaluation

To evaluate our method, we first carry out systematic experiments in simulation to study the

impact of some algorithmic parameters. Then the same procedure was followed in exper-

iments achieved in our wind tunnel facility to validate the performance in physical reality.

Moreover, the impact of environmental conditions have also been studied. Finally, our pro-

posed method was compared in terms of performance with another algorithm as benchmark.

In the present chapter, we explain the experimental procedures in detail, as well as their

outcome.

8.1 Simulation Experiments

Our STE algorithm is first evaluated in a 2D simulated environment leveraging Webots, as

presented in Section 5.1. The simulated wind flow, in this set of experiments, is kept quasi-

laminar and stationary in its intensity and direction (i.e., no meandering and wind gusts). To

make the performance evaluation as fair as possible, we randomly set the initial position of

the robot in the whole environment, as well as the position of the source on the Y-axis. On

X-axis, the source remains on extreme upwind direction, with 1 m distance from the wall. This

choice ensures that the setup is as challenging as possible while the flow condition remains

uncomplicated.

Figure 8.1 shows a sample trajectory of the robot. In this example, the robot started far from the

source. At the beginning of the experiment, large steps were taken to explore the environment.

When the uncertainty gradually decreased, the maximum a posteriori value converged to the

expected value and as a result the steps became smaller. Finally, for the uncertainty to become

negligible, the robot sampled several points around the source position area before stopping

the algorithm.
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Figure 8.1 – Example of robot’s trajectory in simulation. The initial position of the robot, as
well as the real position of the source and its predicted one are shown. On each sampled point,
the measured concentration is indicated by the color of the circle, which corresponds to the
averaged value of the measurements in a 5-s time window. The measured concentrations are
relative values given by the sensor in mV .

8.1.1 Algorithmic parameters

The presented algorithm has three essential parameters that impact the performance: model

and measurement errors considered in the likelihood, σM and σD in Equation (7.5), that

influence the uncertainty on the estimation, and the ratio α between exploration and exploita-

tion in the navigation part. In the simulation, we assumed to have no measurement error

(i.e., σD = 0), firstly, because in our simulation we could set the measurement noise to 0 and

secondly, because this allowed us to isolate and tune the model error σM in our setup. The

value of measurement error σD was studied later in physical experiments, as presented in

Section 8.2. In the simulation, we evaluated the performance of the algorithm using different

values of the two remaining parameters (α and σM ) to find the best set of values.

The metric that we used for evaluation is the traveled distance before the robot reaches the

end of the algorithm as well as the estimation error on the source position on the X and Y-axis.

The algorithm estimates other parameters of the model as well, namely Q, σy and σz , but

their values are not of primary interest for us as we focused on the performance of the robot as

opposed to the faithfulness of the model to the physical transport phenomenon. Both metrics

deliver positive values, with the lower the value, the better the performance. For each set of

values, we repeated the simulation 10 times in a fixed environmental condition, where the

wind speed was set to 0.9 m/s and the source release rate to 5%. This condition is labeled C in

Table 8.1 and the actual values are mentioned in Table 8.2.

The results are presented in Figure 8.2. On each box, the central mark indicates the median,

and the bottom and top edges of the box indicate the 25th and 75th percentiles of the results,

respectively. The whiskers extend to the most extreme data points without considering the

outliers, which are plotted individually using the “+” symbol. The parameter values corre-

sponding to the labels are presented in Table 8.3. The results show that the likelihood model

error σM has a direct impact on the traveled distance. Naturally, the more uncertainty is

considered, the more time the algorithm needs to converge. However, too low values also have

50



8.1. Simulation Experiments

Figure 8.2 – Evaluation results in simulation with different algorithmic parameters in the global
framework. See Table 8.3 for the meaning of the labels.

Table 8.1 – Environmental condition setups.

Label A B C D

Wind Speed Low Low High High
Release Rate Low High Low High

negative impact on the estimation of the X value of the source position. The justification is

that the pseudo-Gaussian plume model that we use in our algorithm does not entirely match

the model used in the simulation odor dispersion plugin. Therefore, we need to allow for some

values of model error. Given the results, σM = 30 seems to be the best compromise between

the two metrics.

As for the exploration–exploitation ratio α, when at the highest value A5 (high exploration), it

visibly perturbs the accuracy of the algorithm. On lower values (A1–A4), on the other hand,

it appears to affect mostly the traveled distance, but very slightly. Therefore, we chose the

middle value 0.5, which means 50% ratio between exploration and exploitation.

Table 8.2 – Environmental parameters studied in simulations and wind tunnel experiments.

Parameter Tested Values

Wind speed (m/s)
Simulation: 0.2 (low), 0.9 (high)

Wind tunnel: 0.6 (low), 1.0 (high)

Source release rate
Simulations: 5% (low), 10% (high)

Wind tunnel: 70% (low) and 100% (high)

51



Chapter 8. Performance Evaluation

Table 8.3 – Labels associated with algorithmic parameters value.

Label S1 S2 S3

σM 10 30 50

Label Sd1 Sd2 Sd3

σD 100 125 150

Label A1 A2 A3 A4 A5

α 0.1 0.3 0.5 0.7 0.9

8.1.2 Environmental parameters

Once the best algorithmic parameters were deduced, we studied the performance of the

method in different environmental conditions. We considered two environmental parameters

that have a high impact on the complexity of the problem: wind speed and source release

rate. Indeed, when the wind speed is high, the plume is narrow, i.e., the crosswind section of

the plume is small. Therefore, once the plume is found by the robot, following it towards the

source is relatively easy. When the wind speed is low, on the other hand, the plume takes a

less defined shape, its crosswind section becomes larger, and the robot has a higher chance of

failing in its task. Additionally, for a given source release rate, when the wind speed is low, due

to diffusion, the gas becomes more dispersed in the environment and thus the concentration

becomes lower at a given point located at the center of the plume axis, compared to a situation

where the wind speed is high. Therefore, the contrast between two points that are inside and

outside of the plume becomes less significant in low wind conditions. Furthermore, since the

source release rate impacts the intensity of the concentration levels that the robot senses, the

robustness of the method to the amplitude of the odor concentration data was evaluated by

varying it. Table 8.2 lists the values of the environmental parameters in our experiments. Each

set of experiments was repeated ten times.

The results of these evaluations are presented in Figure 8.3. The error is mostly very low on the

source position in all environmental conditions. In the worst cases, it is around 10 or 20 cm on

the Y-axis. On the X-axis, on the other hand, it is usually around 1 m. We suspect that the issue

could come from the granularity for estimating the posterior probability density function,

which is 0.5 m on the X-axis, while 0.2 m on the Y-axis. From a general point of view, however,

we can see that the performance of the algorithm is very similar in all the tested environmental

conditions. This result was expected, since the underlying model of the experiment adapts

itself to both wind speed, which is captured using an anemometer, and release rate, which is

estimated during the experiment by the algorithm.

The only cases where we observe a difference in performance, is in the traveled distance

in condition A and the accuracy on X-axis in condition D. The higher traveled distance in

condition A seems to be logical given the difficulty of the setup. In fact, the low wind speed

does not give the plume a well defined shape and the low source release rate makes it hard for

the robot to find cues for the estimation. Therefore, the robot needs to explore more in the
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Figure 8.3 – Evaluation results in simulation for different environmental conditions in the
global framework. See Table 8.1 for the meaning of the labels.

environment to collect valuable data and localize the source. The lower accuracy in condition

D, on the other hand, could be caused either by the fact that the algorithmic parameters

were studied and adjusted only in condition C, or by the discrepancy between the plume

model (pseudo-Gaussian and representing the stationary distribution of the plume) used

in the algorithm and the one used in the simulation (filament-based [2] and emulating the

dynamics of the plume). Such discrepancy is in any case small as demonstrated in [2] and

our implementation. Indeed, in [2], it is shown that the filament-based model matches the

long-term time-averaged pseudo-Gaussian plume model. However, the comparison was made

with a three minutes time-averaged data, and the chosen σy was a nonlinear function in the

x coordinate. In our simulation setup up, the long-term equivalence of the two models was

validated with a second degree polynomial function for σy . However, for the sake of simplicity,

and since the coefficient of the second degree term was negligible, we chose to approximate

the equations to a first degree linear function.

8.2 Physical Experiments

Figure 8.4 shows a sample trajectory of the robot in the wind tunnel. Similarly to the simulation

experiments, first, the robot started to explore the environment by taking large steps. Once

it found the plume and had less uncertainty about the source parameters, the steps became

smaller and the overall movement was oriented towards the source. The final expected source

position was only a few centimeter away from the real source position.

The concentration values show that the plume is very narrow close to the source, and therefore,

a slight deviation from the plume axis results in a lower concentration. Additionally, there is a

slight shift in the wind direction in the test environment, which is why the plume is not exactly

aligned with X-axis.
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Figure 8.4 – Example of robot’s trajectory in physical reality. The initial position of the robot,
as well as the real position of the source and its predicted one are shown. On each sampled
point, the measured concentration is indicated by the color of the circle, which corresponds to
the averaged value of the measurements in a 5-s time window. The measured concentrations
are relative values given by the sensor in mV.

Figure 8.5 – Evaluation results in wind tunnel experiments with different values of σD . See
Table 8.3 for the meaning of the labels.

8.2.1 Algorithmic parameters

Unlike in simulation, in physical experiments, it is inevitable to have measurement errors.

Therefore, in our wind tunnel experiments, we studied the parameter σD of Equation (7.5),

which is the standard deviation of the measurement error. In these experiments, the parame-

ters σM and α were fixed to the best values deduced from the simulation results presented in

Section 8.1.1.

Figure 8.5 shows the performance of the algorithm with different values of σD . In these

experiments, the maximum number of iterations was fixed to 50. With σD = 150, the error on

X and Y are very small, but the number of iterations is very close to 50. When σD = 100 the

error on X is about 2 m on average, which is relatively high. This is why the middle value, 125,

was chosen for the rest of the experiments.
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Figure 8.6 – Evaluation results in wind tunnel experiments in different environmental condi-
tions. Refer to Table 8.1 for the meaning of the labels.

8.2.2 Environmental parameters

Similar to the simulation, the algorithm was also evaluated in the environmental conditions

listed in Table 8.2. Each set of experiment was carried out five times.

Figure 8.6 shows the results of the experiments in different environmental conditions. In most

of the experiments, there is a larger error on X compared to Y, similar to the simulation results.

In these experiments, the amount of error is higher compared to the simulation, mainly

because the maximum number of iterations was arbitrarily fixed to 50, but also because of

different irregularities that happen in physical experiments. In all cases, the mean error on X is

less than 1.2 m and on Y less than 0.1 m. Therefore, we can conclude that the algorithm shows

robustness to the wind speed and source release rate, in the tested configurations. Further

evaluations in more extreme conditions would be necessary to claim that the algorithm is

robust to any environmental condition.
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9 Conclusion

We successfully developed a STE method and evaluated it in simulation and in a wind tunnel

with different algorithmic and environmental configurations, namely wind speed and source

release rate.

One of the advantages of this algorithm is its capability to cover the three sub-tasks of the

GSL problem. The enhanced navigation method that we proposed allowed for a smart search

for the plume acquisition part. The amount of uncertainty associated with the estimation

ensured the source declaration sub-task as well.

Thanks to the MCMC method, the high computational cost related to probabilistic algorithms

was remarkably reduced and the algorithm could be run entirely on a Khepera IV robot.
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10 Introduction

Despite the growing interest in the field of GSL, application fields are often kept simplistic

in the literature, due to the high complexity of the problem. However, in order to progress

toward real-world deployments, algorithms must be capable of coping with more challenging

environments. For an algorithm to be applicable in realistic environments, it needs to be

adapted to more challenging and complicated setups.

Although 3D GSL methods are recently attracting more attention due to easily accessible

flying vehicles, few works can be found addressing the problem of environment complexity

and sensing system variation. Furthermore, a single algorithm, capable of coping with all

three axes of complexity would be a major step toward a real-world scenario where any of the

scenarios, or a combination of them, could occur.

To determine if the STE algorithm is capable of such adaptability, after having evaluated our

method in a baseline scenario, we introduced new features and considered multiple more

complex scenarios.

Three different axes of complexity for the scenarios are considered in the scope of this thesis:

• Spatial dimensions: performing STE in a 3D search space.

• Sensing system: deploying STE on a homogeneous multi-robot system.

• Environment: adapting the STE method to operate in an unknown and possibly cluttered

environment.

For each scenario, after making the appropriate adaptations, the algorithm is thoroughly

evaluated in systematic experiments. The detail of the adaptations and assessment results

are presented in the remaining chapters of this part. Differently from Part III and V, since

different challenges are addressed in each chapter of this part, separate conclusive sections

are presented at the end of each chapter, instead of a general one at the end of this part.
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11 STE for 3D Search

11.1 Introduction

Despite an important number of research on GSL, and even though the gas plume distribution

is inherently a 3D phenomenon, the large majority of the algorithms have been developed for

a 2D space. Additionally, most of the few works considering the third dimension, have been

carried out in highly simplified environments.

In a first attempt, Ishida et al. [74] developed a sensing probe for three-dimensional gas

source localization, using an ultrasonic anemometer and six gas sensors. The airflow velocity

and the gas concentration gradient was measured and then combined, in order to obtain

a three-dimensional vector. Bio-inspired algorithms have also been implemented in 3D in

[75] and [76] where the methods of dung beetles and moths are used respectively. A 3D

formation-based system is presented in [32] as a combination of ground and an emulated

aerial robot.

In most of the 3D works, a simplified version of an aerial vehicle is used. The main reason is

because the propellers of drones might disturb the plume while moving inside it.

In this thesis, in the interest of showing that STE algorithms are applicable to a 3D space, we

have evaluated our algorithm in simulation under different environmental conditions.

11.2 Adaptations

The main difference induced by the extra dimension is due to the plume model. The Z

component of the source location is taken into account as well as the parameter σz in the

plume model, presented in Equation 7.1. However, since the plume is assumed isotropic in Y

and Z directions, hence σy =σz , the only extra parameter to estimate is the Z component of

the source location zs .

Therefore, in the estimation part, the posterior becomes six-dimensional and in the navigation
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Figure 11.1 – Simulation environment in Webots, with the source upwind, the robot downwind,
and the gas patches represented with blue hexagons.

part, the movement vectors become three-dimensional.

11.3 Performance Evaluation

This scenario, being a slight modification from the baseline environment is only validated

in simulation. We carried out systematic experiments in simulation to study the impact of

environmental conditions, i.e. the wind speed and the release rate. In the present section, we

explain the experimental procedure and the outcome.

11.3.1 Simulation experiments

In this particular setup, by disabling the gravity in Webots, we were able to use our wheeled

robot as an aerial vehicle to assess the algorithm in 3D, illustrated in Figure 11.1. The simulated

area was designed to be 2 m high. To make the performance evaluation as fair as possible, we

randomly set the initial position of the robot, as well as the position of the source on the Y-

and Z-axis. On the X-axis, the source remains on extreme upwind direction, with 1 m distance

from the wall.

Figure 11.2 shows a sample trajectory of the robot. In this example, similarly to the 2D setup,

at the beginning of the experiment, large steps were taken to explore the environment. When

the uncertainty gradually decreased, the belief on the source location approached that of the

real one and, as a result, the steps became smaller around the area of the source position.

Finally, for the uncertainty to become negligible, the robot sampled several points around the

source area before stopping the algorithm.

Environmental parameters

We studied the performance of the method in different environmental conditions with the

algorithmic parameters deduced from the 2D environment. For the sake of consistency, the

environmental parameters are chosen to be the same as in the 2D setup, presented in Table

8.2.

The results of these evaluations are presented in Figure 11.3, where experiments were repeated
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Figure 11.2 – Trajectory example of simulation in 3D.

ten times for each setup. Apart from a few outliers, the error is mostly very low on the source

position and the number of iterations seems to be consistent in all environmental conditions.

The error is around 10 or 20 cm on the Z-axis, which is a good performance for a 2 m range

(≤ 10% error). On Y- and X-axis, the error is similar to the evaluation in the 2D setup, shown in

Figure 8.3.

Moreover, as in the previous experiments, we can see that the general performance is not

affected by environmental conditions. However, unlike the 2D setup, a few outliers can be

observed with very high estimation error. This might be caused by the higher complexity level

of the search due to the third dimension.

11.4 Conclusion

The presented results show that the STE algorithm is inherently able to operate also in a 3D

space. Experiments in a real 3D environment with a flying vehicle would be necessary to show

whether the algorithm would be still efficient when the airflow produced by the propellers

of the flying vehicle disturbs the gas plume. We expect that the measurement error of the

likelihood should be set to a higher value to compensate this effect. Moreover, if the effect

is so intense that the plume shape is also affected by this disturbance, then the model error

should be set accordingly as well.

From a system point of view, having a method that is versatile in terms of covered dimensions

is a major convenience for heterogeneous systems where both ground and flying vehicles can

cooperate through the same algorithm.
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Figure 11.3 – Evaluation results in simulation for different environmental conditions in the
global framework. See Table 8.1 for the meaning of the labels.
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12 STE for Unknown Environments

12.1 Introduction

Most of GSL applications target time-critical and punctual situations, where a predefined

map of the environment might not be available. Moreover, in case of an indoor environment,

as the GNSS-based techniques will not function properly and it is unlikely that the place is

equipped with indoor absolute positioning systems, the robot cannot localize itself in the

arena. Therefore, it seems important for such methods to be compatible with a priori unknown

environments.

In the previously presented implementation of the STE algorithm, for ease of experimentation,

the robot was assumed to have access to the map of the environment as well as its absolute

position in the map using a global positioning system. In this chapter, we present an adapta-

tion of the algorithm that makes it possible to function without a global map and an absolute

positioning system, which we call a local framework, as opposed to a global one.

In the local framework, the robot uses odometry to localize itself, with the origin being at the

starting point in the arena. To cope with lack of a global map, the robot creates a fixed-size local

map (e.g., 2 × 2 m2 in this work) aligned with the wind direction around itself and performs

the estimation and navigation on that local map using odometry. Once enough information is

acquired on the local map, it then moves to another place.

Even though the two frameworks seem very different in terms of localization method, we

applied the same concept on both of them and there are only a few minor differences in the

implementation, mainly in the navigation part, which we discuss in detail in the following

section.

12.2 Adaptations

The navigation method presented in Section 7.3 for the global framework is also valid for

the local one. However, in the case of the local framework, we need to introduce additional
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algorithmic features in order to cope with the lack of global localization and environment map.

A summary of all of them can be found in Algorithm 1.

As mentioned above, since the robot does not have the map of the environment, it has to

generate a local one as a base for its estimation and navigation. The same procedure as the

global framework is then applied to the local map with the exception that it is done at a smaller

scale and in different steps. More concretely, the algorithm is run on one local map, and then

the map is moved to another place where the robot restarts from the beginning. The cycle

continues until the source is localized inside the map and thus the entropy of the posterior

probability distribution drops below a fixed threshold.

Unlike in the global framework, where the shape of the environment is known a priori by the

robot, in the local framework, while navigating towards a target point to sample, the robot

might encounter an obstacle, for instance a wall. In this work, for the sake of simplicity, when

the robot encounters an obstacle on its way, it simply stops after having carried out an obstacle

avoidance maneuver (in our case, we used a simple Braitenberg algorithm [77]), and then sets

the measurement of the target point to 0. In this way, that point and its neighboring points are

not considered as sampling point candidates. Then, the cycle continues normally.

Another process that is special to the local framework is the way the robot decides to move from

one local map to the successive one. Conceptually, this should happen when there is enough

information for the robot to move on. However, since the error on odometry accumulates with

every step, we wish that the robot resets all position-based information (i.e., self-localization

and samples positions) in the new local map to reduce the influence of odometry error on

the performance. Therefore, moving to a new map means erasing all the previously acquired

information. Hence, spending too much time in one map would be a waste of time. Spending

too little time, on the other hand, although it reduces the number of iterations, could be

misleading. As a result, the maximum number of samples in the local map is one important

factor that we will study in this chapter.

Moreover, sampling the same number of points in all the local maps does not appear to be

optimal. Depending on where the local map is located with respect to the source location and

the plume in general, the robot might need to sample more, or fewer points. The case that

illustrates this situation is when the source is located inside the local map. In this situation,

we would want the robot to continue sampling in the same map until the end condition is

satisfied, rather than move to another map (which will be most likely again around the source)

and start over. The opposite case is when the local map is completely outside the plume and

the robot would sense no concentration at any point of the map. In this situation, we would

like the robot to move on to the next map as soon as possible, where it might have a better

chance of obtaining relevant information. Figure 12.1 illustrates the two mentioned examples.

Based on the arguments above, we adapted the number of samples in each map to the amount

of information that we obtain through sampling. More specifically, we define an initial sample

budget B0 that represents the number of samples that the robot would make if no information
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(a) (b)

Figure 12.1 – Position of the local map with respect to the source and the plume: (a) source
inside the local map of the robot and (b) local map outside the plume.

was available. The budget is then reduced every time one sample is made. However, this

reduction is not the same at every iteration and depends on how valuable the newly obtained

sample was. If the sample does not bring any information, i.e., the entropy stays the same as

the previous iterations or even increases, the budget is reduced by 1. If the entropy drops, on

the other hand, the budget would be reduced by less, depending on the amount of obtained

information. Equation (12.1) shows the mathematical definition of the budget reduction. Note

that Hpr evi ous can never be equal to 0 because, as explained in Section 7.4, as soon as the

entropy drops below a certain positive threshold, the algorithm stops. The optimal value of

the initial sample budget B0 is studied further in this work.

Bt =


B0 if t = 0

Bt−1 −1 if Hcur r ent
Hpr evi ous

≥ 1

Bt−1 − Hcur r ent
Hpr evi ous

otherwise

(12.1)

Once we know when to move to a new map, we need to know the best point to move to. For the

reasons mentioned in Section 7.3, it appears that the maximal a posteriori value of the final

posterior probability density function would be the best option. Indeed, we need to explore

the environment as much as possible when we receive very little information and we want the

robot to get closer to the source step-by-step when it has enough information. Using relative

entropy here would not be useful since, when we move to the new map, the previous points

would already be forgotten. Therefore, here pure exploitation seems to be preferable. Thus,

when the robot decides to move to a new map, it goes to the point indicated by the maximal a

posteriori value of the posterior probability density function, which becomes the center of

the new map. From that point, all the procedure starts over. Figure 12.2 shows a graphical
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Figure 12.2 – At time t , the local map is located at the position of the green square. The yellow
cross shows the maximum a posteriori value of the posterior probability density function,
which is the point that is going to become the center of the local map at time t +1. When the
robot decides to move the map, it travels to the yellow cross point, and it restarts the procedure
in the local map indicated by the red square.

representation of the move from one local map to another.

In the same line of exploitation, when no concentration is sensed in one map, there is still

one source of information that can be exploited, which is the wind direction. Therefore, to

increase the exploitation, our method moves the map crosswind when the sum of all sensed

concentrations is equal to 0. Whether to move left or right along the crosswind direction is

chosen randomly in a uniform way, and can be changed at each iteration.
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Algorithm 1: Local framework: when and how to change the position of the local
map

initialization;
while Entropy > entropy_threshold do

if Sample_Budget > 0 then
if obstacle encountered then

Stop the robot;
Measurement[goal_position] = 0;

else
Make measurement;

end
Estimation;
Update goal_position;
Move to goal_position;
Update Sample_Budget;

else
if sum(measurements) = 0 then

new_map_position = crosswind;
else

new_map_position = maximum a posteriori;
end
Reset Sample_Budget;

end
end

12.3 Performance Evaluation

To assess the performance of the algorithm in the local framework, we evaluated it in the

very same setups used for the global framework.The underlying algorithm and experimental

environments being identical in both frameworks, we used the chosen values of the parameters

that we previously studied, namely the exploration–exploitation ratio α and the likelihood’s

model and measurement errors σM and σD .

12.3.1 Simulation experiments

For the local framework evaluation, we used the same simulation environment in Webots as

in the global framework described in Section 8.1. Due to the characteristics of the framework,

the robot localized itself using odometry, and its navigation and estimation field was limited

to the local map, shown by the green square in Figure 12.1. The size of the local map 2×2 m2

was chosen in order to cover a small portion of our 20×4 m2 arena, and, at the same time, to

leave enough space for the robots to explore.

Figure 12.3a shows a sample trajectory of the robot in simulation. The samples are shown
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(a) (b)

Figure 12.3 – Two examples of the robot’s trajectory in the local framework: (a) simulation,
and (b) wind tunnel. The initial position of the robot is shown with an orange circle; the actual
source position (green cross) as well as its estimated location (red cross) are also indicated. On
each sampled point, the measured concentration is indicated by the color of the circle, which
corresponds to the averaged value of the measurements in a 5-s time window. The measured
concentrations are relative values given by the sensor in mV .

along with the robot’s trajectory. As expected, the robot took small steps and changed its

course usually towards the source position. At the end, the robot stopped very close to the

source where the algorithm reached its end.

Algorithmic parameters

As mentioned above, three algorithmic parameters were studied in the global framework, and

we simply used their chosen values for the local framework. However, in the local framework,

we introduced a new algorithmic parameter, namely the initial sample budget value B0, that

we still need to study.

Figure 12.4 shows the performance of the method with different values of B0, each repeated

ten times. As expected, the number of iterations systematically increases with higher values of

the initial budget. The source position estimation error, on the other hand, shows different

results: with very low values of sample budget, the error is very high, since the algorithm does

not obtain enough information to guide the robot in an efficient way. With values between 7

and 9, the error drops to acceptable values (1 to 2 m of error on the X-axis). For larger values

(e.g., between 25 and 50), however, we notice a slight increase in the error value on the X-axis.

We believe that this error is due to the accumulated odometry error after so many steps. For

the rest of the evaluation, we set the initial budget value to 7, which seems to be a close to

optimal value, according to the presented results.
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Figure 12.4 – Evaluation results in simulation with different initial values of the sample budget.

Figure 12.5 – Evaluation results in simulation for different environmental conditions in the
local framework. See Table 8.1 for the meaning of the labels.

Environmental parameters

To assess the robustness of the method to environmental conditions, we evaluated the perfor-

mance of our method in the local framework in the same conditions as in the global framework,

which are listed in Table 8.2.

Figure 12.5 presents the performance of the system in ten runs for each environmental con-

dition. While showing satisfactory results in some situations, the algorithm fails in others. It

appears that, in high wind speed (conditions C and D), the error is in an acceptable range, but,

in low wind speeds, the algorithm fails. We believe that it is due to the limited estimation field.

Indeed, when the robot is far from the source, in some situations, the posterior probability

distribution created on the local map predicts in which orientation the source is located and

therefore guides the robot towards it. In low wind speed, on the other hand, this does not

happen because the plume is much wider and thus it guides the robot less accurately, and,

since the robot does not keep the outcome of the previous local maps, it cannot recover after

being misguided.

73



Chapter 12. STE for Unknown Environments

Figure 12.6 – Evaluation results in wind tunnel experiments for different environmental condi-
tions in the local framework. See Table 8.1 for the meaning of the labels.

12.3.2 Physical experiments

The algorithm was also tested in the local framework in a wind tunnel. The same setup and

environmental conditions were used as in the global framework. The results, as shown in

Figure 12.6, seem consistent with the ones from the simulation in Figure 12.5. Indeed, in

high wind speed, the mean error is 0.25 m on the X-axis and less than 1 m on the Y-axis.

However, again, in low wind speeds, the algorithm seems to be misguided and fails. With the

confirmation of physical experiments, we know that the algorithm is not robust to different

environmental conditions in its current implementation.

In Figure 12.3a, a sample trajectory of the robot in a physical experiment is shown. Similar to

the sample trajectory from a simulation experiment shown in Figure 12.3b, the robot takes

short steps and finishes the task very close to the source.

12.4 Discussion

The algorithm shows robustness to the tested environmental conditions in the global frame-

work, but, in the local framework, it only works in high wind speed. We believe that it is

because, in the global framework, the source is certainly located in the map, where the estima-

tion takes place. In the local framework, the local map does not initially enclose the source,

but, using the estimated posterior distribution, it supposedly guides the robot towards the

source.

One advantage of the local framework that we did not address is the low travelled distance.

In Figure 12.7, the total travelled distances in both frameworks are shown in simulation in

condition C. It appears that, in the local framework, on average, the robot moves three times

less than in the global framework. The limited navigation strategy in the local framework, on

the one hand, and the large exploration steps in the global framework, on the other hand, are

the causes of the difference between the two frameworks.

In [78], we proposed a 3D gas source localization algorithm based on Infotaxis, leveraging a
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Figure 12.7 – Travelled distance in simulation for the environmental condition C in both
frameworks.

similar global framework to that used for the STE algorithm in this thesis. They both rely on a

gas plume model, but, in the Infotaxis algorithm, all model parameters but those defining the

source lcoation are assumed to be known before the experiment. This assumption, while being

applicable for a known environment, limits the usage of the method in real world scenarios

where there is usually no a priori information about the plume. The STE algorithm, on the

other hand, does not use a priori information on the parameters of the model and estimate

the values based on the acquired data. The only predefined values are the limits on the range

of each parameter. Thus, by choosing realistic yet meaningful ranges, the algorithm can be

run in different configurations.

It is worth mentioning that a few assumptions are included in the STE algorithm, as explained

in Section 7.2. However, they are different from a priori information which are meant to

simplify the evaluation. In this work, by making assumptions, we did not seek to simplify the

evaluation of the algorithm, but only the algorithm itself and its computation. For example,

assuming that the plume is isotropic (i.e., σy = σz ) was meant to decrease the number of

parameters to estimate, hence, to simplify the computation. Such simplifications might not

match with the real setup and thus the algorithm would work less efficiently. However, since

the algorithm showed success with these limitations, we can expect that it would work more

efficiently without them. The same reasoning is valid for the choice of the model, and the

assumption based on which it is driven.

Another interesting difference between this work and our previous one [78] is that, in that

work, the estimation was done on the entire map of the environment (globally) while the

navigation was done in small steps, i.e., more similar to our local framework. The results

of that work showed lower performance on low wind speed as well compared to high wind

speeds. However, the mean of error on source localization was lower in [78] than in the present

paper. Therefore, a combination of local navigation and global estimation seems to be more

suitable for this type of algorithms.
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12.5 Conclusion

We successfully adapted the proposed STE method on the local framework in simulation

and in physical reality. The impact of different algorithmic parameters were studied and the

robustness of the method to different environmental configurations, namely wind speed and

source release rate, was evaluated.

The successful evaluation of this method in the local framework, without any predefined

environment map and any global positioning system, shows the high potential of this algo-

rithm for unknown environments. However, its downside is the lack of robustness to different

environmental conditions, which could be studied in future work.
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13.1 Introduction

Thanks to the flexibility of the STE algorithm, it can also be used with a distributed sensing

system. There could be several advantages in using a distributed sensing system for such task,

for instance, reducing the necessary time to achieve the task, making use of diverse resources,

or distributing sub-tasks among assets throughout the procedure. However, for a distributed

sensing system to be advantageous in comparison to a single sensing asset, it must operate

with an appropriate degree of coordination. Therefore it is important to understand how

much the coordination helps the performance of the system.

In related works, such as [55] and [79], STE-related algorithms are used with a distributed

system to achieve source localization. However, in [79] the algorithm is only evaluated in

simulation using bodiless mobile sensors as well as an field data base. Additionally, the mobile

sensors are supposed to be working in a synchronous fashion, which could be problematic in a

real environment. In [55], the algorithm is evaluated using real robots and a humid-air plume,

but the motion coordination was fully centralized and the advantage of the coordination was

not sufficiently investigated and thoroughly benchmarked with a single-robot system.

In this part, we present three levels of coordination strategies coupled with our STE method

deployed on a homogeneous multi-robot system. The algorithm is run in a distributed fashion,

therefore each robot runs the algorithm individually, while receiving information from other

robots according to the coordination strategy. Each strategy is evaluated in simulation and

physical experiments using up to three robots.

Additionally, in this part, the previously used navigation strategy is enhanced to reduce the

traveled distance even for a single robot. The new navigation strategy is evaluated separately

along with its key parameters.

In the remaining of this chapter, we will present the coordination strategies, the evaluation

metrics, the evaluation process and we present the obtained results. Lastly, in the conclusion,

77



Chapter 13. STE for Multi-Robot Systems

we will discuss the outcome and present the outlook for this work.

13.2 Enhanced Navigation Method

In previous parts, we defined the movement vector as a weighted sum of two vectors: the one

leading towards the target point that provides more information, given by Kullback–Leibler

divergence calculation, ~VK LD and the vector that leads to the maximum a posteriori value of

the source position ~Vsour ce .

~V =α~VK LD + (1−α)~Vsour ce (13.1)

In this part however, with the intention of reducing the travelled distance by the robot, we

also take into account the distance of candidate points from the current robot’s location. In

fact, when the amount of uncertainty is still high because of lack of information, due to the

stochastic nature of the MCMC algorithm, the maximum a posteriori value of the source

position could change very quickly. This, indeed, promotes exploration, but makes the robot

travel very far while a closer point could have a similar value.

Therefore, instead of leading the robot towards the maximum a posteriori value of the source

position, we create a combined map of two density functions defined on every grid cell of

the environment map: PM (xs , ys), defined in Eq. (13.2), is the marginal probability density

function for the source position, and D I (x, y) represents the inverse of the distance of every

point to the current position of the robot, as defined in Eq (13.3).

PM (xs , ys) =∑
Q

∑
σa

∑
σb

P (Q, xs , ys ,σa ,σb) (13.2)

where P (Q, xs , ys ,σa ,σb) is the posterior density function for all the source parameters.

D I (x, y) = 1/
√

(x −xr )2 + (y − yr )2 (13.3)

where (xr , yr ) is the current position of the robot. D I is normalized in such a way that the

sum of all the values will be equal to 1. D I is set to 0 for the cell that the robot is currently

positioned on, in order to avoid division by 0.

In order to combine the two density functions we use a weighted sum defined in Eq.13.4 where

β ∈ [0,1].

Pcombi ned (x, y) =βPM (x, y)+ (1−β)D I (x, y) (13.4)

The combined density function contains higher values for points that have a high potential of
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Table 13.1 – Summary of Coordination Strategies

Strategy Nb of robots Coordination

Individualist 1, 2, 3 Source Declaration

Cooperative 2, 3 Source Declaration

Sample Sharing

Collaborative 2, 3 Source Declaration

Sample Sharing

Movement Coordination

containing the source and that are closer to the robot. Therefore, if two points have the same

probability of containing the source according to the posterior, Pcombi ned attributes a higher

value to the one that is close to the current position of the robot. Once the maximum point of

Pcombi ned is found, ~Vsour ce of eq. (13.1) will point to it.

The value of coefficient β is determined experimentally and will be discussed in Section 13.4.

13.3 Coordination Strategies

There are multiple stages on which the robots can join forces in this framework: sharing

samples, coordinating navigation, and source declaration. For a better understanding of the

benefit of each coordination technique, we suggest different strategies with different levels of

coordination. Then each strategy is evaluated with up to three robots. The characteristics of

the strategies are explained in the following and a short summary is given in Table 13.1.

13.3.1 Individualist strategy

In this scenario, every robot performs the algorithm independently, i.e. they do not share

any information with the other teammates. However, the source declaration of one robot

is enough for the entire team to end the search. Indeed, although this strategy involves a

minimalistic level of coordination, the robots still form a team, and if one of the teammates

reaches the required level of certainty to declare the source, the other ones do not need to

continue the search.

13.3.2 Cooperative strategy

Cooperation means sharing information between teammates in support of each other’s goals.

Therefore, in this scenario, the robots share their acquired samples with the other robots.

Since we suppose a reliable communication among the robots, they are all supposed to have

the same data to calculate the posterior. However, since the estimation is done stochastically

using the MCMC algortihm, the outcomes could be slightly different from one robot to another.

In this scenario, no coordination is considered for navigation but the source declaration is

done as a team like in the individualist scenario.
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13.3.3 Collaborative strategy

Collaboration is working together in support of a shared goal. In the collaborative scenario,

the robots not only share their samples with each other as in the cooperative strategy, but also

coordinate their movements together.

The movement coordination can be defined in different ways. Here, with the intention of

saving time and resources for the robots, we chose to make use of a task allocation technique:

considering that the current goal of each robot is a task, it can be achieved by any other robot,

since any collected sample is shared with all the robots. Therefore, every time a robot decides

a new goal position, it verifies if another way of distributing tasks between the robots would

decrease the total travelled distance by the team. If so, it makes the necessary swaps and

informs the involved teammates to change their goals. To achieve this, the robots need to

share their current position, as well as their current goal position with each other at all times.

The swap can only happen for a robot if it is moving towards its goal.

Additionally, in this scenario, since the robots have the information about their teammates’

current goal positions, they will take them into account before deciding their next move. In

the estimation part, they temporarily include a prediction for the outcome of the samples that

the other robots are going to collect in their goal positions and in this way they reduce the

risk of going to the same point. The prediction is made using the current belief on the source

parameters.

Similarly to the cooperative scenario, the communication is assumed fully reliable and fast. In

any case, the algorithm success does not depend on inter-robot communication. However,

the advantages brought by coordination cannot be leveraged until the communication failure

is resolved.

13.3.4 End of algorithm

As mentioned in Section 7.4, the algorithm stops when the uncertainty on the source parameter

estimation becomes very low.

In case of a multi-robot system, when the source is declared by one robot, all the other robots

stop the process as well. The entropy could be slightly different for different robots even

when all the acquired data are shared because of the stochasticity of estimation caused by

the MCMC algorithm. However, when one of the teammates is certain of its estimation, it is

assumed to be enough for the entire team.

Additionally, there is also a timeout that forces the algorithm to stop when the estimation takes

more time than expected which is represented by a pre-established total number of iterations.

This timeout, while being the same for all the robots, does not necessarily happen for all of

them at the same time because of the assynchronicity of the team. When one robot reaches its

timeout, it does not force the others to stop as well, they can carry on hoping that one of them
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reaches the certainty threshold before the timeout.

13.4 Performance Evaluation

Similarly to previous parts, we first implemented and evaluated the method in simulation,

and then in the physical reality.

The metrics used for the evaluations are as follows:

• Number of iterations: it is the sum of the number of iterations of all the robots, which

measures the total computational cost.

• Experiment duration: it is the time measured from the start of the experiments until

the first robot declares success and ends the experiment. This metric measures the

response time of the method.

• Travelled distance: it is the sum of the travelled distances by all the robots, which

measures the total energy cost.

• Estimation error: it is the Euclidean distance between the real source position and the

estimated one. This metric measures the accuracy of the method.

In all four metrics, lower values are better. For single-robot experiments, the experiment dura-

tion is not shown because it is proportional to the travelled distance. In strategy comparisons,

the respective estimation errors are not shown because they were all similarly very low.

In the remaining of this section, we explain the experimental procedure as well as the outcome.

13.4.1 Simulation experiments

Similarly to previous setups, we first evaluate our method in simulation. The first sets of

experiments in simulation are intended to tune the algorithmic parameters of the method.

Once the best parameter values are deduced, the algorithm is assessed in terms of performance

with different coordination strategies and different number of robots.

Algorithmic parameter

Before evaluating the algorithm in different scenarios, we studied the influence of the ratio

β from Eq. (13.4). Using a single robot, we run ten experiments for different values of the

parameter β. The results presented in Figure 13.1 show that the best compromise value is 0.75,

since it reduces the travelled distance, but lets the robot travel far enough to find the source

with a low error.
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Figure 13.1 – Performance evaluation in simulation with different values for β in eq. (13.4).

Figure 13.2 – An example of trajectory performed in simulation. The start point, the trajectory,
the measurement points as well as the source position are shown on this figure. The search
ended very close to the source.

Figure 13.2 shows a sample trajectory of one robot on simulation. In this example, the robot

started far from the source and outside the plume. At the beginning of the experiment, large

steps were taken to explore the environment to find the plume. Once the uncertainty gradually

decreased, the steps became smaller. Finally, for the uncertainty to become negligible, the

robot sampled several points around the source position area before stopping the algorithm.

Coordination strategy evaluation

Once the best value for the algorithmic parameter is found, we studied the performance of the

algorithm using the different strategies that we defined in Section 13.3. Each coordination

strategy is evaluated with up to three robots, and each experiment is repeated ten times. Figure

13.3 shows the results of this evaluation.

In the individualist strategy, the total number of iterations and the total travelled distance

increase with the number of robots. The reason is that in the absence of coordination, more

active robots travel more distance together compared to a single robot. The experiment

duration, however, does not follow this trend. Its median value stays similar, while the variation

drops with higher numbers of robots. This is due to the source declaration that is done as a

team. With higher number of robots, and due to the stochasticity of the estimation process,
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Figure 13.3 – Evaluation results of the algorithm in simulation with the strategies defined in
Table 13.1.

there is a higher chance that a robot arrives at the required certainty level and declares the

source position. Therefore, even with no coordination among the robots throughout the

experiment, having more robots may reduce the necessary time to locate the source.

In the cooperative strategy, since the robots share the acquired data, they tend to reach the

same conclusion about the estimated source position. The median of the number of iterations

does not change much compared to the case of a single robot. This is due to the fact that

the total number of iterations is equal to the number of acquired samples, and since all the

collected samples are accessible for all robots, their number should be in the same range as

the one of a single robot. For the same reason, the sum of all travelled distances follows the

same trend. The experiment duration, however, decreases with higher number of robots since

different points of the environment can be sampled simultaneously.

The collaborative strategy follows the same trends as the cooperative strategy in all metrics,

in comparison with the individualist strategy. A slight reduction in travelled distance and

experiment duration can be seen when compared to the cooperative strategy which is due to

the task allocation technique. Based on intuition, we believe that if the distance component

was not introduced in the navigation, the steps would be longer (see results in Chapter 8) and

therefore, we could see a higher influence of the collaborative strategy when compared to the

cooperative one.
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Figure 13.4 – An example of trajectories performed in the physical experiments with two
robots. The start point, the trajectory, the measurement points as well as the source position
are visible in this figure. The search ended very close to the source.

13.4.2 Wind tunnel experiments

Figure 13.4 shows one sample trajectory for each strategy with two robots in the wind tunnel.

Similarly to the simulation experiments, in all the strategies, first, the robots starts to explore

the environment by taking large steps. Once they find the plume and have less uncertainty

about the source parameters, the steps become smaller and the overall movement is oriented

towards the source. The final expected source position is usually very close to the real one.

It is worth noting that the more coordination is involved in the experiment, the smoother

the trajectories become. In the individualist scenario, both robots are alone in performing

the algorithm, therefore each of them needs to collect enough samples individually. In the

cooperative scenario, the data are shared, therefore each robot needs to collect less samples

and as a result, they progress faster toward the source. In the collaborative scenario, the

trajectories rarely cross each other, which makes the robots to have less collision risk and less

travelled distance.

Figure 13.5 shows the performance of the algorithm in different strategies with different

number of robots. Each set of experiment was repeated five times. Similarly to the simulation

results, the experiment duration decreases with higher levels of coordination and higher

number of robots. Travelled distance and number of iterations substantially increase in the

individualist scenario, but by very little in the cooperative and collaborative scenarios.
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Figure 13.5 – Evaluation results of the algorithm in the physical experiments with the scenarios
defined in Table 13.1.
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13.5 Conclusion

We successfully evaluated a distributed implementation of our STE algorithm using a multi-

robot system. The system was evaluated both in simulation and physical reality. The enhanced

navigation strategy allowed for a smoother trajectory compared to our previous work [80]. Dif-

ferent coordination strategies were proposed in order to verify the advantages and constraints

of using a distributed sensing system and different coordination strategies.
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14.1 Introduction

Many of GSL applications take place indoors where the airflow is not characterized by a

uniform laminar wind. Irregular shaped rooms and the presence of obstacles determine

the airflow, and hence the gas plume, around them. Successful GSL methods, in cluttered

environments, are either reactive to local changes and follow the cues to the source, such as

bio-inspired algorithms [18], or if they need to localize the source in a global perspective, such

as the STE algorithm, the estimation needs to be based on an adapted plume model.

In our proposed method, as well as in most STE implementations in the literature, the lever-

aged model, while being successful in uncluttered environment, does not take into account

the characteristics of the environment and its impact on the plume. In fact, in the Pseudo-

Gaussian plume model, the wind is assumed to be laminar, unidirectional and non-zero,

which makes it unsuitable to cluttered environments.

Many mathematical plume models exist for gas dispersion in a time-dependent fashion, such

as the filament-based model [2] or the SCIPUFF model [81], which can faithfully simulate the

dispersion of a known gas release in any environment, by following gas particles or puffs from

the source, at the release time, through the air, with respect to the local wind velocity.

However, for our STE algorithm, we need a steady-state plume model that takes into account

the characteristics of the environment and the source, to return the predicted concentration

value at the desired location. To the best of our knowledge, such model does not exist in the

literature. Therefore, the first objective in this part of the thesis is to design a steady-state

plume model adapted to cluttered environments.

Since such model would be very complex to design in analytical terms, we will leverage

simulated data and machine learning techniques to generate a surrogate plume model. Once

the plume model is produced and evaluated, we integrate it in our STE framework and assess

its usability.
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The remaining of this chapter will describe the design and evaluation details of the generated

plume model as well as its evaluation.

14.2 Data-driven plume model

A Data-Driven Plume Model (DDPM) is a program that predicts the gas concentration based

on previously seen and learned samples. To train such a surrogate model, we need a diverse

dataset representing various factors that influence the shape or the scale of a gas plume.

Additionally, a learning architecture is necessary to achieve the prediction. In this section, we

first explain how the dataset was generated, then we present our learning framework, and

finally, after evaluating the produced model, we present and discuss the results.

14.2.1 Datasets

The first ingredient that we need to train a data-driven model is abundant and reliable data.

We have chosen to use simulation to gather data because it is faster, more repeatable and

more efficient compared to physically gathering samples. Moreover, we have leveraged our

simulation environment which is calibrated with our experimental setup to do so, therefore,

the simulation data is expected to be correlative to the real-world samples.

For the training dataset to include a large variety of setups, we generated samples randomly.

Additionally, we have selected nine test maps, with various complexity levels, to evaluate the

performance of the model on intuitive maps. In this section, we will explain in detail how the

data were generated and used.

Training dataset

The ideal training dataset for this machine learning task would be a set of gas concentration

maps created in various environments, with or without obstacles, in which the gas source

is placed in different locations. Therefore, to generate such dataset, we first need to create

environments with different obstacle layouts. Then the maps should be fed into OpenFOAM

to create the wind map corresponding to each environment. Finally, the wind map should

be loaded in Webots to generate a plume and, hence, a gas concentration map, with the gas

source placed randomly in the environment.

In order to create cluttered environments, we need to randomly create obstacles in a 10× 4 m2

environment. For simplification purposes, we only consider rectangle-shaped obstacles,

which is not far from realistic indoor environments. However, the shape and the position of

the obstacles are chosen randomly. In each map, there could be one rectangle, two different

and separated rectangles, as well as L-shapes and U-shapes. A few examples of these randomly

generated maps are shown in Figure 14.1.
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Figure 14.1 – Examples of randomly generated environments with obstacles.

180 maps were created and fed into OpenFOAM to generate wind maps. To have comparable

environments, the boundary conditions, including the location of wind inlet and outlet, were

identical in all maps. We chose a constant velocity of 1 m/s on the inlet (left wall), a zero-

gradient condition on the outlet (right wall), and no-slip boundary condition on the top

and bottom walls as well as on obstacle edges. Therefore, we obtain one wind map for each

environment.

The wind maps are then loaded in Webots to simulate the gas plume generation. For each

wind map, 100 simulations were conducted, with the gas source placed randomly, outside

any obstacle. In each simulation, a gas concentration map was generated by recording the

concentration data using simulated static sensor network placed on a 64×64 grid. Each sensor

gathers 5 s of gas concentration data, then both the average and the standard deviation are

logged along with the position of the sensor. In total, 18000 gas concentration maps, each of

them characterized by 4096 sample points, were gathered to train the plume model.

The plume model is required to take, as input, the source position as well as the environment

map and generate, as output, two maps corresponding to the average and the standard

deviation of gas concentration. However, in order to make the learning process more efficient,

we need to generate feature maps for the input. Inspired by [82] and [83], for each environment

map, we create three feature maps.

The geometry of the environment is the most important factor in shaping the the steady-state

flow which, in turn, shapes the plume. A steady-state flow is mostly defined by the boundary

conditions which includes the properties of each region in the map, for instance, the air

flow input, the output, the walls, etc. Therefore, the first feature map used for learning the

plume model is dedicated to label each region of the map according to its flow properties. For

instance, the free space is labeled 1, the walls 2, the inlet 3, the outlet 4, and the cells inside

obstacles 0. On top of flow properties definitions, another feature map should reflect the

geometry of the map, which means the position of obstacles. A binary map indicating the

presence of obstacles in every cell would not be informative enough as it does not differentiate

between cells that are very close to obstacles or the ones in the free space. A Signed Distance
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(a) The feature maps

(b) The concentration maps

Figure 14.2 – An example of features maps (a) and concentration maps (b) of the same simu-
lated environment.

Function (SDF) [83], however, provides for every cell in the map, the distance to a surface.

Moreover, points that are inside an obstacle will be given negative values to make full distinc-

tion between different cell placements. Finally, the model needs the position of the source to

shape the plume. Therefore, the last feature map shows, for every cell, the Euclidean distance

from the source position. An example of the three feature maps are shown in Figure 14.2a.

Test dataset

The model is expected to perform well in realistic indoor environments. Therefore, in order to

evaluate its performance, we designed nine test maps, illustrated in Figure 14.3, with different

complexity levels on which we test the performance of the model. The test maps are designed

in such a way that, depending on the source position, different plume shapes can be generated.

If the obstacles are not large enough, they barely interfere with the air flow and therefore the

plume shape will be similar in different settings. On the other hand, if the obstacles are too

large, the air flow leads the plume in a narrow passage no matter where the source is placed

in the environment. Both of those scenarios produce non-challenging setups for gas source

localization. Therefore, the obstacle sizes and positions are chosen proportionally to the

problem to be challenging enough for our task.

For each test map, 20 ground truth concentration maps are generated with random source

positions. The performance evaluation of the data-driven plume model will be done by

calculating the RMSE between the ground truth of the test maps and the output of the trained

model for a given source position. The results are presented in Section 14.2.3.
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Figure 14.3 – The schematics of the nine test maps.

14.2.2 Convolutional Neural Network architecture

Since the nature of the phenomenon that we seek to learn depends on the geometry of maps,

a Convolutional Neural Network (CNN) is leveraged. CNNs are widely used in computer

vision and other fields where a strong spatial dependency exists in the data. In recent works

on fluid-dynamics surrogate models, such as [83] [84] [85] [86], CNNs showed to drastically

improve computational time compared to traditional CFD while resulting in high accuracy.

Since the desired outputs of the network, as defined in Section 14.2.1, are also maps, the

architecture of this CNN needs be of type encoder-decoder. In related works, where a CNN

is designed to predict many fluid mechanics properties with the same network, a shared-

encoding and separated-decoding architecture is leveraged [83] [87] [82].

In [82], in particular, a U-Net architecture is designed to predict wind velocity and pressure,

based on the geometry of an environment map. Moreover, all the hyperparameters of the net-

work were optimized through a search between 108 combinations. The resulting architecture

is composed of a four-block encoder-decoder, where each block contains three convolution

layers followed by a max pooling and a ReLU layer. The kernel size of five was chosen and

the number of filters for the four blocks are respectively 8, 16, 32, 32 for the encoder block,

and the same, but in opposite order for the decoder blocks. The optimizer is chosen to be

AdamW with a learning rate of 0.001, the weight decay of 0.005, and with batch and weight

normalizations to be off.

Since the architecture used in [82] was well investigated and the application domain is close

to our case, we have conducted the learning process with the same network and parameters

along with the provided open-source code.
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Figure 14.4 – The training loss function over 1000 epochs.

14.2.3 Model Evaluation

Once the dataset and the network architecture are prepared, we have trained the model in

1000 epochs with the 18000 samples, divided in 90% as training set and 10% as test set. The

loss function of the network, i.e. the MSE between the ground truth and the output map over

all epochs is illustrated in Figure 14.4 with the blue curve for the training set and the orange

one for the test set. The value of the loss function decreases rapidly on the first 100 epochs,

and continues to slightly decrease until 1000 epochs. The high value of the MSE, i.e. around

0.17×109 for training and 0.71×109 for test sets, even at the end of the training, is due to the

large scale of data in the output. Indeed, the concentration values can go from 0 to more than

3000 for each pixel in the map. A normalization by the maximum value would be possible, but

we preferred to not limit the range of obtained concentration, as it depends on many external

factors, such as the source release rate and the wind speed, on which the network does not

have any prior knowledge.

Once the training is complete, the model is extracted and applied to the nine test maps, shown

in Figure 14.3, specifically designed to evaluate the performance of the model, with different

source positions. The generated concentration map is then compared to the ground truth.

For each test map, an example of plume generated by the model is shown in Figure 14.5. The

picture on the right-hand side is the ground truth, the middle one is the concentration map

generated by our surrogate model, and the left-hand one is the prediction error. As shown in

the maps, the shape of the plume is predicted correctly in every map and the error is negligible.

It is worth noting that the deduced plume is driven only from spatial information and the

source location. Including a wind map, instead of the spatial data, would extremely facilitate

the prediction, as a plume is physically shaped by the location of the source and the surround-

ing wind velocity. Therefore, with both these information, it would be trivial to obtain the

concentration map. In this case, however, we do not include any wind-related information,

apart from the inlet and outlet position. The plume shape is deduced only from the geometry

of the environment.
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(a) Map 0

(b) Map 1

(c) Map 2

(d) Map 3

(e) Map 4

(f) Map 5

(g) Map 6

(h) Map 7

(i) Map 8

Figure 14.5 – Plume examples generated with our surrogate model.
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Figure 14.6 – A schematics of DDPM with its input and output.

14.3 Performance Evaluation in the STE Framework

Once the model shows to be successful in predicting the plume shape in environments with

obstacles, we integrated it in the STE framework to be evaluated in a GSL application.

14.3.1 Adaptations to cluttered environment

The surrogate model replaces the pseudo-Gaussian analytical equation used in uncluttered

areas, presented in Section 7.1. Unlike the previous model, the DDPM has only two parameters

which are the coordinates (x, y) of the source position.

To predict the concentration of a location in the map, given a source position, first, our

program needs to create the input feature maps. The two spatial feature maps, i.e. SDF and

region labels, are only dependent on the map of the environment, which is supposed to be

known by the algorithm. Therefore, they are defined and kept fix throughout the experiment.

The last feature map, however, indicates the source position, and needs to be created for each

source term evaluation. It is done by affecting every cell of the map, the distance of the cell

center to the given source position.

Once the feature maps are available, they are fed into the extracted model to generate the

concentration map. The concentration values of a set of specific locations are then extracted

from the map and given back as output. A schematics of this integration is illustrated in

Figure 14.6.

The model generates a concentration model as output, which is efficient for reading the

predicted concentration values of many locations at once. Since the computational cost of

this model is orders of magnitude higher than the Gaussian plume model, such characteristics

help reducing the necessary time to perform prediction calculations.

On top of the model, other adaptations are necessary in the behavior of the robot in cluttered

environments. For instance, the robot needs to plan its trajectory from one point to another

to not collide with obstacles. Since the map of the arena is known, one can leverage a state-of-
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Figure 14.7 – A trajectory example using the VG algorithm.

the-art path planning algorithm. In this thesis, we chose the Visibility Graph (VG) algorithm

that allows the robot to travel around the edges of the obstacles to reach its goal position. The

algorithm consists on creating a graph where nodes are the start point, the goal point, and the

vertices of the obstacles. Then nodes are connected together if a straight line can be drawn

from one node to another without being obstructed by an obstacle. This creates a graph where

each edge connects two nodes that are visible to each other; hence the name Visibility Graph.

Therefore, the robot can travel on this graph using an A* search to find the shortest path.

The implementation of this algorithm was taken from [88] and adapted to the STE framework.

However, to avoid the robot hitting the obstacle while finding its path, we have defined the

nodes with a 15 cm margin from the walls of the arena and the obstacles. A trajectory example

is depicted in Figure 14.7, where a robot, instead of traveling on a straight line if no obstacles

were present, goes around the concave obstacle to reach its goal position. The trajectory, while

not being the smoothest path possible, is the shortest one and guarantees a safe route to the

destination.

14.3.2 Simulation experiments

We evaluated the integration of the DDPM in our STE framework in simulation experiments,

with all nine test maps. The statistical results on the estimation error are depicted in Figure 14.8.

Overall, the method shows to be successful in overcoming cluttered environments and localize

the source using the surrogate model. More outliers can be seen in the results compared to

the uncluttered environment, which is due to the higher complexity of the task.

Comparing the performance of the surrogate model and the Gaussian plume model, i.e. map

0 and the results presented in Figure 13.3, we observe a lower number of iterations for the

DDPM. However, this is due to the fact that the surrogate model was trained in the same

simulation setup as the evaluation. In other words, the DDPM is based on the filament-based

plume model. Therefore, comparing its performance with another plume model, which is not
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Figure 14.8 – Statistics of simulation results.

based on the same plume model, appears to be unfair.

Examples of trajectories are presented in Figure 14.9 for each test map. The robot manages to

find its way toward the source while avoiding obstacles. Compared to previous evaluations

with the Gaussian plume model shown in Figure 13.2, the trajectories seems to be smoother

with less measurements and longer steps.

14.4 Conclusion

We successfully created a surrogate plume model based on simulated concentration data with

random cluttered environments. The model was trained using a CNN and was evaluated with

nine test maps of various complexity. The model was then integrated in our STE framework,

where it was evaluated in the test maps with a mobile robot. The results showed smoother

trajectories with fewer iterations compared to our core STE algorithm presented in Chapter 7.

Experiments in physical reality are necessary to assess the performance of the model and

its integration in the STE framework. Moreover, the model can be extended to take more

parameters as input, such as wind velocity and source release rate.
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(a) Map 0

(b) Map 1 (c) Map 2

(d) Map 3 (e) Map 4

(f) Map 5 (g) Map 6

(h) Map 7 (i) Map 8

Figure 14.9 – Trajectory examples for each test map.
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15 Introduction

After validating an algorithm, it is important to compare its performance with other methods

from state of the art. In the literature, often new algorithm are compared to bio-inspired

methods (e.g., [89] [29] [90]), since they are the most studied and well-established class of

algorithms for GSL problems.

In this part of the thesis, we compare the core STE method presented in Chapter 7 and its 3D

variation presented in Chapter 11 with two bio-inspired algorithms. The bio-inspired method

are themselves benchmarked with the most studied and well-known methods in the literature,

namely the moth-inspired algorithms.

Since the STE algorithm presented in this thesis is a probabilistic method and has major differ-

ences with bio-inspired algorithms, the comparison is non-trivial. Therefore, before entering

into the details of performance comparison, we briefly present the qualitative differences of

the two types of methods and we explain the conditions and metrics we use to make a fair

quantitative comparison.

15.1 Qualitative Comparison

Before quantitatively measuring the performance of our proposed method compared to the

bio-inspired algorithm, we need to mention the major technical and theoretical differences in

the two types of algorithms, bio-inspired and STE.

• Scope and starting position - The most fundamental difference is that the bio-inspired

algorithms often tackle only one sub-task of the GSL problem. For instance, moth-

inspired algorithms address only plume tracking, which means the robot always starts

inside the plume and tracks the samples to the source. Whereas in the STE, all three

subtasks are addressed at the same time with the same method, and the robot can start

anywhere in the environment.
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• Source declaration - For bio-inspired algorithms, the source is declared as found, as

soon as the robot enters a certain area around the source, which could be intentional or

unintentional. While with STE, no matter how close the robot is to the source, it only

declares the source position when it has enough information to do so. It could also

declare the source far from it, based on the information gathered in the field. This is

usually not observed in our method, since we specifically guide the robot towards the

source, but it is possible that the final sample is taken far from the source.

• A priori information - One major advantage of bio-inspired algorithms is that they need

no a priori information on the environment. Since they only follow local wind and gas

measurements toward the source, they can be deployable in unknown environments.

Whereas the general form of our STE algorithm depends on the map of the environment.

Although we presented a variation of STE that does not rely on environment map in

Chapter 12, here, we make the comparison with the core method of this thesis, presented

in Chapter 7.

• Adaptation to environmental conditions - For bio-inspired algorithms the gas plume is

a binary field, i.e. the robot is either inside or outside the plume. This binarization is

made using a threshold value. If the robot senses a concentration value higher than the

threshold, it supposes to be inside the plume and outside otherwise. Therefore, the value

of the threshold has a major impact on the shape of the binary plume, which in turn,

has a significant effect on the robot’s behavior and hence on the performance of the

method. Since the ideal value depends on the plume characteristics, this value is usually

set arbitrarily, which prevents the algorithm to be successful in different environmental

conditions with the same performance. STE, however, relies on a plume model and thus,

as long as the plume model is valid in an environmental condition, so is the algorithm.

• Strategy - Moreover, the strategy of the two methods are fundamentally different, since

in bio-inspired algorithms, the robot follows the wind and gas concentration cues, while

in STE the robot looks for more informative points, which could be inside or outside

the plume. For instance, even sampling a zero concentration value can exclude some

positions in the environment from containing the source. However, high concentration

points are relatively more informative, since they give a direct information on the source

location and thus exclude many other points that do not contain the source.

• Success measurement - Another major difference between the two methods is related

to performance evaluation. For bio-inspired algorithms, two well-known metrics are

usually used: success rate and distance overhead. The success rate is a percentage

of successful runs. When the robot reaches the source, it ends the experiment in a

success. A run is considered unsuccessful if the robot hits the wall of the arena or runs

out of a given time (or iteration number) before reaching the source. The distance

overhead is the ratio between the traveled distance over the shortest distance from the

starting position of the robot to the source. For STE, however, the success is measured

by comparing the expected value of the belief on the source position and the ground
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truth. Therefore, for STE the success is measured in meter. We often refer to the traveled

distance or number of iterations to show the difference in computation or energy

consumption between different setups. Moreover, in STE, there is no criterion for calling

a run unsuccessful. There are expectational cases where the error is very high, but in the

majority of runs, it is not the case.

15.2 Quantitative Comparison

Given all the difference mentioned above, to make a fair comparison between STE and a bio-

inspired algorithm, we need to establish suitable conditions for both methods. The following

conditions were applied for this comparison:

• In case where the bio-inspired algorithm is only a plume tracking method, the robot

should be inside the plume at the beginning of the experiment.

• Hitting the walls of the arena does not end the experiment. This is for the sake of fairness,

since the STE algorithm uses the map of the environment as a priori information, which

is not the case for bio-inspired methods.

• Entering a circular area of a fixed radius around the source ends the experiment in

success. In STE, it is possible that the robot declares the source before entering this

radius, in this case, it is also considered as success.

• Exceeding the maximum number of iterations, the maximum amount of time, or the

maximum traveled distance result in a failed run.

Additionally, the right metrics should be used to highlight the important characteristics of the

two methods. The success rate could be used in our comparison, since we established rules to

declare a run successful or failed. However, we are making the comparison with algorithms

that showed to be successful almost in 100% of runs in simulation. Therefore this metric

will be irrelevant to show. Moreover, the distance overhead does not seem a suitable metric

in this comparison. Indeed, distance overhead is designed for methods that lead the robot

straight to the source, whereas the STE algorithm is not designed in this way. It needs to gather

information, and this means that it needs to sample different locations to gather enough

information on the source position. On the other hand, traveled distance is also a measure of

spent time in the experiment, which makes sense for both STE and bio-inspired algorithms,

since the objective is always to localize the source in the shortest time possible.

Therefore the metric used in this comparison will be the traveled distance, which is the

distance that the robot travels from starting point to reach the source.

In the following chapters, the STE algorithm will be compared in terms of performances with

different methods in various scenarios.
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16.1 Introduction

The first scenario in which the comparison is taking place is the simplest one. We consider

a 2D uncluttered space with a quasi-laminar and constant airflow. The STE method and the

benchmark algorithm will be evaluated with different wind speed and source release rate in

simulation.

The chosen benchmark method is the novel bio-inspired algorithm we published in [91] where

the algorithm was evaluated in different environmental conditions in the wind tunnel and

was compared to three well-established moth-inspired algorithms. The method was shown to

be more robust in the tested environmental conditions compared to the moth-inspired ones.

This is why we chose this method as benchmark instead of the well-known moth-inspired

algorithms, such as casting, surge-cast, and surge-spiral.

16.2 Benchmark Algorithm: Adaptive Lévy Taxis

Unlike moth-inspired algorithms which are directly inspired from one particular species,

Lévy Taxis tries to reproduce what can be observed at many scales among a large variety of

living beings [92]. Originally designed to address the plume finding phase, it is particularly

interesting for its relatively low complexity and its potential to dynamically adapt to the

environment to face discontinuous and peaky plumes, thanks to its intrinsic stochasticity. We

based our work on this algorithm to push it further and extend its environmental adaptability

by considering gas concentration gradients. We thus present a new algorithm called Adaptive

Lévy Taxis (ALT), which is based on the Lévy Taxis (LT) algorithm presented in [9]. ALT

differs from LT as the movement decision at each step is based on the measured gradient

of the plume. This allows the agent to continuously adapt the walk to the environment and

thus better address the plume tracking phase. The advantages of such an algorithm are: its

independence from absolute concentrations (which are usually affected by sensor’s drift in

time), its computational simplicity, and its suitability to address the plume tracking problem.

105



Chapter 16. Benchmarking in a 2D Search

16.2.1 Algorithm

In this section, we will first briefly introduce the LT algorithm, before describing ALT.

Lévy Taxis

In 2009, Pasternak et al. presented LT [9] as a novel algorithm for finding a chemical plume (i.e.

plume acquisition phase). It is a search strategy of the same category as Correlated Random

Walk (CRW) [93] and Lévy Walk (LW) [92]. These are randomized search algorithms that share

the same global process: the agent starts from a random point and has to move in the space,

according to a governing law, in order to find the chemical plume. At each step, the robot

should walk to a point determined by a move length (Ml ) (AKA step length) and a turning

angle (Ta), which are both calculated based on a fixed probability distribution. The main

differences between these search strategies are the choice of the probability distributions

determined by the value of their key parameters.

LT combines the Ml probability distribution of LW and the Ta probability distribution of CRW.

Hence Ml and Ta of each step are calculated using Eq. (16.1) and Eq. (16.2),

Ml = Lmi n .r
1

1−µ (16.1)

with r a random variable uniformly distributed r ∈ [0,1], Lmi n the minimum move length, and

µ (Lévy-index) the move length’s key parameter (1 <µ≤ 3).

Ta =
[

2 ·ar ct an

(
1−γ

1+γ
· t an(π · (r −0.5))

)]
+bi as (16.2)

Where r is a random variable uniformly distributed r ∈ [0,1] and γ the turning angle’s key

parameter that shapes the distribution (0 ≤ γ≤ 1). The bi as is the upwind angle: this brings

the center of the distribution at the upwind direction, to make the latter the most probably

chosen value. Table 16.1 presents the governing laws of the algorithms presented in [9] as well

as the values of their key parameters.

The value of the key parameters µ and γ are chosen before the start of the algorithm and they

are kept constant during a run. However, the values of Ml and Ta are calculated at each step

after their respective random parameters r are picked. Once a new point in the space has been

chosen to be sampled, the agent walks towards it with a constant speed.

All these search algorithms have been evaluated in [9] using a chemical plume data set for

different pairs of the key parameters. The performance of each setup has been assessed by

measuring the detection success rate (i.e. percentage of successful runs over a total of 50 runs)

as well as the path directness (i.e. the percentage ratio of the shortest distance between the

start point and the plume detection point over the total traveled distance).
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Table 16.1 – Governing laws and key parameters of random walks (adapted from [9]).

Move Length
(Ml )

µ
Turning Angle

(Ta)
γ

Brownian Walk
Asymptotically
Gaussian-like

3 Uniform 0

Lévy Walk Power Law 1<µ≤3 Uniform 0
Correlated
Random Walk

Asymptotically
Gaussian-like

3
Wrapped
Cauchy

0≤γ≤1

Lévy Taxis Power Law 1<µ≤3
Wrapped
Cauchy

0≤γ≤1

Comparing the performance of all these algorithms together shows that both LW and LT yield

the best detection success rate (≈ 85%) with µ= 2.8 and both CRW and LT give the best path

directness (≈ 10%) using γ= 0.05 [9]. This implies that LW have the best success rate but tends

to travel more to find the plume, compared to CRW. On the other hand, CRW finds a more

direct path to the plume, but has a lower detection success rate. Yet, as LT cleverly combines

their governing laws, it brings together the best success rate obtained from LW and the shortest

traveled distance from CRW.

In addition to its remarkable performance, LT has the advantage of being environmentally

adaptive: since it uses the upwind angle as a bias for the navigation, the strategy is continuously

adapted to the environment of the experiment. These two significant assets of the LT algorithm

have been the main inspirations for our previous contribution [91]: using LT to address the

plume tracking phase by introducing chemo-taxis and thus designing the new ALT algorithm.

Adaptive Lévy Taxis

As mentioned earlier, LT has the advantage to adapt the search operation to the environment

by orienting the agent to the upwind direction. However, the stochastic nature of this algorithm

prevents it from being successful in the plume tracking phase, using only the wind direction

as bias. An agent performing LT in this phase would constantly go out of the plume just after

finding it and thus, would have to restart the search for the plume all over again. Indeed, LT

does not perform chemo-taxis as its movements are not influenced by chemical cues. In order

for the agent to stay in the plume once it is found, this type of algorithms needs to adapt the

walk to the concentration as well, so it can find its path to the source. Thus, we propose to

dynamically change the key parameters (i.e. µ and γ) of the ALT algorithm, according to the

gas gradient measured. This modification enables ALT to address the chemical plume tracking

problem.

At each step, the gas concentration is measured and compared to the one of the previous step

to calculate the local gradient ∇C between the current sampling position and the previous

one. We then use the value of the local gradient to tune the key parameters of the governing
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Figure 16.1 – Ml distribution according to its
governing parameter µ ∈ [1.1; 2.9]. Ml itself
varies between 0.1 and 2.0.

Figure 16.2 – Ta distribution in function of
γ ∈ [0;1]. γ = 0 yields a uniform distribution
while γ = 1 yields Ta = 0 anyway.

laws before taking a new step – instead of keeping their value constant over the run which is

the case in the original Lévy Taxis algorithm developed in [9].

In long-term exposures (i.e. in the case where the robot moves slowly and each sample

is the average of many concentration measurements), when the average local gradient is

strongly positive, it theoretically means that the robot is closer to the source compared to

the previous step, so the next step can be a long move straight towards the upwind direction,

i.e. exploitation. On the other hand, in the case where the gradient is around zero, as the

agent does not get any strong clue about the variation of the plume, it takes a short move

in a random direction in order to promote exploration. The former case corresponds to key

parameters µ and γ tending to 1, while in the latter µ tends to its maximal value 3 and γ to its

minimal value 0.

Equation (16.3a) and Equation (16.3b) show the relationship between the gradient of gas

concentration ∇C and the key parameters µ and γ, while Figure 16.1 and Figure 16.2 present

how the latter influences the probability distribution of Ml and Ta .

µ=
µmi n , if |∇C | > θ

µmax − |∇C |
θ (µmax −µmi n), otherwise

(16.3a)

γ=
γmax , if |∇C | > θ

γmi n + |∇C |
θ (γmax −γmi n), otherwise

(16.3b)

Where ∇C is the gradient of gas concentration and θ the threshold beyond which the values of

µ and γ remain at µmi n and γmax respectively. These boundaries were set based on Pasternak’s

work [9].

Besides adapting key parameters during the run, the gradient serves another purpose: as it is
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calculated after taking one step, it brings information about the rightness of the last decision

on the turning angle Ta . Therefore, the heading of the robot can be used as a complementary

information to the wind direction for the bias used in the calculation of Ta . For instance, if

after taking one step the gradient is positive, which means that the last direction was the right

decision, the angle for the next step should be biased not only by the local wind direction

but also by the forward direction. Thus, in ALT, the bias for Ta is taken as an average of the

heading of the robot and the upwind angle, unlike LT which only takes into account the local

wind direction. This acts as a low-pass filter that prevents the heading from varying too much

in one step.

However, in case the gradient is negative, which means the last chosen direction was not a

good one (the agent is probably not heading towards the source), only the upwind angle is used

as bias. Therefore the agent tends to move upwind to encounter a higher gas concentration.

Algorithm 2: Pseudo code of the Adaptive Lévy Taxis algorithm.

while (step < stepLi mi t) do
Sample gas concentration (cc ) and read current position (pc );
Calculate gas concentration gradient ∇C = cc − cp ;
Adapt parameters µ and γ using Eq. (16.3a) and Eq. (16.3b);
Calculate Ml and Ta using Eq. (17.1) and Eq. (16.2);
Apply Ml and Ta to pc to get next goal (Gx ,Gy );
previous gas concentration (cp ) ← current gas concentration (cc );
previous position (pp ) ← current position (pc );
while ((Gx ,Gy ) is not reached) do

Move towards (Gx ,Gy );
if (Source is found) then

Declare success and Terminate algorithm;
end
if (Wall is encountered) then

Declare failure and Terminate algorithm;
end

end
step ← step +1;

end
Declare failure;

The pseudo-code above provides an overview of the ALT algorithm. In this algorithm, at the

beginning of each step, the position of the agent as well as the local wind direction and the gas

concentration are logged. Then the concentration gradient is calculated using the last step’s

log. Using this information, Ml and Ta are calculated to determine the goal towards which

the agent has to walk. Once the source is found, which is determined thanks to an external

input, the agent declares success and terminates the algorithm. In case the agent reaches the

limits of the experimentation area, it declares failure and terminates. On top of that, we used a
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Figure 16.3 – Examples of trajectories obtained in the wind tunnel with a wind speed of 1.0 m/s
and a release rate of 10%: (a) Casting, (b) Surge-Cast, (c) Surge-Spiral and (d) Adaptive Lévy
Taxis algorithm.

limit for the number of steps, for the agent to avoid spending too much experimentation time

wandering far from the source. If this steps limit is reached, the algorithm also declares failure.

16.2.2 Performance evaluation

In the original paper, the ALT method, as well as the three moth-inspired algorithms, were

evaluated in our wind tunnel in wind speeds ranging from 0.1 to 1.0 m/s and with source

release rates from 10 to 50% of the pump capacity. Example of successful trajectories for all

four algorithms are shown in Figure 16.3. The statistical results are illustrated in Figure 16.4.

The average distance overhead in all setups was shown to be lower than 1.2 (i.e. close to 1.0

that is the best possible value). In addition, ALT showed satisfactory results (≥ 5/10) in terms

of success rate in all configurations. The consistency of these good results in all the setups is a

significant performance, not achieved by moth-inspired algorithms.

All three moth-inspired algorithms have remarkable performances in setups with high release

rate (50%) and high wind speed (≥ 0.5 m/s). In such conditions, where the source emits a fair

amount of gas filaments and the wind folds the plume in the center, it is easy to follow the

plume. However, Casting and Surge-Cast showed to be very sensitive to extreme environmental

conditions, for instance, when the wind speed was low (0.1 m/s) or when the release rate of

the source was set as low as 10%. The Surge-Spiral algorithm, unlike the two others, yields

outstanding success rates in all the setups. In case of difficult setups (e.g., wind speed = 0.1 m/s

and release rate = 10%) spiraling has always a satisfactory success rate (≥ 7/10), but a relatively

high distance overhead. In fact, the spiraling strategy helps the robot to eventually re-acquire

the plume after losing it. However, it also implies taking more steps, compared to the two

previous algorithms, which leads to a higher distance overhead.
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(a) (b)

(c) (d)

Figure 16.4 – Performances of Casting (a), Surge-Cast (b), Surge-Spiral (c), and ALT (d) algo-
rithms in the wind tunnel.
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16.2.3 Conclusion

In case of a wall free arena, a robot performing ALT, could eventually be able to reacquire the

plume after losing it (yielding to 100% success rate), thanks to the stochastic search properties

of this algorithm. Indeed, convergence in 3D was demonstrated in [94] for a Lévy Flight. In

contrast, moth-inspired algorithms, such as Casting or Surge-Cast, once they lose the plume,

have severe difficulties to re-acquire it. The only moth-inspired competitive algorithm from

this perspective is the Surge-Spiral, an algorithm which would be also 100% successful in

case of a wall-free arena at the price of a very high distance overhead. Probably, only a smart

combination of casting, surging, and spiraling, as it actually happens in real moths, would be

competitive with our ALT algorithm in all different environmental conditions.

16.3 Performance Comparison with the STE Algorithm

To make the comparison as fair as possible between two methods that are natively different,

we introduce slight modifications in start and stop conditions as explained in Chapter 15.

Since ALT is a plume tracking algorithm, we carry out the first set of benchmarking experiments

with the starting position of the robot inside the plume. The experiment stops if the robot

enters a circular area of 50 cm radius around the source, or, in case of STE, when the source

position is declared.

We evaluated both methods in the different environmental conditions reported in Table 8.1.

The results illustrated in Figure 16.5a show that the traveled distances with both methods are

very similar, with slightly lower medians for STE.

If the robot starts outside of the plume, it does not make a big difference for STE, but it does

for ALT. To show this with statistical results, we carried out a second set of experiments, with

the same comparison for a setup where the robot is placed randomly on the crosswind axis,

therefore potentially inside or outside the plume. The results are presented in Figure 16.5b.

The performance of STE indeed shows no significant difference with Figure 16.5a, which is

not the case for ALT.
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(a) (b)

Figure 16.5 – Performance comparison between ALT and STE when the robot starts (a) inside
the plume and (b) on a random position on Y-axis.
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17 Benchmarking in a 3D Search Space

17.1 Introduction

As demonstrated in Chapter 11, our STE method was evaluated in a 3D search space in a

simulated environment. In order to show its efficiency, we make a comparison between the

performances of STE in 3D with the ones of a 3D bio-inspired algorithm. Similarly to the

previous chapter, both methods will be evaluated in different environmental conditions in

simulation.

The benchmark method, published in [95], is a novel bio-inspired 3D algorithm involving

cross-wind Lévy Walk (LW), spiralling and upwind surge. The algorithm has been validated

in simulation and evaluated in our wind tunnel, under different conditions in terms of wind

speed and source release rates. Studying success rate and execution time, the results showed

that the method outperforms its 2D counterpart and it was robust to the various environmental

conditions.

17.2 Benchmark Algorithm: 3D Surge-Spiral

Although most of the previous works on GSL are based on wheeled robots in 2D, recently there

is some additional attention towards 3D plume tracking. Since bio-inspired algorithms are

the most studied class of algorithms in GSL, the adaptation to 3D started with this class as

well, with [75] where a robot with a sensor head capable of vertical movements performed an

algorithm based on zigzag path of the dung beetles to track the plume in 3D. Moth-inspired

algorithms have also been adapted to 3D recently by Gao et al. [76] in simplified simulations,

based on traditional 2D techniques. Having multiple sensors on the sides of the robot and

measuring the local 3D gradient of gas concentrations, they have added a pitch angle to the

heading of the robot. This modification is done only in the phase of upwind surge but not

in the phase of plume retrieval. In another work, Edwards et al. [96] proposed a 3D moth-

inspired algorithm that uses the plume edge (or the plume center-line in the modified version)

to modify the timing of the crosswind movements. This algorithm was tested in a small (about
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1 m) realistic environment, using an ion source.

The presented benchmark algorithm addresses both plume acquisition and tracking in a 3D

space through a moth-inspired method.

17.2.1 Algorithm

This algorithm covers the two first phases of the GSL problem, i.e. plume acquisition and

plume tracking. In this section, we will present the detail of the algorithm on both sub-tasks.

Lévy Walk in 3D

In the plume acquisition phase, the goal being to find the gas plume, the sensor of the robot

has not yet detected any gas concentration. Therefore, the robot needs to randomly or

systematically scan the environment to find the first indication.

For this phase, we have chosen to adapt LW into 3D, since it has been shown that the probability

of returning to the previous position with LW is smaller compared with other random walk

mechanisms [97]. LW is performed by many living beings (e.g., Drosophilia [98] and honey

bees [99]) for foraging, and has the advantage of allowing the searcher to maximize the number

of visited targets, versus the traveled distance [99].

As we are addressing the problem of GSL in 3D, searching the entire environment for the

plume seems very time consuming, because the agent does not have any a priori information

about the plume. On the other hand, performing a search on a 2D plane perpendicular to the

wind direction allows to find the plume in a quicker and more efficient way.

Assuming that the X-axis is along the upwind direction and therefore the crosswind plane

would be that defined by the Y-Z-axes, the global process of the first phase of our algorithm is

as follows: the agent starts the search from a random position on the crosswind plane, and

moves on this plane according to the governing law of LW, in order to encounter the plume.

At each step, the robot moves to a point determined by a move length Ml (AKA step length)

calculated based on a fixed probability distribution presented in Eq. (17.1), as well as a random

turning angle Ta ∈ [0,2π].

Ml = Lmi n .r
1

1−µ (17.1)

with r a random variable uniformly distributed r ∈ [0,1], Lmi n the minimum move length, and

µ (Lévy-index) the move length’s key parameter (1 <µ≤ 3). In this work, in order to maximize

the exploration, we set µ to its maximal value 3 and a relatively long Lmi n of 50 cm.

Thus, if an agent is located at (x0, y0, z0) and has to take a step, once Ml and Ta has been
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calculated, the target position to move towards will be as presented in Eq. (17.2).

x = x0

y = y0 +Ml . sin(Ta)

z = z0 +Ml . cos(Ta)

(17.2)

3D plume tracking through upwind surge and spiralling

Once the plume is encountered, the plume tracking phase begins. We design two alternating

behaviors to address this phase; “upwind surge" and “spiralling on the 3rd dimension". The

details of the two behaviors are explained in the following.

In nature, although the behavior of different species (e.g., crab, lobster, moth, salmon) are

not exactly the same, they all seem to pursue the upstream path while in contact with the

plume [100]. This behavior is used in many bio-inspired robotic GSL works as well (e.g., [76],

[75]). Since this strategy seems to be sufficiently efficient, especially in a quasi-laminar flow,

which is the case of this work, we have chosen to use it in the second phase of our method.

Therefore, when the agent finds itself in the plume, it goes upwind with a constant speed and

this movement continues while it considers to still being inside the plume.

However, if the agent loses the plume, either due to the plume’s conic shape or patchiness,

or an error in the wind direction estimation, it needs to search the environment in order to

reacquire the plume once again. This search should not necessarily be a random walk as in the

first phase, since the agent is most probably very close to the plume and thus a local search

would be more efficient to find the plume back.

For re-finding the plume, in similar works (e.g., [75, 76]), different bio-inspired behaviors have

been developed. One of the behaviors that has always shown (although in 2D) outstanding

performance in terms of success rate is the spiralling movement [33]. Therefore, we have

decided to take advantage of this particular algorithm and upgrade it to 3D (which is closer

to the reality in nature) to address the problem. This behavior is inspired by the spiralling

movement of moths while searching for a gas plume [101]. Many studies have implemented a

similar behavior but in 2D robotic experiments [33, 102] in highly simplified environmental

conditions.

Most moths’ behavior being in 3D, the spiralling movement is performed on a crosswind plane

where the chance of plume reacquisition is the highest. So in this work, we have implemented

the spiralling movement on the crosswind Y-Z plane. While the spiralling behavior itself is

2D, it helps the agent to find the plume in the right altitude and to continue the upwind surge.

Ultimately, all three dimensions are covered by the combination of the upwind surge (along

X-axis) and the spiralling (on Y-Z plane). Thus, in this local search, the coordinates of a target
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Figure 17.1 – Trajectories of different behaviors: (a) and (b) 3D spiralling, (c) 2D spiralling, (d)
2D Surge-Cast.

position after a step are expressed in Eq.(17.3).

x = xc

y = yc + sd . t . cos(2πt )

z = zc + sd . t . sin(2πt )

(17.3)

with (xc , yc , zc ) the position where the agent loses the plume and thus needs to search the

surroundings, sd the spiral drift which determines the distance between the rounds of the

spiral movement, and t the iteration of the local search. As shown by the Eq. (17.3), the

movement on the X-axis stops until the plume is retrieved.

Despite the similarity, the projection of this method in 2D would not be the Surge-Spiral, but

the Surge-Cast algorithm [33] which performs a local search on the crosswind dimension (see

Figure 17.1).

Source identification

In this work, as we focus on the two first phases of the problem, we assume the source is

localized if the agent reaches an area of 20 × 20 × 20 cm3 around the source while being still

in the plume (see Figure 17.2).
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Figure 17.2 – Margin of the source area in simulation.

17.2.2 Performance evaluation

In order to assess the performance of the proposed method, a comparison with a similar

algorithm of the same category would be necessary. Since the contribution of this work is the

crosswind local search in 3D, we compare its performance with its 2D counterpart.

Baseline 2D method

We have chosen the Surge-Cast algorithm [16] as reference in terms of performances, as it

performs a crosswind local search, similar to the proposed method but in 2D. We have adapted

this algorithm to the procedure of our 3D proposed method in order to have a fair comparison.

Assuming that the X-axis is towards the upwind direction, the strategy of this reference method

would be the following: after establishing the gas concentration threshold at the fixed altitude,

the robot moves to a random position on the Y-axis, at the beginning of the experimental

environment. At this point, it performs LW on the Y-axis (crosswind) in order to find the plume.

Therefore, for this method, due to the restriction on the Z-axis, the coordinates of a new step

taken from the position (x0, y0, z0) would be as expressed in Eq. (17.4).

x = x0

y = y0 +Ml . sin(BTa)

z = z0

(17.4)

with BTa = 0 if Ta < π, and BTa = 1 otherwise.

Once the plume is retrieved, the robot moves upwind towards the X-axis, while it remains in

the plume. As soon as the plume is lost, the robot moves crosswind for a distance of Dcast

(here 43 cm based on [33]). If the plume is found during this movement, the upwind surge is

resumed, otherwise the robot performs another crosswind surge, in the opposite direction, for

a distance of 2 × Dcast (see Figure 17.1d). This local search continues by exploring more either

sides each time, until the plume is reacquired. Finally, the algorithms ends either when the
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Table 17.1 – Setup parameters used in the experiments and simulations.

Setup Wind speed Release rate Concentration threshold
A 0.2 m/s low 70%
B 0.2 m/s low 90%
C 0.2 m/s high 70%
D 0.2 m/s high 90%
E 0.9 m/s low 70%
F 0.9 m/s low 90%
G 0.9 m/s high 70%
H 0.9 m/s high 90%

source is located, which makes the run successful, or the time limit is reached which means a

failure.

Important parameters

The performances of our method and the reference algorithm have been verified in different

setups involving different parameters. In the present section, we describe the parameters that

we varied as well as their potential impact on the results. The chosen values for each of the

parameters are reported in Table 17.1.

• Wind speed and source release rate - As mentioned earlier, wind speed and source

release rate of the source have a high impact on the shape of the plume. The release rate

controls the its richness in terms of numbers of gas patch and concentrations. The wind

speed affects that width of the plume.

• Gas concentration threshold - Through the introduction of a gas concentration threshold,

the robot perceives the plume in a "binary" form. In particular, the concentration

threshold is the value beyond which the robot is considered being inside the plume,

and outside otherwise. Therefore, if this value is chosen too high, the plume seen

by the robot is very narrow and patchy. On the other hand, a very low value yields a

misleadingly large plume perceived by the robot.

In the simulations and physical experiments of our previous contribution [95] we set the

threshold empirically to 0.7 and 0.9. These values mean that, respectively, the highest

70% and 90% of gas concentration measurements at the initial phase are considered

inside the plume. The corresponding to the gas concentration might change between

the runs of a single setup.

• Initial position of the robots with respect to the source - The position where the robot

starts the operation has a high impact on the performance of the algorithms. In order to

be fair between the runs of both algorithms, we chose to place the robot on a random

initial position on the crosswind section, and 10 m far from the source in the X-axis
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Figure 17.3 – Trajectory of the proposed 3D algorithm in simulation.

(upwind direction). As the 2D algorithm needs to be restrained on a fixed altitude, we

have chosen to set it at a certain altitude, more precisely 10 cm below the height of the

source (in our previous work [95] set at z = 50 cm).

Metrics

The performances of both algorithms have been previously evaluated using two metrics:

success rate and execution time.

A run is considered successful if the robot reaches the source area while being inside the plume,

within the time window of 12 min (arbitrary value, twice longer than most of usual successful

runs). Therefore, for each setup, the number of successful runs over the total number of runs

is called success rate sr . The other metric would simply be the time spent by the robot in the

experiment. It is calculated from the moment when it starts the search from its initial position,

until it declares success by reaching the source. For failed runs, this metric is not taken into

account. As the robot travels with a constant speed of 50 mm/s, and no turnings are required

in the movements, it is fair to simply consider the time instead of the traveled distance.

Simulation experiments

Before evaluating the proposed 3D bio-inspired algorithm in physical experiments, we have

developed and tested it in simulation leveraging, as before, Webots.

A trajectory of the robot is shown in Figure 17.3. For different setups equivalent of the ones

detailed in Table 17.1, the method has been run 20 times and the results are summarized in

Figure17.4. As expected, the performance of the algorithm is outstanding even in complex

environmental conditions (e.g., setup A). In lower wind-speed the general performance in

terms of success rate is not affected, however in terms of execution time, setups with lower

wind speeds spent about 100 s more for a given gas concentration threshold and source release

rate. This is due to the time the robot has to spend on local search when it loses the plume.

The two other parameters, i.e. source release rate and threshold, did not have a significant

impact on the performance. This implies that the algorithm is robust to these parameters.
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Figure 17.4 – Performances of the proposed 3D algorithm in simulation in different setups.

Physical experiments

In order to assess the performance of the algorithms in a repeatable fashion, as in the previous

chapters, physical experiments were carried out in the wind tunnel. We mounted a wheeled

Khepera IV robot on the traversing system (see Figure 17.5). The system composed of the

traversing system and the Khepera robot represents an emulated flying robot, able to move on

three axes. Thus, given a position p(x, y, z), the flying robot moves towards p with a constant

speed.

For this work, we have carried out experiments with 8% (low) and 18% (high) of the pump

power as gas source, using acetone instead of ethanol as liquid to be vaporized. In both pump

regimes, a human nose was not able to detect the acetone smell in the environment.

Figure 17.6 shows two trajectories performed using the two evaluated algorithms. Both

trajectories start with a crosswind search, on the Y-Z plane for the 3D algorithm and on the

Y-axis for the 2D method. In the rest of the trajectories, upwind surge and local search are

used consequentially. It should be noted that the movement of the traversing system is limited

to its working area borders, therefore some trajectories, such as the spiralling, are truncated at

the margins of this area. The blue cross shows the position of the source.

We have evaluated the presented method 10 times for each setup exposed in Tab. 17.1, and the

results are shown in Figure 17.7.

The 3D method shows, as expected, outstanding performance in case of high-speed wind and

high release rate, since the amount of information transmitted from the source to the robot is

sufficient to guide it correctly.

It is interesting to note that, in the setup F (i.e., wind speed = 0.9 m/s, source rate = low and
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Figure 17.5 – Wind tunnel equipped with a 3-axis traversing system, the Khepera IV robot and
an gas source.

Figure 17.6 – Trajectory of two successful runs of both algorithms (2D on top and 3D on
bottom) in the wind tunnel, with the wind speed of 0.9 m/s, source release rate of 18%, and
concentration threshold of 0.9. The blue cross shows the position of the source.
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concentration threshold = 90%), even though the source release rate is not high, the higher

gas concentration threshold, compared to the case E, compensated for the environmental

conditions and the 3D algorithm remained totally successful. However, this happens for the

case B and D, where the wind speed was very low. This proves that the wind speed is more

significant than the other two parameters and thus the baseline proposed method, while

being generally successful in different environmental conditions, is sensitive to the cases

characterized by a low wind speed.

The same outcome can be seen in Figure 17.8 that summarizes the results of the 2D baseline

method for sets of five runs for each setup. The group of results corresponding to conditions

with high wind speed have better performance in terms of success rate and spent time. As

opposed to the 3D method, the 2D algorithm does not yield satisfactory results with low wind

speed, and is less efficient is general.

Since the plume gets wider (in crosswind plane) as it travels far from the source, the robot

can sense the plume at the beginning of the experiment even if it is located at a lower altitude

with respect to the source. However, by tracking the plume towards the upwind direction

and getting closer to the source where the plume is narrower, it becomes harder to sense the

plume and thus the robot has to perform multiple local search in the process. This is why a 2D

algorithm results in not a reliable performance, even in case the source is located only 10 cm

higher than the operation plane of the robot.

17.2.3 Conclusion

The 3D bio-inspired algorithm was validated in simulation, evaluated in the wind tunnel, and

benchmarked with a well-established 2D bio-inspired algorithm under different environmen-

tal conditions. As other bio-inspired algorithms, it needs very little a priori knowledge and

computational resources. Our conclusion is that unless the source is located on the ground, an

aerial vehicle and a 3D algorithm are needed to robustly find the source. Studying three main

parameters, the experiments showed that the wind speed is more significant than the other

two parameters and thus the proposed method, while being generally successful in different

environmental conditions, is sensitive to situations characterized by low wind speed.

This method was later deployed on a flying vehicle and presented in [103].

17.3 Performance Comparison with the STE Algorithm

In this section, we will use the previously presented 3D bio-inspired algorithm as benchmark

for the 3D STE algorithm. Since the benchmark algorithm covers the plume acquisition

sub-task as well, the position of the robot is randomized on the Y-Z plane in both algorithms.

We evaluated both methods under the different environmental conditions reported in Table 8.1.

The results depicted in Figure 17.9 show that the traveled distance is affected by the wind speed
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Figure 17.7 – Performances of proposed 3D algorithm in physical experiments in different
setups.

Figure 17.8 – Performances of Surge-Cast algorithm in physical experiments in different setups.
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Figure 17.9 – Performance comparison between our 3D bio-inspired algorithm and STE.

for the bio-inspired algorithm, which is not the case for STE. Indeed, the bio-inspired algorithm

shows a better performance in high wind speed compared to STE, but it lacks robustness in low

wind speed. STE, however, shows a consistent performance in all environmental conditions.
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18 Conclusion

We have compared two variants of our proposed STE algorithm with two competitive bio-

inspired algorithms.

In the 2D search space, the statistical results on traveled distance show similar performances

for both algorithms in different environmental conditions. However, the STE algorithm, being

able to tackle the GSL problem in all its sub-tasks, shows a consistent performance even when

the starting position of the robot is placed outside of the plume.

In the 3D search space, according to the results, even though the bio-inspired method performs

with a lower traveled distance in high wind speed, the STE algorithm shows again superior

consistency and robustness to the evaluated environmental conditions.

Additionally, the STE algorithm presents features that make it a better algorithm overall : it

addresses all three stages of the GSL problem, it provides a richer set of information about the

source characteristics other than its position, it provides the estimation uncertainty on the

source location, an insightful feature to show the reliability of the results.
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19 Conclusion

Over the course of this thesis, we studied the problem of GSL through the formal framework

of STE. Our proposed STE algorithm estimates the parameters of a plume model using the

Bayesian approach, and navigates the robot through the environment using a POMDP strategy

that rewards high information gain. The cycle between estimation and navigation allows for

localizing the source of a gas release with high accuracy. On top of the source location, the

algorithm provides, as output, other relevant information on the source and the plume, as well

as an uncertainty level that shows the confidence level on the output data. The latter is related

to the probabilistic nature of the method, which brings other advantages, such as flexibility to

the type of sensing asset. The drawback, being the high computational cost can be reduced

with probabilistic sampling techniques, and in any case, appears to be insignificant nowadays

with the fast evolution of powerful pocket-size computation units.

To demonstrate the versatility of the proposed algorithm, and with the intention of proposing

solutions to realistic scenarios, the algorithm was further enriched with new features that

allowed for adaptation to scenarios with different aspects of complexities. Three main axes of

complexity were considered for the scenarios, namely (i) spatial dimension, (ii) sensing system,

and (iii) environment complexity. Our algorithm was first adapted to the underlying scenario

and then thoroughly evaluated in it. When applicable, the performances were also compared

with the core method to show the effectiveness of the adaptation. The results showed that

with the right coordination strategy, the efficiency of the algorithm increases when deployed

on a distributed system. Additionally, the underlying plume model has a major impact on

the type of environment it can be applied to, but with the suitable model, it can be applied

to complex environment. However, designing a suitable model for any type of environment

might be non-trivial. Therefore, we believe that the application in real scenarios is currently

limited by to the lack of a suitable model.

Our proposed algorithm was evaluated in each setup first in a high-fidelity simulation, and

then, if possible, in a wind tunnel leveraging one or more robotic assets, allowing for repeatable

and reliable experimentation. Additionally, the performance of our method was benchmarked

with competitive bio-inspired algorithms, showing not only quantitative competitiveness but
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also superior robustness to a variety of environmental conditions.

19.1 Summary of Contributions

This thesis presents various contributions in the field of GSL through the STE algorithm as

well as its adaptations to complex scenarios. A summary of the contributions of this work are

presented in the following.

• We propose a STE algorithm with a novel navigation technique that leads the robot

toward informative points to accelerate the localization of a gas source. After systematic

evaluations that allowed for finding the best values for algorithmic values, this algorithm

was thoroughly evaluated in simulation and in physical experiments in a wind tunnel

with different environmental conditions. Two main environmental parameters were

considered, namely the wind speed and the source release rate. The algorithm localized

the source with high accuracy and showed robustness to the evaluated environmental

conditions.

• We extended the applicability of our method to a 3D search space, by replacing the

underlying plume model with its 3D variant. It was then evaluated in simulation in the

same environmental conditions as the 2D setup, and showed successful in all of them.

• With the intention of reducing the amount of a priori data that the algorithm requires

from the environment, we adapted our algorithm to operate in an unknown environ-

ment, where no global localization is available and the map of the environment is not

provided to the robot. Therefore, the robot showed ability to localize the source with

odometry and local maps, while substantially decreasing the traveled distance. However,

a systematic evaluation of this algorithmic variant in simulation and in physical reality

showed lack of robustness to diverse environmental conditions.

• To leverage the versatility of the STE framework, we deployed our algorithms on a

homogeneous multi-robot system. We designed three coordination strategies with

increasing levels of coordination among robots. The system was evaluated with up to

three robots, both in simulation and in physical experiments. Additionally, an enhanced

navigation technique was introduced that allowed for further reducing the traveled

distance. The highest level of coordination, where the robots were able to (i) coordinate

their source declaration, (ii) share their samples, and (iii) coordinate their movements

with each other, showed to be the most efficient strategy in terms of traveled distance

and experiment duration.

• To extend the scope of the proposed algorithm to cluttered environments, we success-

fully developed a novel data-driven plume model and integrated it in our STE algorithm.

The model was deduced from feeding in training data, i.e. simulated concentration

maps in randomly designed cluttered environments, to a convolutional neural network.
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The model was first evaluated with nine arbitrarily designed maps and, after showing

success, it was integrated in our STE algorithm. The algorithm was then evaluated in

simulation with randomized source positions in cluttered environments and showed

great performance.

• The core STE method was benchmarked with two competitive bio-inspired algorithms,

in a 2D and a 3D search spaces. The benchmark algorithms themselves were already

benchmarked with well-established moth-inspired algorithms and showed great success

rate in comparison. Our STE algorithm, while being similar is terms of time and energy

efficiency to the benchmark algorithms, presented additional advantages over bio-

inspired algorithms, namely, covering all three sub-tasks of the GSL problem with a

single method, providing a richer set of information about the source, and achieving

superior robustness to diverse environmental conditions.

To highlight the novelty of this thesis over the state of the art, here we briefly mention the

differences with the most prominent and recent related works.

The estimation part of our method is mostly inspired by the STE literature (e.g., [41, 62]).

Since the STE algorithm was traditionally used for off-line applications, the estimation part

was already well-studied. However, navigation strategies were rarely coupled with STE for

closed-loop applications. Additionally, most of the existing works in the literature were done

in simulation only (e.g., [65, 66, 68]). Therefore, to be best of our knowledge, our STE method

is one of the very few that was deployed on real mobile robots (e.g., [55]), and among those

few, our navigation algorithm is the only one designed natively based on probabilistic rea-

soning. Finally, the systematic experimentations that we carried out in a controlled physical

environment were also missing in the literature.

[46] is a thesis with similarities in terms of general probabilistic approach to the GSL problem

applied to a multi-robot system. Although the STE algorithm is not mentioned, the parameters

of a gas dispersion model is probabilistically computed based on the robots’ observations,

similarly to our method. The main difference in the estimation part of the two approches is

the choice of the plume model. [46] uses advection-diffusion partial differential equations to

model gas dispersion, which is a richer and more accurate model than our pseudo-gaussian

plume model. However, in Chapter 14 we studied a data-driven plume model than showed to

have the potential of becoming a suitable surrogate model. The exploration technique of [46]

guides the robots toward points with higher uncertainties. While in our method, to balance

the exploration and exploitation, we also leverage the most likely position of the source to

accelerate the search. Moreover, the multi-robot implementations are different but they are

both distributed and the results are unfortunately hard to compare due to major differences

in experimentation setups.
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19.2 Discussion and outlook

We believe that, in the near future, GSL algorithms will be deployed on autonomous robots

and be helpful in localizing sources of gaseous releases in different applications, which could

take place on Earth or even on further planets such as Mars.

This thesis presents a rich algorithm, with high potential for becoming a formal solution to

the complex problem of GSL. Different challenges of realistic environments were successfully

addressed with our proposed method by adding new features. However, for technology to

reach the applicability of such methods in real environments, more steps need to be taken

and more challenges need to be overcome. In this section, we discuss the limits of our current

implementation and we present our outlook on this work.

The core algorithm consists of a combination of many methods that can be replaced by other

methods to improve the efficiency of the framework. The main parts of the algorithm, being

estimation and navigation, are interconnected, and therefore, an improvement on one, brings

improvement on the entire algorithm. For instance, the estimation is done probabilistically

leveraging a Bayesian approach, but an optimization algorithm could be more time-efficient

in comparison, and therefore preferable. Moreover, the range of the sought parameters of

the source were chosen arbitrarily, while they could be set dynamically without a static range.

This would improve the robustness of the method in environmental conditions. Finally, the

hyper-parameters of the method could be optimized using a global optimization algorithm.

The method was adapted to a 3D search space, but unfortunately, it was only evaluated in

simulation. To validate its performance in a real environment, it should be run on a flying

vehicle. However, the impact of the propellers will certainly affect the gas concentration

measurements, which means that it would be necessary to consider a larger measurement

error in the parametrization of the algorithm. On the other hand, it might be best to modify

the navigation strategy to not move toward the source, which would prevent mixing high

concentration gas patches in the air to the point of saturation. Further investigation on this

problem would be necessary before a real deployment.

In case of an unknown environment, our method showed promising in terms of traveled dis-

tance, but not in terms of robustness to environmental conditions. We suggest a combination

of global estimation, with dynamic parameter range, and local navigation. This combined

method would allow the robot to travel less distance, but to estimate the source position at a

global level.

To extend the deployment flexibility of the distributed variant of our STE algorithm, we can

include static sensors to the system to further increase the power efficiency and sensing

accuracy. The system can also include flying vehicles, coupled with ground robots or static

sensors, to cover a 3D search space in a more energy-efficient way. Many parameters of such

a system must be studied as a function of the environment, such as the number of sensing

assets, their positioning, their mobility, and above all, the coordination strategy among them.
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19.2. Discussion and outlook

The coordination strategy is a non-trivial task in a heterogeneous system, which should be

thoroughly studied. It should be designed in order to minimize the redundancy between the

roles of different sensing assets in the performance of the system.

For the proposed algorithm to be applicable in realistic indoor environments, a data-driven

plume model was developed that takes as input only the coordinates of the source location.

Whereas for the model to be applicable in real scenarios, it should also include other source

characteristics, such as the source release rate and the wind speed. Adding these two vari-

ables to the model requires as least three times more training data, and might involve a more

complex neural network. Moreover, after integrating the model to the STE framework, we

only evaluated it in simulation. Physical experiments would be necessary before claiming its

applicability in real environment. Finally, due to its high computational power requirements,

the model cannot run on a Khepera IV robot in real time, therefore it needs to run off board,

unless a more powerful computation unit is used on an autonomous robot. Further optimiza-

tion on the neural network and the spatial resolution of the training maps could be done to

reduce the complexity of the model and hence its computational cost.

Finally, each axis of complexity was tackled individually in this thesis. Combining one or more

scenario will introduce new challenges and would improve the applicability of the algorithm

in real deployments.
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