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a b s t r a c t

Decay heat residuals of spent nuclear fuel (SNF), i.e., the differences between calculations and mea-
surements, were obtained previously for various spent fuel assemblies (SFA) using the Polaris module of
the SCALE code system. In this paper, we compare decay heat residuals to their uncertainties, focusing on
four PWRs and four BWRs. Uncertainties in nuclear data and model inputs are propagated stochastically
through calculations using the SCALE/Sampler super-sequence. Total uncertainties could not explain the
residuals of two SFAs measured at GE-Morris. The combined z-scores for all SFAs measured at the Clab
facility could explain the resulting deviations. Nuclear-data-related uncertainties contribute more in the
high burnup SFAs. Design and operational uncertainties tend to contribute more to the total un-
certainties. Assembly burnup is a relevant variable as it correlates significantly with the SNF decay heat.
Additionally, burnup uncertainty is a major contributor to decay heat uncertainty, and assumptions
relating to these uncertainties are crucial. Propagation of nuclear data and design and operational un-
certainties shows that the analyzed assemblies respond similarly with high correlation. The calculated
decay heats are highly correlated in the PWRs and BWRs, whereas lower correlations were observed
between decay heats of SFAs that differ in their burnups.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The long-term heat generation from accumulated radionuclides
within irradiated nuclear fuel, i.e., spent nuclear fuel assemblies
(SFAs), impacts the design as well as the operational and long-term
safety analyses of radioactive waste management and disposal so-
lutions such as interim storage facilities (ISF) and deep geological
repositories (DGR). Prior to commissioning and operation of such
facilities, it is necessary to demonstrate their compliance with
applicable regulations and to ensure their safety and integrity
[2e4]. Impacted activities include loading the SFAs into disposal
canisters, for which a maximum heat load per canister is typically
constrained. In Switzerland, the maximum permissible limit is
sics and Systems Behaviour
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1500Wper canister at emplacement. Such constraints could lead to
longer storage times in ISFs prior to encapsulation or the partial
filling of disposal canisters, options which are economically
disadvantageous. To mitigate these options, optimization studies
for canister loading are being conducted that rely on accurate
evaluations of the SFA decay heat along with quantification of un-
certainties. These inevitable uncertainties in the calculated decay
heats place an additional margin on the maximum heat load
constraint.

The spent nuclear fuel (SNF) decay heats are typically evaluated
by simulating the transmutation and decay of the nuclides in the
fuel matrix during the in-reactor irradiation and the out-of-core
cooling. The calculational methods are usually validated a priori
to assess their performance using validation measures [1,5e7] such
as the ratio of the calculated-to-measured decay heat ðC=EÞ and the
difference between calculations and measurements ðR ¼ C � EÞ, or
simply the residuals ðRÞ. Large deviations between the calculations
and measurements mean that more conservative assumptions are
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needed to account for computational biases and uncertainties in
the calculated decay heat. Knowledge of the origin and possible
improvement of these discrepancies captured by R and C= E could
help to reduce over-conservatism.

Various approaches are followed in the literature to explain the
differences between calculations andmeasurements in calculation-
based analyses of SNF. Using similar calculational approaches and
different nuclear data evaluations could explain the sources of
discrepancies related to the nuclear data. This approach was fol-
lowed in a study on criticality safety benchmarks by J. C. Sublet that
differentiated between JEFF-3.1, ENDF/B-VII and JENDL-3.3 [8].
Other approaches rely on modeling the same benchmark with
different codes and code users. The latter approach was followed in
various benchmarks conducted by the OECD/NEA on depletion
calculations and burnup credit criticality safety [9e11]. Other ap-
proaches rely on modeling large numbers of benchmarks using the
same calculational methods and nuclear data, so that systematic
deviations could be analyzed. The latter approach was followed in
various studies conducted in the Oak Ridge National Laboratory on
decay heat calculations, depletion calculations, and criticality safety
analyses [5,12,13].

In a previous study [1], we followed the latter approach by
calculating decay heats for 173 SFAs using the Polaris module of the
SCALE code system (version 6.2) [14], and the calculated decay
heats were compared to 273 measurements. In the present study,
we assess the significance of previously calculated decay heat re-
siduals R by calculating their z-scores, i.e., the ratio of R to its un-
certainty. The z-scores scale the differences between calculations
andmeasurements (R) to uncertainties in both, i.e., we test whether
SNF decay heat calculations are significantly different from their
corresponding measurements or, alternatively, whether the data
provide no evidence of such significant differences. We test at a
significance level of 0.05. For this goal, we calculate and analyze
uncertainties in Polaris decay heat calculations of selected bench-
marks from the previous decay heat validation dataset [1]. Four of
the selected SFAs are of PWR origin and the other four of BWR
origin. They were already used in the decay heat measurements
conducted at the Clab facility by SKB [15] (5 SFAs) and the GE-
Morris facility by GE [16] (3 SFAs). The assemblies are selected to
have multiple decay heat measurements and to differ from each
other in their model parameters (burnup, reactor of origin, etc.).

For propagation of uncertainties, stochastic sampling methods
are frequently (and recently) used to quantify uncertainties innu-
clide concentrations, radioactivity, decay heat, and others [17e23].
The method is straightforward once a computational scheme is
defined and uncertainties in the inputs are available e such as their
covariance matrices. First, computational model inputs e such as
nuclear data, design parameters and irradiation histories e are
stochastically sampled from their covariance matrices. Second, the
perturbed input variables are used in the computational scheme,
typically in hundreds of simulation runs, and the distributions of
the output responses are analyzed [14]. Calculational uncertainties
are propagated from nuclear data (cross-sections, fission yield, and
decay data) and model uncertainties using the SCALE/Sampler
sequence. Uncertainties in nuclear data (ND) are available in SCALE
format, whereas uncertainties in themodel parameters (design and
operational variables, DO) are based on literature recommenda-
tions [24].

Current international projects and benchmarks are addressing
questions such as those approached in this study, including the
European Horizon 2020 project (European Joint Programme on
Radioactive Waste Management [25]), in which calculations of SNF
decay heats are compared to experimental measurements and
uncertainties in these decay heats are analyzed. Another example is
the Vattenfall/SKB-organized blind benchmark on decay heat
2817
predictions for 5 PWRs [26], in which decay heats of 5 SFAs and
their uncertainties are being calculated and analyzed by several
participants using various computational approaches.

This paper is structured as follows. Section 2 provides infor-
mation about the modeled SFAs. Section 3 describes the calcula-
tional methods. Section 4 is divided into three parts: the first part
presents the analyses of total calculational uncertainties and
z-scores, the second part provides analyses of different contribu-
tions from nuclear data and model parameters to the calculational
decay heat uncertainties, and the third part provides a discussion
on the importance of the burnup uncertainties for the decay heat
uncertainties. Section 5 summarizes uncertainty analyses of the
SNF decay heat and describes potential future work.

2. SNF benchmarks

A dataset of SNF decay heat benchmarks has been used for
validation of the SCALE Polaris module [1], and selected bench-
marks are analyzed in the current study to assess uncertainties in
their decay heat calculations and their decay heat residuals R. Fig. 1
shows design layouts of the analyzed assemblies based on the
design specifications in Refs. [27,28]. Table 1 lists their main char-
acteristics, along with the decay heat residuals from Polaris and
reported experimental measurements. The decay heat measure-
ments were conducted by SKB [15] and General Electric (GE)
[27,28]. The measurements were conducted at the Clab facility
(Swedish Central Interim Storage Facility for Spent Nuclear Fuel)
and the GE-Morris facility (Morris Operation spent fuel storage
facility), respectively.

The selection criteria for the eight SFAs consist of having
different reactors of origin, assembly design, burnup, enrichments,
and multiple decay heat measurements. These design and opera-
tional differences could result in differences in uncertainties in the
calculated decay heats of the analyzed SFAs, propagated from un-
certainties in nuclear data and model parameters. The selected
assemblies cover wide ranges of burnups, enrichments, and cooling
times as shown in Fig. 2. The selected SFAs include 3 from the GE-
Morris facility and 5 from the Clab facility. They cover high and low
burnups (SFAs F32 and CZ102) as well as high and low enrichments
(SFAs D-01 and CZ102) of the validation dataset in Ref. [1]. The
shortest cooling time is covered by SFA CZ205, and relatively long
cooling times are also covered (e.g., by SFA 5A3).

2.1. Experimental uncertainties in decay heat measurements

The SFA decay heats were measured at both the Clab facility and
GE-Morris using pool-type calorimeters. The uncertainties in the
calorimetric measurements reported by SKB for the Clab facility are
listed in Ref. [15] and are summarized in Table 2. Experimental
uncertainties in the measurements conducted at the GE-Morris
facility are based on estimates reported by Gauld et al. [5] and are
summarized in Table 3. These uncertainties are given as two SDs of
the measured decay heat. In the present work, we analyze assem-
blies withmeasured decay heat values lying between the upper and
lower powers at which uncertainties are reported. Experimental
uncertainties at these intermediate decay heat powers are evalu-
ated by linear interpolations between the corresponding values in
Tables 2 and 3.

2.2. Input uncertainties for decay heat calculations

Calculated decay heat uncertainties are evaluated through the
stochastic propagation of calculational model input uncertainties.
These are uncertainties in the SFA design and operational variables
(DO) and nuclear data (ND). The latter are uncertainties in the



Fig. 1. Polaris models of the analyzed assemblies. Top row: GE 8x8 (6432), GE 7x7 (CZ205 and CZ102), and SVEA-64 (11495). Bottom row: 17x17 (0E2 and 5A3), 15x15 (F32), and
14x14 (D-01). The BWRs are asymmetrical and modeled as full assemblies. The PWRs have quarter symmetry (modeled as south-east models). Within each SFA model, fuel rods are
shown in different colors to reflect differences in their density, gadolinium content, and enrichment. (For interpretation of the references to color in this figure legend, the reader is
referred to the Web version of this article.)
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fission yields (FY), cross-sections (XS), and decay data (DY), which
are available in the SCALE code system (version 6.2) based primarily
on ENDF/B-VII.1 nuclear data [14]. The DO uncertainties are not
available for the currently analyzed benchmarks and they are
implemented in this study based on recommended literature
values, which are reported in the “Evaluation Guide for the Evalu-
ated Spent Nuclear Fuel Assay Database (SFCOMPO)” [24].

The DO variables are assumed to be normally distributed, and
their implemented SDs are listed in Table 4. We assumed that the
total mass of the SFA is precise, i.e., the SFA heavy mass has zero
variance. This leads to a full correlation between the total cross-
sectional area of the fuel rods and the fuel density. Fuel densities
are not correlated to irradiation parameters in the current study
(e.g., fuel temperatures and burnups). Fuel enrichments of all rods
are assumed to be fully correlated. Fuel temperatures, water den-
sities and temperatures, void fractions and the boron content in the
water are the same throughout the lattice. In different cycles, these
properties are assumed to be fully correlated. No information is
available regarding burnup uncertainties in the analyzed SFAs. The
cycle-wise powers of the SFAs are assumed to be normally
distributed with an SD of 1.67%, which is similar to the value
analyzed by Ilas and Liljenfeldt [20]. The SFA cycle-wise average
powers are assumed to be fully correlated between cycles. Burnup
uncertainties are assumed to originate from uncertainties in the
cycle-wise average powers.

Additional correlations were established betweenwater density
and temperature in the PWRs, and between SFA power and fuel
temperature in both the PWRs and the BWRs. The water temper-
atures in the PWRs, for example, are sampled from their distribu-
tion with a correlation of �1 with the perturbed water density.
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Similarly, the fuel temperatures are sampled from their distribution
with a correlation of þ1 with the perturbed SFA power. These
correlations are based on a large sample of post-irradiation ex-
aminations (PIEs) from the SFCOMPO database [29]. However, un-
certainties in these correlations are not analyzed in this study.

The Polaris models are 2D lattice models that represent full-
length SFAs. In addition, we followed simplified irradiation his-
tories, e.g., cycle-wise average irradiation parameters. Given these
modeling simplifications, the uncertainties mentioned in Table 4
should be interpreted as uncertainties in the average DO variables
of the SFAs and uncertainties in the cycle-wise average irradiation
parameters. Given that DO variables and irradiation parameters
could vary significantly along the entire SFA geometry and during
fine representations of irradiation histories, we implement un-
certainties in their assembly or cycle-wise averages. For example,
the void fraction in BWRs changes axially, and the implemented
values are uncertainties in the axially averaged void fractions.
Similarly, uncertainties in the boron content, which change during
the irradiation cycle, represent uncertainties in the cycle-wise
average values.

Burnup will prove to be a significant variable that impacts the
resulting uncertainties of DO origin, and the accuracy of the burnup
estimation depends on various factors, such as the reactor and core
management codes [24]. It also typically depends on the location in
the core, i.e., whether it is located in the periphery of the core or its
center. For this reason, we will analyze cases in addition to those
listed in Table 4, focusing only on the SFA 6432. For these cases, the
burnup and power assumptions are relaxed and assessed for their
relevance to the resulting uncertainties, and we compare them to
the reference case mentioned in Table 4. The following cases are



Table 1
Characteristics of the analyzed SFAs and their decay heat measurements.

Lab. Reactor a SFA ID SFA designþ Enrichment Burnup Cooling time Decay heat b 2sexp: b R [1] c

wt.% U-235 GWd/tU a W W/SFA W/tU W

Clab (SKB) F2 (BWR) 11495 SVEA-64 2.91 32.43 15.32 167.6 5.0 27.5 �0.9
R1 (BWR) 6432 AA8x8 (GE 8x8) 2.89 36.86 14.85 185.5 5.1 28.7 2.3

14.86 189.6 5.1 28.9 �1.7
15.53 184.4 5.1 28.7 0.7
15.56 182.8 5.1 28.6 2.2
15.56 185.2 5.1 28.7 �0.2
15.58 181.6 5.1 28.6 3.3
15.58 182.0 5.1 28.6 3.0
17.60 175.9 5.0 28.4 1.5
20.61 161.7 4.9 27.9 5.7
20.62 161.7 4.9 27.9 5.6

GE-Morris (GE) C (BWR) CZ102 GE 7x7 1.09 11.67 6.94 62.3 12.7 64.9 18.8
7.16 70.4 12.9 65.9 9.6

CZ205 GE 7x7 2.50 25.34 2.35 324.0 19.0 99.8 1.2
2.38 361.5 19.9 104.5 �39.7
2.39 343.5 19.4 102.2 �22.6
2.39 353.2 19.7 103.5 �32.5
2.43 331.8 19.2 100.8 �15.3
2.43 338.7 19.3 101.6 �22.4
2.44 327.5 19.1 100.2 �12.7
2.45 313.1 18.7 98.4 0.5
2.46 311.4 18.7 98.2 1.5
2.47 314.0 18.7 98.5 �1.5
2.56 331.2 19.1 100.7 �28.2
2.59 317.1 18.8 98.9 �16.8
2.98 289.7 18.2 95.4 �20.4
3.02 308.0 18.6 97.7 �41.3

GE-Morris SO1 (PWR) D-01 14x14 4.01 31.39 6.46 499.0 23.2 63.7 �8.4
Clab R2 (PWR) F32 15x15 3.20 50.96 16.05 692.0 15.7 36.0 9.8

R3 (PWR) 0E2 W 17x17 3.10 41.63 15.95 587.9 14.2 30.6 3.2
17.50 566.0 13.9 29.9 6.1
17.51 567.7 13.9 30.0 4.4
21.44 522.5 13.2 28.5 7.4
21.47 525.6 13.3 28.6 4.3
21.84 520.1 13.2 28.4 6.1

5A3 W 17x17 2.10 19.70 19.10 237.7 9.0 19.5 0.1
19.11 236.7 9.0 19.5 1.1
19.12 243.4 9.1 19.7 �5.6
19.98 230.9 8.9 19.3 3.4
20.01 230.3 8.9 19.3 3.9
21.05 225.8 8.8 19.2 4.3
21.07 227.9 8.9 19.2 2.2
25.94 209.8 8.6 18.6 2.8

a Reactor names: F ¼ Forsmark, R ¼ Ringhals, C ¼ Cooper, and SO ¼ San Onofre.
b Measured decay heats and their uncertainties (per assembly and per ton of initial uranium) [15,27,28].
c Calculated decay heat residuals R between Polaris calculations and measurements [1].

Fig. 2. Burnups, enrichments, and cooling times of the selected SFAs. The crosses refer to the entire validation dataset in Ref. [1].
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Table 2
Uncertainties (2s) in the decay heat measurements at the Clab facility based on [15].

SFA Power (W) Uncertainty (W) Uncertainty (%)

BWR 50 4.2 8.4
350 6.2 1.8

PWR 250 9.2 3.7
900 18.8 2.1

Table 3
Uncertainties (2s) in the decay heat measurements at the GE-Morris facility based
on [5]. The values correspond to both PWRs and BWRs.

SFA Power (W) Uncertainty (W) Uncertainty (%)

GE 200 16 8
700 28 4
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analyzed for the SFA 6432:

1 Case 1: The upper and lower accuracies of the burnup in
Ref. [24] are interpreted as 2 SD, and therefore the SD of the
burnup increases by 50% including every other variable. For
example, cycle-wise powers are normally distributedwith an SD
of 2.5% instead of 1.67%.

2 Case 2: All variables are uniformly distributed. The variance of
each distribution for each variable is set equal to the variance of
the corresponding normal distribution of the variable in the
reference case. For example, burnup is uniformly distributed
between 0.971 and 1.029 of its nominal value, instead of normal
distribution with an SD of 1.67%.

3 Case 3: Burnup uncertainty is considered (both cycle-wise
average powers and the correlated fuel temperatures), and
nominal values are used for all other variables to exclude their
influence on the resulting decay heat uncertainty.

4 Cases 4 and 5: The uncertainty in the cycle-wise powers de-
pends on the burnup, i.e., instead of a fixed SD of 1.67% of the
cycle-wise powers in the nominal case, the variance of the cycle-
wise power depends on the current burnup value. Assemblies
are relocated to different regions of the core in different irra-
diation cycles and, as noted in Ref. [24], uncertainties in powers
and burnups could be larger in peripheral locations of the core.
In-out, out-in, and in-out-in (along with others [30]) are fuel-
loading strategies that allocate the assemblies in the core
based on their reactivities and burnup; this could result in as-
semblies having uncertainties in their powers depending on
their current location in the core and their current burnup value.
Table 4
Uncertainties in DO variables of the analyzed SFAs, based on [24].

Parameter a Uncertainty/To

Cladding/tube thickness ±40e50 mm
Cladding/tube diameter ±200 mm (PW
Fuel pellet density <2% the theor
Fuel pellet diameter ±20 mm
Enrichment (U-235 wt%) ±0.05%
SFA powers e

Water temp. (PWR only) ±2 �C
Water density (PWR only) ±0.005 g/cm3

Void fraction (BWR only) ±6%
Fuel temp. ±50 �C
Boron content (PWR only) ±10 ppm

a The parameters in Ref. [24] not included in this list are assumed to
b Full correlation with fuel density.
c The reported uncertainties in Ref. [24] are tolerances, and we assu

servations, i.e., the tolerance interval corresponds to ±3 s of a normal
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We consider two relatively extreme cases: the first case has zero
variance in the SFA power at BOL (beginning of life), and the vari-
ance in the cycle-wise powers increases linearly with burnup up to
discharge. The second case has a maximum variance in the SFA
power at BOL, and the variance in the cycle-wise powers decreases
linearly with burnup up to zero variance at discharge. In both cases,
the SFA discharge burnup has the same SD of 1.67%. For example,
for the first case of zero variance in the power at BOL, the SD of the
cycle-wise powers are 0.2% and 3.2% for the first and the last irra-
diation cycles, respectively.

5 Case 6: The cycle-wise powers are sampled from their distri-
butions independently from each other, i.e., correlations are not
enforced. The discharge burnup does not necessarily have the
nominal SD.

Finally, uncertainties in other design parameters are not covered
in Ref. [24] and can scarcely be found in the literature. These
include uncertainties in the gap between assemblies and the
location of fuel rods in relation to each other. An individual case of
SFA 6432 has been analyzed to investigate the contributions of
these parameters to total calculational uncertainties by allowing
them to follow normal distributions bounded by ±3 SD (between
0.1 and 14.2 mm for the former, and between 0.25 and 1.75 mm for
the latter). The decay heat variances due to perturbations in DO
parameters changed by less than 0.7% up to a cooling period of 100
years. Given their relatively modest contributions to calculational
uncertainties, we excluded these variables from the analysis in this
study.
3. Computational scheme

The decay heat calculations in the current study are performed
using version 6.2 of the SCALE nuclear modeling and simulation
code system [14]. The SCALE code system is widely used for nuclear
system design and safety analyses such as criticality safety,
shielding calculations, LWR analyses, etc. Two SCALE modules were
used here: the Polaris module and the Sampler super-sequence.
The Polaris module performs the lattice calculations (transport,
depletion and decay). A result of the Polaris calculations is the
cooling time-dependent decay heat per nuclide of the analyzed
SFAs. The assumptions for the implementation of the models in
Polaris were described previously [1]. All calculations are based on
the SCALE 56-group library. The decay and fission yield data are
based on the ENDF/B-VII.1 nuclear data library. The multigroup
(MG) neutron cross-section libraries are based primarily on ENDF/
lerance [24] 1 s (this work)

16.7 mm c

R)/± 300 mm (BWR) 67 mm/100 mm c

etical density 0.67% c

b

0.0167% c

1.67%
2 �C
0.005 g/cm3

6%
50 �C
10 ppm

be precise.

me that a two-sided tolerance interval contains ~99.7% of the ob-
distribution.
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B-VII.1 along with supplementary data from the JEFF-3.0/A nuclear
data library, which is recommended for general-purpose reactor
physics and LWR analysis [14].

The Sampler super-sequence performs stochastic uncertainty
propagations [22]. Sampler generates and runs hundreds of input
files of sub-sequences (Polaris) and analyzes the outputs. The in-
puts are generated by random sampling from nuclear data co-
variances (available in SCALE) and joint probability distributions of
uncertain DO variables (listed in Table 4). The outputs are statistical
analyses of distributions of Polaris calculations of the decay heat
per nuclide and per SFA.
4. Results

Decay heats and their uncertainties for each of the analyzed
SFAs are calculated from a set of decay-heat-relevant nuclides, i.e.,
the total decay heat of each SFA is the sum of decay heats of the
individual decay-heat-relevant nuclides. We considered nuclides
that contribute a 99% to both decay heat and decay heat uncer-
tainty as evaluated according to Equations (1) and (2), respectively,
and at cooling times between 2 and 100 years. The nuclide-wise
contribution to decay heat relates to the nuclide-wise radioactive
decay rate and the Q-value of each radionuclide considered. The
nuclides are Kr-85, Sr-90, Y-90, Rh-106, Sb-125, Pr-144, Cs-134, Cs-
137, Ba-137 m, Ce-144, Pm-147, Eu-154, Pu-238, Pu-239, Pu-240,
Pu-241, Am-241, Am-243, Cm-242, and Cm-244. In the following
equations, we use i and j (subscripts and superscripts) for different
isotopes, DH for decay heat, k for different perturbations, N for total
number of perturbations, and n andm (subscripts and superscripts)
for different benchmarks (measurements and calculations). The
total decay heats and their uncertainties are calculated such that:

DHtotal ¼
X
i

DHi; (1)

s2total ¼
X
i

s2i þ
X
i;j

2sisjrij; (2)

where ri;j refers to the correlation between each pair of nuclides i

and j in the list of nuclides considered. In Equation (2), s2i and si are
the variance and the SD of the decay heat of nuclide i, respectively.
These statistics result from numerous runs of the models using
perturbed inputs, and are calculated using:

si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN
k

�
DHk � DHi

�2
vuut ; (3)

where DHiis the average decay heat from isotope i.
The correlations in Equation (2) result from using the same

perturbed ND in numerous runs. These correlations exist between
decay heats of a nuclide in two SFAs and also between the decay
heats of different nuclides in the same SFA. The correlation between
the decay heat of nuclides i and j is calculated as:

rij ¼
1

N � 1

XN
k¼1

�
DHi

k � DHi

��
DHj

k � DHj

�

si sj
;

(4)

Polaris models are run 625 times using various perturbed in-
puts, e.g., perturbed FY, XS, DO variables, etc. The number of 625
perturbed runs is selected to ensure that the results are sufficiently
precise, i.e., they have low standard errors (SE). The SEs of SDs and
correlation coefficients are calculated as [31]:
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SEðsiÞ ¼
siffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 625
p ; SE

�
rij
� ¼ 1� rij

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
625� 1

p : (5)

The mean calculated decay heats are not reported in the current
analyses. Instead, we report those decay heats calculated using the
nominal ND files (Equation (1)). In all of the analyzed models, the
differences between themean calculated decay heats and the decay
heats resulting from the use of the nominal ND are less than the SEs
of the former statistic. The SEs of SDs and correlation coefficients
depend on their values, e.g., in Section 4.3 assembly F32 shows 2s
of 49.0 W for its total decay heat due to uncertainties in ND. The
latter uncertainty will have an SE of 1.4 W, which is 2.8%. In Section
4.6, the total decay heat of the same assembly shows correlations of
0.67 and 0.98 with the total decay heats of assemblies 5A3 and 0E2,
respectively. The latter correlations will have SEs of 2.2% and 0.2%,
respectively.

The uncertainties in the DO variables and their correlations are
discussed in Section 2.2. The ND uncertainties concern FY, XS and
DY, and the latter are assumed to be uncorrelated with each other.
The decay heat uncertainty for nuclide i resulting from ND un-
certainties is calculated as:

s2ND; iys2XS;i þ s2FY ;i þ s2DY ;i: (6)

The ND are assumed to be uncorrelated with DO variables, and
the total decay heat uncertainty for nuclide i resulting from
calculational uncertainties is calculated as:

s2Calc:;iys2ND;i þ s2DO;i; (7)

The total calculated and experimentally measured decay heats
are assumed to be uncorrelated with each other. Uncertainty of the
decay heat residuals R of benchmark i is calculated from calcula-
tional and measurement uncertainties as:

s2R;i ¼ s2Calc:;Exp:;iys2Calc:;i þ s2Exp:;i; (8)

4.1. Total decay heat generation: calculations and measurements

Decay heats and their uncertainties have been calculated for the
SFAs listed in Table 1, and the results are shown in Fig. 3. This figure
shows the decay heats of the SFAs (inW/tU) versus the cooling time
along with decay heats from the fission and decay products (F/DP)
and actinides (AC). Fission and decay products refer to nuclides
with atomic number Z � 89. Uncertainty bands of the calculations
(2sC) are shown along with error bars of the experimental mea-
surements (2sE).

The F/DPs dominate the decay heat generation up to 50e70
years of cooling, and the longer-lived ACs become the main sources
of the decay heat thereafter. In the short term, decay heat un-
certainties mainly result from uncertainties in the F/DPs. Addi-
tionally, for the high burnup SFAs 0E2 and 6432, uncertainties from
the ACs dominate earlier e e.g., at 9e10 years of cooling. Fig. 3 is
arranged such that the top row contains the higher burnup SFAs,
and the left half (two left columns) contains the SFAs of PWR origin.
The high burnup SFAs produce higher decay heats per ton of ura-
nium, particularly at shorter cooling times, due to their higher
content of decay-heat-generating ACs and F/DPs. Additionally, their
calculational uncertainties (total and in F/DPs and ACs) are higher
than the low burnup SFAs.

No significant differences are noted between PWRs and BWRs
(in terms of their decay heats and the corresponding uncertainties),
and the SFA burnup is seen to produce significant differences in



Fig. 3. Calculated total decay heats and uncertainties (due to ND and DO variables). Uncertainty bands are 2sC . Error bars are 2sE . The top row shows high-burnup SFAs. The two left
columns are PWRs. The top legends correspond to: SKB and GE, reactor of origin, burnup (GWd/tU), and U-235 enrichment (wt.%).
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decay heat uncertainties. Differences are noted between the Clab
and GE-Morris SFAs, as experimental uncertainties in the latter are
relatively higher. All calculated decay heats of the Clab SFAs inter-
sect with the smaller 2sE bars, which is not the case for the GE-
Morris SFAs, which have larger 2sE bars.
4.2. Hypothesis testing using z-scores of the decay heat residuals

In this study, we test the null hypothesis that the calculated
decay heat (C) and the measured value (E) are equal:

H0 : C � E ¼ 0: (9)

The alternative hypothesis is that they are significantly
different: Ha : CsE.

The decay heat calculations and measurements are converted
into z-scores [31,32]. The means and the variances are known for
the calculations and the measurements, and their total un-
certainties (2sC;EÞ scale their differences. The z-score of benchmark
m is calculated as:

zm ¼ Cm � Em
smC;E

: (10)

The z-scores are used to obtain p-values and, for the SFAs
analyzed in this work, a value of z ¼ 1:96gives a threshold
p-value y 0.05. A value of jzj<1:96 indicates that the difference
between the calculated and the measured decay heat could be
explained by their total uncertainty.

For SFAs that have multiple measurements, and therefore cal-
culations, their z-scores are combined into a single figure using a
2822
combined weighted z-transform [33,34]. We use the following
transformation to obtain the SFA combined z-score:

z ¼
XM

m¼1
wmzmffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

m¼1
wm

2 þ 2
XM

m<n
wmwnrmn

r (11)

where wm is a weight for zm, and rmn is the correlation between zm
and zn. The benchmarks of SFAs with multiple measurements were
assigned equal weights in this study. Correlations between the z-
scores were obtained from the covariances between the calcula-
tions and the standard deviations of the combined measurements
and calculations as following:

rmn ¼ covðRm;RnÞ
smR s

n
R

y
covðCm;CnÞ

smR s
n
R

: (12)

The above approximation of the covariances between the re-
siduals into covariances between the calculations results from
assuming that different measurements (measurements m and n)
have zero covariances, and measurements and calculations also
have zero cross-covariances. Indeed, no covariance is reported for
the decay heat measurements, and therefore only the covariances
between calculations contribute to covariances between the re-
siduals. Such approximations used in Equation (12) result in lower
correlations between different tests on the same SFA, and therefore
a higher combined z-score for the entire SFA benchmarks. The
combined test for an SFA is conservative, i.e., it is more likely to
reject the null hypothesis and conclude that calculations and
measurements differ significantly from each other. Access to
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covariance information between measurements could reduce this
conservatism to give more accurate p-values. The combined
z-scores are shown in Fig. 4 for each SFA. The figure also plots the
residual R versus the mean of the calculations and the measure-
ments for each benchmark, along with uncertainty bands of 2sC;E .

For the Clab SFAs and the GE-Morris PWR SFA, the SFA combined
z-scores are within the threshold value of 1.96, which implies
agreement between the calculations and the measurements, i.e.,
the combined uncertainty of the decay heat calculations and the
measurements sC;E could explain the observed differences between
both, and we fail to reject the null hypothesis. In contrast, for the
GE-Morris BWR SFAs, and given the combined z-scores, we reject
the null hypothesis in favor of the alternative, i.e., the differences
between the calculations and themeasurements are significant and
could not be explained by relatively wide bands of total un-
certainties. A comparison based solely on the z-score could be
misleading due to a high variance in either the calculations or the
measurements, i.e., large uncertainties in either C or E could result
in an overlap of the differences between them. The uncertainties of
C and E are examined individually as shown in Table 5, which lists
these uncertainties in each of the analyzed SFAs. The measure-
ments at Clab are some of the least uncertain in the literature, with
approximately 19e36 W for 2sE, which also contributes to lower
combined uncertainties of the measurements and the calculations.
Nevertheless, the residuals between the present calculations and
the corresponding measurements were contained within the
relatively narrow bands of 2sC;E The measurements at GE-Morris
have large experimental uncertainties (2sE are 64e100 W/tU) but
they do not explain the relatively large residuals of 73 W/tU,
and �94 W/tU observed in SFAs CZ102 and CZ205, respectively.
Nevertheless, these residuals are similar to other literature values
[5], which rely on different calculational methods. The relatively
larger total uncertainties could not explain these residuals of the
SFAs CZ102 and CZ205. This suggests that either their DO data or
measurements fail to account for some additional random or sys-
tematic error components of uncertainties. It also highlights the
importance of decay heat measurements that properly address
possible sources of measurement uncertainties or systematic de-
viations, in addition to the availability of accurate operational and
design information.
Fig. 4. Mean-difference plot of calculations and measurements along with shaded total unce
measurement laboratories, reactors of origin, and SFA IDs.
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4.3. Contribution of ND and DO uncertainties

Calculations, measurements, and total decay heat uncertainties
change relatively smoothly during the analyzed cooling times. For
instance, between the shortest and longest cooling times of 14.9
and 20.6 years for SFA 6432, the measurement uncertainties (2 SD)
change between 2.7% and 3.1%. Also, the calculational uncertainties
change between 4.4% and 4.5%, which adds to combined total un-
certainties that change between 5.3% and 5.4%. For this reason, we
analyze total decay heat uncertainties averaged over the analyzed
cooling times.

Assembly-wise averages of the calculational uncertainties (2sC)
are listed in Table 5. These uncertainties originate from un-
certainties in ND and DO variables, and their implementation in
this study is discussed in Section 2.2. Table 6 lists individual con-
tributions from ND and DO variables to the total calculational un-
certainties. Decay heat uncertainties of DO origin contribute more
to the total calculational uncertainties of all analyzed SFAs, partic-
ularly lower burnup SFAs, than uncertainties of ND origin. The latter
tend to apply more to high burnup SFAs. In the PWR SFAs, the
uncertainties of ND origin are 1.1e3.1% of the total decay heat (the
average of the calculated and the measured values), and 1.1e1.8% in
the BWR SFAs.

4.4. Nuclides relevant for decay heat uncertainties

The calculational uncertainties discussed so far originate from
nuclides that contribute more than 99% to decay heats and decay
heat uncertainties at cooling times between 2 and 100 years. The
analyses hereafter focus on nuclides that are relevant to decay
heats and decay heat uncertainties at the average cooling times of
the analyzed SFAs e the average cooling time of the decay heat
measurements of each SFA. The nuclides considered contribute
more than 97% and 97.5% to the calculated decay heats and decay
heat uncertainties in the analyzed SFAs, respectively. The nuclides
are Sr-90, Y-90, Rh-106, Pr-144, Cs-134, Cs-137, Ba-137 m, Eu-154,
Pu-238, Pu-239, Pu-240, Am-241, Cm-242, and Cm-244. Their
contributions to the total calculational uncertainties and the
calculational uncertainties of ND origin are listed in Table 7 at
selected cooling times for each SFA. We present the contribution
per nuclide as 2s (W/tU). Cm-242 is excluded from the table due to
rtainty band 2sC;E . Combined z-scores are shown for each SFA (top). The legend lists the



Table 5
Average uncertainties of the analyzed SFAs.

Reactor of origin SFA ID Burnup (GWd/tU) Avg. cooling a time (a) Avg. decay heat b (W/tU) Meas. (2sEÞ Calc. (2sC Þ Total (2sC;EÞ
W/tU % W/tU % W/tU %

PWRs F32 51.0 16.1 1595 36 2.3 90 5.6 97 6.1
OE2 41.6 19.3 1188 29 2.5 58 4.9 65 5.5
D-01 31.4 6.5 1361 64 4.7 66 4.9 92 6.8
5A3 19.7 20.7 501 19 3.9 19 3.8 27 5.4

BWRs 6432 36.9 16.6 1015 29 2.8 47 4.6 55 5.4
11495 32.4 15.3 923 28 3.0 39 4.2 47 5.1
CZ205 25.3 2.5 1667 100 6.0 67 4.0 121 7.2
CZ102 11.7 7.1 376 65 17.4 15 4.1 67 17.9

a Average cooling times of the SFAs.
b Average calculated and measured decay heats of the SFAs.

Table 6
Contributions of ND and DO variables to calculational uncertainties.

Reactors of origin SFA ID Burnup (GWd/tU) Avg. cooling a time (a) Calc. uncertainties (2sC Þ
ND DO Total

W/tU %b W/tU %b W/tU %b

PWRs F32 51.0 16.1 49 3.1 75 4.7 90 5.6
OE2 41.6 19.3 26 2.2 51 4.3 58 4.9
D-01 31.4 6.5 19 1.4 63 4.7 66 4.9
5A3 19.7 20.7 5 1.1 18 3.6 19 3.8

BWRs 6432 36.9 16.6 18 1.8 43 4.2 47 4.6
11495 32.4 15.3 13 1.4 36 3.9 39 4.2
CZ205 25.3 2.5 25 1.5 63 3.8 67 4.0
CZ102 11.7 7.1 4 1.1 15 4.0 15 4.1

a Average cooling times of the SFAs.
b Ratio of 2sC to the total decay heat (average calculated and measured values).

Table 7
Contributions, by nuclide, to decay heat uncertainties (2sÞdue to uncertainties in ND, and uncertainties in ND and DO variables combined.

Reactor of
origin

SFA
ID

Burnup (GWd/
tU)

Cooling
(a)

Uncertainty
origin

Sr-
90

Y-
90

Rh-
106

Cs-
134

Cs-
137

Ba-
137 m

Pr-
144

Eu-
154

Pu-
238

Pu-
239

Pu-
240

Am-
241

Cm-
244

Total (W/
tU)

PWR F32 51.0 16.1 ND 1.1 5.8 0.0 0.9 0.8 1.5 0.0 4.4 19.6 0.4 0.9 4.8 43.7 49
Total 2.0 9.6 0.0 1.0 3.7 12.7 0.0 4.6 24.4 0.6 1.0 6.5 53.7 90

0E2 41.6 21.8 ND 0.9 4.6 0.0 0.1 0.6 1.2 0.0 2.3 12.2 0.4 0.7 4.8 19.5 25
Total 1.6 7.9 0.0 0.1 2.8 9.6 0.0 2.4 15.5 0.6 0.9 7.5 23.9 54

D-01 31.4 6.5 ND 1.1 5.7 1.1 12.5 0.7 1.3 0.1 4.6 8.1 0.4 0.5 1.6 7.8 19
Total 2.2 10.6 2.4 15.0 3.0 10.3 0.5 5.2 11.5 0.8 0.7 3.4 9.9 66

5A3 19.7 25.9 ND 0.4 2.2 0.0 0.0 0.3 0.5 0.0 0.5 3.0 0.3 0.4 2.4 1.5 5
Total 0.8 3.9 0.0 0.0 1.2 4.2 0.0 0.5 3.8 0.4 0.5 4.6 1.9 18

BWR 6432 36.9 17.6 ND 0.9 4.5 0.0 0.3 0.6 1.1 0.0 2.3 9.6 0.3 0.7 3.3 13.7 18
Total 1.6 7.8 0.0 0.3 2.6 9.0 0.0 2.4 12.8 0.6 0.9 5.6 17.5 45

11495 32.4 15.3 ND 0.9 4.5 0.0 0.6 0.6 1.1 0.0 2.3 7.3 0.3 0.6 2.5 9.1 13
Total 1.6 8.0 0.0 0.8 2.5 8.7 0.0 2.5 9.8 0.5 0.8 4.3 11.8 39

CZ205 25.3 3.0 ND 0.8 4.0 1.4 8.4 0.5 1.0 0.2 3.4 7.8 0.3 0.5 1.5 9.2 23
Total 1.5 7.4 2.9 10.3 2.4 8.1 0.7 3.8 10.6 0.6 0.7 2.5 11.5 67

CZ102 11.7 7.2 ND 0.4 2.1 0.3 2.0 0.2 0.5 0.0 0.8 2.4 0.2 0.2 0.7 0.5 4
Total 0.8 4.1 0.5 2.3 1.1 3.8 0.1 0.9 2.8 0.4 0.3 1.5 0.6 15
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its very low contribution to decay heat uncertainties, except at very
short cooling times such as for SFA CZ205. Due to uncertainty in
both ND and DO variables, the 2s of this SFA drops from 6.3 to
0.2 W/tU between the cooling times of 2.3 and 3.0 years.

The SFAs measured at shorter cooling times (2e7 years), such as
CZ102, CZ205 and D-01, show larger contributions from Rh-106, Pr-
144, Cs-134 and Cm-242 compared to the other SFAs. The short-
lived Rh-106 is in transient equilibrium with its parent Ru-106,
which has a half-life of 1.02 years [35]. At short cooling times,
they show contributions to decay heat uncertainties; however, at
cooling times a 15 years, their contributions are nearly zero.
Similarly, the short-lived Pr-144 and Pr-144 m are in transient
equilibrium with the parent Ce-144, which has a half-life of 285
days. Cs-134 has a half-life of 2.07 years and is mainly produced
2824
during irradiation from neutron capture by Cs-133. The contribu-
tions from Cs-134 are lower at longer cooling times; however, its
half-life is not as short as the former nuclides. Cm-242 also accu-
mulates during irradiation; however, its short half-life of 163 days
reduces its total decay heat significantly in SFAs measured at longer
cooling times. The remaining Cm-242 approaches secular equilib-
rium with its parents Am-242 and Am-242 m. Cm-244 is a major
nuclide that contributes to both decay heat and decay heat un-
certainties and accumulates with burnup. In the PWR SFAs, un-
certainties resulting from Cm-244 show monotonic increases with
burnup up to 45% in the highest burnup SFA F32, due to un-
certainties in both ND and DO variables. In this SFA, and at the
average time of measurements, Cm-244 contribution to the decay
heat uncertainties is considerably higher than its contribution to
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the decay heat, which is 15%. Pu-238 shows similarity to Cm-244, as
it is also a major nuclide that contributes to both decay heat and
decay heat uncertainties and accumulates with burnup. It also
shows that its contributions to decay heat uncertainties are
significantly higher than its contributions to decay heats, particu-
larly in lower burnup SFAs. For example, in the lowest burnup PWR
SFA (5A3), Pu-238 contributes 6.2% to the decay heat and 17% to the
decay heat uncertainties (due to uncertainties in ND and DO
variables).
4.5. Contributions of XS, FY, DY and ND uncertainties

The contributions of uncertainties in XS, FY, and DY to un-
certainties of ND origin, and the contributions of ND uncertainties
to calculational uncertainties, will be presented as fractional vari-
ances (FVs). The XS contributions to uncertainties of ND origin are
calculated as:

FVXS ¼
s2XS
s2ND

¼ s2XS
s2XS þ s2FY þ s2DY

: (13)

The ND contributions to calculational uncertainties of ND and
DO origin are calculated as:

FVND ¼ s2ND
s2Total

¼ s2ND
s2ND þ s2DO

: (14)

Fractional variances due to XS, FY and DY uncertainties and also
due to ND uncertainties are shown in Fig. 5 for decay-heat-relevant
nuclides, and for six of the analyzed SFAs with higher burnups. The
Fig. 5. Contributions of uncertainties in XS, FY, and DY to uncertainties of ND orig
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figure shows these values between 2 and 48 years of cooling after
discharge. For instance, for Sr-90 in the SFA CZ205 (bottom left plot
in Fig. 5), the FV due to ND is ~0.25 (gray area) and the FV due to DO
is ~0.75 (the remaining white area). Similarly, in the same plot, the
FVs due to XS, FY and DY are approximately 0.07, 0.70, and 0.23,
respectively.

Contributions fromND to the total variances are almost constant
along the investigated decay times (2e48 years) for the majority of
the analyzed nuclides. Actinides such as Pu-240, Am-241 and Cm-
242 show changes in the contributions of ND to the total vari-
ances. The concentrations of the latter ACs change significantly
during the analyzed cooling times, as they are being produced from
decay processes of other actinides. Pu-240 (with a half-life of
6.6 � 103 years) is actively produced through alpha decay of Cm-
244 (with a half-life of 18.1 years). Am-241 (with a half-life of
433 years) is actively produced through beta decay of Pu-241 (with
a half-life of 14.3 years). Cm-242 (with a half-life of 163 days) ap-
proaches secular equilibrium with its parents Am-242 and Am-
242 m (with half-lives of 16 h and 141 years, respectively).

Differences between the production routes of decay-heat-
relevant nuclides result in different contributions of XS, FY and
DY data to uncertainties of ND origin. For the ACs, ND variances are
largely due to XS (0.97e0.99) and, to a minor extent, to DY
(0.01e0.03). The F/DPs show different contributions from XS, FY
and DY. Fission yield uncertainties contribute significantly to un-
certainties of ND origin for both Sr-90 and Y-90. Uncertainties in DY
also contribute to both, whereas DY contributions to the daughter
(Y-90) are higher. Ba-137 m and Cs-137 also exist in secular equi-
librium, and their uncertainties of ND origin are also significantly
due to uncertainties in FY and DY. The short-lived Pr-144 and Rh-
in, and contributions of ND uncertainties to total calculational uncertainties.



Fig. 7. Correlations between total decay heats due to perturbations of ND.
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106, being in transient equilibrium with their relatively longer-
lived parents Ce-144 and Ru-106, also show significant contribu-
tions from FY and DY uncertainties. Cs-134 and Eu-154 show
exceptionally significant contributions from XS uncertainties to
their uncertainties of ND origin compared to the other F/DPs, and
almost no dependence on FY and DY data. The production of the
latter nuclides results mainly from irradiation and from neutron
capture into Cs-133 and Eu-153 [36].

Individual implementation of the XS, FY and DY perturbations
changes the corresponding nuclear data of all considered isotopes
at once (in each perturbation). Perturbations of nuclide-specific
nuclear data are not available in the SCALE package used. Future
releases of the SCALE code system that allow these individual
perturbations would also allow identification of the most relevant
nuclear data reactions and uncertainties toward all decay-heat-
relevant nuclide uncertainties; this is envisioned for future work.

4.6. Similarity analyses

In this section, we analyze correlations between the SFA total
decay heats due to perturbations in ND and DO variables. These
correlations between SFA decay heats are analyzed at the cooling
times listed in Table 5, and are shown in Fig. 6, Fig. 7 and Fig. 8. Fig. 6
shows the correlations between the SFA total decay heats due to
perturbations in both ND and DO variables. Similarities in burnup
result in relatively higher correlations, e.g., the total decay heat in
the highest burnup PWR SFA F32 is 0.96, which correlates with the
highest burnup BWR SFA 6432, despite their having different DO
variables and originating from a PWR and a BWR, respectively. In
contrast, the decay heats for these two SFAs show fewer correla-
tions with other low burnup SFAs of the same reactor of origin, e.g.,
the correlation between the highest and the lowest burnup is 0.91
for PWR SFAs and 0.87 for BWR SFAs. However, other differences
between these SFAs, such as their cooling times, could change their
level of correlation, as they impact nuclide-wise correlations
differently, and the nuclide-wise contributions to the total decay
heats are also different. In general, the SFAs analyzed in this study
are highly correlated due to perturbations in both the ND and DO
Fig. 6. Correlations between total decay heats due to perturbations of both ND and DO
variables.
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variables, i.e., the lowest observed correlation is 0.85.
Fig. 7 shows the correlations between the SFA total decay heats

due to perturbations of ND, and relatively higher correlations as a
result of similarities in burnup. However, differences in burnup
result in significant reductions in correlations compared to the
combined perturbations of both ND and DO variables, e.g., the
decay heat from the highest burnup PWR SFA F32 correlates with
0.96 to the highest burnup BWR SFA 6432, and with 0.64 to the
lowest burnup PWR SFA 5A3.

Fig. 8 shows the correlations between the SFA total decay heats
due to perturbations of DO variables. The SFA total decay heats tend
to respond with high correlations due to perturbation in their DO
variables; the BWRs showed almost unform cross-correlation, and
the PWRs showed the lowest cross-correlation of 0.92. The
perturbation factors of the SFA burnup, and therefore the cycle-
wise powers, correlate largely and positively with the total decay
heat of the SFAs. The SFA burnup is a relatively influential param-
eter. Enrichments, boron, and fuel density tend to show insignifi-
cant correlations to the SFA decay heat. Other DO variables that
induce significant changes in neutron spectra, such as cladding
radii in the PWRs andwater density in the BWRs, correlate with the
SFA total decay heat on various levels. Increased cladding outer
dimensions (combination of the cladding thickness and its radius)
or reduced water densities harden the neutron spectra, measured
as spectral indices in these perturbed SFA models. Harder neutron
spectra result in higher transmutation rates of U-238 and trans-
mutation of larger fractions of decay-heat-relevant ACs. Nuclide-
wise analyses show negative correlations between all of the
analyzed ACs and water densities, and positive correlations be-
tween them and the cladding outer dimensions, e.g., Pu-238 and
239 correlate negatively with the water densities in all of the
analyzed SFAs by less than �0.4 and �0.9, respectively. Also, these
nuclides correlate with the cladding outer dimensions in all of the
analyzed SFAs bymore than 0.2 and 0.5, respectively. Water density
has a significant impact on the BWRs compared to the PWRs, given
the range of perturbations presented in Table 4. For example, in SFA
F32, 1 SD of the water density is 0.7%, whereas it is 6% in SFA 6432.
In the latter, we vary the void fraction, which has larger
uncertainties.



Fig. 8. Correlations between total decay heats due to perturbations of DO variables, along with correlations between total decay heats and the perturbed variables. The abbre-
viations in the right plot stand for: burnup, enrichment, fuel density, outer dimension of the cladding and tubing, boron in BWRs, and the water density.
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4.7. Contribution of burnup uncertainties to uncertainties of DO
origin

We noted that SFAs with similar burnups show large correla-
tions in their decay heat due to ND perturbations. Also, the SFA
burnup correlates significantly and positively with the total decay
heat. In this section, we analyze contributions of burnup un-
certainties to decay heat uncertainties focusing on SFA 6432 and
using the assumptions mentioned in Section 2.2.

Case 1 with a 50% increase in the SD of all variables (including
the burnup) results in an increase in the decay heat uncertainty by
~50%, between 2 and 100 years of decay, i.e., the final variances
increased by almost the same percentage as the initial variances.

The other cases (Cases 2 to 6) are shown in Fig. 9. Case 2, in
which all variables are uniformly distributed, shows approximately
the same SD for the calculated decay heat, which is similar to the
reference case in which they are normally distributed, i.e., as-
sumptions on the form of the distributions (normal vs. uniform) are
less significant.

Considering only uncertainties in the power and the fuel tem-
peratures (Case 3) results in a gradual decrease in the decay heat
uncertainties between 2 and 100 years. Uncertainties in the SFA
burnup alone contribute 92% and 73% to the variances in the
Fig. 9. Relative uncertainty (relative SD) for analyzed cases that implement different assump
of SFA 6432, and their case number is shown in parentheses.
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calculated decay heat (corresponding to 96% and 86% SDs, respec-
tively). The decreased uncertainties mainly result from decreased
uncertainties in the actinides, which are also sensitive to variables
that induce spectral changes and which are excluded in this case.
Case 3 shows that the burnup and its uncertainty are significant
contributors to the resulting decay heat uncertainties, but to a
lesser extent at longer cooling times. Accurate power history and
reduction of uncertainties in the SFA burnup would result in the
most significant reduction in decay heat uncertainties in the
analyzed decay time.

The Cases 4 and 5 have the same burnup uncertainties, but these
originate from uncertainties in the power in later irradiation cycles
(Case 4), and in earlier irradiation cycles (Case 5). Uncertainties in
the powers of the later irradiation cycles show increased un-
certainties in the decay heat for short-term decay, and vice versa.
However, and regardless of the allocation of uncertainties in cycle-
wise powers along the irradiation, the longer the decay time, the
more decay heat uncertainties approach the reference case. This
means that different allocations of the power variances along the
irradiation history are assumptions that have insignificant effect on
the calculated decay heat uncertainty.

Case 6, where cycle-wise average powers are sampled inde-
pendently of each other, shows a significant decrease in the
tions on the power and burnup distributions. The cases are relative to the reference case
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resulting decay heat uncertainties (down to 45% of the reference
values). In this case, the variance of the final SFA burnup is also
lower than the reference case, inwhich correlations between cycle-
wise powers and burnup ensured the final burnup variance.
4.8. Comparison with literature studies

Previous studies on decay heat uncertainties of LWR assemblies
are reported in the literature, for example for SFA 6432 by Ilas and
Liljenfeldt [20], and for realistic BWR assemblies with similar
burnups and cooling times by Rochman et al. [17]. Table 8 presents
comparisons between the results of this work and the results in
these references. The results in Ref. [20] were calculated using
SCALE and the same ND libraries, using the TRITON module of
SCALE. We obtained similar values for contributions from FYand XS
uncertainties, which might result from using the same nuclear data
and covariance information. However, we obtained larger values
for contributions from uncertainties in DO variables, since the
implemented DO uncertainty ranges in this work differ from those
in Ref. [20].

The results in Ref. [17] were obtained using the CASMO/SIMU-
LATE/SNF sequence, implementing fine irradiation histories and
realistic boundary conditions, which may affect the propagation of
input uncertainties. We obtain contributions from FY uncertainties
that are almost an order of magnitude less than the results in
Ref. [17]. Both this work and the reference are based on ENDF/B-
VII.1 for the FY data; however, reference [17] uses developed
covariance matrices for the independent yield based on informa-
tion from the cumulative yields. Further analyses for processing
uncertainties and correlations in FY data could resolve or pinpoint
the noted discrepancies.
5. Conclusions

Design and operation (DO) and nuclear data (ND) uncertainties
were propagated in simulations that calculate the decay heats from
spent nuclear fuel (SNF) using SCALE/Polaris for lattice calculations
and Sampler for stochastic uncertainty propagations. The models
are LWR spent fuel assemblies (SFAs) that have multiple decay heat
measurements and different DO variables (4 from PWRs and 4 from
BWRs). Propagated uncertainties are based on SCALE-6.2 evalua-
tions of ENDF/B-VII.1 ND and SFCOMPO-recommended ranges for
DO variables. Decay heat residuals R (difference between calcula-
tions and measurements) were standardized with their un-
certainties to calculate z-scores for each benchmark and combined
z-scores for each SFA, with the significance level set to 0.05 in this
study.

The SFAs measured at the Clab facility show that differences
between their decay heat calculations and measurements are not
significant. SFAs measured at GE-Morris show significantly larger z-
scores and significant decay heat residuals, despite these mea-
surements having relatively large experimental uncertainties.
Random or systematic uncertainties are not accounted for in the
SFAs CZ102 and CZ205 which were measured at GE-Morris and
Table 8
Comparison with uncertainty values reported in Refs. [17,20]. All uncertainties in this ta

Cooling (a) Burnup (GWd/tU) U-235 wt% SFA ID

15 37.3 3.0 Assembly-1
15 36.8 3.0 Assembly-2
15.6 36.9 2.9 6432
15.6 36.9 2.9 6432
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require further investigation. This also highlights the importance of
the availability of high-quality decay heat measurements and
operational data (similar to the SFAs measured in Clab), which re-
sults in lower biases between decay heat calculations and mea-
surements. This also illustrates how these biases could be explained
by the uncertainties of both the calculations and the
measurements.

Decay heats and their uncertainties are largely attributed to 14
nuclides at averagemeasurement times for all analyzed SFAs. The DO
variables contribute more significantly to the resulting calculational
uncertainties than uncertainties of ND origin. Particularly burnup,
but also water densities and cladding radii, are influential variables.
Burnup correlates significantly with the SFA decay heat. Also, high-
burnup SFAs correlate largely with each other, and less signifi-
cantly with low-burnup SFAs. The reactor of origin also shows an
influence on correlations between decay heats of SFAs, albeit lower
than the influence of SFA burnups. Additionally, burnup mono-
tonically increases uncertainties of ND origin, particularly in the
PWRs, as well as the buildup of decay heat relevant nuclides. Such
observations pinpoint that providing a proper account of burnup and
its uncertainty could improve calculations and resolve a large
component of decay-heat-related calculational uncertainties. The
standard deviation of the burnup and the correlations between the
cycle-wise powers are significant assumptions. How this distribution
is shaped and whether uncertainties originate from earlier or later
cycles, are less significant assumptions. Also, observations of high
correlations between decay heats from nuclides and assembly-wise
values, particularly between high-burnup SFAs, could be supported
by future sensitivity analyses.

The influencing ND with regard to uncertainties of the decay
heats from actinides are cross-sections, whereas they are varying
contributions from cross-sections, fission yields, and decay data for
the fission and decay products. Additionally, availability of high-
quality ND would reduce their relatively large contribution to
decay heat uncertainties, particularly in the high-burnup SFAs. The
highest burnup in the present study is 51 GWd/tU, which is a
moderate value with respect to recent typical discharge burnups.
Analysis of ND contributions at higher burnups is suggested for
future work.

The uncertainties obtained are relatively high with respect to
applications that rely on calculations, such as loading optimization
of disposal canisters. For instance, the total calculated uncertainty is
5.6% for an SFA that has 51 GWd/tU. Such value can potentially
increase the total number of canisters required to comply with the
maximum permissible 1500W limit per canister, particularly when
shorter cooling times apply to canister loading. At high burnup, DO
variables contribute significantly to these uncertainties, and the
increased accuracy of DO variables such as accurate burnup values
would reduce both the resulting uncertainties of DO origin and the
overall uncertainties.

An assessment of nuclide-specific fission yields and cross-
sections impacting the uncertainties of such nuclides could not
be analyzed in the current study due to limitations of the SCALE
version used (6.2), which is envisioned in future work using SCALE
ble are expressed as 1s.

Uncertainty % Ref.

FY XS ND DO

2.31 e 2.30 e [17]
2.20 e 2.30 e [17]
0.26 0.88 e 0.87 [20]
0.24 0.89 0.91 2.11 This work
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releases that would have these capabilities. Analyses of fission yield
uncertainties are required to assess inconsistencies between the
results of this work and reference results in the literature. Addi-
tionally, this work aimed at selecting SFAs that are different from
each other with respect to their DO variables. Nevertheless, ana-
lyses of the correlation of their decay heat show that the analyzed
SFAs have significant similarities with respect to their decay heat
responses to perturbations in ND and DO variables. Further ana-
lyses could be performed in the future for decay heat benchmarks
with larger differences in their DO variables, e.g., higher enrich-
ments, burnups, and also MOX-based SFAs.
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