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ABSTRACT Predictive control is a flexible control methodology that can optimize performance while sat-
isfying current and voltage constraints. Its application in the power electronics domain is however hampered
by the high computational demands associated with it. In this paper, piecewise-affine neural networks are
explored to greatly simplify these controllers and allow for an inexpensive implementation in commercial
hardware. More specifically, we tackle the problem of enhancing the start-up transient response of a
step-down dc-dc converter while also satisfying inductor current constraints. We analyze the neural network
architecture, and detail its training and validation procedures. The learned controller is then embedded on an
inexpensive 80-MHz microcontroller, and experimental results are provided showing that the whole control

algorithm can be executed in under 30 microseconds.

INDEX TERMS Model predictive control, embedded deployment, neural networks, dc-dc converters.

I. INTRODUCTION

Well designed compensators are at the heart of high-
performance power electronic devices. In this context, linear
control techniques are undoubtedly the most popular method-
ologies used by practitioners [1]-[3], usually exploiting
problem-specific architectures and relying on proportional-
integral-derivative (PID) blocks [4]-[6]. These are generally
reliable and robust solutions capable of accomplishing volt-
age/current reference tracking with, most of the time, zero
steady-state error. Another rather positive aspect of such tech-
niques that cannot be overlooked is their simplicity in terms of
implementation, leading to simple firmware that can be easily
debugged and tuned by users.

In contrast to linear methodologies, model predictive con-
trol (MPC) is a model-based approach that can systematically
handle state and input constraints. As a result, performance
can be pushed to its limits while still respecting physical
limitations of the electronic components [7]. Arguably one
of the main issues that prevents the wide applicability of

MPC is its computational complexity: at each sampling period
an optimization problem has to be solved on-line, requiring
the execution of intricate numerical routines [8], [9]. In a
recent study [10], researchers have shown that at times clever
variable transformations can unveil the hidden convexity of
certain difficult (non-linear and non-convex) problems, thus
alleviating the on-line computational burden. Nevertheless,
even embedding convex solvers can be infeasible when high
control frequencies are needed or the computing platform
has low processing power [11]. Another popular branch of
predictive control in power electronics is the so called ‘fi-
nite control-set’ approach [12], where the switching elements
are directly considered as controllable without the need of
PWM modulating blocks. Although more flexibility is gained,
this comes at the price of having to tackle a mixed-integer
optimization problem, which often forces users to select ex-
tremely short prediction horizons—oftentimes equal to one.
See [13] for a detailed study on the matter. From a stabil-
ity point of view, such limitation is severe as short-sighted

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

VOLUME 2, 2021

199


https://orcid.org/0000-0002-5122-1183
https://orcid.org/0000-0001-7239-4799
mailto:emilio.maddalena@epfl.ch

MADDALENA ET AL.: EMBEDDED PWM PREDICTIVE CONTROL OF DC-DC POWER CONVERTERS VIA PIECEWISE-AFFINE NEURAL NETWORKS

MPC controller formulation

Complex PWA function

N-1
. T T T

min z, Qy +uy Ru) +zyPry

min g"( ¢ Qe+ u/ Rue) +z\ Pry

st. Vt=0,...,N—-1
Tj1 = Axi + Buy

Neural Network Low complexity PWA function

Parametric QP

U™ <y <

oy € Xy
o = z(0)

Affine layer

FIGURE 1. Pre-processing of the control law: The MPC controller is designed, and the problem is then solved off-line (@), yielding a (potentially
complex) PWA function. Samples are collected from this function (@), creating a dataset composed of state-control pairs {x,, u,}"_, . The Neural Network
is trained on the examples given in the dataset and the NN parameters are learned. Finally, the pQP layer is converted into a PWA function (3®) whose

complexity can be adjusted by choosing the size of the NN.

controllers are known to lead to unstable closed-loop dynam-
ics among other problems [14].

In this context, explicit MPC (EMPC) comes as an alter-
native implementation scheme for predictive control whereby
the whole optimization problem is solved off-line, producing a
look-up table of gains to be used during operation [15]. EMPC
has been applied in the context of power electronics to sys-
tems such as inverters with LCL filters [16], dc-dc boost con-
verters [17] and permanent-magnet synchronous motors [18].
Unfortunately, when the number of states and inputs is large
or the prediction horizon is long—which is usually desirable
since it promotes stability—EMPC becomes computationally
very demanding. In more specific terms, the number of re-
gions over which the piecewise control law is defined can
grow exponentially with the number of constraints [15]. This
in turn leads to two problems: firstly, the memory footprint
required to store the entire control law greatly increases;
secondly, the on-line task of identifying the current region
becomes highly time-consuming. The latter is known as the
point-location problem.

During the past years, researchers in the control field have
produced a large body of work on scaling down the com-
plexity of EMPC with many ingenious ideas. These include
exploiting information regarding the initial condition of the
system to ‘delete’ certain regions [19], approximating the op-
timal solution with specific sets of basis functions [20], find-
ing efficient data structures to store and evaluate the piecewise
control law [21], etc. For a reference in the power electronics
and power systems field, the reader is referred to the the-
sis [22]. More recently, there has been an increasing interest
in importing tools from the domain of machine learning to
controls. The hope is that of exploiting data to, for exam-
ple, refine performance iteratively [23] and build surrogate
dynamical models with non-parametric techniques [24], [25].
Neural networks (NN) have also been used to scale down
the computational demands of MPC by learning simplified
representations of the original controller [26]-[28]. See [29],
[30] for recommendations on how to gather the necessary
data-points and properly train such models.

In this paper, we build on our previous work [31] where
a novel piecewise-affine neural network (PWA-NN) architec-
ture was presented to simplify EMPC controllers. Herein a
practical investigation of such technique is carried out in the
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context of fast dc-dc converters, where we cover controller
design, the steps required to train the network off-line, and
the ones needed to accomplish embedded implementation on
an inexpensive device. As opposed to the NN-based con-
trol techniques studied in [26]-[28], [32], [33], the PWA-
NN preserves the MPC structure after training, yielding a
simplified PWA map. A diagram of the proposed approach
is shown in Figure 1. Moreover, the final complexity can
be adjusted by the user through selecting the network size.
In contrast with finite control-set MPC, in this work we as-
sume the use of PWM modulation and the switching signal
duty cycle is controlled. The following points summarize this
paper:
® The dynamic model of a buck Dc-Dc converter is derived
in details considering various parasitic elements;
® An MPC controller is designed to attain a fast and
smooth transient response while respecting constraints,
and the controller is converted into its explicit form;
® A PWA neural network architecture is employed to learn
the predictive controller, resulting in a precise descrip-
tion of it with only a small fraction of the original pro-
cessor and memory demands;
® The resulting controller is then deployed on an
STM32L476 80 MHz microcontroller—a considerably
cheaper and simpler target device when compared to the
previous works that carried out embedded implementa-
tions e.g. [17], [18], [28]. Finally, we provide experimen-
tal results in closed-loop and show that the computations
are executed in under 30 ps.!

Il. MATHEMATICAL MODEL

A schematic representation of the buck converter considered
in this work is shown in Figure 2 and its parameters are
found in Table 1. Vjy, Vp, L, and C refer respectively to the
input voltage, the diode forward drop, the inductance and the
capacitance; whereas Roy, Ry, Rc and Ry refer to the switch
on-resistance, the inductor parasitic resistance, the capacitor
parasitic resistance, and the output load.

Al Python and MATLAB scripts, the embedded firmware and the PCB
files are available at github.com/emilioMaddalena/MPCfit
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FIGURE 2. A circuit diagram of the buck converter including its parasitic
resistances and the diode forward voltage drop. The feedback loop is
closed by the MCU, which implements our proposed PWA-NN controller.

TABLE 1. Parameters of the DC-DC Converter

Vin  Vour Vb L C
15V 5V 0.1V 10mH 56 uF
RON RL RC RO fsw
5m 20 330 m§2 100 Q2 20kHz

We choose as state variables the inductor current and the

output voltage
o |:X1:| B |:ZL:| v
X2 Vo

The power switch is operated at a constant frequency fiw
and variable duty cycle, which is taken to be the control vari-
able u = §. Following the classical time-averaging technique,
Kircchoff’s circuit laws are used to derive differential equa-
tions for both when the switch is open, and when it is closed.
The expressions can be found in Appendix A. Averaging these
equations with § as a weight yields

. Ry, 1 Vin +Vp Ron \Y
X] = ——X] — =X u— XU — — (2a)
L L L L L
. RcRoR;C + RoL RcRoC + L
Xy = — — X
? (Rc + Ro)LC (Rc + Ro)LC™>
RcRo(Vin +Vp) ~ RcRoRon .
(Rc +Ro)L (Rc +Ro)L
RcRpV)
__RcRoVp (2b)
(Rc +Ro)L

The expressions above are not linear since the inductor
current and the duty cycle multiply each other. As the goal
is to design a linear MPC controller, linearization is needed.
We first fix the output voltage to the desired value x,., and
solve for the current and duty cycle steady-state values

X2eq
Ro

3)

Xleqg =

. RoVp 4+ (RL + Ro)x2¢q @
“ Ro(Vin + V) — Ronxaeq

Finally, (2a) and (2b) are expanded around (x1.4, #.4) and
the linear terms are kept, leading to the familiar state-space
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equations X = Axx + B u where

_ RiLtRoNueq _1
L L
Aa = | R Ro(RLC—RonC )
_ RcRo(RL onNCueg)+RoL  RcRoC+HL
(Rc+Ro)LC Rc+Ro)LC

VIN+VD—RoONX1¢q

L
B, = 6
o RcRo(ViN+VD—RoNX1eq) ©)

(Rc+Ro)L

As a last step, a discrete-time model x;+1 = Ax; + Bu; is
obtained by integrating the continuous-time dynamics using
the standard zero-order hold method. The chosen discretiza-
tion frequency was fsump = 10kHz, which is also the predic-
tive controller frequency.

IIl. CONTROL GOALS AND CONTROLLER DESIGN

The goal is to attain a fast start-up response with as lit-
tle overshoot as possible and regulate the output voltage vp
t0 veq = 5'V. Furthermore, an inductor current constraint of
200 mA and voltage constraint of 7V must be respected at all
times. The prediction horizon has to be long enough to yield a
large feasible set [14] and we chose N = 10 steps. A standard
quadratic objective was employed,® penalizing the deviation
of the states and control variable from the reference values
Xeq = [0.05 517, Ueq = 0.3379. The final optimal-control for-
mulation was

N—1

D (I — Xeqllgy + llur — teqlIz) + on — xeqllp (72)
1=0

s.t. Vi=0,...,N—1

min
X

X1 = Ax, + By (7b)
iznin iznax
Umin =X = pmax (70)
o o
umin <u < max (7d)
xy € Xy (7e)
xp = x(0) (71)

with state and control constraints

. ‘min 0mA
vy ov
jax 200 mA
vy 7V

umin =0, umax — (10)

The matrix weights were Q = diag(90, 1), R = 1, and P was
the solution of the associated discrete-time algebraic Ricatti
equation. Xy was chosen to be the the system’s maximal

’In the MPC objective function, the squared weighted norms read as in
[l _xrel'HZQ = (x _xref)TQ(xt — Xref)-
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invariant set under the corresponding LQR policy. Both the
terminal ingredients (P and X)) can be easily calculated with
the aid of the Multi-Parametric Toolbox (MPT) [34] for MAT-
LAB, and are employed to ensure recursive feasibility and
closed-loop stability [14].

As a final step, the MPC controller (7) was solved off-line
using MPT, which yielded a piecewise-affine (PWA) function
7 (x) that maps states directly to optimal control inputs. As
well known in the area of explicit model predictive con-
trol [15], this function partitions the space of feasible states
X into regions described by sets of linear inequalities. Then,
applying the predictive controller on-line boils down to imple-
menting the look-up table of feedback gains

Fix+ g, if x € region 1

(1)

u=mx)=

Fyx + gy, ifx € region M

As provided by MPT, the computed control policy m(x)
had M = 70 regions, a number too large to be embedded into
the target MCU due to the large storage and computational
demands (more details are given in Section IV). These imple-
mentation issues motivate the use of our PWA-NN complexity
reduction scheme.

IV. LEARNING A FAITHFUL STILL SIMPLER
REPRESENTATION OF THE CONTROLLER

Explicit MPC controllers are the exact parametric solution
of their optimization counterparts. The geometric landscape
depicted by the PWA function 7 (x) is composed of numerous
linear pieces patched together. At times, neighboring regions
share the same control law and, depending on their arrange-
ment, they could be merged into an equivalent single one.
Moreover, the overall surface usually presents two scales of
complexity: a general shape and, inspecting it more closely,
intricate small details. Based on these observations, it is rea-
sonable to try to reproduce the rough shape of 7 (x) without
necessarily replicating its small wiggles.

A. THE GENERAL ARCHITECTURE
The architecture of the piecewise-affine neural network used
to learn 7 (x) is shown in Figure 3. It has two affine layers (L1
and L3), an optimization problem as the activation layer [35]
(L2) and one projection layer (L4) that in this specific case
is simply a saturation function. The latter is needed to ensure
that the final control values produced by the NN are within
the control bounds 0 < u < 1. As discussed in [31], the moti-
vation behind the structure is that of learning the dual MPC
problem: L1 maps the state x to the dual space, where L2
represents the dual optimization problem that is solved, L3
then maps the solution back to the primal space, and finally
L4 guarantees it respect the control constraints.

As opposed to other approaches to learning MPC con-
trollers with NN [27], [28], the one explored here can be
translated to a closed-form piecewise-affine function. More
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FIGURE 3. The PWA-NN architecture. A dataset composed of states x and
control actions u is collected from the EMPC controller off-line, and used
to train the PWA-NN parameters (highlighted in orange). After the training

and validation phases, the L2 layer is then converted into its
piecewise-affine form to ease implementation.

specifically, the parametric quadratic program in layer L2 can
be solved off-line after training (e.g. by using MPT), yielding
a PWA map of the same form as (11). The complexity of such
function in terms of the number of regions can be adjusted
by choosing the size of matrix H € R"™*" inside L2. Fixing
n, also defines the sizes of all remaining trainable parameters
highlighted in orange in Figure 3. The result presented next
assures the designer that this PWA-NN structure is suitable
for any possible predictive controller.

Theorem 1 [31] (Given an appropriate size, the piecewise-
affine Neural Network can learn any MPC controller of the
form (7)). Let # : X — U be the map defined by the compo-
sition of all four layers, i.e., 7 (x) := y4 0 y3 0 y2 0 y1(x). Set
€ =0, then 3F, f, L, G and g with appropriate dimensions
such that 77 (x) = w(x), Vx € X.

The optimization problem associated with training this
NN—in fact, almost any NN architecture—is non-convex. As
a consequence, even though there might exist a combination
of parameters and weights capable of exactly representing the
desired function, reaching them is not an easy task. Since
local minima exist, the training process has to be performed
multiple times with different initializations. Nevertheless, it is
reasonably accepted in the machine learning community that
these loss functions possess many high quality local minima,
and pursuing a global optimum is irrelevant in this context
(see for instance the influential work [36]).

Theorem 1 establishes that the size of the NN could be
chosen to exactly replicate 7 (x), but that would defeat its
purpose since the goal is to learn a faithful but simpler version
of the MPC controller. For this reason, we gradually increased
the size n, during the training process until a desirable ap-
proximation quality was attained. From a machine learning
perspective, the problem could be interpreted as an approxi-
mation one, where the ground-truth is known.
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B. THE TRAINING PHASE AND OBTAINED RESULTS
The explicit control law 7 (x) was sampled in order to collect
a set of state-control pairs
{(xg,ug)|d=1,...,D} (12)
where x; can be regarded as features and u, as labels. A total
of D = 5000 points were gathered randomly using a uniform
distribution over the set of feasible states. We highlight that
the samples could have been acquired directly from (7) as
well. Next, the data-points were used to train the internal
parameters of the layers shown in Figure 3.

A standard backpropagation approach can be used to it-
eratively update the NN parameters since, as shown in [35],
optimization layers of this type are differentiable (except on
sets of measure zero, where subgradients can be used). The
PyTorch and OptNet packages for Python were employed
to code the NN and mini-batch stochastic gradient descent was
used to train it. The batch size was chosen to be 50, and the
whole dataset was presented to the algorithm a total of 150
times, i.e., 150 epochs. In order to achieve a balanced learning
throughout the domain, the currents and voltages values that
formed the input locations x; were normalized to a range
of [0,1]. Furthermore, all trainable weights were initialized
randomly. The code was run on a 3.1 GHz Intel Core i7 laptop
with 16 GB 2133 MHz of memory. As previously explained,
we gradually increased the size n, of the PWA-NN. Training
the network once took approximately 35 mins without any
GPU acceleration. With n, = 3, after only 5 initializations,
the network presented a very low mean squared error training
loss: 1.66 x 1077, As for the testing phase, we calculated the
true outputs # = 7 (x) and the predicted values i = 77 (x) on a
grid of points; the latter were capable of closely reproducing
the original controller as shown in the top plots of Figure 4.

In order to assess the complexity of the learned controller,
its L2 layer was converted into a PWA function using the MPT
toolbox. As can be seen from lower plots in Figure 4, the
number of region was greatly reduced: from 70 in the original
partition to 6 in the simplified one, a reduction of 91%. The
total memory required to store the control law parameters was
reduced from 9.25 kB to 528 B. The latter quantities were
calculated by counting the total number of constants needed
to describe all the inequalities that compose the polytopes
and the remaining NN layers, and assuming that each of them
occupies 1 word of space.

A final validation phase was carried out through simulating
the system under the original MPC controller 7 (x) and the
learned controller 7 (x), starting from different initial condi-
tions. The results are shown in Figure 5. As can be seen from
the top and bottom plots, the closed-loop evolution was nearly
identical with both controllers. This indicates that the learning
procedure was able not only to learn the given dataset, but also
generalize the function to other areas of the space. A small
mismatch can be seen is the area close to iy = 0, vp = 6. This
is however not a major concern since that region of the space
is not visited during start-up, and the discrepancy causes the
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FIGURE 4. Original PWA domain partition and MPC control surface (left).
PWA partition of the NN second layer and simplified control surface (right).
With just a small fraction of the original number of regions, the final
simplified controller can closely reproduce the original control surface.
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FIGURE 5. Simulation results: Current and output voltage time evolution
(top plots), and phase portrait (bottom plot). The dashed lines represent
the system evolution with the original EMPC controller, and the solid lines,
with the simplified EMPC controller. In the bottom plot, the solid circles
are the initial conditions, and the star depicts the target steady-state.

system to stay inside the feasible region rather than violat-
ing the constraints. An additional numerical investigation is
reported in Appendix B.

V. EXPERIMENTAL VALIDATION

A prototype of the buck converter is presented in Figure 6.
The target embedded hardware was an STM32L.476 platform:
the MCU runs at 80 MHz, it has a 32-bit RISC architecture
and two independent 12-bit ADC channels. The controller
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A picture of the switched-mode electronic converter prototype.

firmware was written in an interrupt-driven, bare metal, fash-
ion and was triggered at 10 kHz. To avoid using raw measure-
ments and also to filter noise, the ADCs were operated at a
faster pace and 5 consecutive readings were averaged before
being sent to the EMPC controller. Only integers were used
to encode all control law parameters (polytopes and feedback
gains) and the direct memory access peripheral was employed
to link the ADC blocks directly to memory. All these steps
were needed to ensure that all instructions could be executed
within the 100 us time window.

Even though both vy and i; were being measured, a state
observer was used to estimate the two variables. The pro-
duced estimates were only used during the first two sampling
instants after the control task was initiated, and the sensors
readings were employed afterwards. This approach was cru-
cial to counteract the high non-linearity caused by the diode
barrier during the first time instants, which would lead other-
wise to current constraint violations. Later in time, this effect
caused by the diode was neglected because i;, was already
high enough to quickly overcome the barrier.

For comparison purposes, the open-loop and closed-loop
start-up responses of the power converter are shown in Fig-
ure 7. Whereas the open-loop behavior shows high output
voltage and current overshoot, the closed-loop EMPC re-
sponse was faster and satisfied the imposed constraints. More
specifically, the settling time was reduced from approximately
6.73 ms to 2.33 ms; the voltage peak from 7.97V to 5.16'V;
and the current peak of the average signal from 333 mA to
202 mA. In Figure 8 (top) we see the same closed-loop curves,
but without the use of the state observer. Due to the current
‘delay’ caused by the diode, the controller causes the inductor
to accumulate enough energy to violate the constraints. Fi-
nally, a flag was risen to indicate the time needed to execute
the EMPC interrupt service routine (ISR) that was respon-
sible for: averaging the ADC samples, estimating the states
when needed, solving the point location problem, calculating
control input, and updating the PWM peripheral duty cycle.
The execution period varied according to the current EMPC
region, but lasted between 22.0 us and 27.5 us. As shown in
Figure 8 (bottom), the MCU processor core was not always
busy, but had time available to execute other tasks if requested
by a particular application.
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2.000ms/

constraint
satisfaction

Open-loop start-up response (top) and closed-loop EMPC
start-up response (bottom). The output voltage settling-time was reduced
from 6.73 ms to 2.33 ms, and the inductor current respected the imposed
constraints.

constraint
violation

100.0us/

“~“controller ISR

Closed-loop start-up response with no state-observer (top) and
the controller interrupt service routine taking approximately
27 us (bottom).
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VI. CONCLUSION

The practical investigation reported here shows the PWA-NN
potential in reducing the computational demand of MPC. This
allows for predictive control to be embedded in inexpen-
sive microcontrollers and enhance the dynamics of electronic
power converters. Our experiments show that the current con-
straints were satisfied by the closed-loop system even after
the controller simplification phase, which indicates that high-
quality approximation results were attained. Future works
could explore alternative neural network architectures that
incorporate memory to learn MPC controllers, as well as ap-
plying these techniques to more complex converter topologies
at higher current-voltage scales.

APPENDIX A: EQUATIONS FOR THE ON AND OFF SWITCH
STATES

Note that the algebraic complexity of our model stems mainly
from including many parasitic elements, which are normally
neglected. When the switch is open, the following equations
describe the buck converter dynamics

Ry 1 Vb

X = _fxl - sz A (13)
. RcRoR;C + RoL RcRoC + L
Xy = — X1 — X2
(Rc + Ro)LC (Rc + Ro)LC
RpVp
_ e’ 14
T (14)

where Rp = (RcRp)/(Rc + Rp) is the parallel equivalent of
the capacitor and load resistances. When the switch is closed
one has

Ron + R 1 Vin
_ Lo 15
X1 7 a- Rt (15)
o — _ RcRo(Rov +RL)C+R0LX
2 (Rc + Ro)LC !
RcRoC + L RpV,
_ RcRoC + rVD (16)

(Re + Ro)LC? T L

making the dynamics affine (linear with a constant bias).

APPENDIX B: ADDITIONAL SIMPLIFICATION RESULTS
Here we present additional results that illustrate the potential
of the proposed technique. Firstly, the MPC controller param-
eters described in Section III were modified to Q = diag(1, 1),
R = 100 and a horizon of N = 100. The predictive controller
explicit form 7 (x) had M = 189 regions. Next, all simplifi-
cation techniques available on MPT were applied to 7 (x)—
these can be accessed through the simplify () command.
The results are shown in Table 2, where the validation error
indicates the mean squared error calculated on a grid of 6561
points. As can be seen, most of the MPT techniques failed in
simplifying 7 (x) and essentially preserved the original num-
ber of regions. The ‘fitting” approach however drastically re-
duced the number of regions with a reasonably low validation
error.
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TABLE 2. Additional Complexity Reduction Results for an Optimal Control
Law =(x) With 189 Regions

MPT method Num. regions  Validation error
‘orm’ [37] 182 < 10730
‘clipping” [38] 187 6.3110~8
‘greedy’ 183 < 10730
‘separation’ [39] 187 < 10730
“fitting” [40] 5 3.7110~4

PWA-NN size Num. regions  Validation error
n.=1 2 1.301073
n. =2 2 2.9010~%
n:=3 5 1.7510~%

We then collected D = 5000 samples from the MPC con-
troller and trained several PWA-NNs with increasing size. For
every size, the training process was reinitialized only 10 times
and the best results are reported in Table 2. As n, was in-
creased, the resulting number of regions also increased. With
n; = 3, this extra flexibility was already enough to reduce the
validation error to less than half of the ‘fitting’ method error
with exactly the same number of regions.

REFERENCES

[1] V. Wisniewski, E. Maddalena, and R. Godoy, “Discrete-time re-
gional pole-placement using convex approximations: Theory and
application to a boost converter,”Control Eng. Pract., vol. 91,
2019, Art. no. 104102.

[2] Y. Guan, T. Yao, Y. Wang, W. Wang, and D. Xu, “Analysis and design
of a class E type high frequency DC/DC converter based on resonant
driving circuit,” IEEE Open J. Ind. Electron. Soc., to be published,
doi: 10.1109/0JIES.2020.3007437.

[3] Y. Liao, X. Wang, and F. Blaabjerg, “Passivity-based analysis
and design of linear voltage controllers for voltage-source con-
verters,” IEEE Open J. Ind. Electron. Soc., to be published,
doi: 10.1109/0JIES.2020.3001406.

[4] E. T. Maddalena, C. G. da Silva Moraes, G. Braganc¢a, L. G. Junior,
R. B. Godoy, and J. O. P. Pinto, “A battery-less photovoltaic water-
pumping system with low decoupling capacitance,” IEEE Trans. Ind.
Appl., vol. 55, no. 3, pp. 2263-2271, May/Jun. 2019.

[5] A. Khan, M. B. Shadmand, S. Bayhan, and H. Abu-Rub, “A
power ripple compensator for DC nanogrids via a solid-state
converter,” IEEE Open J. Ind. Electron. Soc., to be published,
doi: 10.1109/0JIES.2020.3035073.

[6] W. Chen, T. Liang, and V. Dinavahi, “Comprehensive real-time
hardware-in-the-loop transient emulation of MVDC power distribution
system on nuclear submarine,” IEEE Open J. Ind. Electron. Soc., to be
published, doi: 10.1109/0JIES.2020.3036731.

[71 S. Vazquez, J. Rodriguez, M. Rivera, L. G. Franquelo, and M.
Norambuena, “Model predictive control for power converters and
drives: Advances and trends,” IEEE Trans. Ind. Electron., vol. 64, no. 2,
pp. 935-947, Feb. 2017.

[8] S. Almér, S. Mariéthoz, and M. Morari, “Dynamic phasor model predic-
tive control of switched mode power converters,” IEEE Trans. Control
Syst. Technol., vol. 23, no. 1, pp. 349-356, Jan. 2015.

[9] S. Richter, S. Mariethoz, and M. Morari, “High-speed online MPC

based on a fast gradient method applied to power converter control,”

in Proc. Amer. Control Conf., 2010, pp. 4737-4743.

S. Almér, D. Frick, G. Torrisi, and S. Mariéthoz, ‘“Predictive con-

verter control: Hidden convexity and real-time quadratically con-

strained optimization,” IEEE Trans. Control Syst. Technol., vol. 29,

no. 1, pp. 403—410, Jan. 2021.

[11] P.Zometa, M. Kogel, T. Faulwasser, and R. Findeisen, “Implementation
aspects of model predictive control for embedded systems,” in Proc.
Amer. Control Conf., 2012, pp. 1205-1210.

[10]

205


https://dx.doi.org/10.1109/OJIES.2020.3007437
https://dx.doi.org/10.1109/OJIES.2020.3001406
https://dx.doi.org/10.1109/OJIES.2020.3035073
https://dx.doi.org/10.1109/OJIES.2020.3036731

MADDALENA ET AL.: EMBEDDED PWM PREDICTIVE CONTROL OF DC-DC POWER CONVERTERS VIA PIECEWISE-AFFINE NEURAL NETWORKS

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

(31]

(32]

[33]

[34]

[35]

206

C. Xia, T. Liu, T. Shi, and Z. Song, “A simplified finite-control-set
model-predictive control for power converters,” IEEE Trans. Ind. In-
format., vol. 10, no. 2, pp. 991-1002, May 2014.

T. Geyer and D. E. Quevedo, “Multistep finite control set model pre-
dictive control for power electronics,” IEEE Trans. Power Electron.,
vol. 29, no. 12, pp. 6836-6846, Dec. 2014.

J. B. Rawlings, D. Q. Mayne, and M. Diehl, Model Predictive Control:
Theory, Computation, and Design. Madison, WI, USA: Nob Hill Pub-
lishing, vol. 2, 2017.

A. Alessio and A. Bemporad, “A survey on explicit model predictive
control,” in Nonlinear Model Predictive Control, pp. 345-369, 2009.
S. Mariéthoz and M. Morari, “Explicit model-predictive control of a
PWM inverter with an LCL filter,” IEEE Trans. Ind. Electron., vol. 56,
no. 2, pp. 389-399, Feb. 2009.

A. G. Beccuti, S. Mariéthoz, S. Cliquennois, S. Wang, and M. Morari,
“Explicit model predictive control of DC-DC switched-mode power
supplies with extended Kalman filtering,” IEEE Trans. Ind. Electron.,
vol. 56, no. 6, pp. 1864—1874, Jun. 2009.

S. Mariéthoz, A. Domahidi, and M. Morari, “Sensorless explicit model
predictive control of permanent magnet synchronous motors,” in Proc.
IEEE Int. Electric Machines Drives Conf., pp. 1250-1257, 2009.

E. T. Maddalena, R. K. H. Galvio, and R. J. M. Afonso, “Robust region
elimination for piecewise affine control laws,” Automatica, vol. 99,
pp. 333-337, 2019.

C. N. Jones and M. Morari, “Polytopic approximation of explicit model
predictive controllers,” IEEE Trans. Auto. Control, vol. 55, no. 11,
pp. 2542-2553, Nov. 2010.

F. Bayat, T. A. Johansen, and A. A. Jalali, “Flexible piecewise function
evaluation methods based on truncated binary search trees and lattice
representation in explicit MPC,” IEEE Trans. Control Syst. Technol.,
vol. 20, no. 3, pp. 632-640, May 2012.

T. Geyer, Low Complexity Model Predictive Control in Power and
Power. Gottingen, Germany: Cuvillier Verlag, 2005.

U. Rosolia and F. Borrelli, “Learning model predictive control for
iterative tasks. a data-driven control framework,” IEEE Trans. Robot.
Autom., vol. 63, no. 7, pp. 1883-1896, Jul. 2017.

E. T. Maddalena, P. Scharnhorst, Y. Jiang, and C. N. Jones, “KPC:
Learning-based model predictive control with deterministic guaran-
tees,” 2020, arXiv:2011.11303.

L. Hewing, K. P. Wabersich, M. Menner, and M. N. Zeilinger,
“Learning-based model predictive control: Toward safe learning in con-
trol,” Annu. Revi. Control, Robot., Auto. Syst., vol. 3, pp. 269-296,
2020.

S. Chen et al., “Approximating explicit model predictive control using
constrained neural networks,” in Proc. Annu. Amer. Control Conf., 2018,
pp. 1520-1527.

X. Zhang, M. Bujarbaruah, and F. Borrelli, “Near-optimal rapid
MPC using neural networks: A primal-dual policy learning frame-
work,” IEEE Trans. Control Syst. Technol., to be published,
doi: 10.1109/TCST.2020.3024571.

S. Lucia, D. Navarro, B. Karg, H. Sarnago, and O. Lucia, “Deep
learning-based model predictive control for resonant power converters,”
IEEE Trans. Ind. Informat., vol. 17, no. 1, pp. 409-420, Jan. 2021.

R. Winqvist, A. Venkitaraman, and B. Wahlberg, “On training and
evaluation of neural network approaches for model predictive control,”
2020, arXiv:2005.04112.

C. Cervellera, D. Maccio, and T. Parisini, “Learning robustly stabiliz-
ing explicit model predictive controllers: A non-regular sampling ap-
proach,” IEEE Control Syst. Lett., vol. 4, no. 3, pp. 737-742, Jul. 2020.
E. T. Maddalena, C. d. S. Moraes, G. Waltrich, and C. N. Jones, “A
neural network architecture to learn explicit MPC controllers from
data,” 2019, arXiv:1911.10789.

J. Nubert, J. Kohler, V. Berenz, F. Allgower, and S. Trimpe, “Safe
and fast tracking control on a robot manipulator: Robust MPC and
neural network control,” IEEE Trans. Robot. Autom., vol. 5, no. 2,
pp- 3050-3057, 2020.

J. A. Paulson and A. Mesbah, “Approximate closed-loop robust model
predictive control with guaranteed stability and constraint satisfaction,”
IEEE Control Syst. Lett., vol. 4, no. 3, pp. 719-724, Jul. 2020.

M. Herceg, M. Kvasnica, C. N. Jones, and M. Morari, “Multi-
parametric toolbox 3.0,” in Proc. Eur. Control Conf.,2013, pp. 502-510.
B. Amos and J. Z. Kolter, “OptNet: Differentiable optimization as a
layer in neural networks,” in Proc. 34th Int. Conf. Mach. Learn., 2017,
pp. 136-145.

[36]

(37]

(38]

(391

[40]

A. Choromanska, M. Henaff, M. Mathieu, G. B. Arous, and Y. LeCun,
“The loss surfaces of multilayer networks,” in Proc. Int. Conf. Artif.
Intell. Statist., 2015, pp. 192-204.

T. Geyer, F. D. Torrisi, and M. Morari, “Optimal complexity reduction
of polyhedral piecewise affine systems,” Automatica, vol. 44, no. 7,
pp. 1728-1740, 2008.

M. Kvasnica and M. Fikar, “Clipping-based complexity reduction
in explicit MPC,” IEEE Trans. Autom. Control, vol. 57, no. 7,
pp. 1878-1883, Jul. 2012.

M. Kvasnica, J. Hledik, I. Rauov4, and M. Fikar, “Complexity reduction
of explicit model predictive control via separation,” Automatica, vol. 49,
no. 6, pp. 1776-1781, 2013.

B. Takdcs, J. Holaza, M. Kvasnica, and S. Di Cairano, “Nearly-optimal
simple explicit MPC regulators with recursive feasibility guarantees,”
in Proc. 52nd Conf. Decis. Control, 2013, pp. 7089-7094.

EMILIO T. MADDALENA received the B.S. de-
gree in electrical engineering from Universidade
Federal de Mato Grosso do Sul, Campo Grande,
Brazil and the M.S. degree in systems and control
from Instituto Tecnoldgico de Aerondutica, Sdo
José dos Campos, Brazil, in 2016 and 2018, re-
spectively. He was also a Visiting Student with
Politecnico di Torino, Torino, Italy. Since 2018,
he has been a Doctoral Assistant with the Ecole
Polytechnique fédérale de Lausanne, Lausanne,
Switzerland. His research interests include safe

learning and model predictive control techniques, and their applications to
electronic energy conversion and building air conditioning systems.

MARTIN W. F. SPECO received the B.S. degree
in microengineering from Ecole Polytechnique
Fédérale de Lausanne (EPFL), Lausanne, Switzer-
land, in 2019. From 2018 to 2019, as part of an
exchange program, he studied one academic year
with Technische Universitit Berlin, Berlin, Ger-
many. He is currently working toward the master’s
degree in robotics with EPFL. He is a Teaching
Assistant for electronics and mathematical analysis
courses with EPFL. His research interest include
control systems, electronics, embedded systems,

and mobile robotics.

VIVIANE L. WISNIEWSKI received the B.S.
degree in electrical engineering from Universi-
dade Federal de Mato Grosso do Sul, Campo
Grande, Brazil, in 2018. She is currently work-
ing toward the master’s degree in the engineer-
ing program, energy and environment with Berner
Fachhochschule, Bern, Switzerland. She was a Re-
search Intern with the Artificial Intelligence, Power
Electronics and Digital Systems Laboratory, BAT-
LAB, Campo Grande, Brazil. Her research interest
include high-efficiency power converters, control

systems, sustainability, and renewable energies.

COLIN N. JONES (Member, IEEE) received the
bachelor’s and master’s degrees in electrical en-
gineering and mathematics from the University
of British Columbia, Vancouver, Canada and the
Ph.D. degree in 2005 from the University of
Cambridge, Cambridge, U.K, for his work on
polyhedral computational methods for constrained
control. Since 2017, he has been an Associate Pro-
fessor with Automatic Control Laboratory, Ecole
Polytechnique Fédérale de Lausanne, Lausanne,
Switzerland and since 2011, he has been an Assis-

tant Professor. He was a Senior Researcher with the Automatic Control Lab,
ETH Zurich, Ziirich, Switzerland, until 2010. He has authored or coauthored
more than 200 publications and was awarded an ERC starting grant to study
the optimal control of building networks. His current research interests in-
clude high-speed predictive control and optimization, and the control of green
energy generation, distribution and management.

VOLUME 2, 2021


https://dx.doi.org/10.1109/TCST.2020.3024571


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


