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a b s t r a c t 

Heat transfer measurements are required in a wide range of fields, for example to validate new cool- 

ing concepts in turbomachinery, to assess the performances of heat exchangers, and to provide data for 

numerical simulations. Thereby transient methods are often applied for local heat transfer resolution. A 

particular challenge is posed by complex flows, where the determination of the heat transfer coefficients 

with the commonly applied transient heater mesh method can prove difficult, for instance in cases in 

which the flow can take different paths leading to mixing flows at different tem peratures, and a difficult 

determination of the reference temperature. One way to address these complex systems is the transient 

heater foil method, in which the experiment is driven by a constant heat flux generated at the surface 

under study, instead of a temperature variation in the flow. However, the accuracy of the measurement 

remains an open issue compared to the heater mesh method. Here we show a modification of the heater 

foil method, which uses a linearly increasing surface heat flux to improve the measurement accuracy, 

especially in the low heat transfer regions. The new method is validated by measuring the heat trans- 

fer of a single circular jet perpendicularly impinging on a flat plate, and by comparing the results to a 

correlation available in the literature. Results show good agreement with the literature, while providing 

considerable accuracy improvement with respect to the heater foil method with constant heat flux. The 

heater foil method presented here, reaches similar uncertainty values as the state of the art versions of 

the heater mesh method in low heat transfer regions, while providing better accuracy in the high heat 

transfer regions. Additionally, it allows for an easier implementation for certain problems, provided that 

optical access is guaranteed and the surface curvature allows for the addition of the heater foil. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Thanks to the achievable spatial resolution and low intrusive- 

ess, thermochromic liquid crystals have been extensively used for 

he determination of the convective heat transfer coefficient of a 

uid heating or cooling [1] a solid, and to characterize the perfor- 

ances of heat exchangers [2] and cooling systems of gas turbine 

lades (e.g. [3] ). Other important applications include the determi- 

ation of the film cooling effectiveness [4–6] and the measurement 

f the surface shear stresses [7,8] . 
∗ Corresponding authors. 

E-mail addresses: julschmid@ethz.ch (J. Schmid), michele.gaffuri@epfl.ch (M. 

affuri). 
1 These authors contributed equally to this work. 
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Many studies apply heater foils on low conducting materi- 

ls to obtain local heat transfer data via wide- or narrow-band 

hermochromic liquid crystals (TLC) [9–13] , infrared thermography 

14–16] or temperature sensitive paint (TSP) [17,18] in steady state 

xperiments. By considering appropriately the heat losses and lat- 

ral conduction effects (e.g. [19–21] ) low uncertainty (about 5–8%) 

n the obtained heat transfer coefficients can be achieved. Less fre- 

uently, heat is provided by keeping the opposite side of the solid 

t an uniform temperature via a liquid bath [22–24] . 

Alternatively, with such an experimental setup, transient mea- 

urements can also be performed by instantaneously powering the 

eater foil, but this generally leads to higher uncertainties due to 

he additional transient effects. Instead, transient methods usually 

ely on a step change of the flow temperature [25–27] , and the 

ime required to reach a certain color of the liquid crystals al- 

ows for the determination of the heat transfer coefficient, usually 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Nomenclature 

A jet area, [ mm 

2 ] 

A F foil area, [ m 

2 ] 

C D discharge coefficient, [ - ] 

c p specific heat at constant pressure, [ J/ (K kg ) ] 

D jet hole diameter, [ mm ] 

h heat transfer coefficient, [ W/ (m 

2 K) ] 

I Current, [ A ] 

k f fluid thermal conductivity, [ W/m K] 

k thermal conductivity, [ W/m K] 

L/D length-to-diameter ratio, [ - ] 

˙ m mass flow, [ kg/s ] 

Nu D = h D/k f Nusselt number, [ - ] 

�p pressure difference, [ Pa ] 

q heat flux, [ W/m 

2 ] 

q 0 increase of heat flux, [ W/ (m 

2 s ) ] 

q ti heat flux thermal inertia, [ W/m 

2 ] 

q l heat flux lateral conduction, [ W/m 

2 ] 

r/D radial distance, [ - ] 

Re D Reynolds number, [ - ] 

T temperature, [ K] 

T 0 ambient/initial temperature, [ K] 

T aw 

adiabatic wall temperature, [ K] 

T g jet temperature, [ K] 

T LC liquid crystal indication temperature, [ K] 

T r recovery temperature, [ K] 

t time, [ s ] 

t LC liquid crystal indication time, [ s ] 

U Voltage drop, [ V ] 

z depth coordinate, [ mm ] 

Z/D jet-to-plate distance, [ - ] 

Greek letters 

α thermal diffusivity, [ m 

2 /s ] 

αT temperature coefficient, [ 1 /K] 

� relative uncertainty, [ - ] 

δ foil thickness, [ mm ] 

ρ f fluid density, [ kg/m 

3 ] 

ρs solid density, [ kg/m 

3 ] 

η adiabatic wall effectiveness, [ - ] 

σ standard deviation 

μ dynamic viscosity, [ kg /m s ] 

Abbreviations 

DC direct current 

HTC Heat transfer coefficient 

PMMA Poly(methyl methacrylate) 

CCD charge-coupled device 

TSP temperature sensitive paint 

TLC thermochromic liquid crystals 

ssuming one dimensional heat conduction into a semi-infinite 

olid (provided that the assumption is sound [28,29] ), although 

orrections for lateral conduction have been proposed [30–33] . 

ethodologies for more complex temperature evolutions have also 

een developed: a series of steps can be assumed (using Duhamel 

rinciple) to account for the temperature evolution at the begin- 

ing of the experiment which differs from an ideal step [34,35] ; 

lternatively, a ramp [36] or a series of ramps can be prescribed, 

hich can improve the accuracy of the method. Analytical solu- 

ions of the heat equation for flow temperature evolutions de- 

cribed as polynomials [37] or as a sum of exponentials [38] have 

een obtained; these allow to better approximate the real temper- 

ture evolution. 
2 
An interesting approach for a transient technique with a sur- 

ace heat flux has been proposed by von Wolfersdorf et al. [39] , 

n which a constant heat flux is applied for a certain time until 

he region of interest reaches a temperature higher than the liq- 

id crystal color temperature, followed by a lower constant heat 

ux. This allows for the determination of the heat transfer coeffi- 

ient without knowledge of the local surface heat flux, which can 

e non uniform. More recently, a method using a constant heat 

ux has been developed [40] , which essentially implements the 

rst part of the method in [39] and needs knowledge of the ap- 

lied heat flux, which must be uniform. This latter method suf- 

ers from low accuracy in the low heat transfer regions when a 

ide range of heat transfer coefficients has to be measured, since 

he heat flux needed to reach the liquid crystal temperature in the 

igh heat transfer regions results in a very short appearance time 

f the liquid crystals in the low heat transfer regions. Despite this 

rawback, a transient method using a surface heat flux is appeal- 

ng because it avoids several problems associated with a flow tem- 

erature based approach: i) the step change is almost ideal, which 

acilitates the implementation by eliminating the need for redirect- 

ng the hot flow or accounting for the thermal inertia of the heater 

esh [41] and thermocouples [42] , and ii) the flow is kept at ambi-

nt temperature, eliminating the problem of the determination of 

he driving gas temperature, which can be a difficult task in com- 

lex flows, especially when mixing processes occur, for example in 

 multi-channel device with bypasses between channels. 

In this paper an improvement of this method is reported, in 

hich the heat flux is linearly increased; this allows for an in- 

reased accuracy in low heat transfer regions. An analytical solu- 

ion of the one dimensional, semi-infinite heat equation for this 

roblem is provided. The technique was used for the determina- 

ion of the heat transfer coefficient of a jet impinging on a flat sur- 

ace with a distance between 4 and 10 jet diameters and Reynolds 

umbers, based on the jet diameter, between 20 0 0 0 and 40 0 0 0.

his problem has been chosen because of the wide range of heat 

ransfer coefficients achieved on the target plate, and the avail- 

bility of experimental data for validation. In particular, results are 

ompared to the correlation of Goldstein and Franchett [24] to val- 

date the method. An assessment of the effects of thermal iner- 

ia and lateral conduction in the foil is presented. Finally, an ex- 

ension of Goldstein and Franchett‘s correlation for arbitrary jet 

o plate distances between 4 and 10 jet diameters is proposed in 

ppendix D . 

. Transient heater foil method 

The target plate, made of a transparent material with low ther- 

al diffusivity α and low thermal conductivity k (usually PMMA) 

s coated with thermochromic liquid crystals and black paint, on 

hich a thin metallic foil is attached to provide a surface heat flux. 

he liquid crystals, the black paint and the glue used to attach the 

oil to the surface are considered to have similar thermal proper- 

ies as the plate material, so that a single material can be assumed. 

dditionally, the glue used provides good surface wetting, so that 

hermal resistance between the various layers can be neglected. At 

he beginning of the experiment a time-varying heat flux q (t) is 

pplied to the surface. In this implementation, the flux has a lin- 

ar evolution: q (t) = q 0 t , where q 0 is the rate of increase of the

eat flux. The evolution of the liquid crystals on the target plate is 

bserved using a CCD camera, and the time t LC required for each 

ixel to reach the maximum green intensity (corresponding to the 

emperature T LC ) is determined from the video. 

To find the heat transfer coefficient at each point, the one- 

imensional heat conduction equation is considered: 

∂ 2 T (z, t) 
2 

= 

1 ∂T (z, t) 
(1) 
∂z α ∂t 
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Fig. 1. Relationship between liquid crystal indication time and heat transfer co- 

efficient for the transient step heating method [40] (dashed line), and the ramp 

method presented in this paper (solid line). 
Suitable initial and boundary conditions are needed. The plate 

s initially at ambient temperature: 

 (z, t = 0) = T 0 (2) 

If the relationship between the plate thickness δ and the exper- 

ment time is such that δ > 2 
√ 

αt , the plate can be assumed to be

emi-infinite [29] , leading to the following boundary condition: 

 (z → ∞ , t) = T 0 (3) 

At the surface, the heat flux is equal to the heat convected into 

he flow and the heat conducted into the plate, which can be ex- 

ressed in the boundary condition as follows: 

k 
∂T (0 , t > 0) 

∂z 
− h [ T aw 

− T (0 , t)] = q 0 t (4) 

Radiation effects are neglected because the temperatures in- 

olved are low (the indication temperature of the liquid crystals 

sed is 38 ◦C); the heat required to heat the metallic foil can also 

e neglected and the validity of this assumption is analyzed later 

n the paper. In Eq. (4) , the term T aw 

is the adiabatic wall temper-

ture, which can be considered equal to the initial temperature T 0 
f the jet is at ambient condition. If not, as is the case here, where

he fan motor raises the jet temperature ( T g � = T 0 ) by about 5–10 K

epending on the flow condition, T aw 

must be determined consid- 

ring the entrainment effect that mixes the jet at temperature T g 
nd the surrounding air at temperature T 0 . To determine both un- 

nowns, heat transfer coefficient h and adiabatic wall temperature 

istributions T aw 

, several approaches have been taken in the liter- 

ture. Thereby multiple TLC- indications in one transient test (e.g. 

43] ), different tem perature mixing situations (e.g. [44] ) or differ- 

nt levels for step-heating of heater foils (e.g [4,6] ) in multiple 

lm cooling tests with associated regression analysis methods in 

he data reduction might be applied. Alternatively, combinations of 

teady state (heater foil) and transient (heater mesh) experiments 

sing TLC as temperature indicator have been used (e.g. [45] ). To 

implify this aspect in the present work for comparison of different 

eating conditions an entrainment effect correlation [46] is applied 

o determine T aw 

thereby prescribing the same flow temperature 

onditions for the different heating situations. The entrainment η
ffect is defined as: 

= 

T aw 

− T r 

T g − T 0 
(5) 

here T r is the recovery temperature, which is defined as the adia- 

atic wall temperature T aw 

when the jet total temperature is equal 

o the ambient temperature. In the present work, the recovery 

emperature T r is assumed to be equal to the ambient tempera- 

ure T 0 , similarly to [47] ; the potential error of this simplification 

s negligible due to the low jet Mach number ( M max ≈ 0 . 1 ). In or-

er to fulfill the initial condition Eq. (2) , which implies that the 

odel is initially at ambient temperature T 0 , the jet is redirected 

nd hits the target plate first at time t = 0. 

With these assumptions Eq. (1) can be solved using the Laplace 

ransform method (see Appendix B for detailed resolution steps), 

eading to the following expression: 

 (z, t) − T 0 = (T aw 

− T 0 ) 

[
erfc (a ) − e b erfc (a + c) 

]

+ 

q 0 
kα2 

[
α

(− h 
k 
) 3 

e b erfc (a + c) 

− α

(− h 
k 
) 3 

2 ∑ 

r=0 

( −2 c ) 
r i r erfc (a ) 

]
(6) 

here a = 

z 
2 
√ 

αt 
, b = 

hz 
k 

+ αt h 
2 

k 2 
, and c = 

h 
k 

√ 

αt are introduced to

implify the expression. In Eq. (6) , the term i r erfc (a ) denotes the
3 
th successive integration of the complementary error function, 

hich can be defined iteratively as follows (see Appendix 2 in 

48] ): 

 

n erfc (x ) = 

∫ ∞ 

x 

i n −1 erfc (ξ ) dξ (7) 

 

0 erfc (x ) = erfc (x ) (8) 

If the time t = t LC required to reach the liquid crystal indica- 

ion temperature T LC is known, the heat transfer coefficient h can 

e calculated pixel-wise numerically using Eq. (6) , by setting the 

epth z to the thickness of the black paint and glue, provided that 

he thermal properties of the material are known. For this paper, 

he maximum green intensity of low bandwidth liquid crystals is 

onsidered for T LC , but in principle one could also use higher band- 

idth liquid crystals and consider their hue evolution in time to 

et more data points and find the value h for which Eq. (6) best fits

he temperature evolution. The latter approach however would re- 

uire an accurate calibration of the hue-temperature curve, which 

s very sensitive to changes in illumination and view angle. 

Equation (6) can be further simplified in cases where the gas 

emperature is equal to the ambient temperature, so that T aw 

= T 0 : 

 (z, t) = T 0 + 

q 0 
kα2 

[
α

(− h 
k 
) 3 

e b erfc (a + c) 

− α
(− h 

k 
) 3 

∑ 2 
r=0 ( −2 c ) 

r i r erfc (a ) 

] (9) 

To illustrate the appeal of the method, Fig. 1 shows the relation- 

hip between the measured time and the heat transfer coefficient 

sing Eq. (9) , and the corresponding curve for the step method as 

pplied in [40] , for the following conditions: PMMA material prop- 

rties, T 0 = 20 ◦C, T LC = 38 ◦C, z = 0, and heat flux conditions set

o have an experiment duration of two minutes for a heat transfer 

oefficient of 300 W/m 

2 K . 

The ramp method provides an almost linear relationship be- 

ween these parameters, which is the optimal relationship between 

he measured variable (in this case the time) and the derived 

ariable of interest (in this case the heat transfer coefficient). In 

ontrast, the step method has a very large gradient at low heat 

ransfer coefficients, which means that a small error in the time 

etermination leads to a large error in the derived heat transfer 

oefficient. At the other end of the spectrum, the step method 

eaches a plateau, and higher heat transfer coefficients cannot be 

etermined, no matter how long the experiment lasts. The ramp 

ethod is more flexible: the heat flux keeps increasing, higher 
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Fig. 3. Schematic layered representation of the surface to be examined, layer thick- 

nesses not to scale. 
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eat transfer coefficients can be tested simply by running the ex- 

eriment for a longer time, provided that the maximum allowed 

emperature for the material is not reached and the condition for 

he semi-infinite assumption is still valid ( t < δ2 / 4 α). 

It must be pointed out that, in order to apply this method, the 

art to be analysed must have fairly regular and possibly low sur- 

ace curvature, so that the metallic heater foil used to generate the 

urface heat flux can effectively be attached to the surface. As an 

xample of the surface curvature for which this method could be 

sed, there have been implementations of the heater foil method 

or the analysis of film cooling in turbine blades [4] . The applica- 

ion of thin films via vapor metal deposition [49,50] could tackle 

ore complex geometries; however, for internal channels, optical 

ccess must be guaranteed and this is the main limitation. Heat 

ransfer enhancing features like pin-fins or ribs can be installed on 

op of the foil, provided that the latter has a low temperature co- 

fficient, so that the temperature change caused by the augmenta- 

ion device does not alter the local resistivity of the foil. Addition- 

lly, an approach similar to Tran and Kapat [51] could be used to 

stimate the performance of the rib or pin-fin itself. 

. Experimental setup 

.1. Low speed wind-tunnel 

The impingement test facility used for this work is depicted in 

ig. 2 . It consists of an open-circuit, low-speed wind tunnel op- 

rated in blowing mode using two counter-rotating axial fans. A 

ettling chamber with honeycombs, a convergent bell mouth and 

 straight square section (100 mm side) complete the wind tun- 

el. A 15 mm thick jet plate is mounted at the end of the tun-

el. The large hole diameter was mainly chosen in order to in- 

rease the spatial magnification ( pixel/D ) in the measurement and 

o avoid compressibility effects [52] . The jet hole has a diameter 

 = 15 mm resulting in a nozzle of length-to-diameter ratio equal 

o one ( L/D = 1). The jet hole is chamfered on both sides ( 30 ◦ × 1

m). The target plate is mounted on four threaded rods to adjust 

he jet-to-plate distance Z/D . 

.2. Test model 

A schematic layered representation of the surface to be exam- 

ned is shown in Fig. 3 . A transparent PMMA plate (20 mm thick)

s painted with thermochromic liquid crystals (Hallcrest R38C1W) 

nd black paint (Hallcrest SPB 100). The liquid crystals have a nar- 

ow band of 1 °C, which allows for a very precise temperature in- 

ication. The thickness of the paint layer, measured with an El- 

ometer Coating Thickness Gauge, was 10 ±1 μm ; it is important to 

onsider this thickness when evaluating the results, as highlighted 

n [53] and [54] . A 30 μm thick foil made of a low temperature

oefficient iron-chromium-aluminium alloy (1.4767 α = 0 . 0193 ×
T 

Fig. 2. Schematic representation of the experimen

4 
0 −3 K 

-1 ) is bonded to the black paint with a highly thermally 

onductive adhesive tape (3M 8805). At the lateral ends, the foil 

s clamped between copper bars to ensure a uniform current flow 

cross the foil. The low temperature coefficient ensures that the 

esistivity of the material can be considered constant in the tem- 

erature range of the tests (i.e. from ambient temperature to ap- 

roximately 70 °C, the resistivity change is about 0.1%). The avail- 

ble area of the heat transfer coefficient evaluation is limited to 

/D = 5 to reduce possible disturbance influences of the threaded 

ods holding the target plate. A schematic front view of the target 

late is shown in Fig. 2 . 

The liquid crystals are calibrated using a procedure similar to 

aidmann et al. [55] . A temperature gradient is generated in a 

hermally insulated copper bar by keeping its ends at different 

emperatures. Calibrated thermocouples embedded in the copper 

ar provide temperature information at various locations. One side 

f the bar is covered with liquid crystals so that a relationship 

etween local temperature and liquid crystal color can be deter- 

ined. 

.3. Instrumentation 

Type K thermocouples are mounted upstream of the orifice 

late inside the tunnel to evaluate the jet temperature. The ambi- 

nt temperature was determined close to the target plate, ensuring 

o influence of the jet. All used thermocouples were calibrated to- 

ether in a temperature controlled liquid bath (Lauda E4S) using 

 precision resistance thermometer resulting in a maximum devia- 

ion of 0.1 K. 

The mass flow was determined by means of the discharge coef- 

cient using the difference between the pressure upstream of the 

et and the ambient pressure. 

˙ 
 = C d A 

√ 

2 ρ f �p (10) 

here A is the jet area, and the discharge coefficient C d was 

etermined a priori by measuring jet velocity profiles with a 
tal setup and front view of the target plate. 
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Fig. 4. Normalized Nusselt number as a function of the radial distance for Z/D = 6 at 

various Reynolds numbers and comparison with the correlation [24] . A ramp slope 

q 0 of 50 W/m 

2 s has been used. 

Fig. 5. Normalized Nusselt number as a function of the radial distance for various 

jet-to-plate distances Z/D at Re = 30 0 0 0, and comparison with the correlation [24] . 

A ramp slope q 0 of 50 W/m 

2 s has been used. 
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raversing Pitot tube and �p at various mass flows (see 

ppendix A ). The scanner used for pressure measurements has an 

ccuracy of ±8 Pa . 

The Reynolds number, based on the jet diameter, follows di- 

ectly from Eq. (10) : 

e D = C d D 

√ 

2 ρ f �p 

μ
(11) 

The accuracy of the Reynolds number determination was esti- 

ated at or below 4%, similar to previous experiments carried out 

n this setup [56] . 

The electrical power required to use the heater foil as a surface 

nergy source is provided by a DC power supply in voltage control 

ode, capable of reaching a maximum voltage and current of 40 V 

nd 128 A . The voltage drop U across the foil was measured at the 

opper bars. A shunt resistor in series with the foil is used to en-

ure accurate determination of the current flow I, by measuring the 

oltage drop across the resistor. The rate of increase of heat flux q 0 
o solve Eq. (6) was determined in post processing using a first or- 

er polynomial fit of the calculated heat flux q = UI/A F , where A F 

s the measured foil area. The color evolution of the liquid crystals 

as recorded with a color CCD camera at a frame rate of 15 Hz, 

he spatial resolution of the observed area varied between 4.25-4.9 

pixel/mm depending on the distance of the target plate ( Z/D ). 

.4. Uncertainty calculation 

The experimental uncertainties shown in the results were cal- 

ulated based on the method of small perturbations, which uses 

he root sum square technique to combine single uncertainty terms 

f the measured parameters to estimate the overall uncertainty of 

he heat transfer coefficient [57,58] . 

h = 

√ 

n ∑ 

i =0 

(
∂h 

∂x i 

)2 

�x 2 
i 

(12) 

Assuming that the uncertainty of each parameter is statistically 

ndependent and normally distributed, the error can be calculated 

sing Eq. (12) , in which we consider a 2 σ (95%) confidence inter- 

al. A detailed uncertainty analysis is shown in Section 4.5. 

. Results and discussion 

Tests are carried out at three Reynolds numbers (20 0 0 0, 30 0 0 0,

0 0 0 0) at jet-to-plate distances Z/D between 4 and 10. The mea-

ured pressure drop across the orifice varied between ( �p ≈340- 

350 Pa ) depending on the Reynolds number (20 0 0 0–40 0 0 0). The

ata reduction consists in the determination of the Nusselt num- 

er as a function of the radial position from the stagnation point; 

or this, pixels at a common distance r/D from the stagnation point 

re averaged. The benefit of this averaging is that the results are 

moother and devoid of the noise associated with the numerical 

oise of the video camera that can affect the determination time 

t which the maximum intensity of the liquid crystal color occurs. 

t is to be noted, however, that results show an excellent unifor- 

ity at a constant radial distance (see Appendix C ). 

.1. Reynolds variation 

Fig. 4 shows results for the case Z/D = 6 obtained with a rate 

f increase of the heat flux (q 0 ) equal to 50 W/m 

2 s . The results

re in very good agreement with the correlation of Goldstein and 

ranchett [24] . Only near the stagnation point a discrepancy can 

e observed. This can be attributed to the lateral conduction in the 

oil, which is expected to be maximal at the stagnation point, and 

o the chamfer of the jet hole, which can have an impact on the 
5 
et velocity profile which in turn can affect the development of the 

et shear layer. The Reynolds number scaling of the heat transfer 

s found to be consistent with the correlation, which assumes that 

u scales with Re 0.7 ; the curves for the three Reynolds numbers 

nvestigated are superposed in the graph of Fig. 4 , which shows 

usselt number normalized by Re 0.7 

.2. Jet-to-plate distance variation 

In Fig. 5 , results at three jet-to-plate distances are shown 

or Re = 30 0 0 0 and q 0 = 50 W/m 

2 s . For two of the configurations,

amely Z/D = 6 and Z/D = 10, results are compared with the corre- 

ation used as reference. For the case Z/D = 8, however, the corre- 

ation is not available, since the scaling parameter ( A , in reference 

24] ) is only defined at certain distances. 

Results at Z/D = 10 are in good agreement with the correlation; 

imilarly to the Z/D = 6 case, the stagnation point heat transfer is 

lightly lower than the correlation. For the case Z/D = 8, the heat 

ransfer level at the stagnation point is between the other two 

ases, as expected. At higher radial distances, however, results are 

hifted to similar levels as the case Z/D = 10. Note that for radial 

istances r/D greater than 3.5, the entrainment effect correlation 

sed [46] does not depend on the jet to plate distance Z/D, which 

an lead to increased uncertainty in the adiabatic wall temperature 

etermination. Also the pixel averaging of the results for common 

/D distances is based on fewer points with increasing r/D, due to 

he rectangular geometry of the area which is examined ( Fig. 2 ). At 
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Fig. 6. Nusselt number values for the case Z/D = 6 and Re = 30 0 0 0 with three dif- 

ferent rates of increase of the surface heat flux, and 2 σ accuracy expressed as a 

percentage of the local Nu D (right axis). 
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Fig. 7. Time evolution of the thermal inertia of the foil, relative to the applied heat 

flux for the position r/D = 5 at Z/D = 6 and Re = 30 0 0 0. Ramp 1, 2, 3 have a slope of 

50, 75, and 150 W/m 

2 s , respectively. 
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igher radial distances, all cases show similar heat transfer, which 

s in agreement with the literature [59] and could be expected in 

he wall jet region. 

.3. Influence of the ramp slope 

The advantage of the linearly varying heat flux method over the 

onstant heat flux is the freedom in choosing the heat flux value, 

r more accurately, the rate of increase of the heat flux, provided 

hat the total experiment time is consistent with the semi-infinite 

ondition assumed in the solution of the heat conduction equation. 

In Fig. 6 , results for the case Z/D = 6 at Re = 30 0 0 0 with three

ifferent heat flux slopes are presented: 50 W/m 

2 s (ramp 1), 75 

/m 

2 s (ramp 2), and 150 W/m 

2 s (ramp 3). Results are indepen- 

ent of the ramp slope chosen. While this is obviously expected, 

t allows to confirm the consistency of the method. In the same 

gure, the result accuracy, determined with the same approach as 

q. (12) , is plotted; the accuracy of the method increases when re- 

ucing the rate of increase of the heat flux, especially in the wall 

et region, where the 2 σ error can be reduced from 13.5% to 10% 

see next sections for details on the uncertainty sources). A further 

eduction of the heat flux slope, however, does not improve much 

n terms of accuracy, as can be inferred from the similar accuracy 

f ramp 2 and ramp 3. 

.4. Thermal inertia of the foil and lateral conduction 

To estimate the thermal inertia of the foil and its effect on 

he results, the experimental data are post-processed as follows: 

) the temperature evolution of the surface during the experiment 

s computed using Eq. (6) with the experimentally determined h 

alue; b) the time evolution of the heat flux absorbed by the foil 

uring the experiment is computed using the equation 

 ti = ρs c p 
dT 

dt 
δ (13) 

here δ is the thickness of the foil (see Fig. 3 ); c) q ti can be ex-

ressed as a percentage of the applied heat flux. In this case, we 

onsider the jet temperature to be equal to the ambient tempera- 

ure T 0 , to better evaluate the method itself. 

Fig. 7 shows the heat flux absorbed by the foil during the exper- 

ment, expressed as a function of the instantaneous applied heat 

ux, for a point in the wall jet region (r/D = 5). This is the loca-

ion where the thermal inertia shows the greatest influence on the 

esults, since the temperature increases the fastest. 

The thermal energy absorbed by the foil is high, relative to the 

pplied heat flux, for the first few seconds of the experiment. This 
6 
s due to the fact that the applied heat flux is low at the begin-

ing of the experiment, since it is linearly increased. The absorbed 

eat then quickly drops below 1% of the applied heat flux. Inter- 

stingly, the absorbed heat relative to the applied heat does not 

epend on the ramp slope; this can be deduced by the superposed 

ines in Fig. 7 . Subtracting the thermal inertia to the applied heat 

ux gives an insight into the effect thermal inertia has on the re- 

ults. A linear fit of the modified heat flux has a very similar slope 

s the applied heat flux but with an intercept at -25 W/m 

2 instead 

f 0. This is similar to a shift in the time of the start of the ex-

eriment of 25 /q 0 seconds. As discussed in the next section (see 

able 1 ), the error due to the uncertainty of the time value is very

mall, which means that the effect of thermal inertia can be ne- 

lected. 

Due to the much higher thermal diffusivity of the metal foil 

ompared to the PMMA material, the evaluation of the lateral con- 

uction is mainly relevant for the foil. The evaluation is performed 

y post-processing the experimental data: after finding the tem- 

erature evolution at each radial location as a function of time 

sing Eq. (6) , the second derivative of the temperature as a func- 

ion of the radial coordinate can be obtained numerically. A pre- 

moothing of the heat transfer coefficient might be necessary to 

educe the noise of d 2 T /dr 2 . Finally, the lateral conduction can be 

omputed with the following formula: 

 l = k 
d 2 T 

dr 2 
δ (14) 

In Fig. 8 the ratio of the lateral conduction to the applied heat 

ux is shown as a function of time for the case Z/D = 6 at the stag-

ation point, which is where lateral conduction is expected to be 

aximal. The lateral conduction in the foil is maximal at the end 

f the experiment for the slow ramp case, and its value is approx- 

mately 0.3% of the applied heat flux. This value is small enough 

or the lateral conduction to be neglected. 

.5. Experimental uncertainties 

Table 1 shows the calculated individual components contribut- 

ng to the overall uncertainty of the heat transfer coefficient at 

/D = 6 and Re = 30 0 0 0 for a heat flux slope of 50 W/m 

2 s . The error

t the stagnation point is 6%, and 9% in low heat transfer regions, 

hich is similar to the state of the art for the heater mesh method 

35] . 

At the stagnation point, the overall uncertainty is dominated by 

he uncertainty on the entrainment correlation, by the ramp slope 

nd by the thermal properties of the solid (thermal conductivity, 
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Fig. 8. Time evolution of the lateral conduction relative to the applied heat flux 

at the stagnation point for the case Z/D = 6 and Re = 30 0 0 0, for the three heat flux 

ramps. 

Table 1 

Detailed uncertainties for Re = 30 0 0 0 Z/D = 6. 

Error High-h 350 W/ (m 

2 K) Low-h 120 W/ (m 

2 K) 

T 0 ±0 . 1 K 0.06% 0.20% 

T g ±0 . 1 K 0.10% 0.01% 

T LC ±0 . 1 K 0.30% 0.13% 

q 0 ±0 . 5 W/m 

2 s 1.15% 1.61% 

η ±4.3% 3.02% 0.16% 

α ±7.5% 0.42% 1.63% 

k ±7.5% 1.00% 5.04% 

z ±10 -5 m 0.08% 0.09% 

t LC ±0 . 0667 s 0.01% 0.01% 

�h 6.14% 8.88% 
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hermal diffusivity). If the jet flow and the surrounding air were at 

he same temperature, the entrainment correlation would not be 

equired and the uncertainty at the stagnation would be reduced 

y half. 

In low heat transfer regions, the uncertainty is mainly due to 

he thermal properties, and to a minor extent to the ramp slope. 

The repeatability of the experiments was good, with variations 

f the results always below 2%. Compared to the state of the art 

or the transient heater mesh method (e.g. [53] ), in which the ex- 

eriment is driven by a step change of the flow temperature, the 

ethod presented here achieves a 50% reduction of the uncer- 

ainty in high heat transfer regions and similar accuracy in low 

eat transfer regions. This increased accuracy is valuable for the 

ccurate estimation of the overall heat transfer of established cool- 

ng solutions like arrays of impingement jets, which depend heav- 

ly on the peak heat transfer achieved at the stagnation point of 

he jets. 

. Conclusion 

This study presented an improved experimental technique us- 

ng heater foils for the determination of convective heat trans- 

er coefficients with high resolution using transient experiments. 

 linearly increasing heat flux is applied on the surface of inter- 

st and narrow-bandwidth liquid crystals are used to monitor the 

urface temperature. This is similar to some methods in which the 

ow temperature is varying during the experiment. To the authors’ 

nowledge, this is the first time a time-varying surface heat flux is 

pplied for the evaluation of the heat transfer. The technique has 

een used for the case of a single jet impinging on a flat plate for

 range of Reynolds numbers and jet-to-plate distances, and val- 

dated by comparing the results to the literature. The technique 
7 
llows to decrease the uncertainty of the heat transfer measure- 

ents, especially in the low heat transfer region, compared to the 

ore classical step-heating approach; this is due to the almost lin- 

ar increase of the surface temperature that can be achieved with 

he time varying heat flux, compared to the asymptotic evolution 

f the step-heating method. The uncertainty of the thermal prop- 

rties of the material are the major contributors of the overall un- 

ertainty in the determination of the heat transfer coefficients. This 

s confirmed by the excellent repeatability of the experiments (un- 

er 2% variation between runs), which implies that the systematic 

rror due to the uncertainty on the thermal properties of the plate 

s the dominating factor. 
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ppendix A. Velocity profiles 

Fig. A.9 shows the velocity profiles, measured by a Pitot probe, 

sed to derive the discharge coefficient of the nozzle. 

Fig. A.9. Traversed velocity profiles for different Reynolds numbers. 

ppendix B. Derivation of the semi-infinite model with linearly 

ncreasing surface heat flux 

The one-dimensional heat conduction equation is considered: 

∂ 2 T (z, t) 
2 

= 

1 ∂T (z, t) 
(B.1) 
∂z α ∂t 
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ith the following initial condition (IC) and boundary conditions 

BC). 

C: The plate is initially at ambient temperature: 

 (z, t = 0) = T 0 (B.2) 

C1: The semi-infinite boundary condition 

 (z → ∞ , t) = T 0 (B.3) 

C2: The surface boundary condition 

k 
∂T (0 , t > 0) 

∂z 
− h [ T aw 

− T (0 , t)] = q 0 t (B.4) 

In case the jet temperature is not at the same temperature as 

he ambient ( T g � = T 0 ), the entrainment effect needs to be consid-

red. Using the definition of [46] , the entrainment effect is defined 

s: 

= 

T aw 

− T r 

T g − T 0 
(B.5) 

here T r is the recovery temperature. Assuming a recovery factor 

f r = 1 as in [47] and small Ma numbers, T r in Eq. (B.5) can be

ssumed to be equal to T 0 . 

Combining Eqs. (B.4) and (B.5) , and rearranging: 

k 
∂T (0 , t > 0) 

∂z 
+ h (T (0 , t)) − q 0 · t = hT 0 − ηh [ T 0 − T g ] (B.6)

o solve Eq. (B.1) one can move to the Laplace space. The Laplace 

quivalent of Eq. (B.1) is the following: 

∂ 2 T 

∂x 2 
− 1 

α
s T = − 1 

α
T 0 (B.7) 

nd the boundary condition (B.4) : 

k 
∂ T (0 , s > 0) 

∂z 
+ h ( T (0 , s )) − q 0 

s 2 
= 

hT 0 
s 

− ηh [ T 0 − T g ] 

s 
(B.8) 

The general solution of Eq. (B.7) is the sum of the general solu- 

ion of the homogeneous portion of the equation and a particular 

olution of the non-homogeneous problem: 

 = T H + T NH = C 1 e 
√ 

s 
α z + C 2 e 

−
√ 

s 
α z + 

T 0 
s 

(B.9) 

here T 0 /s is a solution of the non-homogeneous problem. The 

onstant C 1 must be 0, because T , and thus T , must be bounded

s x −→ ∞ . The constant C 2 can be determined by noting that 

q. (B.9) has to fulfill the boundary condition (B.8) . 

 2 = 

h 
k 
(T 0 − η(T 0 − T g ) − T 0 ) 

s ( 
√ 

s 
α + 

h 
k 
) 

+ 

q 0 /k 

s 2 ( 
√ 

s 
α + 

h 
k 
) 

(B.10) 

hich, inserted into (B.9) , gives the solution in Laplace space: 

 = 

− h 
k 
η(T 0 − T g ) 

s ( 
√ 

s 
α + 

h 
k 
) 

e −
√ 

s 
α z + 

q 0 /k 

s 2 ( 
√ 

s 
α + 

h 
k 
) 

e −
√ 

s 
α z + 

T 0 
s 

(B.11) 

To get the solution in the temporal space, the inverse transform 

f each one of the three terms on the right hand side of Eq. (B.11) ,

 T 1 , T 2 , and T 3 in the following) must be found. For better overview,

n the following the terms a = 

z 
2 
√ 

αt 
, b = 

hz 
k 

+ αt h 
2 

k 2 
and c = 

h 
k 

√ 

αt 

re used. 

The first term corresponds to the convection due to the differ- 

nce between the flow temperature and the initial plate tempera- 

ure. The inverse Laplace transform is obtained from Carslaw and 

aeger [48] p. 72 and reads: 

 1 (z, t) = −η(T 0 − T g ) 

[
erfc ( a ) − e b erfc (a + c) 

]
(B.12) 

The second term corresponds to the effect of the applied heat 

ux. The inverse transform can be found using expression 16 in 
8 
he Appendix 5 of [48] . To get the same form as in [48] , one can

erform the substitution g = 

√ 

s 
α : 

 2 (z, s ) = 

q 0 
k/α2 e 

gz 

g 4 (g + 

h 
k 
) 

(B.13) 

The inverse Laplace transform of (B.13) reads: 

 2 (z, t) = 

q 0 
kα2 

[ 

α(
− h 

k 

)3 
e b erfc { a + c} − α(

− h 
k 

)3 

2 ∑ 

r=0 

( −2 c ) 
r i r erfc { a } 

]

(B.14) 

Term three is simply the initial temperature, and the inverse 

ransform is straightforward: 

 3 (z, t) = T 0 (B.15) 

Combining Eqs. (B.12) , (B.14) and (B.15) leads to the final solu- 

ion: 

T ( z, t ) − T 0 = −η( T 0 − T g ) 
[
erfc ( a ) − e b erfc ( a + c ) 

]
+ 

q 0 
kα2 

[ 

α(
− h 

k 

)3 
e b erfc ( a + c ) − α(

− h 
k 

)3 

2 ∑ 

r=0 

( −2 c ) 
r i r erfc ( a ) 

] 

(B.16) 

In Eqs. (B.14) and (B.16) , the term i r erfc (a ) denotes the rth suc-

essive integration of the complementary error function, which can 

e defined iteratively as follows (see Appendix 2 in [48] ): 

 

n erfc (x ) = 

∫ ∞ 

x 

i n −1 erfc (ξ ) dξ (B.17) 

ith 

 

0 erfc (x ) = erfc (x ) (B.18) 

For n = 1,2, Eq. (B.17) can be solved by integrating by parts, lead-

ng to the following expressions: 

 

1 erfc (x ) = 

1 √ 



exp (−x 2 ) − x erfc (x ) (B.19) 

 

2 erfc (x ) = 

1 

4 

[ erfc (x ) − 2 x (i 1 erfc (x ))] (B.20) 

ppendix C. Nusselt number distribution 

Fig. C.10 shows an example of Nusselt number contours for the 

rea where heat transfer coefficients can be evaluated. The circular 

ontours show a good circumferential uniformity of the results. 

ig. C.10. Nusselt number distribution of the surface to be examined for the case 

e = 30 0 0 0, Z/D = 6. 
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ppendix D. Nusselt number correlation 

With the experimental data available, the correlation of Gold- 

tein and Franchett [24] , which covers only specific jet-to-plate 

istances, can be extended to arbitrary distances in the interval 

 ≤Z/D ≤ 10 for a jet perpendicularly impinging a surface. 

For normal jets, the correlation in [24] takes the form: 

Nu 

Re 0 . 7 
= A exp 

(
−0 . 37(r/D ) 0 . 75 

)
(D.2) 

The parameter A depends on the jet-to-plate distance Z/D, and 

s defined only at 3 distances. To extend the correlation to arbitrary 

/D, Eq. (D.2) is fitted to the data; in this way, the value A that best

ts the data is obtained for each experiment. A quadratic function 

f Z/D provides a good fit of the parameter A for the available data:

 = −0 . 0012(Z/D ) 2 + 0 . 012(Z/D ) + 0 . 1267 (D.3)

Table D.2 shows a comparison of the value of parameter A 

ound using Eq. (D.3) with the values given in [24] ; there is a

ood agreement at these distances. Goldstein and Franchett predict 

lightly higher values at Z/D = 4 than at Z/D = 6, while Eq. (D.3) pre-

icts the same level at both distances, with a maximum at Z/D = 5. 

usselt number levels, however, are almost constant for Z/D in the 

ange [4, 6], as is also noted in [24] . One can thus conclude that

he extension of the correlation proposed here is consistent with 

he original correlation. 

able D.2 

alues of parameter A predicted by Eq. (D.3) and by Goldstein and Franchett [24] . 

Z/D A (present work) A (Goldstein and Franchett) 

4 0.156 0.159 

6 0.156 0.155 

10 0.127 0.123 
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