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Abstract

Obtaining a precise theoretical description of the spectral properties of liquid water

poses challenges for both molecular dynamics (MD) and electronic structure methods.

The lower computational cost of the Koopmans-compliant functionals with respect

to Green’s function methods allows the simulations of many MD trajectories, with a

description close to the state-of-art quasi-particle self-consistent GW plus vertex correc-

tions method (QSGW+fxc). Thus, we explore water spectral properties when different

MD approaches are used, ranging from classical MD to first-principles MD, and in-

cluding nuclear quantum effects. We have observed that the different MD approaches

lead to up to 1 eV change in the average band gap, thus, we focused on the band gap

dependence with the geometrical properties of the system to explain such spread. We

have evaluated the changes in the band gap due to variations in the intramolecular O-H

bond distance, and HOH angle, as well as the intermolecular hydrogen bond O· · ·O dis-

tance, and the OHO angles. We have observed that the dominant contribution comes

from the O-H bond length; the O· · ·O distance plays a secondary role, and the other

geometrical properties do not significantly influence the gap. Furthermore, we analyze

the electronic density of states (DOS), where the KIPZ functional shows a good agree-

ment with the DOS obtained with state-of-art approaches employing quasi-particle

self-consistent GW plus vertex corrections. The O-H bond length also significantly

influences the DOS. When nuclear quantum effects are considered, a broadening of the

peaks driven by the broader distribution of the O-H bond lengths is observed, leading

to a closer agreement with the experimental photoemission spectra.
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Introduction

Water is a fundamental component of life and present in abundance on our planet. Despite

its apparently simple molecular structure, in its condensed form, water shows a very com-

plex behavior that still challenges researchers across multidisciplinary areas.1–10 Obtaining

the precise photoelectronic properties of liquid water is an active research area.11–17 In partic-

ular, it is an essential issue for electrocatalytic18–20 and photocatalytic water splitting,17,21,22

which have a direct impact on hydrogen generation from solar energy.23 Improved knowledge

on the photoelectronic properties of water involves some unique complexities of this deceiv-

ingly simple system. Thus, there are many challenges both for experimental and theoretical

methods.

On the experimental side, the water valence band maximum (VBM) can be determined

from photoemission spectroscopy. A value of 9.9 eV below the vacuum level is obtained

by linearly extrapolating the slope of the 1b1 level near the photoionization threshold.24

One can obtain the VBM value with other techniques, yielding different values,12,25 but all

clustered around 10 eV.26 The measurement of the conduction band minimum (CBM) is

more involved. The main challenge is that an excess electron in the water does not occupy

the CBM level; it will go to deeper trapped states.27–34 For example, without considering the

trapped states, the CBM level obtained by photoelectrochemical methods is at -1.2 eV from

the vacuum level,35,36 whereas when considering the trapped states it becomes -0.74 eV.37

There is also a recent debate on the energy level this excess electron occupies.38,39 Hence,

one can model the CBM level from the experimental data obtained for the excess electron

with thermodynamical constraints, as performed by Ambrosio et al.,40 obtaining a CBM

value of 0.97 eV below the vacuum level, with many other values found in the literature.41–51

Taking into account the various values from the literature, the typical value for the band

gap is estimated to be 8.7 ± 0.6 eV.11,12

From a theoretical point of view, the modeling of water brings several challenges. The

first one is the need to perform careful molecular dynamics (MD) sampling using classical or
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first-principles MD12 eventually including nuclear quantum effects.11 Furthermore, depend-

ing on the electronic structure method employed (ranging from density functional theory to

self-consistent GW calculations with efficient vertex corrections), one can obtain for the same

trajectory different average band gaps.11 Thus, it is not simple to clearly understand what

drives the band gap changes in different trajectories. In this work, we study the electronic

structure of liquid water using Koopmans-compliant (KC) spectral functionals;52–54 which

have already shown to be a valid and reliable alternative to more complex techniques for

the calculation of photoemission properties of different molecular or extended systems.54–60

We take advantage of the lower computational cost of the KC functionals, when compared

to many-body methods, to calculate the electronic properties of liquid water over different

MD trajectories, ranging from classical MD to first-principles MD trajectories, eventually

including nuclear quantum effects. We analyze the effect of geometrical properties on the

band gap elucidating the relation between electronic structure and average O-H bond length,

OHO angle, O· · ·O hydrogen bond distances, and OHO hydrogen bond angle. Additionally,

we also compare the density of states obtained from different trajectories with the exper-

imental photoemission spectra, correlating different features with the average geometrical

properties of water.

Methodology

We have used trajectories for liquid water at 300 K and 1 g/cm3 obtained with either

classical or first-principles MD. The classical trajectories were obtained using the LAMMPS

package,61 with commonly used SPCE/FH62 and TIP4P63 water potentials. In both cases

we used a simple-cubic supercell with 64 water molecules. The equilibration run (NVT, 300

K, 1 g/cm3) was 5 ns long, followed by a production run of 10 ns. For the electronic structure

calculations, we took 20 samples from the production run, 0.5 ns apart.

In this work, we use the first-principles MD trajectories generated in Ref. 11. These simu-
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lations were performed with the PWSCF code of the Quantum ESPRESSO distribution64,65

and the i-PI wrapper66 for the nuclear degrees of freedom. The exchange-correlation func-

tional was the revised Vydrov and Van Voorhis (rVV10),67,68 with a short-ranged parameter

tuned to obtain a 1 g/cm3 density at 300 K and 1 atm, following Refs. 11 and 69. The sim-

ulation cell was a simple-cubic with 32 water molecules. SG15 Optimized Norm-Conserving

Vanderbilt pseudopotentials70 were used to model the electron-nucleus interaction. The ki-

netic cutoff energy used was 85 Ry. The trajectories with classical nuclei had an equilibration

time of 5 ps and a production run of 10 ps. For the present study, we use 20 samples for the

electronic structure calculations, each 0.5 ps apart.

From the final classical nucleus configuration with 32 water molecules, a run including

nuclear quantum effects (nqe) is performed, using a generalized Langevin equation thermo-

stat.71 This setup ensures convergence of the path integral mapping onto a classical ring

polymer system with only six beads.72–74 After an equilibration time of 2 ps, we let the

system evolve for a production run of 10 ps. We finally selected 20 samples for the elec-

tronic structure calculations at every 0.5 ps. Since each step of the trajectory is mapped

onto six different classical systems (bead), we have, for 20 snapshots, a total of 120 atomic

configurations.

We performed the DFT and KC electronic structure calculations using a modified version

of the CP code of the Quantum ESPRESSO distribution.64,65 The Perdew-Burke-Ernzerhof

exchange-correlation functional75 was used for the standard DFT calculations and as the

”base” density functional for KC calculations. The plane-wave cutoff was 80 Ry. As a

reminder, KC functionals aim at correctly describing charged excitations by enforcing a

generalized piece-wise linear condition of the energy as a function of the occupation fi of

any orbital φi in the system.55,57,76–81 This is achieved augmenting any approximate density

functional with simple orbital density dependent corrections ΠKC
i [ρi]:

EKC [ρ, ρi] = EDFT [ρ] +
∑
i

αiΠ
KC
i [ρ, ρi], (1)
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ΠKC
i [ρ, ρi] = −

∫ fi

0
〈φi|ĤDFT (s)|φi〉ds+ fiηi (2)

Where ρi(r) = fini(r) = fi|φi(r)|2 and ρ =
∑

i ρi(r), and ĤDFT (s) is the KS Hamiltonian

with a fractional occupation s in orbital φi. The corrective term ΠKC
i removes the non-

linear behaviour of the approximate density functional and replaces it with a linear one.

Depending on the slope of the latter, different flavours of KC functionals can be defined. In

the KI functional the slope is chosen as the DFT energy difference between two adjacent

integer point and reads:

ηKI
i = EDFT [fi = 1]− EDFT [fi = 0] =

∫ 1

0
〈φi|ĤDFT (s)|φi〉ds, (3)

thus, the KI functionals alters only the spectra, but preserves the energetics of the un-

derlying density functional. The KIPZ functional adds to KI a Perdew-Zunger (PZ) self-

interaction correction (SIC) term, and makes the functional exact for any one-electron sys-

tem:

ηKIPZ
i = EPZ [fi = 1]− EPZ [fi = 0] =

∫ 1

0
〈φi|ĤPZ(s)|φi〉ds, (4)

where ĤPZ(s) = ĤDFT (s)−ν̂DFT
HXC

[s|φ2
i |], with the latter term being the PZ-SIC. Screening

and relaxation effects that naturally happen when adding/removing a particle to the system

are accounted for by the orbital dependent screening coefficient αi.
57,58

Results

The valence band maximum (VBM) and conduction band minimum (CBM) were obtained

using a linear extrapolation of the electronic density of states (DOS) near the band edges.69

This procedure allows to obtain reliable levels even with a water box of only 32 molecules,11,69

and it is similar to the experimental procedure used to obtain the VBM level from the
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photoemission (PE) spectra.24 We show the calculated band gaps in Fig. 1, comparing also

our results with several GW calculations in the literature.11,12 We find that the KI (8.14 eV)

and KIPZ (7.96 eV) results are very close to the QSGW0 ones when comparing the same

trajectories, i.e. first-principles MD trajectories computed with the rVV10 functional either

treating the nuclei as classical (rVV10-cls) or with path integral formulation (rVV10-nqe).

When we consider the nuclear quantum effects, the KI and KIPZ gaps are decreased by

0.6 eV (on the rVV10 trajectory); these values are close to the 0.7 eV decrease obtained at

QSGW+fxc level.11 We have also analyzed the band edge values for the KI functional using

the rVV10 trajectories, as can be seen on fig. S1 of Supplementary Material, and the values

are in agreement with various GW calculations,11,26 being the VBM between the G0W0 and

QSGW0, and the CBM closer to the QSGW and QSGW+fXC results. In addition, we have

analyzed the variation of the band edge levels when going from a classical nuclei rVV10

trajectory to the nqe one (Figure S1). For the VBM we have observed an increase of 0.38

eV, whereas for the CBM, a decrease of 0.16 eV. These values compare well with the VBM

increase of 0.3 eV and the CBM decrease of 0.2 eV observed in the G0W0 calculations of

Gaiduk et al.26 Our variations are also in agreement with the GW results from Chen et al.,11

as one can see in table S1 of the supplementary material.

When taking into account the band gaps obtained with KI and KIPZ for all the trajecto-

ries considered, the difference between the highest and lower band gaps obtained is around 1

eV. To understand these differences, we analyze the geometrical properties of each trajectory,

and we plot our results for all considered trajectories and their average geometries in Fig. 2.

One can see that the band gap variations are inversely related to the internal O-H bond

length (Fig. 2 a) and b)). In order to quantify this dependence, we took one snapshot of the

rVV10-cls trajectory and then rescaled the internal O-H bond length. The dependence of

the gap on the bond length is linear, as can be seen in Fig. S2 in Supplementary Material.

This allows for a quantitative estimation of the gap changes due to the O-H bond length

variation. In addition, the band edge levels variations were analyzed, and shown in Fig. S3.

7



 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 10
T
h
is

 w
o
rk

T
h
is

 w
o
rk

T
h
is

 w
o
rk

T
h
is

 w
o
rk

T
h
is

 w
o
rk

T
h
is

 w
o
rk

T
h
is

 w
o
rk

T
h
is

 w
o
rk

R
e
f 

1
2

R
e
f 

1
2

R
e
f 

1
2

R
e
f 

1
1

R
e
f 

1
1

R
e
f 

1
1

R
e
f 

1
1

R
e
f 

1
1

R
e
f 

1
1

R
e
f 

1
1

R
e
f 

1
1

KI
KI

PZ
G 0

W 0

QSG
W 0

QSG
W

QSG
W

+
f xc

B
a
n
d
 G

a
p
 (

e
V

)
SPCE/FH-cls

TIP4P-cls
PBE-cls

rVV10-cls
rVV10-nqe

Figure 1: Water band gaps for the five MD approaches and electronic structure methods
considered. The inset indicates the classical or first-principles simulations, where in addition
“cls” stand for classical nuclei and “nqe” for nuclear quantum effects. The x-axis label
indicates the electronic structure method. The dashed black line is the experimental value,
and the black dotted lines are the experimental gap ± the associated error.

One can see that the KI and KIPZ variations are very similar. By performing a linear fit of

the variations, we find that the slopes of the CBM are about 80% larger than the VBM ones.

Thus, the main contributing factor for the gap changes comes from the CBM, although, the

contribution from the VBM cannot be neglected. However, from Fig. 2 no direct insight can

be obtained for the internal HOH angle, hydrogen bond O· · ·O distance, and OHO angles.

One cannot isolate the effects of each geometry variation in the bulk liquid water; for

example rescaling the O· · ·O hydrogen bond distance would also alter the density of the

system, which also influences the band gap.12 Moreover, the hydrogen bond angles cannot

be altered collectively: one water molecule has several hydrogen bonds, and rotating the

molecule will change all its OHO angles, increasing some and decreasing others. We focus

here on the water dimer as a model system to understand how the hydrogen bond geometrical
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Figure 2: Panel a) KI and KIPZ band gaps, b) O-H internal bond lengths, c) HOH internal
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trajectories considered.
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properties influence the HOMO-LUMO gap when varying the HOH internal angle, O· · ·O

hydrogen bond distances, and OHO hydrogen bond angle. The obtained HOMO-LUMO

gaps are shown in Fig. S4 (Supplementary Material). We observed that the HOH internal

angle and the OHO hydrogen bond angle both have a small influence on the HOMO-LUMO

gap of the dimer. However, the O· · ·O hydrogen bond distance has some contribution to

the dimer’s HOMO-LUMO gap, with a linear variation. Thus, one can focus only on the

O-H bond distance and the O· · ·O hydrogen bond distance to understand how the liquid

water band gap varies. As we have shown that both distance variations are linear, we have

performed a linear regression on the KIPZ band gap of all calculated snapshots of liquid

water, with the following equation:

Eg(dO−H , dO···O) = A ∗ dO−H +B ∗ dO···O + C, (5)

where Eg(dO−H , dO···O) is the band gap of liquid water, dO−H is the average O-H bond

distance, and dO···O is the average hydrogen bond distance. A, B, and C are the linear

regression coefficients for which we have obtained the following values: A=-14.88 ± 0.86

eV/Å, B=1.29 ± 0.45 eV/Å, and C=19.69 ± 1.6 eV. Using these coefficients and the average

values of O-H and O· · ·O from our trajectories, we can obtain an estimation of the band gaps

that can be directly compared with the calculated values in order to check the reliability of

the fit and of the functional form. As can be seen in Table 1 the errors associated to the

gap obtained from the linear fit are small, with the largest value of 4.0% for the rVV10-nqe

trajectory. Hence, the fit reasonably reproduces the calculated band gaps.

With A and B obtained from the linear regression, one can see that dO−H has more

influence on the band gap then dO···O, as A is 11.5 times larger than B. As can be seen in

table 1, the difference between the largest and the lowest average dO−H of our trajectories is

0.057 Å, while for dO···O it is 0.104 Å, thus, the variations on the hydrogen bond distance are

larger than on the internal bond length. However, when multiplying dO−H and dO···O by A
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Table 1: Comparison between the gaps obtained from the linear fit (5th column) and
calculated (2nd column) band gaps for all trajectories considered, with the 6th Column
showing the relative error.

Trajectory
KIPZ O-H Bond O· · ·O Linear Fit

Gap (eV) Length (Å) Distance (Å) Gap (eV) |Error|
SPCE/FH 8.28 1.014 2.927 8.37 1.1%

TIP4P 8.93 0.957 2.878 9.15 2.5%
rVV10-cls 8.58 0.987 2.853 8.68 1.2%
rVV10-nqe 7.96 1.012 2.823 8.27 4.0%

and B, respectively, we observe an absolute gap variation of 0.85 eV from dO−H and 0.13 eV

from dO···O. Thus, the main driving force for changes in the band gap are the internal bond

distances, as they contribute to a change in the band gap 6.5 times larger than the hydrogen

bond distance. This analysis suggests that the intermolecular properties of the liquid water

play a minor role when the water band gap is considered and, as a first approximation, liquid

water can be regarded as a collection of molecules as long as its electronic properties are

considered.

Regarding the spectral properties, we show in Fig. 3 the density of states (DOS) for the

different trajectories and methodologies considered. In panel a), the PBE, KI, and KIPZ

functionals results for the rVV10-cls trajectory are shown, and compared to the experimental

photoemission spectra (PES).82 It can be seen that the KI functional does not alter much

the shape of the DOS as compared to PBE (apart, of course, for the opening of the band

gap). Instead, KIPZ provides a closer agreement with the PES peak positions, especially for

the 2a1 peak. In panel b), the KIPZ results for the classical MD trajectories are compared to

those of rVV10-cls. One can see that the 2a1 peak differs significantly. Since the SPCE/FH

and TIP4P potentials have an average O-H bond length of 1.01 Å, and 0.957 Å, respectively,

it indicates that again the O-H distance might be driving the changes in the spectra. In

panel c) of fig. 3 the KIPZ@rVV10-cls and KIPZ@rVV10-nqe results are compared to the

experimental PES to highlight the role of nuclear quantum effects. One can see that the

2a1 peak becomes broader and lower in intensity compared to the one obtained neglecting
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nqe, whereas the peak position remains instead almost unchanged. This broadening happens

because of the larger spread in the O-H bond lengths due to the nqe and it leads to a closer

agreement with the experimental PES. Although including nqe leads to a better descrip-

tion of the 2a1 peak shape, the results still show discrepancies with experiments. The main

2a1 peak has two satellite peaks which have been assigned to be due to secondary photoe-

mission processes from other orbitals;24 which cannot be described within a single-particle

theory.83 The 1b2 peak shows an intensity quite close to the one from the measured PES;

however, the peak position is slightly pushed away from the measured position when one

moves from the classical to the quantum description of the nuclei. The 3a1 peak shape is

in much better agreement with the PES, and also the valley between 1b1 and 3a1 is better

described. In panel d) of Fig. 3 the KIPZ@rVV10-nqe is compared to the DOS obtained

with QSGW+fxc@rVV10-nqe (from Ref. 11) and the experimental PES. The KIPZ results

are in good agreement with the QSGW+fxc@rVV10-nqe, though the 2a1 peak has a lower

energy when using QSGW+fxc. Interestingly, the valley between 1b1 and 3a1 is deeper for

QSGW+fxc. Hence, the inclusion of nqe is crucial for the description of the water photoe-

mission spectra not only because of the longer average O-H bond lengths, but also because

of the larger spreads that broaden the DOS peaks and that lead to shallower valleys.

Finally, to explore in more detail the effect of the O-H bond length changes on the DOS,

we refer again to the rescaled O-H bond length simulation. The DOS for the rescaled O-H

bond length is shown in Fig. 4, which indicates that as the O-H bond length gets smaller the

2a1 and 1b2 peaks move to lower energies. The 3a1 peak becomes instead flatter for longer

O-H bond lengths, and the valley between 1b1 and 3a1 becomes shallower. Thus, TIP4P

simulations display deeper 2a1 and 1b2 peaks because of the shorter O-H bond lengths, while

the opposite is observed in the SPCE/FH simulations.
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Conclusions

The KI and KIPZ functionals showed consistent performance in obtaining the band gap of

liquid water. The results are in good agreement with the experimental value of 8.7 ± 0.6

eV, with 8.14 eV for KI and 7.96 eV for KIPZ, when using snapshots taken from the rVV10

trajectory including nuclear quantum effects. When comparing with the GW results, KI

and KIPZ performances are very similar to those of QSGW0, with snapshots from the same

trajectory. The QSGW+fxc yields a higher band gap, 8.9 eV, for the rVV10 trajectory,

including nuclear quantum effects.

Band gaps obtained with the same electronic structure methodology, but different MD

trajectories can differ by as much as 1 eV. This change is quite striking, and we were able

to show that it is mainly related to the geometry of the system, with the O-H bond length

being the most dominant factor. The hydrogen bond lengths played a secondary role, while

the internal and hydrogen bond angles barely influenced the band gap of liquid water.

We have compared the DOS of different methods/trajectories with the experimental

PES. Apart from a significant improvement of the band gap, the KI functional did not

improve much the DOS compared to standard DFT results, whereas the KIPZ provided

better results, especially for the 2a1 peak position. The DOS obtained with SPCE/FH and

TIP4P indicates that the O-H bond length also plays a major role in the spectral properties,

as they showed significant changes in the peaks positions, and they also have very different

O-H bond lengths. Also, we showed that when rescaling the O-H bond distance of a fixed

snapshot, the DOS can change significantly. This evidence explains the broadening of the

DOS peaks observed when the nuclear quantum effects are considered, since they lead to a

larger uncertainty in the O-H bond lengths. Overall, the performance of the KIPZ functional

is close to the one of QSGW+fxc for the photoemission spectra. In particular, KIPZ provides

a very good description of the valley between the 1b1 and 3a1 peaks but an underestimation

of the binding energy of the 2a1 peak by 0.74 eV compared to QSGW+fxc.

In conclusion, we are able to tackle the photoelectronic properties variations in liquid
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water, correlating the influence of the geometrical properties on both the band gap and

the density of states. Our data indicate that the spectral properties of water are mainly

influenced by the intrinsic molecular properties, particularly the internal bond distances,

with a smaller contribution from the hydrogen bond network. This suggest that, for its

spectral properties, liquid water behaves as a collection of mostly isolated molecules, with

a minor influence from its intermolecular structure. Moreover, the methodology employed

in this work can be extended to the electronic properties of solvated ions, which are being

studied with GW methodologies and also with implicit solvents.84–87

Acknowledgement

The authors would like to thank the financial support of CNPq, PRH/ANP, the Swiss Na-

tional Science Foundation (SNSF) through its National Centre of Competence in Research

(NCCR) MARVEL, grant 200021-179138, and the National Laboratory for Scientific Com-

puting (LNCC/MCTI, Brazil) for providing HPC resources on the SDumont supercomputer.

Supporting Information Available

This manuscript contains a supporting info file, which contains: Figure S1, with aligned edge

levels; Table S1, which the edge level changes when going from classical to quantum nuclei;

Figure S2, with the band gap variation as a function of a rescaled O-H bond length for one

snapshot; Figure S3, with the band edge values as a function of a rescaled O-H bond length

for one snapshot; Figure S4, with the band gap variations for different rescaled properties of

a water dimer.

16



References

(1) Schwegler, E.; Grossman, J. C.; Gygi, F.; Galli, G. Towards an assessment of the

accuracy of density functional theory for first principles simulations of water. II. J.

Chem. Phys. 2004, 121, 5400–5409.

(2) Morrone, J. A.; Car, R. Nuclear quantum effects in water. Phys. Rev. Lett 2008, 101,

017801.

(3) Kuo, I.-F. W.; Mundy, C. J.; McGrath, M. J.; Siepmann, J. I.; VandeVondele, J.;

Sprik, M.; Hutter, J.; Chen, B.; Klein, M. L.; Mohamed, F., et al. Liquid water from

first principles: Investigation of different sampling approaches. J. Phys. Chem. B 2004,

108, 12990–12998.

(4) Cicero, G.; Grossman, J. C.; Schwegler, E.; Gygi, F.; Galli, G. Water confined in

nanotubes and between graphene sheets: A first principle study. J. Am. Chem. Soc

2008, 130, 1871–1878.

(5) Sprik, M.; Hutter, J.; Parrinello, M. Ab initio molecular dynamics simulation of liquid

water: Comparison of three gradient-corrected density functionals. J. Chem. Phys.

1996, 105, 1142–1152.

(6) Lippert, G. J.; Parrinello, M. Theor. Chem. Acc 1999, 103 .

(7) Fois, E.; Sprik, M.; Parrinello, M. Properties of supercritical water: an ab initio simu-

lation. Chem. Phys. Lett 1994, 223, 411–415.

(8) Prendergast, D.; Galli, G. X-Ray Absorption Spectra of Water from First Principles

Calculations. Phys. Rev. Lett 2006, 96, 215502.

(9) Molinero, V.; Moore, E. B. Water modeled as an intermediate element between carbon

and silicon. J. Phys. Chem. B 2009, 113, 4008–4016.

17



(10) Moore, E. B.; Molinero, V. Structural transformation in supercooled water controls the

crystallization rate of ice. Nature 2011, 479, 506–508.

(11) Chen, W.; Ambrosio, F.; Miceli, G.; Pasquarello, A. Ab initio Electronic Structure of

Liquid Water. Phys. Rev. Lett. 2016, 117, 186401.

(12) Pham, T. A.; Zhang, C.; Schwegler, E.; Galli, G. Probing the electronic structure of

liquid water with many-body perturbation theory. Phys. Rev. B 2014, 89, 060202.

(13) Fang, C.; Li, W.-F.; Koster, R. S.; Klimes, J.; van Blaaderen, A.; van Huis, M. A.

The accurate calculation of the band gap of liquid water by means of GW corrections

applied to plane-wave density functional theory molecular dynamics simulations. Phys.

Chem. Chem. Phys. 2015, 17, 365–375.

(14) do Couto, P. C.; Estácio, S. G.; Cabral, B. J. C. The Kohn-Sham density of states and

band gap of water: From small clusters to liquid water. J. Chem. Phys. 2005, 123,

054510.

(15) Rozsa, V.; Pan, D.; Giberti, F.; Galli, G. Ab initio spectroscopy and ionic conductivity

of water under Earth mantle conditions. Proc. Natl. Acad. Sci. U.S.A 2018, 115, 6952–

6957.

(16) Gaiduk, A. P.; Gustafson, J.; Gygi, F.; Galli, G. First-principles simulations of liquid

water using a dielectric-dependent hybrid functional. J. Phys. Chem. Lett 2018, 9,

3068–3073.

(17) Pham, T. A.; Ping, Y.; Galli, G. Modelling heterogeneous interfaces for solar water

splitting. Nat. Mater 2017, 16, 401–408.

(18) Nellist, M. R.; Laskowski, F. A. L.; Lin, F.; Mills, T. J.; Boettcher, S. W. Semiconduc-

tor–Electrocatalyst Interfaces: Theory, Experiment, and Applications in Photoelectro-

chemical Water Splitting. Acc. Chem. Res 2016, 49, 733–740.

18



(19) Tee, S. Y.; Win, K. Y.; Teo, W. S.; Koh, L.-D.; Liu, S.; Teng, C. P.; Han, M.-Y. Recent

Progress in Energy-Driven Water Splitting. Adv. Sci 2017, 4, 1600337–n/a.

(20) Rossmeisl, J.; Logadottir, A.; Nørskov, J. K. Electrolysis of water on (oxidized) metal

surfaces. Chem. Phys 2005, 319, 178–184.

(21) Fujishima, A.; Honda, K. Electrochemical Photolysis of Water at a Semiconductor

Electrode. Nature 1972, 238, 37–38.

(22) McKone, J. R.; Lewis, N. S.; Gray, H. B. Will solar-driven water-splitting devices see

the light of day? Chem. Mater 2014, 26, 407–414.

(23) Radecka, M.; Rekas, M.; Trenczek-Zajac, A.; Zakrzewska, K. Importance of the band

gap energy and flat band potential for application of modified TiO2 photoanodes in

water photolysis. J. Power Sources 2008, 181, 46 – 55.

(24) Winter, B.; Weber, R.; Widdra, W.; Dittmar, M.; Faubel, M.; Hertel, I. V. Full Valence

Band Photoemission from Liquid Water Using EUV Synchrotron Radiation. J. Phys.

Chem. A 2004, 108, 2625–2632.

(25) Delahay, P.; Von Burg, K. Photoelectron emission spectroscopy of liquid water. Chem.

Phys. Lett 1981, 83, 250–254.

(26) Gaiduk, A. P.; Pham, T. A.; Govoni, M.; Paesani, F.; Galli, G. Electron affinity of

liquid water. Nat. Commun 2018, 9, 1–6.

(27) Savolainen, J.; Uhlig, F.; Ahmed, S.; Hamm, P.; Jungwirth, P. Direct observation of

the collapse of the delocalized excess electron in water. Nat. Chem. 1994, 6, 697–701.

(28) Abel, B.; Buck, U.; Sobolewski, A.; Domcke, W. On the nature and signatures of the

solvated electron in water. Phys. Chem. Chem. Phys 2012, 14, 22–34.

(29) Herbert, J. M.; Coons, M. P. The hydrated electron. Annu. Rev. Phys. Chem 2017,

68, 447–472.

19



(30) Marsalek, O.; Uhlig, F.; Vandevondele, J.; Jungwirth, P. Structure, dynamics, and

reactivity of hydrated electrons by ab initio molecular dynamics. Acc. Chem. Res 2012,

45, 23–32.

(31) Uhlig, F.; Marsalek, O.; Jungwirth, P. Unraveling the complex nature of the hydrated

electron. J. Phys. Chem. Lett 2012, 3, 3071–3075.

(32) Boero, M.; Parrinello, M.; Terakura, K.; Ikeshoji, T.; Liew, C. C. First-principles

molecular-dynamics simulations of a hydrated electron in normal and supercritical wa-

ter. Phys. Rev. Lett 2003, 90, 226403.

(33) Kumar, A.; Walker, J. A.; Bartels, D. M.; Sevilla, M. D. A simple ab initio model for the

hydrated electron that matches experiment. J. Phys. Chem. A 2015, 119, 9148–9159.

(34) Ambrosio, F.; Miceli, G.; Pasquarello, A. Electronic levels of excess electrons in liquid

water. J. Phys. Chem. Lett 2017, 8, 2055–2059.

(35) Grand, D.; Bernas, A.; Amouyal, E. Photoionization of aqueous indole: Conduction

band edge and energy gap in liquid water. Chem. Phys 1979, 44, 73 – 79.

(36) Bernas, A.; Grand, D.; Amouyal, E. Photoionization of solutes and conduction band

edge of solvents. Indole in water and alcohols. J. Phys. Chem. 1980, 84, 1259–1262.

(37) Bernas, A.; Ferradini, C.; Jay-Gerin, J.-P. On the electronic structure of liquid water:

Facts and reflections. Chem. Phys 1997, 222, 151 – 160.

(38) Coons, M. P.; You, Z.-Q.; Herbert, J. M. The Hydrated Electron at the Surface of Neat

Liquid Water Appears To Be Indistinguishable from the Bulk Species. J. Am. Chem.

Soc 2016, 138, 10879–10886.

(39) Luckhaus, D.; Yamamoto, Y.-i.; Suzuki, T.; Signorell, R. Genuine binding energy of

the hydrated electron. Sci. Adv 2017, 3 .

20



(40) Ambrosio, F.; Miceli, G.; Pasquarello, A. Electronic Levels of Excess Electrons in Liquid

Water. J. Phys. Chem. Lett 2017, 8, 2055–2059.

(41) Coons, M. P.; You, Z.-Q.; Herbert, J. M. The hydrated electron at the surface of neat

liquid water appears to be indistinguishable from the bulk species. J. Am. Chem. Soc

2016, 138, 10879–10886.

(42) Bernas, A.; Ferradini, C.; Jay-Gerin, J.-P. On the electronic structure of liquid water:

Facts and reflections. Chem. Phys 1997, 222, 151–160.

(43) Coe, J. V.; Earhart, A. D.; Cohen, M. H.; Hoffman, G. J.; Sarkas, H. W.; Bowen, K. H.

Using cluster studies to approach the electronic structure of bulk water: Reassessing

the vacuum level, conduction band edge, and band gap of water. J. Chem. Phys. 1997,

107, 6023–6031.

(44) Grand, D.; Bernas, A.; Amouyal, E. Photoionization of aqueous indole: Conduction

band edge and energy gap in liquid water. Chem. Phys 1979, 44, 73–79.

(45) Coe, J. V. Fundamental properties of bulk water from cluster ion data. Int. Rev. Phys.

Chem 2001, 20, 33–58.

(46) Donald, W. A.; Demireva, M.; Leib, R. D.; Aiken, M. J.; Williams, E. R. Electron

hydration and ion- electron pairs in water clusters containing trivalent metal ions. J.

Am. Chem. Soc 2010, 132, 4633–4640.

(47) Stahler, J.; Deinert, J.-C.; Wegkamp, D.; Hagen, S.; Wolf, M. Real-time measurement

of the vertical binding energy during the birth of a solvated electron. J. Am. Chem.

Soc 2015, 137, 3520–3524.

(48) King, S. B.; Wegkamp, D.; Richter, C.; Wolf, M.; Stahler, J. Trapped electrons at

the amorphous solid water/vacuum interface as possible reactants in a water splitting

reaction. J. Phys. Chem. C 2017, 121, 7379–7386.

21



(49) Pham, T. A.; Zhang, C.; Schwegler, E.; Galli, G. Probing the electronic structure of

liquid water with many-body perturbation theory. Phys. Rev. B 2014, 89, 060202.

(50) Fang, C.; Li, W.-F.; Koster, R. S.; Klimeš, J.; Van Blaaderen, A.; Van Huis, M. A.
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